Abstract-Enterprise networks are increasingly adopting Layer 3 Multiprotocol Label Switching (MPLS) Virtual Private Network (VPN) technology to connect geographically disparate locations. The any-to-any direct connectivity model of this technology involves a very high memory footprint and is causing associated routing tables in the service provider's routers to grow very large. The concept of Relaying was proposed earlier [6] to separately minimize the routing table memory footprint of individual VPNs, and involves selecting a small number of hub routers to maintain complete reachability information for that VPN, and enabling non-hub spoke routers with reduced routing tables to achieve any-to-any reachability by routing traffic via a hub.
I. INTRODUCTION
Enterprise networks are increasingly adopting Layer 3 MPLS VPN technology, to connect geographically disparate locations. This technology offers direct any-to-any reachability, via a provider IP network, among different sites of an enterprise customer. However, this reachability model imposes a very high memory footprint (details in Section II) and is causing routing tables in provider routers to grow very large (e.g., some VPNs can contain more than 10,000 routes). Consequently, router memory availability has become a key bottleneck when provisioning customers on a Provider Edge (PE) router at the boundary of the provider's network.
To alleviate this bottleneck, the idea of Relaying [6] was introduced: it reduces the PE memory footprint of a VPN by having a small number of hub PE routers to maintain full reachability information, and enabling non-hub PEs (spoke PEs) to reach other routers by relaying through a hub (details in Section II). Intuitively, Relaying is motivated by the key observation that traffic matrices (i.e., matrices of traffic volumes between each pair of PEs) in VPNs are typically very sparse [9] , [8] . This is a result of various factors such as the predominance of client-server applications and typical corporate structures commonly placing application servers at a few central locations. The sparse communication pattern implies we might optimize routing table sizes for the common case communications.
Selecting the hub routers for Relaying involves making complex tradeoffs along multiple dimensions. On the one hand, minimizing the number of hubs is desirable as it can reduce the VPN memory footprint as well as upfront installation and maintenance costs for hubs. On the other hand, traffic between two spoke PEs is rerouted along an indirect path via an intermediate hub PE, and thus potentially traverses a longer path in the provider network. Such relayed traffic can (i) experience longer latencies, (ii) impose additional overhead on the provider network which has to carry the traffic over a longer distance, and (iii) cause additional load on the links towards and from the hub and on the hub itself. In addition, since a hub router is critical to maintaining reachability between its spoke PEs, Relaying needs to be resilient to common failure scenarios. The memory usage, increased latency and bandwidth overheads, additional loads on the hub and its links, and reliability requirements all impose different constraints on the Relaying problem, and a solution involves carefully navigating this multidimensional space for a "sweet spot" region.
The earlier effort [6] explored Relaying for a single VPN, and developed practical heuristics (without a provable worst case guarantee) for determining the hub selection for an individual VPN that minimized the total number of hubs, while ensuring that constraints on additional end-to-end latency were not violated. That work did not consider factors like the additional relay traffic load on a hub PE and its links, or constraints on the memory and bandwidth resources arising from the needs of other VPNs also served by the same provider network.
A service provider network typically hosts many thousands of different VPNs. In this paper, we generalize Relaying to the multi-VPN environment. Different VPNs can have very different characteristics in terms of size, traffic patterns, and routing table sizes. While the routing entries are specific to each VPN, the provider network and individual PEs are shared resources serving many different VPNs. Decisions made for one VPN can impact the fate of others in various ways., e.g., in terms of the available free PE memory, or available free capacity on the uplinks of a PE. We formulate the multi-VPN Relay hub selection problem as a constraint optimization problem that takes into account both memory and bandwidth constraints at each PE, the installation and maintenance cost of a hub, the cost of transporting traffic across the network, and the need for maintaining reliability for each VPN in the face of PE failures. This optimization framework addresses a richer set of constraints and is more general than the formulation considered for the single VPN case in [6] .
We develop three algorithmic approaches to solve the optimization problem. (i) Integrated MULTI: our main algorithm uses a mix of generalizations of knapsack and set cover ideas (see Section III for exact definitions). (ii) Localized MULTI: a simpler and faster variant of Integrated MULTI (iii) Generalized SINGLE -for baseline comparison, we adapt and generalize the LCVSR heuristic from [6] to the multi-VPN problem. While the heuristics from [6] performed well for the single VPN case, the main multi-VPN algorithm (Integrated MULTI) introduced here has provable bounds and enables us to study the various resource tradeoffs on a stronger footing. We extensively evaluate the algorithms using real traffic traces, routing information, and topologies from a large number of VPNs. For a highlight of the results of our analysis, see Section IV-B.
Other than single VPN Relaying, we are not aware of any other effort for scaling Layer 3 VPN routing architecture that reduce routing table sizes and satisfy requirements on latency and load. In the context of the public Internet, a number of recent efforts including CRIO [11] , LISP [5] , and ROFL [4] , have addressed the problem of developing scalable routing architectures (more references in [6] ) . These works did not propose specific algorithms for generating complete indirection configurations that satisfy given user-defined performance constraints on latency and load.
II. BACKGROUND
In this section, after presenting the technologies leveraged, we formulate the optimization problem that we solve in later sections.
A. MPLS VPN and Relaying overview
Relaying [6] was introduced as a solution to contain the impact on memory of the any-to-any connectivity made available to MPLS VPNs. Due to lack of space, the reader is referred to [6] to see details of this approach and MPLS VPNs. The PEs supporting a given VPN are categorized as either hub PEs (hubs) or spoke PEs (spokes). The hubs store all the routes advertised within a VPN, as PEs do in typical VPNs today, while the spokes need only to keep the local routes of the sites attached to the PE and one unique default route, that points to the closest PE. Therefore, when a spoke receives a packet from a local site, it forwards it to a hub that forwards it to its final destination. This approach significantly reduces the memory on the spoke PEs. Unfortunately, this comes at the cost of additional traffic being relayed on the backbone and increases latency for the VPNs. A key strength of Relaying is that the provider can implement the technique simply by modifying the configuration of routers in the provider network, without requiring changes to router hardware and software or any other protocol. Deploying Relaying involves (i) hub selection: selection of a set of PEs as the hubs for a VPN and (ii) hub assignment: determining for each spoke, its corresponding hub.
B. Multi-VPN Relaying Problem Formulation
In the case of the multi-VPN Relaying optimization problem, a more thorough cost model needs to be created to navigate the solution space and new constraints need to be added to those for single-VPN Relaying.
First, the cost model should reflect the fact that every router to be deployed has fixed costs to cover the hardware purchase, deployment and maintenance regardless of the usage of that equipment. Second, the cost should include the capacity of the router utilized by the VPNs. More efficient usage of a router's resources is preferable as it frees up more resources for new additions. The utilization cost is a function of multiple resources: the memory utilization that is driven by the number of routes installed (i.e., ratio of memory used on a PE to the total memory available), the CPU utilization that is driven by BGP sessions, customer features and traffic load, and the number of spare ports available. Finally, while Relaying can reduce the amount of memory, it will increase the distance traversed by traffic that is relayed. This is a direct cost for the provider as it will involve additional resource consumption in the backbone. Since the added distance traversed in the backbone is approximately proportional to the added latency and will turn out to be one of the constraints, this network transport cost will be expressed as a function of latency. Our objective is to minimize the cost of these dimensions, which can be combined by evaluating their monetary costs.
The objective to minimize is therefore:
Here α, β and γ reflect the per-unit monetary costs, |H| is the number of hub PEs, u i is the utilization of PE i, v ijk is the volume exchanged between PE i and PE j for VPN k, l ijk is the additional latency due to the additional distance
j) where hub(i, k) is the hub assigned to PE i for VPN k and d(i, j) is the distance between PE i and PE j.
While minimizing this cost function, we require that the solution should not violate some key constraints:
• Reliable for a constant number of PE failures: Each spoke site is to be assigned to ρ hubs, for a constant integer ρ > 0, to provide a topology that is survivable when we might have up to ρ − 1 PE failures.
• No packet incurs a latency increase of more than θ so that the experience of the end user is not impacted by the Relaying architecture.
• The uplink bandwidth of no PE is saturated.
• The memory usage of each PE is bounded by configurable utilization upper limits. An additional objective can be to balance the routing table sizes across PEs so that the network provisioning team can more easily provision new customers on any PE. This can be achieved by changing the memory constraint and by lowering the memory utilization allowed. Finally, in this paper, we seek practical approximation algorithms with approximation factors C, i.e., algorithms which are not necessarily optimal but their solutions have costs within a factor C of the optimum.
C. Additional assumptions
To solve this constraint optimization problem, some assumptions will be made. First, since memory is currently the bottleneck on PEs, we will assume that the PE utilization is simply the memory utilization on the PE, which is proportional to the number of routes installed. Second, the cost model will assume that the transport cost is linear and proportional to the distance traversed and that the cost of traffic traversing the network for the weighted average distance of today's traffic is $4 per Mbps [10] . In our model, the cost of PEs will vary linearly with the memory utilization and be amortized over 36 months: the upfront cost for a PE will be $200K when empty and reach a total cost of $400K if the memory is fully utilized (see [2] or [1] for sample prices that will vary depending on the configuration). A sensitivity analysis of the cost input in Section IV will show that even a ten-fold change in the ratio of bandwidth cost vs. router cost or memory cost does not change the solutions considerably.
III. THEORETICAL RESULTS
In our terminology, a virtual PE is a pair (PE,VPN) , where the VPN is part of the PE. Any virtual PE should be assigned to a number of hubs. The resemblance may tempt us to model this problem using the facility location (FL) problem. 1 We need to put a client for each virtual PE, and a facility for each PE (which is a candidate hub). One challenge here is that although latencies are metric in our problem, we need to resort to nonmetric connection costs to accommodate for the maximum permissible latency increase. We show our problem cannot be approximated to within o(ln N ), where N is the number of virtual PEs. Nevertheless, metric facility location 2 has constant factor approximation algorithms.
If we relax latency threshold, bandwidth, and memory constraints, as well as reliability requirements, we can cast this basic model of the problem as a (non-metric) FL instance. The only known work studying facility location problems with "unsplittable hard capacities" for servers is that of Bateni and Hajiaghayi [3] . Even in this work, however, metricity is assumed. In this section, we show how to tackle the problem in presence of all these extra constraints. In a high level, our algorithm combines the greedy approach to solve Set cover and the Dynamic Programming (DP) technique for the Knapsack problem, and even furthermore, we need to generalize these techniques to a fault-tolerant setting. In standard set cover, we are given a collection C of subsets of a finite set S, and the goal is to find a sub-collection C ⊆ C of minimum size such that every element in S belongs to at least one member of C . In standard Knapsack, we are given n kinds of items, each having a value and a weight, and a maximum weight c. The goal is to maximize the value of items whose total weight is at most c.
To summarize, the constraints in our model are as follows: 1) We should avoid assigning a PE to a hub causing a latency increase of more than θ; 2) Each PE has a memory limit; it defines the maximum number of routes that can be stored in the PE; 3) Each PE has a bandwidth limit. The total traffic through the PE should not exceed the limit; and 4) We might have a reliability parameter, say ρ, dictating that ρ hubs should be provisioned for any virtual PE. We usually work with ρ = 2, though our algorithms can be easily generalized to any constant integer ρ > 0.
1 In a facility location problem, we have facilities with some opening cost, and clients which should be connected to open facilities. The goal is to find the optimal set of facilities to open, and connections between clients and opened facilities, so as to minimize the open facilities' opening costs plus the connection costs. 2 Metric facility location is a variant of the facility location problem in which connection costs satisfy metricity. 
A. Main algorithm
Before stating out algorithm, first we simplify our objective function. We deal with this simplified version in the rest of this section. We show that any instance I 1 with the objective (1) can be transformed into an instance I 2 which has a simpler objective function we define here:
The new objective (2) does not have the third term of the general objective (1) (the one for memory usage of hubs). It only accounts for the initialization costs of selected hubs, H * , and for the extra bandwidth cost. Note that we allow different costs for different facilities. The proof of the following lemma follows from a standard reduction (see, for instance, [7] ) and due to lack of space we omit it here.
Lemma 1: For any constant > 0, we can transform in polynomial time an instance I 1 having an objective in the form (1) to an instance I 2 with the simplified objective form (2) with a blowup factor at most 1 + .
Our main algorithm depicted in Figure 1 follows a framework of greedily picking an (approximately) most "efficient" hub to which we assign a subset of PEs and repeating until we satisfy the whole instance. At each step of the algorithm, we have a set of yet unsatisfied PEs and we are to find the most "efficient" hub (i.e., hub whose selection cost divided by the number of PEs it satisfies is minimized) for some of them.
We can prove the following main theorem, whose proof is omitted due to interest of space.
Theorem 2: The algorithm COMPUTEASSIGNMENT (Fig. 1) , given any fixed > 0 and δ > 0, runs in polynomial time and reports a solution whose cost does not exceed (1 + )(1 + ln ρN )cost(OPT). The solution assigns ρ hubs to each PE, such that bandwidth constraint of a hub is violated by at most a factor δ, and there is no memory limit violation. Also we can show that our algorithm provides the best guarantee one can hope for and it is essentially optimal. Here, we do not even resort to bandwidth or memory usage restriction. This also implies that the hardness is true for the single-VPN special case.
Theorem 3: The problem of minimizing total cost while obeying the hard threshold on latency θ, is not approximable to within (1 − o(1) ) ln n, unless NP ⊆ DTIME(n O(log log n) ) (or to within c ln n for some constant c < 1, unless P = NP).
B. Relaying Algorithms
We evaluate the performances of the following algorithms for determining the selection of hubs and assignment of hubs to spokes for the different VPNs:
• "Status Quo" (STATUS) which shows the current situation of the network without any optimization.
• "baseline" (BASE) which is a generalization of the algorithm proposed by Kim et al. [6] to a multi-VPN setting, in which optimization for each VPN is done independently. In this algorithm, VPNs are dealt with in a random order. For each VPN, we run the single-VPN optimization of [6] to minimize the total memory usage, using the residual bandwidth and memory on the PEs; the use of residual capacities is to avoid violating those hard thresholds.
• "multi-VPN optimization" (MULTI) that is the algorithm we proposed earlier in this section. MULTI is our major contribution and has some variations: Integrated (INT) and localized (LOCAL). The former runs an optimization once for the whole instance, whereas the latter runs the optimization in a "localized" manner. At each step of the localized algorithm, part of only one VPN can be handled, whereas each step of INT can deal with parts of different VPNs. In other words, each step of INT can handle multiple steps of LOCAL. As is expected, the optimization for LOCAL is simpler and runs faster; however, the results are inferior to those of INT, because LOCAL cannot make the more global optimization -it might well happen that making a collective decision for all the VPNs is better than that of making it individually for each VPN. LOCAL* and INT* are unconstrained versions of the above algorithms, in the sense that a new VPN might be assigned to a PE which is not currently part of the VPN. In the constrained version, on the other hand, each PE can only be a hub for those VPNs that currently have some CE attached to it from that particular VPN.
To implement the algorithms, we need to tackle the issue of large running time. Although the algorithms run in polynomial time, the running time guarantees are still too large. We notice that the memory usage of a single VPN is usually not large compared to the memory capacity of PEs. Were this always the case, a good approximation would be to solve fractional knapsack (using an LP-solver such as CPLEX for a natural linear programming) rather than pseudopolynomial time dynamic programming solutions to knapsack. However, this is not the case. Fortunately though, the memory usages can be divided into two groups: the VPNs whose memory usage is large and those with small memory usage. The former group need a dynamic programming solution, whereas a fractional knapsack solution is sufficient for the latter group. We mix these ideas with a couple of heuristics to make the running time of our algorithms tractable.
All our algorithms run in a reasonable amount of time, which ranges from 10 seconds to the worst case of an hour, depending on the parameters used. These running times correspond to instances with hundreds of PEs and thousands of VPNs. Since we only need to run the optimization occasionally, the times are quite acceptable.
IV. EVALUATIONS

A. Setting
We used traffic, configuration and topology data from a large tier-1 ISP, collected during a work-week of June 2008. The data set corresponded to hundreds of PEs, and thousands of VPNs. Size of VPNs ranges from a few to hundreds of PEs and thousands of CEs.
In the evaluations below, unless otherwise specified we use the following default parameters settings: (1) the constraints on the resources at each PE are: 100% of the memory (this allows us to compare our scheme which can handle explicit constraints on memory usage to others) and 80% of the bandwidth (leaving some room for handling traffic variability); (2) We limit the increase in path length due to relaying to 200-miles which corresponds to the threshold (θ) for permissible additional unidirectional latency to be 2.5 msec. Most network applications today can easily tolerate increases in excess of this value. The selection of θ was also guided by our desire to limit the extra load on the network due to relayed traffic traveling longer distances; and (3) the default fault-tolerance requirement is the non-reliable instance where each spoke in a VPN needs to be assigned to a single hub PE.
B. Summary of simulation results and analysis
The algorithms BASE, LOCAL, INT, LOCAL* and INT* cost 80%, 73%, 66%, 36% and 30% of that of "status quo" (STATUS) respectively. The fraction of PEs selected as hubs are 79%, 72%, 64%, 36% and 31% respectively for the different schemes. BASE and MULTI (all variations) reduce the total memory usage to about 15% of STATUS QUO, for the default parameter settings. The bandwidth cost for these solutions are within 1.5% of each other. We also consider three levels of reliability requirements: 1, 2 and 3-hub reliability. Recall that ρ-hub reliability requires that each spoke in each VPN have ρ candidate hubs-this ensures any-any connectivity even when ρ − 1 hubs fail.
We note that our results (including hub assignments) are relatively stable when using data for different days and exhibit less than 1% of changes, possibly due to the relative stability of VPN communication behaviors.
Due to lack of space, we only highlight the main results of our analysis here.
• There is consistent significant reduction in total cost (using any assignment to the parameters), as we use better algorithms; i.e., STATUS, BASE, LOCAL, INT, LOCAL* and INT*. The last algorithm decreases the total cost by a factor three from STATUS for the default parameter values.
• Although we try to minimize the unified objective (1), we are also able to achieve an 85% reduction on total memory usage which is close to a theoretical limit.
• Reducing the memory limit from 100% to 35% changes the total cost by less than 5%, whereas the change from 35% to 15% imposes a 25% increase of the total cost. Memory or bandwidth usage limits do not have a substantial effect on the total number of routes.
• Better reliability can be guaranteed by provisioning backup hubs for each PE, while the increase in cost is not substantial. The total cost, number of hubs and total memory usage is increased by less than 50% to get 2-hub reliability and less than 70% to get 3-hub reliability.
• One constraint in [6] was that a VPN could not be assigned to a hub, if the PE (candidate hub) was not part of the VPN. Our experiments show that relaxing this constraint can lead to substantial reductions of more than 50% in total cost.
• Our cost model is stable, in the sense that changing several parameters within reasonable ranges does not change the assignments significantly. V. CONCLUSION In this paper we focus on reducing the large service provider memory footprints of Layer 3 MPLS VPNs for the common scenario where a single provider network's memory and bandwidth resources are shared by many thousands of different VPNs. We generalize the concept of VPN Relaying, which enables routers to reduce routing tables significantly by offering indirect any-to-any reachability among PEs, to this multi-VPN setting. We formulate multi-VPN Relay hub selection as a constraint optimization problem that takes into account both memory and bandwidth constraints at each PE, the installation and maintenance cost of a hub, the cost of transporting traffic across the network, and the need for maintaining resilience to PE failures for each VPN. We develop solution algorithms with guaranteed bounds on performance and our evaluations indicate that our Relaying solutions lead to substantial cost savings.
Our multi-VPN Relaying technique is readily applicable in today's network and works in the context of existing routing protocols without requiring any changes to either router hardware and software, or to the customer's network. Thus network administrators in the future can easily deploy the technique by modifying only routing configurations.
