Abstract. An ergodic flow is said to have the weak Pinsker property if it admits a decreasing sequence of factors whose entropies tend to zero and each of which has a Bernoulli complement. We show that this property is preserved under taking factors and d-limits. In addition, we show that a flow has the weak Pinsker property whenever one ergodic transformation in the flow has this property.
THEOREM 1. If (S,X) has the weak Pinsker property, then every factor of (S, X) has
the weak Pinsker property. THEOREM 
If a sequence of processes {(S
(n> , P (n) )}"=i converges in d to a process (S, P), and each (S (n) , (P <n)
) s <">) has the weak Pinsker property, then (S, (P) s ) has the weak Pinsker property.
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A. Fieldsteel
Theorem 1 will be proved by using the techniques and results of [1] to adapt the arguments of [5] to the flow setting. The same approach can be used to prove theorem 2, but we have available a simpler route. D. J. Rudolph has observed that theorem 1 can be used to obtain the following result, interesting in its own right, and we use this to obtain theorem 2 quickly. Here and in subsequent arguments we make use of the notational conventions of [1] , and we refer the reader to § 2 of that paper for a summary of those conventions. THEOREM 
If (S, X) is a flow such that for some ergodic S^ in S, S^ has the weak Pinsker property, then S has the weak Pinsker property.
A A Proof of theorem 3. By theorem 1, it is sufficient to construct a flow (S, X) which has the weak Pinsker property and which has (5, X) as a factor. We let (S\ X') be a rotation of period t 0 on the interval X' = [0, t 0 ), and we set (S,X) = (S,X)x(S',X'). Let (B n ) Si and (H n ) Si be the factors of (S h , X) given by the definition of the weak Pinsker property. We use them to construct factors (B n ) § and (H n ) § of (S, X) as
required by the definition. Let B n and H n be defined by It is then sufficient to verify that B n is H n v P n -relatively very weak Bernoulli under 5 (l (see [4] for the definition). This is easy, and we omit the details.
Since we have (H n ) § c (H n _,)s and h(S, H n ) = h(S, H n ), it suffices to show that each (S, (H n ) §) has a Bernoulli complement in (S, X). Choose
• We note that the discrete version of this argument (which does not depend on our work here) answers affirmatively a question posed by Thouvenot in [5] , namely whether a transformation must have the weak Pinsker property if one of its powers does.
Proof of theorem 2. Suppose {(S (n) , P (n) )}" = , converges to (S, P) in d, and each (S <n) , (P (n) ) s ( ">) has the weak Pinsker property. Choose t 0 so that each S',"' and S h is ergodic. Choose a partition Q c (P) s such that (Q) s , = (P)s-Construct partitions Q ( n ) c(P ( n ) ) s () so that { (S   <n) , Q (n) )}^= .converges in d to (S, Q). It follows that {(S\"\ <? (n) )}^=i converges to (5,,,, Q) in d. But proposition 1 of [5] , (Q (n) ) s <," 0 >) has a weak Pinsker Property so that, by proposition 2 of [5] , (S k) ,(Q) Si ) has the weak Pinsker property. Now since (Q)s, =(P)s, theorem 3 implies that (5, (P) s ) has the weak Pinsker property.
• Before proceeding with the proof of theorem 1, we remark that theorem 2 may be strengthened in the following manner. One can prove the corresponding theorem for transformations in the same way that proposition 2 of [5] is proved. One then proves theorem 2' in the same manner theorem 2 was proved, making use of lemma 4 of [5] .
It will be convenient at times to abuse the standard notation \P -P'\ by allowing the partitions in question to be indexed by different sets or sets of different cardinalities. If the sets have different cardinalities, the smaller partition is understood to be augmented by a suitable number of copies of the empty set, and we rely on the context to indicate the appropriate correspondence between the elements of the two partitions.
Theorem 1 will follow from propositions 1 and 2 below. Each of these is preceded by two lemmas. LEMMA 
Let (T, P) be finitely determined. Then for all e > 0 there exist S > 0, and n such that for all ergodic processes (V, H'), the process (T, P)x(T, H') is H'-relatively finitely determined to within e by 8 and n. That is, given ergodic (T,PvH) with
(1) (r,H')~(f,H);
Proof. Case 1. If (T, P) is an independent process, then this fact is proved in [3] . Case 2. If (T, P) is not independent, then we may choose an independent generator B for (T, P) and apply standard approximation arguments to get the result using case 1. We omit the details. We emphasize the point that S and n depend only on (T, P) and e, and not on (V, H'). Furthermore we allow H' here to be countably infinite. D
LEMMA 2. For all e > 0, there exists L such that if (S, (Q) s ) has a Rokhlin tower T of height L such that the partition of r into Q-columns has finitely or countably many elements and entropy less than La, and T C is in a single element ofQ, there is a partition Q'^(Q) s such that \Q'-Q\<e, «?')s, = «?')» and h(S, Q')<a + e.
Proof. The argument is basically that of [2 chapter 12] . We begin by constructing a partition Q t which consists of distinct atoms of flow-length 1 at the base of each Q-column, and which agrees with Q elsewhere. We then proceed to make successive modifications as in [2] to obtain Q' with the generating property (<?')s, = (Q')s-If L is sufficiently large, we can make these modifications on as small a fraction of the space as desired (only needing to add one more atom to Qi in doing so), and we will have \Q'~Q\<e.
A Fieldsteel
If we let R denote the partition that would be obtained by this construction if Qi had consolidated the complement of the union of the new atoms in one set, then we would have (R) Sl For all a e g 4 let ^ Jresp. # a ) denote the Vo~' 5_, 7M P-atoms corresponding to the atoms of ? 2 (resp. ^2) covering a. Let f 6 be a subset of & 4 and <p an assignment of a set <p{a) cz @ a n% 5 to each a e ^6 such that: f o r a l l a e t 6 , |«p(a)|>2 L((cb/M) -3S " ) ; for all a 7^ a', in £ 6 , (p(a) n <p(a') = 0 ; for all a e f ( , <p(a) is maximal with respect to the above properties, and ^6 is maximal with respect to the above properties.
We see then that /u.( U<.e« 6 <p( a )Y < Vi/S®-Indeed, if we regard this set as a union of Vo" 1 5_, /M (P v H)-atoms, then those outside ( U ^2) n (U ^4) n (U ^5) form a set of measure less than (rj 2 /8)+25
2 < 173/100. The rest meet the fewer than provided L> (1/5) log (100/i/ 2 ). Now let % 6 c<g 6 c: g 4) and <p be an assignment of a set $(a)c: 3P a r\% 5 to each a e <? 6 such that:
for all a e f 6 , cp(a) => <p(a); for all a e l 6 , |«p(a)|>2 L((ci)/M) -3S " ) ; for all a # a' in £ 6 , (p(a) n <p(a') = 0 ; for all a e £ 6 , $(a) is maximal with respect to these properties; and £ 6 is maximal with respect to these properties. Arguing as before we see that Ai(Uoe« 6 (<p(«))) c< 65~2. Indeed if we regard this set as a union of Vo ' S_,/ M (P v H)-atoms, then those outside (U <? 2 ) ^ (U %A) n (U ^s) form a set of measure less than 55 2 (a, t) . This defines H on all but a set of measure less than 65 2 +2TJ 3 , and we put this in a single H set. Finally, for a v y e Vo~' S. i / M (HvP) having the same name as a v-yeVo" 1 5_ j/M (H v P) where a€ # 6 and ye cp(a), and for xe F n a v % we let b(S,x) = il> M b t (W(a n y)), thus defining a partition B on all but 65~2+2i7 3 of X, and we define b to be constant elsewhere.
Now by the construction of W, each atom of the trace of Vo ' 5_, /M (B v H v P) on F outside a set of relative measure 5 2 + 773 in F has a name from &,, so if 5 and 7j 3 are sufficiently small (with respect to p), we have
Since |P-P|<p, we have
< ay 4. • LEMMA 
7/ (S, X) is a flow with partitions H and Q such that (H) s has a Bernoulli complement in (S,X) and (Q) S =>(H) S , then for all e > 0 there exists Q with \Q -Q\ < e, (S, Q v H) = (S, Q v H), and (Q) s has a Bernoulli complement in (S, X). {Ifh(S, Q) -h(S), then this Bernoulli complement is trivial; that is (Q) s = X.) Proof Choose B so that (S, B) is Bernoulli, (B) S ±(Q) S , and h{S, Bv Q) = h(S).
This is possible by corollary 1 of [1] . By theorem 3 of (1) and (2), we have
h(S, B, v ( ? ) s HS, B,)+h(S, (?) < h(S, B,)+h(S, Q) + u< h(S).
Hence by corollary 1 of 
