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Abstract—This paper describes a new algorithm for 
velocity detection using the principle of a fly-eye. Called 
the Distance of Travel algorithm, it is optimized for low 
cost commercially available cameras.   
Keywords—Velocity Sensor, Optical Sensors, Robot 
Vision.  
I.  INTRODUCTION 
A. Motivation 
The motivation for this body of work was to find a 
robust and computationally cheap way of enabling a 
robot to navigate down a corridor. The well-
understood fly eye was, given its biological precedent, 
considered a suitable sensor for this task however we 
were unable to find any implementations on low-cost 
COTS (Commercial off the Shelf) cameras so the 
novelty of our paper is therefore to analyse and 
implement a fly-eye algorithm on this class of 
platform.  
In order to achieve the task the well-known fly-eye 
algorithms were analysed and it was discovered that 
the linearity of response at the typical sampling times 
of low-cost cameras leaves something to be desired so 
we developed, simulated and implemented a new 
algorithm, called the Distance of Travel Algorithm. It 
can be shown that the algorithm functions with better 
linearity of response at the lower sampling rates 
expected by the COTS camera. This informs the 
structure of the paper.  
We briefly discuss related work, methodology and 
algorithms followed by simulation results of the well-
known algorithms. We then discuss the new algorithm, 
the Distance of Travel (DoT) algorithm and 
simulations. Section IV discusses the practical 
implementation of the DoT algorithm and the final 
section draws conclusions and proposes future work. 
B. Related Work 
Scientists have been examining the perception and 
navigation of insects in general and the fly in 
particular, for some 60 years and this has led to much 
work in replicating capabilities in technology. The 
substantial body of literature includes some 
informative summaries, f.i. Franceschini (2014), 
Sirnivasan (1999,) and Orchard (2014.)  
Biological research generated several replicable 
models, for instance Hassenstein and Reichardt 
(Hassenstein, 1961) who described their Elementary 
Motion Detector (EMD - Figure 1.) Other models 
include the Barlow and Levick model (1965) or the 
Watson and Ahumada model (1985.) Many of these 
models have been replicated in engineering, often 
using analogue electronics for instance Tanner 
(Tanner, 1986)   
Little work has done to apply known principles to 
CMOS detectors. Arreguit (1996) describes a pointing 
device and Basch (2010, 2011) Hassenstein-Reichardt 
based collision detectors.    
C. Methodology  
Current published (research) solutions use EMD’s 
of size 8 to 254 pixels. Our contention is that data from 
standard cameras will provide data to perform several 
tasks in parallel, most probably with the use of Field 
Programmable Gate Arrays (FPGA) devices. A low 
computational cost task like the fly-eye algorithm can 
intuitively be bound to a CMOS camera.  
 
Figure 1: Elementary Motion Detector (EMD) according to 
Harrison [4] 
 
The methodology used was to examine commonly 
used algorithms in simulation, and if suitable in a real-
world environment to choose an algorithm to 
implement, prove the use-case in software and measure 
the real-time properties of the solution to decide 
whether hardware offloading is necessary or 
beneficial.  
D. Algorithms 
The EMD generates a metric from the time taken 
for an image feature to pass from one receptor to a 
second. The EMD is unidirectional. Intensity based 
and token based are the two general categories of 
artificial implementations of the EMD. As we placed 
value on low computational complexity as well as 
resource expense, using these criteria, we chose two 
algorithms for an initial implementation, specifically 
Harrison and Koch (1999) who based their work on 
intensity based correlation using the Hassenstein-
Reichardt principle and that of Roubieu et. al. (2013) 
who used token based methods. 
II. SIMULATION OF KNOWN ALGORITHMS 
The two algorithms were simulated in Matlab. 
Given the typical size of a EMD scaled up to the kind 
of images we are using the area of the camera was sub-
divided into photoreceptors of and array of 5*5 pixels 
(Figure 2.)   
 Figure 2: Assembling receptors from camera pixels 
 
We used several forms of test patterns including a 
square-wave pattern (black and white bars) as well as 
randomly chosen pictures of wood, brick and concrete 
(Figure 3.) The algorithms were tested by passing the 
patterns in front of the receptors at different velocities.  
 
Figure 3: Black and white (left) and concrete (right) patterns for 
simulation of tokens 
 
 
A. Hassenstein – Reichardt Detection  
The Hassenstein-Reichardt detector was 
configured as follows: 
 






Mask Size 43 Pixels 
Number of receptors 12 Receptors 
 
We established the response at different angular 
velocities for a camera sampling time of 20 ms (Figure 
4.) The simulation at a sampling rate 5 ms (Figure 5.) 
Inspecting the response we can see that correlation 
with the expected result is considerably better at 
sampling rates that are infeasible for a standard COTS 
camera so the Hassenstein-Richardt does not appear to 
be suited for implementation for our use-case.    
 
B. Time Of Travel Algorithm   
This procedure was repeated for the time of travel 
algorithm (ToT, Roubieu (2013.)) configured 
according to the set of values in Table 2.  
 





Mask Size 77 Pixels 
Number of receptors 6 Receptors 
The results, that largely correspond with 
experiences from the Hassenstein-Richardt detector in 
that the correlation between expected and actual 
velocity are weak, are shown in Figure 6 and are the 
reason it was considered necessary to develop a new 
algorithm. 
III. DISTANCE OF TRAVEL ALGORITHM AND 
SIMULATION RESULTS  
A. Distance of Travel Algorithm 
The new algorithm, the Distance of Travel (DoT) 
algorithm is similar to the time of travel algorithm in 
that it uses token tracking. The concept of the EMD is 
broken with by detecting tokens across an entire line 
rather than just the next receptor. The principle of 
operation is shown in Figure 7. 
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 Figure 4: Performance of the Hassenstein-Richardt algorithm 
simulation at sampling rates of 50 Hz. 
  
 
 Figure 5: Performance of the Hassenstein-Richardt algorithm 
simulation at sampling rates of 200 Hz. 
 
 
Figure 6: Performance of the Time of Travel algorithm at 
sampling rates of 50 Hz. 
 
 
 Figure 7: Principle of operation: Distance of Travel Algorithm 
 
At t1 a token is detected at the second receptor and 
again at t2, at the seventh receptor. The angular 
velocity can be calculated using (1.) 
 
 ω = Δα/Δt = (ηR2 - ηR1) • αR / (t2 – t1) (1) 
 
This measure may be improved by more detections 
of the token across the array. If the token reaches the 
end of the array the search algorithm returns to the 
beginning of the array. If a second token is detected 
then the algorithm will produce a stream of velocity 
values. there is a new token the algorithm will be able 
to produce a stream of measurement values (Figure 8.)  
 
 Figure 8: Principle of operation: Distance of Travel Algorithm - 
case of token leaving field of vision 
   
B. Simulation Results 
The same benchmark was applied to the Distance 
of Travel implementation according to the parameters 
in Figure 9 and Table 3 with results shown in Figure 
10. 
 
 Figure 9 Assembling receptors from camera pixels for the 
Distance of Travel Algorithm 
 





Receptor size 5 * 5 
Receptor Overlap 1 * 5 
Number of Receptors 100 
 
IV. DISTANCE OF TRAVEL ALGORITHM 
IMPLEMENTATION AND TESTS 
A. Implementation  
With the principle of the algorithm confirmed by 
these simulations the algorithm was implemented on 
the low-cost, but discontinued, COTS leanXcam from 
SCS. This camera, is based on a 1/3” CMOS colour 
sensor and features a 500MHz Blackfin under 
uClinux, (SCS 2016.)  
The implementation runs in an endless loop with 
both the run time of the software and the image 
capturing/transfer time determining the timing 
characteristics. We also measure the runtime of the 
algorithm to ensure an adequate frame-rate is 
achieved. 
The application can be setup up using a web 
interface. The camera chip is polled, using supplied 
libraries, for a new image. The velocity value output 
is via the camera’s Ethernet console output.  
The implementation also performs an intensity 
check before deciding whether to search for a token or 
not.  
 
 Figure 10: Performance of the Distance of Travel Algorithm 
simulation at sampling rates of 50 Hz. 
    
B. Measurements    
In order to get a direct correlation between the 
simulation and the implementation the same test 
patterns were used. A test-jig based around a conveyer 
belt was built (Figure 11.) The images previously 
generated were printed and stuck onto the conveyer 
belt (black and white image on the conveyer belt in 
Figure 11) and the speed of the conveyer belt could be 
adjusted.  
 
 Figure 11: Picture of test-jig 
    The schematic in Figure 12 shows the jig 
parameters used in the tests and in most of the tests the 
parameters noted in Table 4 were used.     





Table 4: Parameter Settings of Test-Jig 
Parameter Value 
Distance camera to the 
belt (d) 
0.2 m 
Angle of Camera to 
belt (η) 
90° 
Velocity of belt (vt) 0.2 – 0.8 m/s 
Illumination room 
Illumination time 0.05 s 
Test pattern black/white stripe 
 
The first results showed a strong correlation 
between the measured velocity and that of the 
conveyer belt. Oscillations were also noticed and 
further investigation showed that the motor was 
periodically sticking. The measurement was repeated 
and current and voltage were graphed against the 
velocity (Figure 13). The estimated angular velocity 
tracks the “stickiness” of the motor/belt, as measured 
by motor voltage/current, very well. 
The DoT algorithm shows an excellent correlation 
between expected and measured velocity. The 
deviation observable at speeds greater 0.75 m/s is the 
result of an array error discovered later. 
 
Figure 13: Correlation of Distance of Travel algorithm with motor 
current 
 Figure 14: Performance of the Distance of Travel algorithm 
implementation at sampling rates of 50 Hz. and using the stripes 
pattern   
1) Wall pattern, 
The DoT algorithm was also applied to the wood, 
brick and concrete patterns with results listed in Table 
5.   
 
Table 5: Measurement error of Distance of Travel implementation 















Stripes 0.67 0.66 1.5 
Brick 0.67 0.73 9.0 
Concrete 0.67 0.72 7.5 
Wood 0.67 0.74 10.5 
   
2) Real-Time Constraints 
The real-time performance of the algorithm is of 
interest so the time for the algorithm to determine 
velocity on a per captured frame basis was measured 
over a time period of 60 seconds. An average CPU 
time of 171 μs was determined (Figure 15.) The 
operating system interfering with the execution of the 
tasks is responsible for the peaks seen > 200 μs. In 
contrast the de-Bayering algorithm took an average of 
514 μs for execution on this platform. 
V. CONCLUSION, DISCUSSION AND FURTHER WORK 
A. Conclusion 
We have shown by simulation that current 
implementations of the fly-eye algorithm for auto-
velocity detection are unsuitable for implementation 
on low-cost commercially available cameras.  
We have proposed a new algorithm, called the 
Distance of Travel algorithm, which is suitable for 
implementation on low-cost commercial cameras 
operating at low sampling rates. We implemented this 
algorithm and showed through tests that the promise 
shown through simulation is reflected in real-world 
measurements. The real-time characteristics of the 
implementation are also attractive.  
B. Discussion 
The Distance of Travel algorithm appears to be 
quite useful in structured environments. In less 
structured environments inspection shows that the 
nature of the pattern – in essence a derivative of 
Shannon’s sampling theory – determines the 
achievable accuracy.  
    
 Figure 15: Processing time distribution Distance of Travel 
implementation 
   
C. Further Work 
The first focus for further research is developing 2 
and 3-D versions of the algorithm as well as mounting 
the camera(s) on a mobile robot and allowing it to 
drive semi-autonomously down a corridor at speeds of 
up to 1 m/s.  
The suitability for offloading the algorithm into an 
FPGA is also to be examined as we believe that the 
combination camera, CPU and FPGA – as opposed to 
the use of GPUs - to be the most cost efficient for 
mobile robotics.  
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