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Abstract
The statistical analysis of Randomized Numerical Linear Algebra (RandNLA) algorithms
within the past few years has mostly focused on their performance as point estimators. How-
ever, this is insufficient for conducting statistical inference, e.g., constructing confidence inter-
vals and hypothesis testing, since the distribution of the estimator is lacking. In this article,
we develop an asymptotic analysis to derive the distribution of RandNLA sampling estimators
for the least-squares problem. In particular, we derive the asymptotic distribution of a general
sampling estimator with arbitrary sampling probabilities. The analysis is conducted in two
complementary settings, i.e., when the objective of interest is to approximate the full sample
estimator or is to infer the underlying ground truth model parameters. For each setting, we
show that the sampling estimator is asymptotically normally distributed under mild regular-
ity conditions. Moreover, the sampling estimator is asymptotically unbiased in both settings.
Based on our asymptotic analysis, we use two criteria, the Asymptotic Mean Squared Error
(AMSE) and the Expected Asymptotic Mean Squared Error (EAMSE), to identify optimal
sampling probabilities. Several of these optimal sampling probability distributions are new to
the literature, e.g., the root leverage sampling estimator and the predictor length sampling
estimator. Our theoretical results clarify the role of leverage in the sampling process, and our
empirical results demonstrate improvements over existing methods.
Keywords: least squares, randomized numerical linear algebra, leverage scores, asymptotic distri-
bution, mean squared error, asymptotic mean squared error
1 Introduction
Recent work in Randomized Numerical Linear Algebra (RandNLA) focuses on using random
sketches of the input data in order to construct approximate solutions more quickly than with
traditional deterministic algorithms. In this article, we consider statistical aspects of recently-
developed fast RandNLA algorithms for the least-squares (LS) linear regression problem. Given
Y = (Y1, . . . , Yn)
T ∈ Rn and X = (x1, . . . ,xn)T ∈ Rn×p, we consider the model
Y = Xβ0 + ε, (1)
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where β0 ∈ Rp is the coefficient vector, and ε = (ε1, . . . , εn)T ∈ Rn, where εis are i.i.d random
errors with mean 0 and variance σ2 <∞. We assume the sample size n is large and that X has
full column rank. The ordinary least squares (OLS) estimator of β0 is
βˆOLS = arg min
β
‖Y −Xβ‖2 = (XTX)−1XTY, (2)
where ‖ · ‖ is the Euclidean norm. While the OLS estimate is optimal in several senses, the
algorithmic complexity for computing it with direct methods is O(np2), which can be daunting
when n and/or p are large.
Motivated by these algorithmic considerations, randomized sketching methods have been de-
veloped within RandNLA to achieve improved computational efficiency (Mahoney, 2011; Drineas
and Mahoney, 2016; Halko et al., 2011; Woodruff et al., 2014; Mahoney and Drineas, 2016;
Drineas and Mahoney, 2018). With these methods, one takes a (usually nonuniform) random
sample of the full data (perhaps after preprocessing or preconditioning with a random projection
matrix (Drineas and Mahoney, 2016)), and then the sample is retained as a surrogate for the full
data for subsequent computation. Here is an example of this approach for the LS problem.
• Step 1: Sampling. Draw a random sample of size r  n with replacement from the full
data using probabilities {pii}ni=1. Denote the resulting sample and probabilities as (X∗,Y∗)
and {pi∗i }ri=1.
• Step 2: Estimation. Calculate the weighted LS solution, using the random sample, by solving
β˜ = arg minβ‖Φ∗Y∗ −Φ∗X∗β‖2
= (X∗TΦ∗2X∗)−1X∗TΦ∗2Y∗ (3)
where Φ∗ = diag(1/
√
rpi∗i ).
Popular RandNLA sampling approaches include the uniform sampling estimator (UNIF), the
basic leverage-based sampling estimator (BLEV), where piBLEVi = hii/
∑n
i=1 hii, where hii =
xTi (X
TX)−1xi are the leverage scores of X, and the shrinkage leverage estimator (SLEV), which
involves sampling probabilities piSLEVi = λhii/
∑n
i=1 hii + (1 − λ)/n, where λ ∈ (0, 1) (Drineas
et al., 2006b, 2008, 2012; Ma et al., 2014).
In this article, we study the statistical properties of these and other estimators. Substantial
evidence has shown the practical effectiveness of core RandNLA methods (Ma et al., 2014, 2015;
Drineas and Mahoney, 2016) (as well as other randomized approximating methods, including
the Hessian sketch (Wang et al., 2017; Pilanci and Wainwright, 2016) and iterative/divide-and-
conquer methods (Avron et al., 2010; Meng et al., 2014)) in providing point estimators. However,
this is not sufficient for statistical analysis since the uncertainty of the estimator is lacking. In
statistics, uncertainty assessment can be conducted through confidence interval construction and
significance testing. It is well-known that the construction of confidence intervals and significance
testing are interrelated with each other (Lehmann and Romano, 2006). Performing these two
analyses is more difficult than point estimation, since it requires the distributional results of
the estimator, rather than just moment conditions or concentration bounds. In the RandNLA
literature, distribution results of estimators are still lacking.
There are two main challenges in studying the statistical and distributional properties of
RandNLA algorithms. The first challenge is that there are two sources of randomness contributing
to the statistical performance of RandNLA sampling estimators: one source is the random errors
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in the model, i.e., the εis, which are typically attributed to measurement error or random noise
inherited by Y; and the other source is the randomness in the random sampling procedure within
the approximation algorithm. The second challenge is that these two sources of randomness
couple together within the estimator in a nontrivial way. More formally, the sampling estimator
can be expressed as β˜ = (XTWX)−1XTWY, where W is a random diagonal matrix, with the ith
diagonal element being related to the probability of choosing the ith sample. The random variable
used to denote the random sampling procedure, i.e., W, is involved in the sampling estimator in
a nonlinear fashion, and it pre-multiplies Y, which contains randomness from the εis.
We address these challenges to studying the asymptotic distribution of a general RandNLA
sampling estimator for LS problems. Our results are fundamentally different from previous results
on the statistical properties of RandNLA algorithms (e.g., Ma et al. (2014, 2015); Raskutti and
Mahoney (2015); Chen et al. (2016); Wang et al. (2017); Derezin´ski et al. (2019)), in that we
provide asymptotic distribution analysis, rather than finite-sample concentration inequalities.
The resulting asymptotic distributions open the possibility of performing statistical inference
tasks such as hypothesis testing and constructing confidence intervals, whereas finite sample
concentration inequality results may not. It is worth mentioning that the results of asymptotic
analysis are usually practically valid as long as the sample size is only moderately large.
1.1 Main Results and Contributions
We study the asymptotic distribution of a general RandNLA sampling estimator for the LS linear
regression problem, from both a theoretical and empirical perspective.
Main Theoretical Results. Our main theoretical contribution is to derive the asymptotic
distribution of RandNLA estimators in two complementary settings.
Data are a random sample. We first consider the data as a random sample from a popula-
tion, in which case the goal is to estimate the parameters of the population model. In this case, for
this unconditional inference, we establish the asymptotic normality, i.e., deriving the asymptotic
distribution, of sampling estimators for the linear model under general regularity conditions. We
show that sampling estimators are asymptotically unbiased estimators with respect to the true
model coefficients, and we obtain an explicit form for the asymptotic variance, for both fixed
number of predictors (Theorem 1) and diverging number of predictors (Theorem 2). Sampling
Estimators. Using these distributional results, we propose several efficient and asymptotically
optimal estimators. Depending on the quantity of interest (e.g., β0 versus some linear func-
tion of β0 such as Y = Xβ0 or X
TXβ0), we obtain different optimal sampling probabilities
(Propositions 1, 2, and 3) that lead to sampling estimators that minimize the Asymptotic Mean
Squared Error (AMSE) in the respective context. None of these distributions is proportional to
the leverage scores, but one (RL of Proposition 2) is constructed using the square roots of the
leverage scores, and another (PL of Proposition 3) is constructed using the row norms of the
predictor matrix.
Data are given and fixed. We then consider the data as given/fixed, in which case the
goal is to approximate the full sample OLS estimate. In this case, for this conditional inference,
we establish the asymptotic normality, i.e., deriving the asymptotic distribution, of sampling
estimators for the linear model under general regularity conditions. We show that sampling
estimators are asymptotically unbiased with respect to the OLS estimate, and we obtain an
explicit form of the asymptotic variance and the Expected Asymptotic Mean Squared Error
(EAMSE) of sampling estimators (Theorem 3). Sampling Estimators. Using these results,
we construct sampling probability distributions that lead to sampling estimators that minimize
the EAMSE. Depending on the quantity of interest (here, βˆOLS versus some linear function of
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βˆOLS such as Yˆ = XβˆOLS or X
TXβˆOLS , we obtain different optimal sampling probabilities
(Propositions 4, 5, and 6).
Main Empirical Results. We conduct a comprehensive empirical evaluation of the perfor-
mance of these sampling estimators, on both synthetic and real datasets. This involves both
conditional and unconditional inference cases, using predictor matrices generated from various
distributions, including heavy-tailed and asymmetric distributions. For all settings under consid-
eration, we calculate the squared bias and variance of the sampling estimators. We demonstrate
that the squared bias decreases as sample size increases, and we demonstrate that the squared
biases are typically much smaller than the variances. These observations are consistent with
our theory stating that the sampling estimators are asymptotically unbiased. The variance of
sampling estimators also decreases as sample size increases, indicating the consistency of the
sampling estimators. Depending on the specific objective considered, we also demonstrate that
the novel estimators we derive have better performance, e.g., smaller variances, than existing
ones, confirming the optimality results established in this paper. Another goal of the simulation
study is to evaluate the necessity of our regularity conditions for the theorems. In the case of
the predictor matrix generated from the t-distribution with 1 degree of freedom, the regularity
conditions of our theory are technically not satisfied. The estimators, however, are shown to
have performance similar to those in the aforementioned settings. Also, on two real-world data
examples, we show that all the observations concerning asymptotic unbiasedness and asymptotic
consistency in simulated datasets also appear. In particular, our proposed sampling methods for
conditional inference have smaller variances, compared to other leverage-based estimators, such
as BLEV/ALEV (Drineas et al., 2006a, 2012) and SLEV (Ma et al., 2014, 2015).
1.2 Related Work
There is a large body of related work in RandNLA (Mahoney, 2011; Drineas and Mahoney, 2016;
Halko et al., 2011; Woodruff et al., 2014; Mahoney and Drineas, 2016; Drineas and Mahoney,
2018). However, very little of this work addresses statistical aspects of the methods. Recently,
significant progress has been made in the study of the statistical properties of RandNLA sampling
estimators (Ma et al., 2014, 2015; Raskutti and Mahoney, 2015; Chen et al., 2016; Wang et al.,
2017; Derezin´ski et al., 2019). The work most related to ours is that of Ma et al. (2014, 2015), who
employed a Taylor series expansion up to a linear term to study the MSE of RandNLA sampling
estimators. Ma et al. (2014, 2015) failed to characterize the detailed convergence performance of
the remainder term. They concluded that neither leverage-based sampling (BLEV) nor uniform
sampling (UNIF) dominates the other in terms of variance; and they proposed and demonstrated
the superiority of the SLEV sampling method. To find the sampling distribution of estimators,
leading to statistically-better RandNLA sampling estimators, it is important to examine the
convergence properties of the remainder term. To accomplish this, we consider the asymptotic
distribution of the sampling estimator. Such asymptotic analysis is common in statistics, and
it can substantially simplify the derivation of complicated random variables, leading to simpler
analytic expressions (Le Cam, 1986).
Chen et al. (2016) proposed optimal estimators minimizing the variance that account for the
randomness of sampling and model error. Our results and those of Chen et al. (2016) have similar
goals, but they are different. First, Chen et al. (2016) used bias and variance, while we use AMSE
and EAMSE. Second, we consider the asymptotic distribution of the sampling estimators, going
beyond just the bias and variance of Chen et al. (2016). Thus, our results could be used for
downstream statistical inferences, e.g., constructing confidence intervals and hypothesis testing,
while those of Chen et al. (2016) could not. Third, the exact expression of optimal sampling
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probabilities in Chen et al. (2016) depends on the unknown true parameter of the model, β0 and
σ2 (Eqn. (4) in Chen et al. (2016)), while our optimal sampling probabilities (see Section 3) are
readily computed from the data. Fourth, Chen et al. (2016) only studied properties of sampling
estimators for estimating true model parameters, while we consider both estimating the true
parameter and approximating the full sample estimate.
Wang et al. (2017) proposed an approximated A-optimality criterion, which is based on the
conditional variance of the sampling estimator given a subsample. Since the randomness of
sampling is not considered in the criterion, they obtained a simple analytic expressions of the
optimal results. Derezin´ski et al. (2019) also consider experimental design from the RandNLA
perspective, and they propose a framework for experimental design where the responses are
produced by an arbitrary unknown distribution. Their main result yields nearly tight bounds
for the classical A-optimality criterion, as well as improved bounds for worst-case responses. In
addition, they propose a minimax-optimality criterion (which can be viewed as an extension of
both A-optimal design and RandNLA sampling for worst-case regression). Related works on the
asymptotic properties of subsampling estimators in logistic regression can be found in Wang et al.
(2018) and Wang (2019).
1.3 Outline
The remainder of this article is organized as follows. In Section 2, we introduce the necessary
technical notation and definitions of MSE, AMSE, and EAMSE. In Section 3, we derive the
asymptotic distribution of the sampling estimator, and we propose several criteria which give
rise to optimal sampling probability distributions. In Section 4, we present empirical results on
simulated data and two real-world data examples. In Section 5, we provide a brief discussion and
conclusion. All technical proofs are presented in the Appendix. A short preliminary conference
version of this paper has appeared as Ma et al. (2020).
2 MSE, AMSE and EAMSE: Technical Definition
In this section, we review the well-known Mean Squared Error (MSE) criterion, and we also
define and discuss the standard but less well-known Asymptotic Mean Squared Error (AMSE)
and Expected Asymptotic Mean Squared Error (EAMSE) criteria.
Let T n be a p× 1 estimator of a p× 1 parameter ν, for every n. One popular quality metric
for the estimator T n is the MSE, which is defined to be
MSE(T n;ν) = E[(T n − ν)T (T n − ν)]
= tr(Var(T n)) + (E(T n)− ν)T (E(T n)− ν).
The MSE can be decomposed into two terms: one term, tr(Var(T n)), quantifying the variance
of the estimator; and one term, (E(T n) − ν)T (E(T n) − ν), quantifying the squared bias of the
estimator. To evaluate the RandNLA sampling estimator β˜ in estimating the true model param-
eter β0 and the full sample OLS estimate βˆOLS , we will be interested in the AMSE and EAMSE,
respectively. These are the asymptotic counterparts of MSE in large sample theory.
To define the AMSE, let T n be a p×1 estimator of a p×1 parameter ν, for every n, and let Σn
be a sequence of p× p positive definite matrices. Assume Σ−1/2n (T n− ν) d→ Z, where d→ denotes
convergence in distribution, and assume Z is a p× 1 random vector such that its ith element Zi
satisfies 0 < E(Z2i ) < ∞, for i = 1, . . . , p. Then, the AMSE of T n, denoted AMSE(T n;ν), is
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defined to be
AMSE(T n;ν) = E(Z
TΣnZ)
= tr(Σ1/2n Var(Z)Σ
1/2
n ) + (E(Z)
TΣnE(Z))
= tr(AVar(T n)) + (AE(T n)− ν)T (AE(T n)− ν), (4)
where AVar(T n) = Σ
1/2
n Var(Z)Σ
1/2
n and AE(T n) = ν+Σ
1/2
n E(Z) denote the asymptotic variance-
covariance matrix and the asymptotic expectation of T n in estimating ν, respectively.
To define the EAMSE, let T r be an p×1 estimator of a p×1 parameter νY, for every sample size
r, and let Σr be a sequence of p×p positive definite matrices. Assume that Σ−1r (T r−νY ) d→ ZY ,
and that ZY is a p × 1 random vector such that its ith element ZYi satisfies 0 < E(ZY2i ) < ∞,
for i = 1, . . . , p. The EAMSE of T r, denoted EAMSE(T r;νY), is defined to be
EAMSE(T r;νY) = EY(E(Z
T
YΣrZY))
= EY(tr(Σ
1/2
r Var(ZY)Σ
1/2
r ) + EY(E(ZY)
TΣrE(ZY)))
= EY (tr(AVar(T r))) + EY (AE(T r − νY )TAE(T r − νY )), (5)
where AVar(T r) = Σ
1/2
r Var(ZY )Σ
1/2
r and AE(T r) = ν + Σ
1/2
r E(ZY ) denote the asymptotic
variance-covariance matrix and the asymptotic expectation of T r in estimating νY , respectively.
If E(Z) = 0, or E(ZY ) = 0, then we say T n, or T r, is an asymptotically unbiased estimator
of ν or νY , respectively. If tr(AVar(T n)) → 0 as r → ∞, or EY (tr(AVar(T r))) → 0 as r → ∞,
then we say T n or T r is an asymptotically consistent estimator, respectively.
We may think of the EAMSE as the expectation of the AMSE. An important subtlety, however,
in the use of the AMSE versus the use of the EAMSE lies in the limiting distribution. In
unconditional inference (i.e., where we consider a statistical model, and where we will use the
AMSE), the limiting distribution is Z, i.e., it does not involve the data Y; whereas, in conditional
inference (i.e., where we consider the dataset Y and sample size n as fixed and given, and where we
will use the EAMSE), the limiting distribution is ZY, i.e., it involves the data Y. In this paper,
the basic estimator is denoted as β˜ (i.e., the counterpart for T n or T r in the definitions above will
be β˜, or a linear function of β˜). We will obtain the explicit form for both AVar(β˜) and AE(β˜) by
deriving the large sample distributions of sampling estimators, when performing unconditional
inference and conditional inference, in Section 3.1 and Section 3.2, respectively. As we show in
Section 3.2, the sequences of Σr involve statistics based on the full sample. Thus, the motivation
for taking the expectation of AMSE to construct EAMSE is to avoid calculating those full sample
statistics in proposing the optimal RandNLA sampling estimators in conditional inference.
3 Sampling Estimation Methods
In this section, we derive asymptotic properties of the RandNLA sampling estimator β˜ under two
scenarios: unconditional inference, which involves estimating the true model parameter β0; and
conditional inference, which involves approximating the full sample OLS estimator βˆOLS . We use
the AMSE and EAMSE to develop two criteria for sampling estimators, and we obtain several
optimal estimators.
3.1 Unconditional Inference: Estimating Model Parameters
For Model (1), from the traditional statistical perspective of using the data to perform infer-
ence, one major goal is to estimate the underlying true model parameters, i.e., β0. We refer to
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this as unconditional inference. For unconditional inference, both randomness in the data and
randomness in the algorithm contribute to randomness in the RandNLA sampling estimators.
The following theorem states that, in unconditional inference, the asymptotic distribution of
the sampling estimator β˜ is a normal distribution (with mean β0 and variance σ
2Σ0). The proof
of Theorem 1 is provided in Appendix A.2.
Theorem 1 (Unconditional inference, fixed p). Assume the number of predictors p is fixed
and the following regularity conditions hold.
• (A1)[Data condition]. There exist positive constants b and B such that b ≤ λmin ≤ λmax ≤
B, where λmin and λmax are the minimum and maximum eigenvalues of matrix X
TX/n,
respectively.
• (A2)[Sampling condition]. The sample size r = O(n1−α), where 0 ≤ α < 1 and where the
minimum sampling probability pimin = O(n
−γ0), where γ0 ≥ 1. The parameters γ0 and α
satisfy γ0 + α < 2.
Under these assumptions, as the sample size n→∞, we have
(σ2Σ0)
− 1
2 (β˜ − β0) d→ N(0, Ip) (6)
where
Σ0 = (X
TX)−1
(
XT (In + Ω)X
)
(XTX)−1, Ω = diag{1/rpii}ni=1,
and Ip is the p× p identity. Thus, for unconditional inference, the asymptotic mean of β˜ is
AE(β˜) = β0, (7)
i.e., β˜ is an asymptotically unbiased estimator of β0, and the asymptotic variance of β˜ is
AV ar(β˜) = σ2Σ0. (8)
Remark. Theorem 1 considers the case of a fixed parameter dimension p. The case of
diverging parameter dimension p→∞ is considered in Theorem 2 below.
Remark. Theorem 1 shows that, as the number of data points n gets larger, the distribution
of β˜ is well-approximated by a normal distribution, with mean β0 and variance σ
2Σ0.
Remark. Condition (A1) in Theorem 1 indicates that XTX/n is positive definite (as opposed
to being just positive semi-definite). This condition requires the predictor matrix X to be of full
column rank and that the elements in X are not over-dispersed. This condition ensures the
consistency of the full sample OLS estimator (Lai et al., 1978), and it has been used in many
related problems, e.g., variable selection (Zou, 2006).
Remark. Condition (A2) in Theorem 1, which can be rewritten as n−γ0 > n−(2−α), provides
a lower bound on the smallest sampling probability. The smallest sampling probability cannot
be too small, in the sense that it should be O(nα) away from O(n−2). Bounding sampling
probabilities from below mitigates the inflation of the variance Σ0, which is proportional to
the reciprocal sampling probability. The importance of this condition for establishing statistical
properties of RandNLA algorithms was highlighted by Ma et al. (2014, 2015). Condition (A2) can
also be rewritten as n1−αn−γ0 > n−1, which states that when the smallest sampling probability
is very small, one compensates by making the sample size large.
Remark. In Theorem 1, the asymptotic variance AV ar(β˜) can be written as
AV ar(β˜) = σ2(XTX)−1 + σ2(XTX)−1XTΩX(XTX)−1, (9)
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where the first term is the variance of the full sample OLS, and the second term is the variation
related to the sampling process. The second term of Eqn. (9) has a “sandwich-type” expression.
The center term, Ω, depends on the reciprocal sampling probabilities, suggesting that extremely
small probabilities will result in large asymptotic variance and large AMSE of the corresponding
estimator. This was observed previously in the non-asymptotic case by Ma et al. (2015).
Remark. In light of efficient estimation methods such as iterative Hessian sketch and dual
random projection, we emphasize that besides estimation, our distribution results can be used for
performing additional inference analysis, e.g., constructing a confidence interval and conducting
hypothesis testing. These inference analyses cannot be achieved by other iterative methods as far
as we know.
Given Theorem 1, it is natural to ask whether there is an optimal estimator, i.e., one with
the smallest AMSE for estimating β0. Using the asymptotic results in Theorem 1, we propose
the following three estimators.
Estimating β0. By Theorem 1, we could express the AMSE(β˜,β0) as a function of {pii}ni=1, as
shown, e.g., in Eqn. (10) below. Since this expression is a function of the sampling probabilities,
it is straightforward to employ the method of Lagrange multipliers to find the minimizer of the
right-hand side of Eqn. (10), subject to the constraint
∑n
i=1 pii = 1. The minimizer is then
the optimal sampling probabilities for estimating β0. The proof of Proposition 1 is provided in
Appendix A.3.
Proposition 1. For the AMSE(β˜,β0), we have that
AMSE(β˜,β0) = σ
2tr{(XTX)−1}+ 1
r
n∑
i=1
σ2
pii
||(XTX)−1xi||2. (10)
Given (10), the sampling estimator with the sampling probabilities
pii =
‖(XTX)−1xi‖∑n
i=1 ‖(XTX)−1xi‖
, i = 1, . . . , n, (11)
(which we call the inverse-covariance (IC) sampling estimator) has the smallest AMSE(β˜;β0).
Remark. The implication of this optimal estimator is two-fold. On the one hand, as defined,
the proposed IC estimator has the smallest AMSE. On the other hand, if given the same tolerance
of uncertainty, i.e., to achieve a certain small standard error, the IC estimator requires the smallest
sample size.
Remark. Obviously, the IC sampling probabilities can be computed in O(np2) time, using
standard methods. More importantly, using the main Algorithm 1 in Drineas et al. (2012), they
can be computed in O(np log(n)/) time, where  is the desired approximation error parameter.
Estimating linear functions of β0. In addition to making inference on β0, one may also
be interested in linear functions of β0, i.e., Lβ0, where L is any constant matrix of suitable
dimension. Here, we present results for Xβ0 and X
TXβ0 (although clearly similar results hold
for other functions of the form Lβ0).
We start with estimating Y = Xβ0 since, in regression analysis, inference on the true regres-
sion line Xβ0 is crucially important. The proof of Proposition 2 (and other similar propositions
below) is similar to that of Proposition 1, and thus it is omitted.
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Proposition 2. For the AMSE(Xβ˜,Xβ0), we have that
AMSE(Xβ˜,Xβ0) = pσ
2 +
1
r
n∑
i=1
σ2
pii
||X(XTX)−1xi||2. (12)
Given (12), the sampling estimator with the sampling probabilities
pii =
‖X(XTX)−1xi‖∑n
i=1 ‖X(XTX)−1xi‖
=
√
hii∑n
i=1
√
hii
, i = 1, . . . , n, (13)
(which we call the root leverage (RL) sampling estimator) has the smallest AMSE(Xβ˜; Xβ0).
Remark. Note that
‖X(XTX)−1xi‖2 = (X(XTX)−1xi)TX(XTX)−1xi = xTi (XTX)−1xi = hii.
These quantities, the so-called leverage scores (called BLEV, in Ma et al. (2014, 2015)), have
been central to RandNLA theory (Mahoney, 2011; Drineas et al., 2012; Drineas and Mahoney,
2016; Mahoney and Drineas, 2016). Using the main Algorithm 1 in Drineas et al. (2012), they
can be computed in O(np log(n)/) time, where  is the desired approximation error parameter.
Remark. The probabilities in RL are a nonlinear transformation of the probabilities in BLEV.
Comparing to the BLEV estimator, the RL estimator shrinks the large probabilities and pulls up
the small probabilities. Thus, we expect RL to provide an estimator with smaller variances, in a
way similar to SLEV.
Remark. Chen et al. (2016) proposed optimal sampling estimators for estimating β0 and
predicting Y. Their sampling probabilities depend on the unknown parameters, and they pro-
posed the probabilities in (13) as a rough approximation of their proposed probabilities without
demonstration.
We next consider estimating XTXβ0, which is also of interest in regression analysis.
Proposition 3. For the AMSE(XTXβ˜,XTXβ0), we have that
AMSE(XTXβ˜,XTXβ0) = σ
2tr(XTX) +
σ2
r
n∑
i=1
1
pii
||xi||2. (14)
Given (14), the sampling estimator with the sampling probabilities
pii =
‖xi‖∑n
i=1 ‖xi‖
, i = 1, . . . , n, (15)
(which we call the predictor-length (PL) sampling estimator) has the smallest value for the
AMSE(XTXβ˜; XTXβ0).
Remark. The PL probabilities have a connection with the Fisher information of the full
sample OLS estimate. The Fisher information measures the “amount of information” about the
parameter that is present in the data (see Section 11.10 of Cover and Thomas (2006)). The
inverse of the Fisher information matrix gives a lower bound (the Cramer-Rao lower bound) on
the variance of any estimator constructed from the data to estimate a parameter (see Section
3.1.3 of Shao (2003)). Since the Fisher information of the full data can be written as the sum-
mation of the Fisher information of each data point, i.e., 1
σ2
XTX = 1
σ2
∑n
i=1 xix
T
i , we have that
tr{ 1
σ2
XTX} = 1
σ2
∑n
i=1 ||xi||2. The PL probability is high if the data point has a high contribution
to the Fisher information.
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Diverging number of predictors, p → ∞. Theorem 1 considers the number of predic-
tors/features, p, as fixed. It is also of interest to study the asymptotic properties of RandNLA
estimators in the scenario that p diverges with n → ∞ (at a suitable rate relative to n). The
following theorem states our results concerning this case. Observe that, in the case of a divergent
p, the vector (β˜−β0) is of divergent dimension. Thus, we characterize its asymptotic distribution
via the scalar aT (β˜−β0), where a is an arbitrary bounded-norm vector. The proof of Theorem 2
is provided in Appendix A.4.
Theorem 2 (Unconditional inference, diverging p). In addition to Condition (A1) in The-
orem 1, assume the following regularity conditions hold.
• (B1)[Data condition]. The number of predictors p diverges at a rate p = n1−κ, 0 < κ < 1;
and maxi ‖xi‖
2
n = O(
p
n), where xi is the i
th row of X.
• (B2)[Sampling condition]: The parameters α, γ0, and κ satisfy α+ γ0 − κ < 1.
Under these assumptions, as the sample size n→∞, we have
(σ2aTΣ′0a)
− 1
2aT (β˜ − β0) d→ N(0, 1), (16)
where a ∈ Rp is any finite-norm vector, i.e, ‖a‖2 <∞.
Remark. Condition (B2) is more stringent than Condition (A2), and this is required for
accommodating a divergent p.
Remark. It is easy to verify that the sampling estimators in Propositions 1, 2, and 3 are still
the optimal sampling estimators for their respective purposes. Thus, we omit restating the results.
3.2 Conditional Inference: Approximating the Full Sample OLS Estimate
For Model (1), a second major goal is to approximate the full sample calculations, say the OLS
estimate βˆOLS in Eqn. (2), regardless of the underlying true model parameter β0. We refer to
this as conditional inference. For conditional inference, we consider the full sample as given,
and thus the only source of randomness contributing to the RandNLA sampling estimators is
the randomness in the sampling algorithm. The following theorem states that, in conditional
inference, the asymptotic distribution of the sampling estimator β˜ is a normal distribution (with
mean βOLS and variance σ
2Σc). The proof of Theorem 3 is provided in Appendix A.5.
Theorem 3 (Conditional inference). Assume the following regularity conditions hold.
• (C1)[Data condition]. The full sample data {X,Y}, i.e., the full sample size n and the
number of predictors p are considered fixed; X is of full column rank, and ‖xi‖ < ∞, for
i = 1, . . . , n, where xi is the i
th row of X.
• (C2)[Sampling condition]. The sampling probabilities {pii}ni=1 are nonzero.
Under these assumptions, as the sample size r →∞, we have
(σ2Σc)
− 1
2 (β˜ − βˆOLS) d→ N (0, Ip) , (17)
where
Σc =
1
r
(XTX)−1
(
n∑
i=1
e2i
pii
xix
T
i
)
(XTX)−1, ei = Yi − xTi βˆOLS ,
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and Ip is the p× p identity. Thus, for conditional inference, the asymptotic mean of β˜ is
AE(β˜) = βˆOLS , (18)
i.e., β˜ is an asymptotically unbiased estimator of βOLS, and the asymptotic variance of β˜ is
AV ar(β˜) = σ2Σc. (19)
Remark. Theorem 3 shows that as the sample size r gets larger, the distribution of β˜ is
well-approximated by a normal distribution, with mean βˆOLS and variance σ
2Σc.
Remark. Similar to unconditional inference, the asymptotic variance AV ar(β˜) here also
has “sandwich-type” expression, where the center term (here,
(∑n
i=1
e2i
pii
xix
T
i
)
) depends on the
reciprocal sampling probabilities. Thus, we also expect that extremely small probabilities will
result in large variances of the corresponding estimators.
Remark. In Theorem 3, AV ar(β˜) depends on the full sample least square residuals, i.e.,
the eis. These are not readily available from the sample. To solve this problem and to obtain
meaningful results, we take the expectation of the e2i s. The metric we use is thus the EAMSE,
EAMSE(β˜; βˆOLS) = EY(AMSE(β˜; βˆOLS)). (20)
The EAMSE is a function of sampling probabilities {pii}ni=1.
It is natural to ask whether there is an optimal estimator, i.e., a sample estimator with the
smallest EAMSE for estimating βOLS . Using the asymptotic results in Theorem 3, we propose
the following three estimators for various purposes.
Estimating βˆOLS We can use the results of Theorem 3 to obtain expressions of interest for the
EAMSE of various quantities. As with the AMSE, these will depend on the sampling probabilities.
Thus, we can derive the optimal sampling probabilities for various quantities of interest. We start
with EAMSE(β˜; βˆOLS).
The following proposition gives the minimum EAMSE(β˜; βˆOLS) sampling estimator. For
this result, we denote that EY(e
2
i ) = (1− hii)σ2.
Proposition 4. For the EAMSE(β˜; βˆOLS), we have that
EAMSE(β˜; βˆOLS) = EY (tr(AV ar(β˜))) =
1
r
n∑
i=1
(1− hii)σ2
pii
||(XTX)−1xi||2. (21)
Given (21), the sample estimator with the sampling probabilities
pii =
√
1− hii‖(XTX)−1xi‖∑n
i=1
√
1− hii‖(XTX)−1xi‖
, i = 1, . . . , n, (22)
(which we call the inverse-covariance negative-leverage (ICNLEV) estimator) has the smallest
EAMSE(β˜; βˆOLS).
Estimating linear functions of βˆOLS. In addition to approximating βˆOLS , one may also be
interested in linear functions of βˆOLS . Here, we present results for Yˆ = XβˆOLS and X
TXβˆOLS
(although clearly similar results hold for other functions of the form LβˆOLS).
We start with estimating Yˆ = XβˆOLS .
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Proposition 5. For the EAMSE(Xβ˜; XβˆOLS), we have that
EAMSE(Xβ˜; XβˆOLS) =
1
r
n∑
i=1
(1− hii)σ2
pii
||X(XTX)−1xi||2. (23)
Given (23), the sample estimator with the sampling probabilities
pii =
√
1− hii‖X(XTX)−1xi‖∑n
i=1
√
1− hii‖X(XTX)−1xi‖
=
√
(1− hii)hii∑n
i=1
√
(1− hii)hii
, i = 1, . . . , n, (24)
(which we call the root leveraging negative-leverage (RLNLEV) estimator) has the smallest value
for the EAMSE(Xβ˜; XβˆOLS).
We next consider estimating XTXβˆOLS .
Proposition 6. For the EAMSE(XTXβ˜; XTXβˆOLS), we have that
EAMSE(XTXβ˜; XTXβˆOLS) =
1
r
n∑
i=1
(1− hii)σ2
pii
||xi||2. (25)
Given (25), the sampling estimator with the sampling probabilities
pii =
√
1− hii‖xi‖∑n
i=1
√
1− hii‖xi‖
, i = 1, . . . , n, (26)
(which we call the predictor-length negative-leverage (PLNLEV) estimator) has the smallest value
for the EAMSE(XTXβ˜; XTXβˆOLS).
Remark. All these proposed metrics can be computed in the time it takes to approximate
leverage scores, i.e., the time to implement a random projection, using the algorithm of Drineas
et al. (2012), since they are essentially strongly related to leverage scores.
As a summary, the six proposed estimators (IC, RL, PL, ICNLEV, RLNLEV, PLNLEV),
along with three existing estimators (UNIF, BLEV/ALEV, SLEV) are presented in Table 1.
3.3 Relationship of the Sampling Estimators
Here, we study the relationships between the probability distributions given by IC, RL, PL,
ICNLEV, RLNLEV, PLNLEV, and those given by SLEV and BLEV.
3.3.1 “Shrinkage” Properties of Proposed Estimators
We illustrate the “shrinkage” property of the proposed optimal sampling probabilities, compared
to the BLEV sampling probabilities. For convenience, we refer to the numerators of the sampling
probabilities in a sampling estimators as the scores, e.g., the RL score is
√
hii and the RLNLEV
score is
√
(1− hii)hii. In Figure 1, we plot the RL score, RLNLEV score, and SLEV score
(0.9hii + 0.1p/n with p/n = 0.2) as functions of the leverage score hii (i.e., the BLEV score in
Figure 1). Observe that the RLNLEV score amplifies small hiis but shrinks large hiis. Both
RLNLEV and RL scores provide nonlinear shrinkage of the BLEV. The SLEV scores also shrink
large hiis and amplify small hiis, but in a linear fashion.
The advantage of such “shrinkage” is two-fold. On the one hand, the data with high leverage
scores could be “outliers.” Shrinking the sampling probabilities of high leverage data points
reduces the risk of selecting outliers into the sample. On the other hand, amplifying the sampling
probabilities of low leverage data points reduces the variance of the resulting sampling estimators.
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Estimator
Sampling
Probabilities
Criterion Results
UNIF pii =
1
n
−− −−
BLEV/ALEV pii =
hii∑n
i=1 hii
−− Drineas et al. (2006b, 2012)
SLEV pii = λ
hii∑n
i=1 hii
+ (1− λ) 1
n
−− Ma et al. (2014, 2015)
IC pii =
‖(XTX)−1xi‖∑n
i=1 ‖(XTX)−1xi‖
AMSE(β˜;β0) Section 3.1, Eqn. (11)
RL pii =
√
hii∑n
i=1
√
hii
AMSE(Xβ˜;Xβ0) Section 3.1, Eqn. (13)
PL pii =
‖xi‖∑n
i=1 ‖xi‖
AMSE(XTXβ˜;XTXβ0) Section 3.1, Eqn. (15)
ICNLEV pii =
√
1−hii‖(XTX)−1xi‖∑n
i=1
√
1−hii‖(XTX)−1xi‖
EAMSE(β˜; βˆOLS) Section 3.2, Eqn. (22)
RLNLEV pii =
√
(1−hii)hii∑n
i=1
√
(1−hii)hii
EAMSE(Xβ˜;XβˆOLS) Section 3.2, Eqn. (24)
PLNLEV pii =
√
1−hii‖xi‖∑n
i=1
√
1−hii‖xi‖
EAMSE(XTXβ˜;XTXβˆOLS) Section 3.2, Eqn. (26)
Table 1: Summary of three existing sampling estimators (UNIF, BLEV, SLEV) and the six
sampling estimators (IC, RL, PL, ICNLEV, RLNLEV, PLNLEV) presented in this paper.
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Figure 1: Relationship between sampling methods. Left panel: RLNLEV score (
√
(1− hii)hii)
versus BLEV score (hii). Middle panel: RL score (
√
hii) versus BLEV score (hii). Right panel:
SLEV score (0.9hii + 0.1p/n, where p/n = 0.2) versus BLEV score (hii).
3.3.2 The Role of hiis.
On the one hand, if the hiis are homogeneous, then the sampling probabilities of the ICNLEV
estimator (
√
1−hii‖(XTX)−1xi‖∑n
i=1
√
1−hii‖(XTX)−1xi‖) and those of the IC estimator (
‖(XTX)−1xi‖∑n
i=1 ‖(XTX)−1xi‖) will be similar
to each other. On the other hand, since
∑n
i=1 hii = p, given a fixed value of p, we expect that hiis
are small when sample size n is large. When hii = o(1) for all i = 1, . . . , n, i.e., hiis are extremely
small compared to 1, the sampling probabilities of the ICNLEV estimator and those of the IC
estimator will also be similar. Analogous arguments also apply to PLNLEV and PL.
3.3.3 Two Examples.
We now use two examples to illustrate the relationship between the sampling probabilities in
various sampling estimators.
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(a) Scatter plots (first row) of data points generated from a bivariate normal distribution with colors
coding the sampling probability in the IC (left panel), PL (middle panel), and BLEV (right panel).
Below each scatter plot is the histogram of the corresponding sampling probabilities, with the dot
representing the maximum probability.
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(b) Same as in (a), except that the data points are generated from a bivariate noncentral t distribution
with three degrees of freedom.
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(c) Same as in (a), except that the data points are generated from a bivariate noncentral t distribution
with one degree of freedom.
Figure 2: Scatter plots of 1000 data points generated from three distributions in Example 2 in Section 3.3.3 and
the histograms of sampling probabilities.
Example 1: Orthogonal predictor matrix, i.e., XTX = I. Consider a linear re-
gression model with an orthogonal predictor matrix, i.e., XTX = I. In this case, we have
hii = x
T
i (X
TX)−1xi = ‖xi‖2. Further, the ICNLEV score, RLNLEV score, and PLNLEV score
are the same and equal
√
(1− hii)hii. Analogously, the IC score coincides with the RL score and
the PL score, and all equal ‖xi‖.
14
Example 2: A two dimensional example. Consider also a toy example of a linear
regression model with p = 2 correlated predictors. We generated 1000 data points for two
predictors from a multivariate normal distribution, a multivariate noncentral t distribution with
three degrees of freedom, and a multivariate noncentral t distribution with one degree of freedom.
In Figure 2, we present scatter plots of these data points. In each scatter plot, the color of points
indicates the magnitude of sampling probabilities in IC, PL and BLEV methods. Below each
scatter plot, we also present histograms of the corresponding sampling probabilities. Examination
of Figure 2 reveals one pattern shared by all sampling distributions, i.e., the sampling probabilities
of data points in the center are smaller than those of data points at the boundary. In addition,
note that, compared to piPLi ∝ ‖xi‖, both piICi ∝ ‖(XTX)−1xi‖ and piBLEVi ∝ xTi (XTX)−1xi
depend on (XTX)−1, which normalizes the scale of the predictors. Thus, we notice that data
points with high probabilities in PL scatter around the upper right and lower left corner. However,
the data points with high probabilities in IC and BLEV form a contour toward the exterior of
the data cloud. This difference is caused by the effect of the normalization using (XTX)−1. The
histograms in each row also show the key difference between the sampling probabilities of BLEV
and those of IC and PL, i.e., the sampling probability distribution of BLEV is more dispersed
than others. In other words, there are a significant number of data points with either extremely
large or extremely small probabilities in BLEV. This phenomenon is also observed in Figure 3 in
Section 4.
4 Empirical Results
In this section, we present a summary of the main results of our empirical analysis, which consisted
of an extensive analyses on simulated and real datasets.
4.1 Simulation Setting
We generated synthetic data from Model (1) with p = 10, n = 5000, and random error εi
iid∼
N(0, 1). We set the first and last two entries of β0 to be 1 and the rest to be 0.1. We generated
the predictors from the following distributions.
• Multivariate normal distribution N(1,D), where 1 is a p× 1 column vector of 1s, and the
(i, j)th element of D is set to 1× 0.7|i−j|, for i, j = 1, . . . , p. We refer to this as MN data.
• Multivariate noncentral t-distribution with 3 degrees of freedom, noncentrality parameter
1, and scale matrix D, i.e., t3(1,D). We refer to this as T3 data.
• Log-normal distribution LN(1,D). We refer to this as LN data.
• Multivariate noncentral t-distribution with 1 degree of freedom, noncentrality parameter 1,
and scale matrix D, i.e., t1(1,D). We refer to this as T1 data.
For t1(1,D), the expectation and variance do not exist. This violates Condition (A1) in Theo-
rem 1. Thus, the asymptotic squared bias and asymptotic variance of the proposed estimators
might not converge quickly to 0, as r increases.
In Figure 3, we present box plots of the sampling probabilities (in log scale) of all the data
points in IC, RL, PL, ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV (from left to right)
for MN, T3, LN, and T1. The sampling probability distributions of BLEV are more dispersive
than those of other estimators. There exist a significant number of extremely small sampling
probabilities in BLEV, especially when the data distribution has heavier tails, such as is the case
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Figure 3: Box plots of the sampling probabilities (in log scale) of all data points for IC, RL, PL,
ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV (from left to right in each panel) for MN, T3,
LN, and T1 data, for p=10 and n =5000. In each box plot, the dot inside the box indicates the
mean of corresponding sampling probabilities (in log scale).
for LN and T1. These extremely small sampling probabilities in BLEV are effectively mitigated
in SLEV. However, the medians of the sampling probabilities in SLEV are still smaller than the
first quartiles of the sampling probabilities in ICNLEV, IC, PLNLEV, and PL in T3, LN, and
T1. The relatively small sampling probabilities in BLEV and SLEV will inflate the variance
of the sampling estimators (recall the expression for the asymptotic variances in Theorems 1
and 3). Thus, it is expected that BLEV and SLEV will give rise to estimates with relatively
large variances, especially when data were generated from more heavy-tailed distributions, e.g.,
LN and T1.
4.2 Sampling Estimators for Estimating Model Parameters
Here, we evaluate the performance of the proposed sampling estimators in estimating β0, Xβ0,
and XTXβ0. Under the simulation settings of Section 4.1, we generated 100 replicates of MN,
T3, LN, and T1 data. We applied IC, RL, PL, SLEV (with λ = 0.9 here and after), and BLEV to
each replicated dataset to obtain sampling estimates at sample sizes r = 100, 200, 500, 700, 1000.
Then, we calculated the squared bias and variance for each method.
In Figure 4, we plot the squared biases (first row) and the variances (second row) (in log scale)
for IC, RL, PL, SLEV, and BLEV estimates in estimating β0 in MN, T3, LN, and T1. First,
both the squared biases and the variances show decreasing patterns as r increases. The squared
biases of different methods are similar to each other and are much smaller than the corresponding
variances. These observations are expected, since Theorem 1 states that the RandNLA estimators
are asymptotically unbiased and consistent estimators of β0. Second, the variances of estimates
using IC, whose sampling probabilities minimize AMSE(β˜;β0), are slightly smaller than the
variances of estimates using other methods in MN and T3, at most sample sizes. The variances
of estimates using IC, RL, and PL are all smaller than those of BLEV and SLEV estimates in T3.
As mentioned in the discussion of Figure 3, the larger variances of BLEV estimates are caused by
the extremely small sampling probabilities in BLEV. Taking a weighted average of the sampling
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Figure 4: Squared biases (first row) and variances (second row) of IC, RL, PL, SLEV, and BLEV
estimates in estimating β0 (in log scale) at different sample sizes.
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Figure 5: The variances of IC, RL, PL, SLEV, and BLEV estimates in predicting Y (in log scale)
at different sample sizes.
probability distribution of BLEV and that of UNIF shows a beneficial effect on the variances for
SLEV estimators. However, the variances of SLEV estimators are still larger than those of IC
in T3, LN, and T1 at larger sample sizes. Third, for T1, despite the violation of the regularity
condition in Theorem 1, our proposed estimators IC, RL, and PL still outperform BLEV and
SLEV in terms of variances, when sample size is greater than 200. Fourth, the squared biases
and variances of all estimates get smaller from left panels to right panels.
For estimating Y and XTXβ0, the biases of all sampling estimators are very similar to each
other and are much smaller than the corresponding variances. This observation is consistent with
what we observed in estimating β0 in Figure 4. We thus only present the variances of IC, RL, PL,
SLEV, and BLEV estimates in estimating Y and XTXβ0 at different sample sizes in Figure 5
and Figure 6. As shown, the variances of the estimates for estimating both Y and XTXβ0, using
PL, IC, and RL, are smaller than the variances of estimates using BLEV and SLEV in T3 and
LN, at most sample sizes.
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Figure 6: The variances of IC, RL, PL, SLEV, and BLEV estimates in estimating XTXβ0 (in
log scale) at different sample sizes.
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Figure 7: Squared biases (first row) and variances (second row) of ICNLEV, RLNLEV, PLNLEV,
SLEV, and BLEV estimates in approximating βˆOLS (in log scale) at different sample sizes.
4.3 Sampling Estimators for Approximating the Full Sample OLS Estimate
Here, we evaluate the performance of the proposed sampling estimators for approximating βˆOLS ,
XβˆOLS , andX
TXβˆOLS . Under the simulation settings of Section 4.1, we generated four datasets
without replicates from MN, T3, LN, and T1, respectively. For each dataset, the full sample OLS
estimate was calculated. We set samples sizes at r = 100, 200, 500, 700, 1000. We repeatedly
applied ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV methods 100 times at each sample size
to get sampling estimates β˜b, where b = 1, . . . , 100. Using these estimates, we calculated the
squared bias and variance for each method for approximating βˆOLS .
In Figure 7, we plot the squared biases and variances (in log scale) for ICNLEV, RLNLEV,
PLNLEV, SLEV, and BLEV estimates for approximating βˆOLS at different sample sizes in all
datasets. Several observations are worth noting in Figure 7. First, the squared biases are negligible
compared to the corresponding variances. For all sampling methods, both the squared biases
and the variances decrease as sample size increases. These observations are in agreement with
Theorem 3, which states that the sampling estimators are asymptotically unbiased estimators of
βˆOLS , provided that the regularity conditions are satisfied. Second, the variances of estimates
using ICNLEV and RLNLEV are slightly smaller than the variances of estimates using other
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Figure 8: The variances of ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV estimates in ap-
proximating YˆOLS(= XβˆOLS) (in log scale) at different sample sizes.
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Figure 9: The variances of ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV estimates in ap-
proximating XTXβˆOLS (in log scale) at different sample sizes.
methods in T3 and LN at most sample sizes. The variances of estimates using ICNLEV, RLNLEV,
and PLNLEV are consistently smaller than those of SLEV and BLEV in LN and T1. Third, all
sampling estimators perform better in LN and T1 than in T3 and MN, i.e., the squared biases
and variances of all estimates in LN and T1 are smaller than those in T3 and MN.
To examine the performance of the RandNLA sampling estimators for approximating YˆOLS(=
XβˆOLS), we plot the variances (in log scale) of Xβ˜b, at different sample sizes, for all sampling
estimators in Figure 8. The variances of estimates using RLNLEV, whose sampling probabilities
minimize EAMSE(Xβ˜; XβˆOLS), are slightly smaller than those of estimates using other methods
at all sample sizes in T3 and at most sample sizes in LN.
To assess the performance of the RandNLA sampling estimators for approximating XTXβˆOLS ,
we plot the variances (in log scale) of XTXβ˜b, at different sample sizes, for all sampling esti-
mators in Figure 9. For all estimators, the variances decrease as the sample size increases.
Also, in T3, the variances of estimates using PLNLEV, whose sampling probabilities minimize
EAMSE(XTXβ˜; XTXβˆOLS) are smaller than the variances of estimates using other methods at
most sample sizes. In this case, despite the violation of the conditions for the proper definition
of EAMSE in T1, the variances of PLNLEV estimates are still the smallest, when sample sizes
are greater than 200.
4.4 Flight Delay Dataset
Here, we evaluate the performance of the sampling estimators on a flight delay dataset we com-
piled from the website of the US Department of Transportation.1 The dataset contains records of
3, 274, 894 US domestic flights during weekdays from Mondays to Thursdays in 2017. There are
1U. S. Bureau of Transportation Statistics. Rita airline delay data was downloaded from: https://www.
transtats.bts.gov/DL_SelectFields.asp?Table_ID=236.
19
●●
●●
●
●
●
●●
●
●●
●
●●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
● ●
●
●
● ●
● ●●
●
●
●
●
●
●
●
●
●
● ●
●
●
●
0
200
400
600
0 5 10 15
X1
*
Y*
●●
● ●
●
●
●
●●
●
●
●
●
●
●
●●
●
●
●●
● ●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
● ●
●
●●
●● ●●●● ●
●
●
●
●
●
●
●
●
●
●
●
●
●●
●
●
0
200
400
600
0 5 10 15
X2
*
Y*
2e−06
4e−06
6e−06
π
Figure 10: Flight delay dataset. Left: the box plots of sampling probabilities (in log scale)
of all data points in PL, ICNLEV, RLNLEV, PLNLEV, and BLEV. Middle and Right: the
scatter plots of the 200 sampled response vector (ARRIVAL DELAY) and two predictors
(DEPARTURE DELAY and TAXI OUT) using the ICNLEV sampling probability distribution.
five variables for each flight record: arrival delay (difference in minutes between scheduled and
actual arrival time, and early arrivals show negative numbers), arrival taxi in time (in minutes),
departure taxi out time (in minutes), departure delays (difference in minutes between scheduled
and actual departure time, and early departures show negative numbers), and computer reserva-
tion system based elapsed time of the flight (in minutes; a measure for the distance of the flight).
We are interested in predicting the arrival delay of each flight using the rest of the variables.
We fitted Model (1), with the response being flight arrival delay. In addition to using the four
variables (other than arrival delay) in our dataset as linear predictors, we also included their
quadratic and all pairwise interaction terms. We thus have 14 predictors. Considering the large
number of flights, we use the sampling methods to approximate the full sample OLS estimate.
In the left panel of Figure 10, we present the box plots of sampling probabilities (in log scale)
of all data points in PL, ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV. Observe that the
sampling probability distributions are right-skewed, similar to those in Figure 3 in the simulation
study. Using the sampling probability distribution in ICNLEV, we took a sample of size 200
from the full data. The middle and right panels in Figure 10 are the scatter plots of the sampled
response and the first two predictors, respectively. These scatter plots provide a visual sketch of
the full sample data.
We repeatedly applied the PL, ICNLEV, IC, PLNLEV, SLEV, and BLEV methods to this
dataset for 100 times at sample size r = 20p, 50p, 70p, 100p, 200p, where p = 14. We calculated
the squared bias and variance of the resulting estimates in approximating βˆOLS , Yˆ OLS and
XTXβˆOLS , for each method. The results are summarized in Figure 11. Observe that the squared
biases of all methods are all much smaller than the corresponding variances for all methods at
all sample sizes. For approximating βˆOLS , the ICNLEV estimates have the smallest variance
consistently at all sample sizes among all estimators. For approximating Yˆ OLS and X
TXβˆOLS ,
the estimates using PLNLEV, PL, and RLNLEV are very similar to each other, and they have
better performance in terms of variances at all sample sizes than those using BLEV and SLEV.
4.5 “YearPredictionMSD” Dataset
Here, we evaluate the performance of the sampling estimators on the “YearPredictionMSD”
dataset (Bertin-Mahieux et al., 2011), which we downloaded from the UCI machine learning
repository.2 The dataset consists of records of 515,345 songs released between the year 1922 and
2011. For each song, multiple segments are taken, and each segment is characterized by 12 timbre
2See http://archive.ics.uci.edu/ml/.
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Figure 11: Squared biases (first row) and variances (second row) of PL, ICNLEV, RLNLEV,
PLNLEV, SLEV, and BLEV estimates for approximating βˆOLS (first column), Yˆ OLS (second
column) and XTXβˆOLS (third column) (in log scale) at different sample sizes for Airline De-
lay data.
features. These timbre features capture timbral characteristics, such as brightness and flatness, of
each segment. The mean and variance of each timbre feature, as well as the covariances between
every two timbre features, are calculated. Our primary interest for our analysis is to use all timbre
feature information to predict the year of release. We fitted Model (1), where the response is the
year (in log scale) of releasing of the song, and the predictors include all timbre features.
In the left panel of Figure 12, we present the box plots of sampling probabilities (in log scale)
of all data points in PL, ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV. Inspecting the box
plots reveals that all sampling distributions are right-skewed and that the sampling distributions
of SLEV and BLEV are much more dispersed than those of other estimators. Using the sampling
probability distribution in ICNLEV, we took a sample of size 200 from the full data. The middle
and right panels of Figure 12 are the scatter plots of the sampled response and two timbre
features, respectively.
We repeatedly applied the ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV methods to the
dataset for 100 times at sample sizes r = 10p, 20p, 50p, 70p, 100p, where p = 90. In Figure 13,
we plot the squared biases and the variances (in log scale) of the estimates for all weighted
sampling methods for approximating βˆOLS , Yˆ OLS , and X
TXβˆOLS . For all three scenarios, the
squared biases are much smaller than the corresponding variances, for all methods at all sample
sizes. For approximating βˆOLS , the variances of ICNLEV, RLNLEV, and PLNLEV estimates
are comparable to each other and consistently smaller than those of SLEV and BLEV estimates
at all sample sizes. For approximating Yˆ OLS and X
TXβˆOLS , the variances of PLNLEV and PL
estimates are consistently smaller than those of other estimates.
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Figure 12: “YearPredictionMSD” data. Left: the box plots of sampling probabilities (in log scale)
for all data points for PL, ICNLEV, RLNLEV, PLNLEV, SLEV, and BLEV. A sample of size
200 is taken from the full data using the sampling probabilities of ICNLEV. Middle and Right:
the scatter plots of sampled response and two timbre feature predictors.
5 Conclusion
We have studied the asymptotic properties of RandNLA sampling estimators in LS linear re-
gression models. We showed that under certain regularity conditions on the data distributions
and sampling probability distributions, the sampling estimators are asymptotically normally dis-
tributed. Moreover, the sampling estimators are asymptotically unbiased for approximating the
full sample OLS estimate and for estimating true coefficients. Based on these asymptotic results,
we proposed optimality criteria to assess the performance of the sampling estimators, based on
AMSE and EAMSE. In particular, we developed six sampling estimators, i.e., IC, RLEV, PL,
ICNLEV, RLNLEV, and PLNLEV, for minimizing AMSE and EAMSE, under a variety of set-
tings. These empirical results demonstrate that these new sampling estimators outperform the
conventional ones in the literature. For generalization, depending on the application, one may
consider criteria other than AMSE and EAMSE. For example, when hypothesis testing problems
are of primary interest, the power of the test is a more reasonable choice to serve as a criterion.
Developing scalable sampling methods to optimize criteria such as this are of interest.
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A Proofs of Our Main Results
In this Appendix, we collect the proofs of our main results.
A.1 Notation and Technical Preliminaries
Let Ki represent the number of times the i
th observation is sampled. It is easy to see that
(K1, . . . ,Kn) follows a multinomial distribution, Mult(r, {pii}ni=1), with sample size r, as the total
number of trials. Define K = diag{Ki}ni=1, Ω = diag{1/rpii}ni=1, and W = ΩK. For the ith
diagonal element of matrix W, denoted as Wi, we have
E(Wi) = 1, Var(Wi) =
(1− pii)
rpii
, Cov(Wi,Wj) = −1
r
, i 6= j, i, j = 1, . . . , n. (27)
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Simple algebra yields that the sampling estimator of Eqn. (3) can be written as
β˜ = (X∗TΦ∗2X∗)−1X∗TΦ∗2Y∗ = (XTWX)−1XTWY. (28)
Op Notation. The Op notation is the stochastic counterpart of the regular big-O notation, i.e.,
it describes the limiting behavior of (or the order of) a sequence of random variables, rather than
that of sequence of fixed numbers.
For a sequence of random variable {An} and a sequence of constants {an}, the notation
An = Op(an), means that {An/an} is stochastically bounded (or bounded in probability). That is,
for any  > 0,
lim
n→∞P (|An/an| > ) = 0. (29)
More details and examples of this can be found in Section 1.2 of Serfling (2001).
Remark. If Var(An)=O(n
2δ), where δ is a real number, then we have that {An/n δ2 } is
bounded in probability by Chebyshev’s inequality. We write An = Op(n
δ)
Remark. Throughout this paper, for a matrix A, we write A = Op(n
δ) to denote that all
elements of A are of the order of Op(n
δ).
Other than in the statement and proof of Theorem 2, we assume that p is fixed in all lemmas
and theorems. The Cramer-Wold Device and Lemma 1 below govern the proofs for Theorem 1
and Theorem 3.
Cramer-Wold Device. For random vectors Zn = (Zn1, . . . , Znp)
T and Z = (Z1, . . . , Zp)
T , a
necessary and sufficient condition for Zn
d→ Z is that bTZn d→ bTZ as n→∞, for each b ∈ Rp.
Remark. To derive the asymptotic distribution for the sampling estimator β˜ in (28), which
a vector of random variables, we use the Cramer-Wold device to reduce the derivation of the
asymptotic distribution for vectors to the usual scalar case. For more details about the Cramer-
Wold device, see Section 29 of Billingsley (1995).
Convergence of Geometric Series of Matrices. Let A be an n× n square matrix. We use
ρ(A) to denote the spectral radius of matrix A, i.e., ρ(A) = max {|λ1|, . . . , |λn|}, where λ1, . . . , λn
are the eigenvalues of matrix A. If ρ(A) < 1, then (I−A) is invertible, and the series
S = I + A + A2 + . . .
converges to (I−A)−1.
Remark. The convergence of geometric series of matrices will be used in the proof of Lemma 1
below. For more details and a proof of this result, see Section 1.5 of Hubbard and Hubbard (1999).
Lemma 1. Assume that 0 < pii < 1, for i = 1, . . . , n. If
(XTX)−1XT (W − I)X = Op
(
1
r
δ
2
)
, (30)
where δ is a positive constant, then the weighted sample estimator in (28) can be written as
β˜ = βˆOLS + (X
TX)−1XTWe+Op(1/rδ), (31)
where e = Y −XβˆOLS.
Proof. By (30), we have
((XTX)−1XT (W − I)X)2 = Op(1/rδ). (32)
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Therefore,
[I + (XTX)−1XT (W − I)X]−1 = I− (XTX)−1XT (W − I)X +Op(1/rδ). (33)
Note that (XTX)−1XT (W− I)X, (XTX)−1XT (W− I)Y, and (XTX)−1XT (W− I)e are of the
same order since the variances of Y and e are both bounded. We expand (28) as follows:
β˜ = (XTWX)−1(XTWY)
= [I + (XTX)−1XT (W − I)X]−1(XTX)−1(XTWY)
= [I− (XTX)−1XT (W − I)X +Op(1/rδ)](XTX)−1(XTY + XT (W − I)Y) (34)
= [I− (XTX)−1XT (W − I)X +Op(1/rδ)](βˆOLS + (XTX)−1XT (W − I)Y)
= βˆOLS + (X
TX)−1XT (W − I)e+Op(1/rδ)
= βˆOLS + (X
TX)−1XTWe+Op(1/rδ), (35)
where the expansion in (34) is by the convergence of geometric series of matrices and the assump-
tion that δ > 0, and where the equality in (35) holds since XTe = 0.
Remark. Lemma 1 relates the sampling estimator β˜ to the quantity βˆOLS , with an order
constraint on the residual term, i.e., Op(1/r
δ). In the application of Lemma 1 to the proof of
Theorem 1 (asymptotic normality of β˜ in estimating β0), we subtract β0 from both sides of (35)
to relate β˜ to β0. In the proof of Theorem 3, Lemma 1 is directly applied (asymptotic normality
of β˜ in approximating βˆOLS).
Remark. The assumption that δ > 0 implies that ρ((XTX)−1XT (W− I)X)→ 0 as r →∞.
By the convergence of geometric series of matrices, the inverse of [I + (XTX)−1XT (W− I)X] =
XTWX exists and the expansion in (34) is valid asymptotically. In the proof of Theorem 1 and
Theorem 3, we will verify the condition in Lemma 1, i.e., that δ > 0. The exact magnitude of δ
depends on (W − I), and it is different in Theorem 1 and Theorem 3.
In Appendix A.2 and Appendix A.5, we present the proofs of Theorem 1 and Theorem 3,
respectively. The proof of Theorem 1 is much more complicated than that of Theorem 3. In
conditional inference of Theorem 3, the data are given and the only randomness comes from
sampling. However, in unconditional inference of Theorem 1, we consider both unobserved hy-
pothetical data sampled from the underlying population as well as the sample sampled from
observations. Thus, one more layer of randomness needs to take into account.
A.2 Proof of Theorem 1
We start by establishing several preliminary technical lemmas, and then we will present the main
proof of Theorem 1.
A.2.1 Preliminary Material for the Proof of Theorem 1
To facilitate the proof of Theorem 1, we first present the Hajek-Sidak CLT, as well as Lemma 2
and Lemma 3, as follows.
Theorem 4 (Hajek-Sidak Central Limit Theorem). Let X1, . . . , Xn be independent and identi-
cally distributed (i.i.d.) random variables such that E(Xi) = µ and Var(Xi) = σ
2 are both finite.
Define Tn = d1X1 + . . .+ dnXn, then
Tn − µ
∑n
i=1 di
σ
√∑n
i=1 d
2
i
d→ N (0, 1) , (36)
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whenever the Noether condition,
max1≤i≤n d2i∑n
i=1 d
2
i
→ 0, as n→∞, (37)
is satisfied.
Remark. The Hajek-Sidak CLT is used in the proof of Lemma 2.
Lemma 2. Define U = diag(U1, . . . , Un) where independent random variables Ui∼Poisson(rpii),
for i = 1, . . . , n, and ε = (ε1, . . . , εn)
T , where εis are independently and identically distributed
with mean 0 and variance σ2. If conditions (A1) and (A2) in Theorem 1 hold, then as n→∞,
Σ
− 1
2
0 (X
TX)−1XTΩUε d→ N(0, Ip), (38)
where Σ0 and Ω are defined in Theorem 1.
Proof. We derive the asymptotic normality of the random vector (XTX)−1XTΩUε using the
Cramer-Wold device. For any nonzero constant vector b ∈ Rp, we write
bT (XTX)−1XTΩUε =
n∑
i=1
diζi, (39)
where di = b
T (XTX)−1xi
√
rpii+r2pi2i
rpii
and ζi = Uiεi/
√
rpii + r2pi2i , E(ζi) = 0, and Var(ζi) = σ
2.
Since Eqn. (39) is a weighted average of independent random variables ζi, it suffices to
verify the Noether condition (37) of Hajek-Sidak CLT to show the asymptotic normality of
bT (XTX)−1XTΩUε. For d2i , we have
d2i ≤
(
1 +
1
rpimin
)
(aTxi)
2 ≤
(
1 +
1
rpimin
)
aTaMx, (40)
where a = (XTX)−1b, Mx = max{xTi xi}ni=1, and the last inequality is derived using the Cauchy-
Schwarz inequality. Thus, max1≤i≤n d2i ≤ (1 + 1rpimin )aTaMx. For
∑n
i=1 d
2
i , we have
n∑
i=1
d2i =
n∑
i=1
(1 +
1
rpii
)aTxia
Txi ≥ (1 + 1
rpimax
)aTXTXa ≥ (n+ n
rpimax
)λmina
Ta, (41)
where λmin is the minimum eigenvalue of X
TX/n. Combining (40) and (41), we have
lim
n→∞
max1≤i≤n d2i∑n
i=1 d
2
i
≤ lim
n→∞
(1 + 1rpimin )Mx
(n+ nrpimax )λmin
≤ Mx
λmin
lim
n→∞
1 + rpimin
(nrpimin +
npimin
pimax
)
= 0, (42)
where the last equality is obtained since condition (A2) implies nrpimin →∞ as n→∞. Since
n∑
i=1
Var(diζi) = σ
2
n∑
i=1
(aTxi)
2(1 +
1
rpii
) = σ2aTXT (Ip + Ω)Xa,
by the Cramer-Wold device, the proof is thus complete.
In the following statement and proof of Lemma 3, as well as in the proof of Theorem 1 below,
we use A|B to denote random variable A given random variable B.
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Lemma 3. Given any nonzero constant vector b ∈ Rp, as n→∞ we have
(bTΣ0b)
− 1
2bT (XTX)−1XTΩUε|
n∑
i=1
Ui = r
d→ N(0, 1), (43)
where Ω, U, and Σ0 are defined in Lemma 2.
Proof. For i = 1, . . . , n, we have
Cov(bT (XTX)−1XTΩUiεi,
n∑
i=1
Ui) =
n∑
i=1
bT (XTX)−1XTΩCov(Uiεi, Ui) = 0, (44)
and thus we have
Cov(bT (XTX)−1XTΩUε,
n∑
i=1
Ui) = 0.
By Lemma 2, we have(
(bTΣ0b)
− 1
2bT (XTX)−1XTΩUε
1√
r
(
∑n
i=1 Ui − r)
)
d→ N
((
0
0
)
,
(
1 0
0 1
))
. (45)
Furthermore, we have
(bTΣ0b)
− 1
2bT (XTX)−1XTΩUε|
n∑
i=1
Ui = r
d→ N(0, 1), (46)
provided we can show the convergence of conditional distributions is the uniform equicontinuity
of conditional characteristic functions (Steck, 1957), as we do below.
Here, for the ease of notation, we define Qn = b
T (XTX)−1XTΩUε, Ln = 1√r (
∑n
i=1 Ui − r),
and s2n = b
TΣ0b. Let
ψn(tn; t) = E(exp(itQn|
n∑
i=1
Un = tn)),
where i denotes the imaginary unit. Hence, we aim to show the uniform equicontinuity of ψn(tn; t).
When Ln = ln,
∑n
i=1 Ui = r +
√
rln; when Ln = ln + h,
∑n
i=1 Ui = r +
√
rln +
√
rh. Note that
(Qn|Ln = ln + h) = bT (XTX)−1XTΩ(M + R)ε,
where M = diag{Mi}ni=1, (M1, . . . ,Mn) ∼ Mult(h
√
r, (pi1, . . . , pin)), R = diag{Ri}ni=1, and
(R1, . . . , Rn) ∼ Mult(r +
√
rln, (pi1, . . . , pin)). Thus, we have that
|ψn(ln + h; t)− ψn(ln; t)|
= |E (exp(it/snbT (XTX)−1XTΩ(M + R)ε))− E (exp(it/snbT (XTX)−1XTΩRε)) | (47)
≤ E (| exp(it/snbT (XTX)−1XTΩ(M + R)ε)− exp(it/snbT (XTX)−1XTΩRε|)) (48)
≤ |t/sn|E
(|bT (XTX)−1XTΩ(M + R)ε− bT (XTX)−1XTΩRε|) (49)
= (t/sn)E
(|bT (XTX)−1XTΩMε|) (50)
→ 0 as h→ 0, (51)
where (48) is by Jensen’s inequality, and (49) is by the fact that |eia− eib| =
√
2(1− cos(a−b2 )) =
2| sin(a−b2 )| ≤ |a− b|, for any a, b. Thus, the uniform equicontinuity of conditional characteristic
function is verified, and the proof is complete.
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Remark. The proof of Lemma 3 is a simplified version of the proof of Theorem 2.1 in Morris
(1975).
Remark. The key difference between Lemma 2 and Lemma 3 is that we consider a conditional
distribution in Lemma 3, whereas we consider an unconditional distribution in Lemma 2.
We will also need the following lemma, the proof of which can be found in Section 6.4 of
Sheldon (2006).
Lemma 4. If independent random variables Ui ∼ Poisson(λi), i = 1, . . . , n, then
(U1, . . . , Un)|
n∑
i=1
Ui = r ∼ Mult
(
r,
{
λi∑n
i=1 λi
}n
i=1
)
.
A.2.2 Main Part of the Proof of Theorem 1
We first verify the condition that δ > 0 in Lemma 1. To do this, we derive the magnitude of δ in
Eqn. (30), under the conditions of Lemma 1. Note that
(XTX)−1XT (W − I)X = (XTX/n)−1XT (W − I)X/n,
where the order of (XTX/n)−1 is O(1) by Condition (A1). Thus, the order of (XTX)−1XT (W−
I)X depends on that of XT (W − I)X/n. We next derive the order of the (s, t)th element of
XT (W − I)X/n, i.e., of 1n
∑n
i=1 xsixit(Wi − 1). To do so, we have
Var
(∑n
i=1 xsixit(Wi − 1)
n
)
=
1
n2
Var
(
n∑
i=1
xsixit(Wi − 1)
)
=
1
n2
 n∑
i=1
(xsixit)
2 1− pii
rpii
− 2
∑
i<j
xsixitxsjxtj
1
r

=
1
rn2
 n∑
i=1
(xsixit)
2 1− pii
pii
−
( n∑
i=1
xsixit
)2
−
n∑
i=1
(xsixit)
2

=
1
r
 n∑
i=1
(xsixit)
2
n2pii
−
(
n∑
i=1
xsixit
n
)2
= O
(
1
rn2
n∑
i=1
1
pii
)
. (52)
Combining the facts that n2 ≤ ∑ni=1 1pii ≤ npimin and 0 < (2 − γ0 − α) ≤ δ in Eqn. (30), we thus
verify that the assumption in Lemma 1 holds.
Subtracting β0 from both sides of Eqn. (31) in Lemma 1, we get
β˜ − β0 = (XTX)−1XTWe+ βˆOLS − β0 +Op
(
1
rδ
)
, (53)
where e = Y − XβˆOLS . Since Var(βˆOLS − β0) = O
(
1
n
)
, we have βˆOLS − β0 = Op
(
1
n2−α−δ
)
.
Thus, both βˆOLS −β0 and the residual term in the right hand side of (53) are negligible. Hence,
the asymptotic distribution of β˜ − β0 is equivalent to that of (XTX)−1XTWe.
Thus, for the rest of the proof, we derive the asymptotic normality of (XTX)−1XTWe.
Note that
(XTX)−1XTWe = (XTX)−1XTWε+ (XTX)−1XTW(e− ε), (54)
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where ε is the random noise in Model (1). We will show that the order of (XTX)−1XTW(e− ε)
is bounded by calculating the variances of sth element of XTW(e− ε)/n. We have
Var
(∑n
i=1 xsiWi(ei − εi)
n
)
=
1
n2
 n∑
i=1
x2siVar(Wi(ei − εi)) + 2
∑
i<j
xsixsjCov [Wi(ei − εi),Wj(ej − εj)]
 . (55)
Now, we analyze the two terms on the right hand side of Eqn. (55). For the first term, we have
n∑
i=1
Var(Wi(ei − εi)) =
n∑
i=1
E(W 2i (ei − εi)2) =
n∑
i=1
Var(Wi)Var(ei − εi) + (EWi)2Var(ei − εi)
=
n∑
i=1
1− pii
rpii
hiiσ
2 + hiiσ
2 = Op
(
1
rpimin
)
, (56)
where the last equality holds since
∑n
i=1 hii = p. For the second term, we have∑
i<j
Cov (Wi(ei − εi),Wj(ej − εj)) =
∑
i<j
E(WiWj(ei − εi)(ej − εj))
=
∑
i<j
E(WiWj)E((ei − εi)(ej − εj)) = Op
(n
r
)
. (57)
Substituting (56) and (57) into (55), we have that
Var
(∑n
i=1 xsiWi(ei − εi)
n
)
= Op
(
1
n2rpimin
)
. (58)
Combining (54) and (58), we aim to show that (XTX)−1XTW(e − ) is of higher order than
(XTX)−1XTWε. Thus, if we establish the asymptotic normality of (XTX)−1XTWε, then the
asymptotic normality of β˜ − β0 in Eqn. (53) will follow directly.
Note that W can be written as W = ΩK. By Lemma 4, it follows that (K1, . . . ,Kn) and
[(U1, . . . , Un)|
∑n
i=1 Ui = r] are identically distributed. Hence,
(XTX)−1XTWε and (XTX)−1XTΩUε|
n∑
i=1
Ui
are identically distributed. Thus, Lemma 3 can be applied, and the asymptotic normality is
obtained using the Cramer-Wold device.
Finally, combining Eqn. (53), Lemma 2, and Lemma 3, we have that
Σ
− 1
2
0 (β˜ − β0) d→ N(0, Ip), as n→∞, (59)
where Σ0 = σ
2(XTX)−1XT (Ip + Ω)X(XTX)−1.
A.3 Proof of Proposition 1
By Theorem 1, the asymptotic squared bias for β˜ is 0. By the definition of AMSE in Eqn. (4),
AMSE(β˜;β0) = tr(Avar(β˜)), i.e., the expression given in Eqn. (10). We consider minimizing
AMSE(β˜;β0) as a function of {pii}ni=1. It is straightforward to employ the method of Lagrange
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multipliers to find the minimizer of the right-hand side of Eqn. (10), subject to the constraint∑n
i=1 pii = 1. If we do this, then we let
L(pi1, . . . , pin) = tr(Avar(β˜)) + λ(
n∑
i=1
pii − 1).
Then, we can solve ∂L/∂pii = 0, i = 1, . . . , n, for the optimal sampling probabilities.
The proofs of Propositions 2–6 all follow in a manner similar to that of Proposition 1, and
thus they will be omitted.
A.4 Proof of Theorem 2
The proof of Theorem 2, in which we allow the number of predictors p to diverge, is readily derived
from that of Theorem 1. Without loss of generality, we let a ∈ Rp such that ‖a‖2 = aTa = 1.
By combining Eqns. (53) and (54), it follows that
aT (β˜ − β0) = aT (XTX)−1XTWε+ aT (XTX)−1XTW(e− ε) + aT (βˆOLS − β0) +Op
(
1
rδ
)
By results in (Huber, 1973; Yohai and Maronna, 1979; Portnoy, 1984, 1985), we note that
‖a‖2 = 1, and aT (βˆOLS − β0) = Op(1/
√
n), which is of the highest order. Further, by a similar
argument in Theorem 1 (from (54) to (58)) we have that aT (XTX)−1XTW(e − ) is of higher
order than aT (XTX)−1XTWε. To prove Theorem 2, it suffices to establish the asymptotic
normality of aT (XTX)−1XTWε. This follows from applying Condition (B2) to Lemma 2 and
by noting that Mx = O(p) in (42).
A.5 Proof of Theorem 3
Given data {X,Y}, we first determine the value of δ in Eqn. (30) in order to use Lemma 1. Since
‖xi‖ < ∞, where xi is the ith row of X, each element of XTX is a fixed matrix and is finite in
norm. Since the (s, t)th element of XT (W − I)X is ∑ni=1 xisxit(Wi − 1), it follows that
Var(
n∑
i=1
xisxit(Wi − 1)) = 1
r
 n∑
i=1
(xisxit)
2 1− pii
pii
− 2
∑
i<j
xisxitxjsxtj
 = Op(1
r
)
, (60)
i.e., δ = 1 in Eqn. (30).
Next, note that K can be written as K =
∑r
j=1 K
(j), where K(j) = Diag{K(j)i }ni=1, and where
(K
(j)
1 , . . . ,K
(j)
n )
iid∼ Mult(1, {pii})ni=1, for j = 1, . . . , n. Combining Eqn. (31) in Lemma 1 and
Eqn. (60), we can show that
β˜ − βˆOLS = (XTX)−1XTWe+Op(1/r)
= (XTX)−1
r∑
j=1
XTΩK(j)e+Op(1/r).
Given this, we can use the Cramer-Wold device to establish the asymptotic normality of
(XTX)−1
r∑
j=1
XTΩK(j)e.
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To do so, for any constant vector b ∈ Rp such that b 6= 0, we consider∑rj=1 bT (XTX)−1XTΩK(j)e.
This is a summation of r independent random variables. Since the elements in X and e are fixed
numbers, finite in norm, and pii > 0, the Noether condition in Hajek-Sidek CLT is satisfied.
Without loss of generality, we have
Var(bT (XTX)−1XTΩK(1)e) = Var(
n∑
i=1
bT (XTX)−1xi
1
rpii
K
(1)
i ei)
=
n∑
i=1
(aTxiei
1− pii
rpii
eix
T
i a)− 2
∑
i≤j
aTxiei
1
r
ejx
T
j a
=
1
r
aT
(
n∑
i=1
e2i
pii
xix
T
i
)
a− 1
r
aT
 n∑
i=1
xie
2
ix
T
i + 2
∑
i<j
xieiejx
T
j
a
=
1
r
aT
(
n∑
i=1
e2i
pii
xix
T
i
)
a− 1
r
aTXTeeTXa
=
1
r
aT
(
n∑
i=1
e2i
pii
xix
T
i
)
a, (61)
where a = (XTX)−1b, and where Eqn. (61) follows since XTe = 0. By the Lindeberg-Le´vy CLT,
we have that
bT (XTX)−1
r∑
j=1
XTΩK(j)e
d→ N(0, bTΣcb),
where Σc = (X
TX)−1Σe(XTX)−1 and Σe = 1r
∑n
i=1
e2i
pii
xix
T
i . Thus, by the Cramer-Wold device,
Theorem 3 follows.
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