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Chapitre 1
Introduction générale
Cette thèse est consacrée à l’étude des propriétés analytiques et asymptotiques des processus de
Markov, et à leurs applications. La première partie de la thèse porte sur l’étude asymptotique de
processus de Markov inhomogènes par le biais d’inégalités fonctionelles de type Poincaré. Deux
situations sont examinées : la première concerne l’obtention de bornes à la Berry-Esseen pour
le théorème central limite, et la deuxième se rapporte à l’étude asymptotique d’un processus de
saut faiblement mélangeant. Dans la seconde partie, indépendante de la première, des égalités
fonctionnelles entre semi-groupes markoviens homogènes connues sous le nom d’entrelacement
sont établies, et utilisées pour établir des majorations de la solution de l’équation de Poisson
cruciales dans la méthode de Stein.
Première partie : étude asymptotique des processus de Markov inhomogènes
Un processus de Markov inhomogène en temps est un processus stochastique (Xt)t∈I à valeurs
dans un espace d’état polonais E, à temps discret si I = N ou à temps continu si I = [0,+∞[,
vérifiant la propriété de Markov : pour tout événement A mesurable de E,
P(Xt ∈ A |σ(Xr, 0 ≤ r ≤ s)) = P(Xt ∈ A|Xs), t ≥ s, t, s ∈ I.
Le processus (Xt)t∈I est dit homogène si la probabilité ci-dessus ne dépend que de l’événement
A et de l’écart t− s, et inhomogène dans le cas contraire.
Les processus de Markov homogènes forment un objet central de la théorie des probabilités
développée depuis le début du siècle dernier. Un point focal est la question du comportement
asymptotique de ces processus, pour laquelle de nombreuses méthodes d’étude existent, notam-
ment les méthodes de martingale et le calcul stochastique, les méthodes spectrales et les inégalités
fonctionnelles, les méthodes à la Meyn-Tweedie, les méthodes de couplage, la méthode de Stein,
le calcul de Malliavin.
A l’inverse, les processus de Markov inhomogènes en temps n’ont pas fait l’objet d’une attention
aussi approfondie. L’inhomogénéité peut traduire différents phénomènes. Le premier se rapporte
à la variation d’environnement : un exemple évident est le changement de saison, par exemple
si le processus modélise la croissance d’une espèce. L’inhomogénéité sera alors périodique. Dans
le même esprit, en finance l’évolution d’un titre est modélisée par un processus de diffusion ;
l’inhomogénéité des coefficients de diffusion et de dérive représente alors les variations du mar-
ché. L’inhomogénéité apparaît également lors de l’étude de systèmes de particules en interaction
(Del Moral and Guionnet [2001]). Une étude approfondie de l’asymptotique des chaînes de Mar-
kov inhomogènes à espace d’état fini via l’analyse spectrale a été menée dans une récente série
de travaux par Saloff-Coste et Zúñiga (par exemple, Saloff-Coste and Zúñiga [2007]; Saloff-Coste
and Zúñiga [2011]).
D’autre part, une large classe de processus de Markov inhomogènes est fournie par les algo-
rithmes stochastiques : par exemple, algorithmes à la Robbins et Monro (Robbins and Monro
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[1951]), algorithmes de recuit simulé, méthodes de Monte-Carlo markoviennes. Citons Douc et al.
[2004] pour une approche par couplage permettant de quantifier la convergence de chaînes de
Markov inhomogènes, appliquée à un algorithme de recuit simulé. Dans le cadre de cette thèse,
on s’intéresse à des processus tels que la convergence suivante soit vérifiée dans un certain sens :
Lt →
t→+∞ L, (1.1)
où (Lt)t≥0 désigne la suite des générateurs instantanés qui dirigent le processus inhomogène et
L représente le générateur d’un processus réversible pour une mesure de probabilité µ. Dans ce
cadre, l’inhomogénéité disparaît à la limite en temps grand et il faut voir le processus inhomogène
comme une approximation d’une dynamique homogène.
Dans les deux cas examinés dans la thèse, la propriété (1.1) est vérifiée, avec L le générateur du
processus d’Ornstein-Uhlenbeck, défini pour toute fonction assez régulière comme
L[f ](z) = f ′′(z)− zf ′(z), z ∈ R,
dont l’unique mesure invariante, et réversible, est la mesure gaussienne centrée réduite µ.
L’équation (1.1) traduit alors la normalité asymptotique des processus considérés, comme on le
voit par l’approche classique tension/identification. Cette approche permet seulement d’obtenir
la convergence en loi. Pour quantifier cette convergence dans le cas de chaînes de Markov in-
homogènes correspondant à des algorithmes stochastiques à la Robbins-Monro, une approche
analytique est proposée dans Benaïm et al. [2016], qui utilise la notion de pseudo-trajectoire
asymptotique introduite par Benaïm (Benaïm [1999]). La propriété (1.1) est utilisée pour obte-
nir la vitesse de convergence de ces algorithmes, via une distance ad hoc définie sur une classe
de fonctions qui doivent obéir à des conditions de régularité assez fortes.
Dans cette thèse, je propose une méthode pour obtenir des résultats quantitatifs sur la conver-
gence asymptotique reposant sur les inégalités fonctionnelles, qui reprend et étend des idées de Fill
[1991] et Arnaudon and Miclo [2016]. La propriété (1.1) n’est pas directement utilisée, mais fait
figure d’heuristique pour la stratégie : le couple (L, µ), formé du générateur d’Ornstein-Uhlenbeck
et de la mesure gaussienne, satisfait à une inégalité de Poincaré, qui permet de contrôler la vi-
tesse de convergence du processus homogène. L’idée est d’obtenir des analogues de l’inégalité de
Poincaré pour le couple (Lt, µ) à t fixé, et contrôler ainsi la vitesse de convergence du processus
inhomogène pour des distances telles que la distance du χ2 ou de Wasserstein.
Le premier processus considéré dans la thèse apparaît dans le cadre du théorème central li-
mite. Pour une suite de variables aléatoires (Xi)i∈N∗ indépendantes identiquement distribuées et
centrées réduites, considérons la suite des sommes renormalisées
Yn :=
1√
n
n∑
i=1
Xi, n ∈ N∗.
Alors,
Yn+1 =
√
1− 1
n+ 1
Yn +
1√
n+ 1
Xn+1, n ∈ N∗,
faisant de (Yn)n∈N∗ une chaîne de Markov inhomogène. Cette observation est la base de la
méthode utilisée pour quantifier la convergence de la la suite (Yn)n∈N∗ vers la mesure gaussienne.
La stratégie présentée ci-dessus permet alors d’établir une borne à la Berry-Esseen pour la
distance du χ2.
Le second processus considéré est un processus de saut à temps continu (Zt)t≥0, de générateur
instantané défini comme
Lt[f ](z) = pt(z)(f(z + at)− f(z)) + qt(z)(f(z − at)− f(z)), z ∈ R, t ≥ 0. (1.2)
7L’équation (1.2) se lit de la manière suivante : si le processus est dans l’état z au temps t ≥ 0,
il saute en z + at avec une intensité pt(z) ou en z − at avec une intensité qt(z). Pour des choix
particuliers des intensités de saut, ce processus correspond à une version continue d’un algo-
rithme stochastique de recherche de médiane à la Robbins-Monro. Cet algorithme est fortement
consistant et normalement asymptotique, mais peu de résultats existent quant à la quantifica-
tion de la convergence vers la mesure gaussienne µ, ce qui motive l’étude asymptotique de la
version continue (Zt)t≥0. La stratégie développée dans la thèse donne lieu à une conjecture sur
la décroissance de la distance de Wasserstein entre les marginales temporelles du processus et µ.
Deuxième partie : entrelacements et méthode de Stein
Cette partie s’articule entre deux thèmes de recherche : les entrelacements entre gradients et
processus de Markov d’une part, la méthode de Stein d’autre part, dans le cadre discret.
Au premier ordre, la formule d’entrelacement entre un semi-groupe de Markov homogène (Pt)t≥0
et un opérateur de gradient D sur l’espace d’état polonais E s’écrit :
DPt = P˜
V˜
t D, t ≥ 0, (1.3)
où (P˜ V˜t )t≥0 représente un semi-groupe de Feynman-Kac, formé d’un semi-groupe de Markov
alternatif (P˜t)t≥0 et d’une fonction minorée V˜ : E → R, appelée potentiel. Notons (X˜xt )t≥0
le processus markovien associé à (P˜t)t≥0 avec pour valeur initiale x ∈ E. Pour des fonctions
suffisamment régulières, le semi-groupe de Feynman-Kac admet la représentation suivante :
P˜ V˜t f(x) = E
[
f(X˜xt )e
− ∫ t0 V˜ (X˜xs )ds] , x ∈ E, t ≥ 0.
Considérons l’exemple d’une diffusion de générateur
Lf(x) = σ2f ′′(x) + b(x)f ′(x)
sur R, réversible pour la mesure pi. La forme de Dirichlet correspondante s’écrit
Epi(f, f) :=
∫
Γ(f, f)dµ = σ2
∫
(∇f)2dpi, f ∈ D(Epi).
Ceci pousse à choisir pour l’opérateur D, plutôt que le gradient lui-même, le gradient à poids
D = σ∇. La relation (1.3) entraîne alors pour tout t ≥ 0 :
Epi(Ptf, Ptf) =
∫
(DPtf)
2dpi ≤ e−2ct
∫
(P˜t(Df))
2dpi ≤ e−2ctEpi(f, f) ; c := inf V˜ ,
résultat obtenu habituellement comme conséquence du critère de Bakry-Émery (Bakry and
Émery [1985]). En fait, la relation (1.3) implique que Γ2(f, f) ≥ cΓ(f, f) (Bonnefont and Jou-
lin [2014]) : on peut ainsi penser à l’entrelacement (1.3) comme à un raffinement du critère de
Bakry-Émery.
L’établissement systématique d’entrelacements de type (1.3) est dû dans le cas discret à Chafaï
et Joulin (Chafaï and Joulin [2013]) pour les procesus de naissance-mort, et dans le cas continu à
Bonnefont et Joulin (Bonnefont and Joulin [2014]) pour les diffusions réelles. Dans le cas discret,
l’opérateur D correspond à un opérateur aux différences de la forme
Duf(x) =
1
u(x)
(f(x+ 1)− f(x)), x ∈ N,
où (u(x))x∈N est une suite strictement positive ; dans le cas continu, c’est un gradient à poids
de la forme Du = u∇, où u est une fonction strictement positive de R dans R. L’équation (1.3)
s’écrit alors plus précisément
DuPt = P
Vu
u,tDu, t ≥ 0. (1.4)
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L’introduction du poids u est cruciale, car elle permet de relier le potentiel apparaissant dans
(1.4) à l’étude spectrale du processus considéré : si λ1(L, pi) désigne le trou spectral de l’opérateur
(−L) dans L2(pi), où L est réversible par rapport à la mesure de probabilité pi, alors sous les
hypothèses adéquates,
λ1(L, pi) ≥ sup
u:E→]0,+∞[
inf
x∈R
Vu(x).
Cette propriété est due à Chen et Wang pour les diffusions (Chen and Wang [1997]) et à Chen
pour les processus de naissance-mort (Chen [1996]), grâce à des méthodes de couplage. L’entre-
lacement (1.4) en donne une nouvelle preuve.
La contribution aux formules d’entrelacements présentée dans cette thèse réside dans l’établisse-
ment d’une formule au second ordre,
∆Pt = P̂
V̂
t ∆, t ≥ 0. (1.5)
Le semi-groupe (Pt)t≥0 correspond à un processus de naissance-mort sur N, et l’opérateur ∆
désigne un laplacien discret à poids. L’application principale concerne les facteurs de Stein.
La méthode de Stein (Stein [1972]), ou méthode de Stein-Chen dans le cadre discret (Chen
[1975]), désigne un ensemble de techniques visant à évaluer la distance entre deux mesures de
probabilité sur l’espace E. Elle implique de désymétriser les rôles joués par chacune des mesures,
dont l’une, notée ici pi et appelée approximande, fait figure de référence. Une étape cruciale de
la méthode consiste alors à évaluer des quantités associées à l’approximande pi et à la distance
utilisée, connues sous le nom de facteurs de Stein. Une littérature abondante existe à ce sujet,
pour diverses mesures de référence pi : citons, dans le cas discret, Barbour and Eagleson [1983]
lorsque pi est une loi de Poisson, [Barbour et al., 1992, Chapitre 9] pour la loi binomiale, et
Peköz [1996] pour la loi géométrique. L’article Brown and Xia [2001] représente une avancée
considérable, en ce qu’il propose un critère général sur l’approximande pi permettant de majorer
les facteurs de Stein associés à pi et à la distance en variation totale, et permet ainsi d’automatiser
une partie des calculs.
Dans une optique similaire, je présente dans cette thèse une méthode universelle d’évaluation des
facteurs de Stein associés à des mesures de probabilité pi sur N, qui exploite les entrelacements au
premier et second ordre (1.4) et (1.5) de manière novatrice et systématique. Cette méthode permet
de retrouver certains résultats classiques liés à l’approximation en variation totale, et fournit
également des résultats pour des distances moins étudiées comme la distance de Wasserstein et
la distance de Kolmogorov.
Structure
La première partie est consacrée aux processus de Markov inhomogènes, et est composée de
trois chapitres. Dans le chapitre 2, après des rappels sur la théorie des processus markoviens et
sur la notion de pseudo-trajectoire asymptotique, je présente de manière heuristique la stratégie
développée dans cette thèse pour l’étude des processus de Markov inhomogènes en la mettant
en relation avec les techniques spectrales classiques. Les deux chapitres suivants présentent les
résultats nouveaux obtenus en appliquant cette stratégie : le chapitre 3 présente des bornes à la
Berry-Esseen dans le cadre du théorème central limite classique pour la distance du χ2, tandis
que le chapitre 4 concerne le comportement asymptotique d’un processus de saut faiblement
mélangeant qui peut être vu comme l’analogue continu d’un algorithme stochastique de recherche
de médiane.
La deuxième partie s’organise de la manière suivante : le chapitre 5 présente dans un premier
temps un tour d’horizon des idées majeures de la méthode de Stein-Chen, afin de replacer l’étude
9consacrée aux facteurs de Stein au sein d’un contexte général. Les contributions apportées par
mes travaux sont l’objet du chapitre 6.
Enfin, des pistes de recherche sont présentées dans le chapitre 7.
Principales contributions
Les contributions de cette thèse font l’objet des chapitres 3, 4 et 6.
Bornes à la Berry-Esseen pour la distance du χ2 dans le théorème central limite
(Chapitre 3).
Pour des variables aléatoires réelles, indépendantes et identiquement distribuées (Xi)i∈N∗ , d’es-
pérance nulle et de variance 1, considérons
Yn :=
1√
n
n∑
i=1
Xi, n ∈ N∗.
Le théorème central limite affirme la convergence en loi de la suite (Yn)n≥1 vers la mesure
gaussienne centrée réduite µ. Berry et Esseen obtiennent la première quantification de cette
convergence, sous une condition de moment, en distance de Kolmogorov (Berry [1941]; Esseen
[1945]), ouvrant le champ à des travaux portant sur d’autres distances. Parmi les travaux récents,
citons Bally and Caramellino [2016] pour la distance en variation totale, et Artstein et al. [2004];
Bobkov et al. [2013] pour l’entropie relative.
Je m’intéresse ici à la distance du χ2 définie pour deux mesures de probabilité θ, µ par
χ2(θ, µ) :=
(∫ (
dθ
dµ
− 1
)2
dµ
) 1
2
si θ est absolument continue par rapport à µ, et +∞ sinon. La quantité χ2(θ, µ), qui n’est pas
symétrique en ses arguments, porte le nom de distance par abus de language. Elle majore la
distance en variation totale et l’entropie relative.
Le résultat principal est le suivant : supposons que les moments de X1 soient identiques à ceux
de µ jusqu’à un entier r ≥ 2 ; supposons de plus que X1 admette une densité par rapport à µ, et
que cette densité soit polynomiale. Alors, sous des conditions sur les coefficients de la densité,
lim sup
n→+∞
n
r−1
2 χ2(L(Yn), µ) < +∞.
Ce taux de convergence est optimal. On retrouve un aspect observé pour la distance en variation
totale et l’entropie, qui est le gain d’un facteur
√
n pour chaque moment supplémentaire identique
à celui de la gaussienne.
C’est la technique de preuve qui fait l’originalité de ce travail. L’observation fondamentale est
que la suite (Yn)n∈N∗ forme une chaîne de Markov inhomogène. Ceci entraîne une relation de
récursion sur les densités successives : en notant fn la densité de Yn par rapport à la loi normale
µ, il existe un opérateur Kn, borné dans L2(µ), tel que
fn+1 = Kn(fn), n ∈ N∗.
Le choix de la distance du χ2 est bien adapté à ce cadre, car
χ22(L(Yn), µ) =
∫
(fn − 1)2dµ, n ∈ N∗.
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Le résultat principal découle d’une analyse spectrale fine de l’opérateur Kn, menée grâce à la
décomposition de L2(µ) sur la base des polynômes de Hermite. La majoration du rayon spectral
de l’opérateur symétrisé K∗nKn, au cœur de la preuve, peut être vue comme un analogue de
l’inégalité de Poincaré pour le semi-groupe d’Ornstein-Uhlenbeck.
Il s’agit d’un travail en collaboration avec Laurent Miclo, qui sera soumis pour publication très
prochainement.
Bornes à la Berry-Esseen pour un processus de Markov inhomogène à saut (chapitre
4).
Le processus de Markov inhomogène (Zt)t≥0 considéré évolue par sauts de deux types : saut à
droite de +at, saut à gauche de −at, où at, la taille du saut à l’instant t ≥ 0, décroît en temps
grand vers 0. Les intensités de saut dépendent du temps et de la position, de telle sorte que le
générateur instantané du processus s’écrit :
Lt[f ](z) = pt(z)(f(z + at)− f(z)) + qt(z)(f(z − at)− f(z)), z ∈ R, t ≥ 0.
L’étude de ce processus est motivée par un algorithme stochastique à la Robbins-Monro de
recherche de médiane. Soit une mesure de probabilité ν sur R et (Xi)i∈N∗ des variables indé-
pendantes, identiquement distribuées de loi ν. Alors, l’algorithme (Yn)n∈N∗ , défini récursivement
comme
Yn+1 = Yn + γn+1
(
1Xn+1>Yn −
1
2
)
, n ≥ 1,
pour une suite de pas (γn)n≥1 de la forme γn = cn−β pour β ∈]0, 1], converge vers la médiane
de la mesure ν. De plus, l’algorithme est normalement asymptotique, c’est-à-dire que la suite
(Yn)n∈N∗ renormalisée converge vers la gaussienne (au moins dans le cas β < 1 ; des précautions
sur la taille des pas à l’initialisation doivent être prises dans le cas β = 1 (Duflo [1997])). Peu
de résultats relatifs à la quantification de cette convergence existent, car les hypothèses de forte
convexité de la fonction objectif, habituelles dans le cadre des algorithmes de Robbins-Monro,
ne sont pas satisfaites. Ceci engage à essayer une approche par inégalités fonctionnelles, tout
d’abord sur un modèle simplifié à temps continu, qui correspond au processus de Markov (Zt)t≥0
ci-dessus pour des choix particuliers des intensités de saut.
On commence l’analyse du processus de Markov (Zt)t≥0 engendré par (Lt)t≥0 dans le cas où
celui-ci est homogène et réversible par rapport à la loi normale centrée réduite µ. Sous une
condition de borne inférieure sur les intensités de saut permettant au processus de revenir de
l’infini, le résultat suivant est établi : il existe des constantes c, d > 0 telles que
W (L(Zt), µ) ≤ (Varµ[f0])1/2
(
exp
(−c · a2 · t)+ d · a) , t ≥ 0,
où W représente la distance de Wasserstein d’ordre 1, f0 la densité de la loi de Z0 par rapport
à la loi normale µ et a la taille des sauts, constante dans le cas homogène. Pour comprendre
ce résultat, il faut remarquer que le processus (Zt)t≥0 partant du point z ∈ R vit sur le réseau
Γa,z = z+aZ, ce qui explique qu’il ne puisse pas converger vers la mesure gaussienne µ et que la
majoration ci-dessus ne tende pas vers 0 en temps grand. Par contre, le point crucial est que le
processus conditionné à rester sur Γa,z est ergodique par rapport à la mesure µ restreinte à Γa,z :
le terme en exp(−c · a2 · t) vient alors d’une inégalité de Poincaré pour le processus conditionnel.
Le terme en d ·a reflète l’erreur faite en intégrant sur le réseau Γa,z plutôt que sur R tout entier.
Au vu de l’inégalité ci-dessus, on conjecture que dans le cas inhomogène, où la taille des sauts a
est remplacée par une fonction (at)t≥0 tendant vers 0, la distance de Wasserstein W (L(Zt), µ)
tend vers 0. L’énoncé précis de cette conjecture, dans le cas où le processus inhomogène (Zt)t≥0
est encore réversible par rapport à µ et dans le cas où il est seulement normalement asymptotique,
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est donné dans le chapitre 4. Les preuves sont complètes, à défaut d’un point technique qui est
en cours d’investigation.
Il s’agit d’un travail en cours, en collaboration avec Sébastien Gadat et Laurent Miclo.
Entrelacements et facteurs de Stein pour les processus de naissance-mort (chapitre
6).
On considère un processus de naissance-mort sur N, c’est-à-dire un processus de Markov homo-
gène, de générateur
L(f)(x) = α(x)(f(x+ 1)− f(x)) + β(x)(f(x− 1)− f(x)), x ∈ N,
et on note (Pt)t≥0 le semi-groupe de Markov associé. On définit les gradients discrets ∂ et ∂∗
comme :
∂f(x) = f(x+ 1)− f(x), x ∈ N; ∂∗f(x) = f(x− 1)− f(x), x ∈ N∗.
Il existe une relation d’entrelacement au premier ordre entre le semi-groupe de naissance-mort
(Pt)t≥0 et le gradient discret ∂ (Chafaï and Joulin [2013]) :
∂Pt = P˜
V˜
t ∂, t ≥ 0,
où (P˜ V˜t )t≥0 est un semi-groupe de Feynman-Kac formé d’un semi-groupe de naissance-mort
alternatif (P˜t)t≥0 et d’un potentiel V˜ .
Le premier résultat de cette partie de la thèse consiste à établir une relation d’entrelacement au
second ordre :
∂∗∂Pt = P̂ V̂t ∂
∗∂, t ≥ 0,
où (P̂ V̂t )t≥0 est un nouveau semi-groupe de Feynman-Kac, formé d’un semi-groupe de Markov
(P̂t)t≥0, et d’un potentiel V̂ . Contrairement au semi-groupe (P˜t)t≥0 obtenu au premier ordre, le
semi-groupe (P̂t)t≥0 n’est pas de naissance-mort dans le cas général. L’opérateur ∂∗∂, qui s’écrit
∂∗∂f(x) = −f(x+ 1) + 2f(x)− f(x− 1), x ∈ N∗,
peut être interprété comme un laplacien discret. La relation d’entrelacement est en fait valable
pour des opérateurs aux différences plus généraux, faisant intervenir des gradients à poids.
La principale application de cette formule d’entrelacement concerne la méthode de Stein-Chen,
qui consiste en un ensemble de techniques visant à majorer
dF (µ, pi) := sup
f∈F
|µ(f)− pi(f)|,
la distance entre µ et pi deux mesures de probabilité sur N, définie sur une classe F de fonctions-
tests de N dans R. Une étape-clé de cette méthode, qui désymétrise complètement les rôles joués
par µ et pi, est l’évaluation des facteurs de Stein, relatifs à la mesure de référence pi et la classe
de fonctions F . Plus précisément, soit L le générateur infinitésimal d’un processus de naissance-
mort réversible pour la mesure pi. L’équation de Poisson associée s’écrit, par rapport à la donnée
f : N→ R,
L(hf ) = f − pi(f).
Les facteurs de Stein du premier et second ordre sont alors définis comme
sup
f∈F
‖∂(hf )‖∞, sup
f∈F
‖∂∗∂(hf )‖∞.
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Or, la solution de l’équation de Poisson hf admet une représentation intégrale, sous la forme
hf = −
∫ ∞
0
Pt(f)dt,
où (Pt)t≥0 est le semi-groupe de naissance-mort associé à L. Ainsi,
∂(hf ) = −
∫ ∞
0
∂Pt(f)dt, ∂
∗∂(hf ) = −
∫ ∞
0
∂∗∂Pt(f)dt,
ce qui fait apparaître le début d’un entrelacement du premier et du second ordre sous l’intégrale.
En se basant sur cette observation, je présente une méthode d’évaluation des facteurs de Stein
qui utilise systématiquement les relations d’entrelacement du premier et second ordre.
L’avantage de cette méthode est son caractère universel, c’est-à-dire qu’elle est valable pour toute
mesure discrète pi satisfaisant aux hypothèses des théorèmes. Elle permet ainsi d’automatiser une
partie des calculs relatifs à la méthode de Stein, qui peuvent se révéler assez lourds. En cela,
elle se compare aux résultats présentés dans Brown and Xia [2001], qui concernent la distance
en variation totale. Notre méthode permet de considérer diverses distances, dont des distances
moins étudiées comme la distance de Wasserstein d’ordre 1 W.
Par exemple, appelons NB(r, p) la loi binomiale négative de paramètres (r, p). Dans le régime
p→ 1, r →∞ et r(1−p)/p→ λ, cette mesure tend en loi vers la loi de Poisson Pλ. Nos résultats
permettent d’obtenir la borne suivante :
W
(
NB(r, p),P r(1−p)
p
)
≤ 8
3
√
2e
√
r(1− p)
p
(1− p)
p
,
qui semble être la première quantification de cette convergence bien connue.
Il s’agit d’un travail en collaboration avec Bertrand Cloez, soumis pour publication.
Première partie
Processus de Markov inhomogènes
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Chapitre 2
Introduction
Dans ce chapitre, on commence par un bref rappel de la définition des processus de Markov in-
homogènes et de quelques-unes de leurs propriétés utiles dans la suite. Les deux parties suivantes
forment une introduction heuristique à la stratégie développée dans cette thèse pour l’étude
asymptotique des processus de Markov inhomogènes. La partie 2.2 présente la notion de pseudo-
trajectoire asymptotique. Quoique non utilisée directement, cette notion présente des similitudes
avec les idées de la thèse. Dans la partie 2.3, on explique comment obtenir des inégalités de type
Poincaré pour des dynamiques non réversibles.
2.1 Définition des objets
2.1.1 Généralités
Introduisons tout d’abord les notations utiles pour la suite. Soit (E,B) un espace polonais,
c’est-à-dire métrique, complet et séparable, muni de la tribu borélienne. Parmi les fonctions
f : E → R, on note S l’ensemble des fonctions C∞ à support compact, Fb(E) l’ensemble des
fonctions mesurables bornées et F+(E) l’ensemble des fonctions mesurables positives. Pour toute
fonction f : E → R, on définit
‖f‖∞ := max
x∈E
|f(x)|.
Le symbole 1 désigne la fonction de E dans R identiquement égale à 1, et Id l’opérateur identité
agissant sur les fonctions f : E → R. Le domaine d’un opérateur L agissant sur les fonctions
f : E → R est noté D(L). Pour toute mesure de probabilité ν sur (E,B) et pour toute fonction
f ∈ F+(E) ou f ∈ L1(ν), l’intégrale de f contre ν est notée indifféremment
ν[f ] =
∫
fdν.
Enfin, pour toute f ∈ L2(ν),
Varν(f) =
∫
(f − ν[f ])2 dν.
La définition et quelques propriétés classiques des processus markoviens (Ethier and Kurtz [1986],
Eberle [2009]) sont rappelées maintenant sans démonstration. Soit (Ω,U ,P) un espace de pro-
babilités et I = N ou I = [0,+∞[. Un processus stochastique est une collection de variables
aléatoires (Xt)t∈I , avec Xt : Ω → E mesurable pour tout t ∈ I. En temps discret, c’est-à-dire
lorsque I = N, on qualifie (Xt)t∈I de chaîne. On note (Ft)t∈I la filtration engendrée par (Xt)t∈I ,
Ft := σ(Xs, s ∈ I, s ≤ t), t ≥ 0.
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On dit que le processus (Xt)t∈I est markovien si pour toute fonction f ∈ Fb(E) ou f ∈ F+(E),
E[f(Xt)|Fs] = E[f(Xt)|Xs], t ≥ s, s, t ∈ I.
On associe alors au processus (Xt)t∈I son semi-groupe (Ps,t)t≥s, s,t∈I , défini pour toute fonction
f ∈ Fb(E) comme
E[f(Xt)|Fs] = Ps,t[f ](Xs), P− p.s., t ≥ s, s, t ∈ I.
Le processus de Markov (Xt)t∈I est dit homogène en temps si le semi-groupe vérifie
Ps,t = Ps+u,t+u, t ≥ s, s, t, u ∈ I,
et inhomogène sinon. La majorité de la littérature sur les processus markoviens est consacrée
aux processus homogènes ; on peut transférer un certain nombre de théorèmes concernant les
processus homogènes aux processus inhomogènes en remarquant que, si (Xt)t∈I est un processus
de Markov inhomogène, le processus (Xˆt)t∈I à valeurs dans I×E, de valeur initiale (s, x) ∈ I×E
défini par
Xˆt := (s+ t,Xs+t), t ≥ 0, (2.1)
est un processus de Markov homogène.
Le semi-groupe (Ps,t)t≥s, s,t∈I possède les propriétés suivantes, dont la première qui justifie l’ap-
pellation de semi-groupe :
Proposition 2.1.1 (Propriétés des semi-groupes markoviens).
1. Pour tous temps r, s, t ∈ I avec r ≤ s ≤ t, on a Pr,sPs,t = Pr,t.
2. Si f ∈ Fb(E) est positive, alors Ps,t[f ] est aussi positive pour tous s, t ∈ I, s ≤ t.
3. Pour tous s, t ∈ I, s ≤ t, Ps,t[1] = 1.
4. Pour toute fonction f ∈ Fb(E),
‖Ps,t[f ]‖∞ ≤ ‖f‖∞ , s, t ∈ I, s ≤ t,
En particulier, le semi-groupe (Ps,t)t≥s, s,t∈I est formé d’opérateurs contractants sur l’es-
pace de Banach Fb(E) muni de la norme ‖ · ‖∞.
Par définition, le semi-groupe (Ps,t)t≥s, s,t∈I agit sur les fonctions de E dans R, et par dualité
sur les mesures de probabilité sur (E,B). Pour toute mesure de probabilité ν sur (E,B), et pour
tous temps s, t ∈ I avec s ≤ t, on note νPs,t la loi du processus au temps t, Xt, sachant que Xs
est distribué selon ν : la mesure νPs,t est alors caractérisée par l’équation
(νPs,t)[f ] =
∫
Ps,t[f ](x)dν(x), f ∈ Fb(E).
La propriété de semi-groupe prend alors la forme suivante :
νPr,t = (νPr,s)Ps,t.
La mesure de probabilité ν est dite invariante pour le semi-groupe (ou de manière équivalente,
invariante pour le processus, ou pour le générateur défini ci-dessous) si, pour tous temps s, t ∈ I
avec s ≤ t, on a νPs,t = ν. Dans ce cas, on peut compléter la proposition 2.1.1 ci-dessus avec
une propriété de contraction dans Lp(ν) : pour tout réel p ≥ 1 et pour toute fonction f ∈ Lp(ν),
on peut définir Ps,t[f ] par complétion et
‖Ps,t[f ]‖Lp(ν) ≤ ‖f‖Lp(ν) , s, t ∈ I, s ≤ t. (2.2)
Enfin, on dira que la mesure de probabilité ν est réversible par rapport au semi-groupe si, pour
toutes fonctions f, g ∈ L2(ν),∫
fPs,t[g]dν =
∫
gPs,t[f ]dν, s, t ∈ I, s ≤ t.
Une mesure réversible est invariante.
2.1. DÉFINITION DES OBJETS 17
2.1.2 Cas discret
Un objet central dans la théorie markovienne est le générateur associé au processus, ou plutôt
dans le cas inhomogène, une collection de générateurs. En temps discret, le générateur (Lt)t∈N
associé au processus est
Lt := Pt,t+1 − Id, t ∈ N.
Avec ces notations et par la propriété de Markov, on voit que pour toute fonction f ∈ Fb(E),
P0,t+1[f ]− P0,t[f ] = P0,t[Lt[f ]], t ∈ N.
Cette équation porte le nom d’équation de Kolmogorov forward. Soit ν une mesure de probabilité
de référence sur (E,B). Supposons que pour le temps t ∈ N, la loi de la chaîne Xt soit absolument
continue par rapport à ν, de densité notée ft, et que ft soit dans le domaine de P ∗t,t+1, l’adjoint
de Pt,t+1 dans L2(ν). Alors, pour toute fonction f ∈ Fb(E),
P0,t+1[f ] = P0,t[[Pt,t+1[f ]] =
∫
ftPt,t+1[f ]dν =
∫
fP ∗t,t+1[ft]dν,
donc la loi de Xt+1 est absolument continue par rapport à ν, et sa densité ft+1 vérifie :
ft+1 = P
∗
t,t+1[ft]. (2.3)
2.1.3 Cas continu
Dans le cas d’un processus de Markov à temps continu, I = [0,+∞[, la définition du générateur
est moins directe. On dira que le semi-groupe (Ps,t)t≥s≥0 est fortement continu dans l’espace de
Banach (Fb(E), ‖ · ‖∞) si pour toute fonction f ∈ Fb(E),
lim
t↓s
‖Ps,t[f ]− f‖∞ = 0, s ≥ 0.
On définit alors
Ls[f ] := lim
t↓s
Ps,t[f ]− f
t− s , f ∈ D(Ls), s ≥ 0,
où le domaine de Ls, D(Ls), est l’ensemble des fonctions de Fb(E) telle que la limite ci-dessus
existe. On peut alors énoncer la proposition suivante :
Proposition 2.1.2 (Equations de Kolmogorov). Si (Ps,t)t≥0 est fortement continu sur (Fb(E), ‖·
‖∞), alors pour toute fonction f ∈ Fb(E) et tout s ≥ 0, la fonction
t 7→ Ps,t[f ],
définie sur [s,+∞[, est continue. De plus, pour toute fonction f ∈ ∩s≥0D(Ls),
Ps,t[f ] ∈
⋂
s>0
D(Ls), t ≥ s ≥ 0,
et
∂tPs,t[f ] = Ls[Ps,t[f ]] = Ps,t[Ls[f ]], t ≥ s ≥ 0. (2.4)
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Ces deux égalités forment les équations de Kolmogorov forward et backward. La proposition 2.1.2
correspond à [Eberle, 2009, Theorem 3.12] dans le cas homogène ; on trouve l’énoncé dans le cadre
inhomogène en considérant le processus homogène (Xˆt)t≥0 défini par (2.1), et en observant que
le générateur infinitésimal de ce processus s’écrit
L[f ](s, x) = ∂sf(s, x) + Ls[f(s, ·)](x),
pour toute fonction f ∈ Fb([0,+∞[×E) dérivable en sa première variable et telle que ∀s ∈
[0,+∞[, f(s, ·) ∈ D(Ls).
Etant donné une mesure de probabilité ν de référence sur (E,B), supposons que le processus de
Markov (Xt)t≥0 ait une marginale au temps t ≥ 0 admettant une densité ft par rapport à ν, et
que ft ∈ D(L∗t ), où L∗t désigne l’adjoint de Lt dans L2(ν). On a alors pour toute fonction f ∈ S,
∂tP0,t[f ] = P0,t[Lt[f ]] =
∫
ftLt[f ]dν =
∫
fL∗t [ft]dν,
et d’autre part
∂tP0,t[f ] =
∫
(∂tft)fdν.
Comme ceci est vrai pour toute fonction f ∈ S, on en déduit que
∂tft = L
∗
t [ft]. (2.5)
Par ailleurs, la proposition 2.1.2 s’étend à tous les espaces de Banach (B, ‖·‖B) inclus dans l’espace
des fonctions mesurables sur lesquels le semi-groupe est contractant et fortement continu.
La donnée du générateur et de son domaine permet de reconstruire un unique semi-groupe
markovien vérifiant les équations de Kolmogorov (2.4). Quand le domaine n’est pas connu, on se
donne dans le cas homogène le générateur et un cœur, qui est une sous-algèbre A de l’espace de
Banach B, telle que le graphe {(f, L[f ]), f ∈ A} soit dense dans l’espace produit des fonctions
mesurables pour la norme ‖f‖B + ‖L[f ]‖B. En utilisant la définition (2.1), on pourrait alors
donner une condition équivalente pour un processus de Markov inhomogène.
Cette formalisation n’est pas nécessaire pour les processus considérés dans cette thèse. Au cha-
pitre 3, on considère en effet une chaîne de Markov. Au chapitre 4, le processus étudié admet
pour générateur
Lt[f ](z) = pt(z)(f(z + at)− f(z)) + qt(z)(f(z − at)− f(z)), f ∈ Fb(R), z ∈ R, t ≥ 0,
où p, q sont des fonctions positives dépendant du temps et de l’espace et (at)t≥0 une fonction
positive. On suppose que
‖pt‖∞, ‖qt‖∞ < +∞, t ≥ 0.
Pour tout temps t ≥ 0, l’opérateur Lt est donc borné dans (Fb(E), ‖ · ‖∞), et le processus admet
une construction explicite. En effet, supposons que X0 = x ∈ R, et soit U une variable aléatoire
de loi exponentielle d’intensité 1, et T > 0 tel que∫ T
0
(pt(x) + qt(x))dt = U.
Indépendamment de U , tirons une variable aléatoire Y valant aT avec probabilité pT (x)/(pT (x)+
qT (x)), et valant −aT avec probabilité qT (x)/(pT (x) + qT (x)). On pose alors{
Xt = x, t ∈ [0, T [,
XT = x+ Y.
On procède ensuite de même à partir du temps T .
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2.2 Pseudo-trajectoires asymptotiques
L’inhomogénéité peut traduire différents phénomènes. On s’intéresse ici à des cas où l’inhomo-
généité peut être vue comme venant de l’approximation d’une dynamique homogène.
Pour comprendre le phénomène, donnons d’abord une analogie déterministe, concernant le schéma
d’Euler à pas décroissant associé à l’équation différentielle ordinaire
x˙(t) = φ(x(t)), t ≥ 0, (2.6)
où φ est une fonction de classe C1 bornée de R dans R. On considère le flot associé à (2.6) : pour
tout x ∈ R et t ≥ 0, notons Φt(x) la solution de (2.6) au temps t ≥ 0 telle que x(0) = x, qui
existe vu les hypothèses sur φ. Le flot Φ vérifie
Φt+s = ΦtΦs, t, s ≥ 0. (2.7)
Pour toute fonction f : R→ R, pour tout temps t ≥ 0 et x ∈ R, introduisons Pt[f ](x) = f(Φt(x)).
On voit alors grâce à (2.7) que (Pt)t≥0 est un semi-groupe (déterministe) homogène.
Soit (γn)n∈N∗ une suite de pas décroissante et tendant vers 0, telle que
∑
n∈N γn = +∞. La suite
de temps correspondante (Tn)n≥n est définie par T0 = 0 et Tn =
∑n
k=1 γk pour n ∈ N∗. Pour
tout n ∈ N et pour tout x ∈ R, le schéma d’Euler à pas décroissant associé à (2.6) est défini de
manière récursive comme {
xn = x,
xk+1 = xk + γk+1φ(xk), k ≥ n.
(2.8)
La suite (xk)k≥n est bornée car on a supposé que la fonction φ l’est. Soit (x¯(t))t≥Tn la fonction
dont le graphe interpole linéairement les points (Tk, xk)k≥n et définissonns Φ¯Tn,t(x) = x¯(t). Pour
toute fonction f : R → R, définissons également QTn,t[f ](x) = f(Φ¯Tn,t(x)). Le flot approché Φ¯
vérifie :
Φ¯Tm,TpΦ¯Tn,Tm = Φ¯Tn,Tp , p ≥ m ≥ n. (2.9)
L’équation (2.9) se traduit par l’égalité QTn,TmQTm,Tp = QTn,Tp , ainsi (QTn,Tm)n,m∈N, n≤m peut
être vu comme un semi-groupe inhomogène.
Intuitivement, comme γn → 0, on voudrait penser que le flot approché se rapproche du flot exact.
Pour préciser cela, on regarde la solution approchée de (2.6) construite par le schéma d’Euler à
pas décroissant ci-dessus dans une fenêtre de taille 1, et on fait glisser cette fenêtre vers l’infini :
pour x ∈ R fixé, considérons la suite de fonctions (x(n))n∈N définie par :
x(n) : [0, 1] 7→ R, t→ Φ¯0,Tn+t.
Le théorème de Kushner-Clark vient alors préciser l’intuition ci-dessus :
Proposition 2.2.1 (Kushner-Clark, Kushner and Clark [1978]).
— La suite de fonctions (x(n))n∈N est relativement compacte pour la topologie de la conver-
gence uniforme sur [0, 1], et toute valeur d’adhérence est une solution de (2.6) sur [0, 1] ;
— Si x∗ est un zéro asymptotiquement stable de φ, c’est-à-dire qu’il existe une région d’at-
traction Γ ⊂ R telle que pour tout x ∈ Γ, on ait limt→+∞Φt(x) = x∗, et si la suite de
points (xn)n∈N retourne infiniment souvent dans Γ, alors limn→+∞ xn = x∗.
La preuve repose sur le fait suivant : pour tout point de départ x ∈ R,
sup
t∈[0,1]
∣∣Φ¯0,t+Tn(x)− Φt (Φ¯0,Tn(x))∣∣ →n→+∞ 0. (2.10)
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En d’autres termes, quand le temps est grand deux phénomènes ont lieu simultanément : d’une
part, le flot approché se rapproche du flot exact ; d’autre part, le flot exact se rapproche de la
solution stationnaire de (2.6) x(t) = x∗ pour t ≥ 0. En conséquence, le flot approché emmène
également le schéma vers la solution stationnaire. Au niveau des semi-groupes, la propriété (2.10)
se traduit par la convergence
sup
t∈[0,1]
|Q0,t+Tn [f ](x)−Q0,Tn [Pt[f ]](x)| →n→+∞ 0, (2.11)
pour tout x ∈ R et toute fonction f continue.
Revenons au cadre stochastique, et considérons en particulier un algorithme stochastique de la
forme
Xn+1 = Xn + γn+1Φ(Xn) + γ
2
n+1Un+1, (2.12)
où (γn)n∈N∗ est une suite de pas décroissante et tendant vers 0, telle que
∑
n∈N γn = +∞,
et (Un)n∈N∗ une suite de variables indépendantes et identiquement distribuées, et centrées et
réduites. L’algorithme (2.12) est une version stochastique de (2.8). On attend qu’il soit fortement
consistant, c’est-à-dire que la suite (Xn)n∈N∗ tende presque sûrement vers un zéro attractif de Φ.
On dit que la propriété de pseudo-trajectoire asymptotique est vérifiée, si la propriété (2.10) est
vraie presque sûrement. Cette notion, introduite par Benaïm (Benaïm [1999]), est bien adaptée
à l’étude des valeurs limites que peut atteindre l’algorithme (2.12) en temps grand.
On attend également de l’algorithme (2.12) qu’il soit asymptotiquement normal, c’est-à-dire
que l’algorithme convenablement renormalisé (X˜n)n∈N tende en loi vers la mesure gaussiene.
D’autres exemples d’algorithmes qui convergent en loi vers une mesure de probabilité sont les
schémas d’Euler à pas décroissant approchant des diffusions (Lamberton and Pagès [2002], Le-
maire [2005]). Il faut alors adapter (2.11).
Considérons un processus de Markov inhomogène (Xt)t≥0, à temps continu par mesure de sim-
plicité, de semi-groupe (Qs,t)t≥s≥0, et un semi-groupe de Markov homogène (Pt)t≥0. Pour une
distance d entre mesures de probabilité sur R, on dit que le processus (Xt)t≥0 correspond à une
pseudo-trajectoire asymptotique de (Pt)t≥0 si pour toute loi initiale ν0,
sup
t∈[0,1]
d(ν0Q0,s+t, ν0Q0,sPt) →
s→+∞ 0. (2.13)
Cette définition, qui admet un analogue pour les chaînes de Markov inhomogènes en temps
discret, est introduite dans Benaïm et al. [2016]. Elle permet d’étudier la convergence du processus
inhomogène (Xt)t≥0 vers la mesure invariante µ du processus homogène de semi-groupe (Pt)t≥0.
L’article Benaïm et al. [2016] établit des résultats quantitatifs, qui portent sur la distance entre la
loi marginale temporelle du processus à l’instant t ≥ 0, et la mesure de probabilité µ. La preuve
repose sur un développement limité du générateur du processus inhomogène faisant apparaître
à la limite en temps grand le générateur du processus homogène. La classe de fonctions qui
intervient dans la définition de la distance utilisée,
dF (θ, ν) = sup
f∈F
|θ[f ]− ν[f ]|,
doit être assez restreinte pour que le développement limité soit vrai.
2.3 Inégalités de Poincaré et réversibilisation
2.3.1 Idée générale
Dans les deux chapitres suivants, on s’intéresse à un processus de Markov inhomogène (Xt)t≥0,
qui tend en loi vers une mesure de probabilité ν, et le but est de quantifier cette convergence.
2.3. INÉGALITÉS DE POINCARÉ ET RÉVERSIBILISATION 21
L’heuristique rejoint celle de la notion de pseudo-trajectoire asymptotique (2.13) : en temps
grand, la dynamique du processus est similaire à la dynamique homogène engendrée par un
générateur L¯, de mesure invariante ν.
De plus, le couple (L¯, ν) est supposé vérifier une inégalité fonctionnelle de type Poincaré : il existe
une constante λ > 0, telle que pour toute fonction f assez régulière,
−
∫
fL¯[f ]dν ≥ λVarν [f ]. (2.14)
Cette inégalité est liée à la décroissance exponentielle de la variance sous l’action du semi-groupe
homogène qui correspond à L¯, comme on le rappelle plus bas. C’est donc un outil adapté à
l’étude de la convergence asymptotique des processus homogènes.
Dans les paragraphes suivants, on présente la stratégie qui est au cœur des contributions de cette
thèse à l’étude des processus de Markov inhomogènes, et qui consiste à obtenir un analogue de
(2.14) lorsque L¯ est remplacé par L∗, l’adjoint dans L2(ν) d’un générateur L non symétrique
par rapport à ν. Il faut imaginer que L joue le rôle de Lt, le générateur instantané du processus
inhomogène à l’instant t ≥ 0.
La quantité qu’on utilise pour quantifier la convergence asymptotique est la distance du χ2. Pour
une mesure de probabilité ν, on note f · ν la mesure de densité f par rapport à ν. La distance
du χ2 entre f · ν et ν est définie par
χ2(f · ν, ν) :=
(∫
(f − 1)2dν
)1/2
.
Elle se réécrit encore
χ2(f · ν, ν) = (Varν(f))1/2 = sup
{∫
(f − 1)g dν, g ∈ L2(ν),
∫
g2dν ≤ 1
}
.
On voit l’intérêt d’obtenir une inégalité analogue à (2.14) : elle permet de traiter une distance
dont la définition se base sur la boule unité de L2(ν), un ensemble de fonctions relativement
large.
2.3.2 Cas continu
Soit L un générateur markovien et (Pt)t≥0 le semi-groupe associé. Supposons que la dynamique
soit réversible par rapport à la mesure de probabilité ν, c’est-à-dire que pour toutes fonctions
f, g assez régulières, ∫
fL[g]dν =
∫
gL[f ]dν.
Introduisons l’énergie de Dirichlet :
Eν(f) := −
∫
fL[f ]dν, f ∈ D(Eν).
Par exemple, la diffusion de générateur défini, pour toute fonction f ∈ S, par la formule
L[f ](x) = f ′′(x)− U ′(x)f ′(x), x ∈ R,
est réversible par rapport à la mesure de Gibbs ν, dont la densité par rapport à la mesure de
Lebesgue sur R est proportionnelle à x 7→ e−U(x). L’énergie de Dirichlet s’écrit alors :
Eν(f) =
∫
f ′2dν, f ∈ D(Eν). (2.15)
22 CHAPITRE 2. INTRODUCTION
Si le processus est un processus de naissance-mort, de générateur
L[f ](x) = p(x)(f(x+ 1)− f(x)) + q(x)(f(x− 1)− f(x)), x ∈ Z,
symétrique par rapport à la mesure de probabilité ν sur Z si ν(z)p(z) = ν(z + 1)q(z + 1) pour
tout z ∈ Z, alors
Eν(f) =
∫
p(x)(f(x+ 1)− f(x))2dν(x), f ∈ D(Eν). (2.16)
On dit que le générateur L admet un trou spectral si
λ1(L) := inf
f∈D(Eν)\Vect(1)
Eν(f)
Varν(f)
> 0,
et pour une constante λ > 0, on appelle inégalité de Poincaré l’inégalité
−
∫
fL[f ]dν ≥ λVarν [f ], f ∈ D(Eν). (2.17)
L’inégalité (2.17) entraîne la décroissance exponentielle de la variance sous l’action du semi-
groupe : pour toute fonction f ∈ L2(ν),
Varν(Pt[f ]) ≤ e−2λtVarν(f), t ≥ 0. (2.18)
Voyons la preuve, qui est le prototype de beaucoup d’autres dans la suite de cette thèse :
∂tVarν(Pt[f ]) = 2
∫
(Pt[f ]− 1)LPt[f ]dν = 2
∫
(Pt[f ]− ν[f ])LPt[f − ν[f ]]dν = −2Eν(Pt[f ])
≤ −2λVarν(Pt[f ]),
et le lemme de Gronwall permet de conclure. Réciproquement, l’inégalité (2.18) entraîne l’inéga-
lité (2.17) par dérivation au temps 0.
On s’intéresse en particulier à une version de (2.18) pour une fonction f précise. Supposons que
loi initiale du processus (Xt)t≥0 admette une densité, notée f0 par rapport à ν. On note alors
ft la densité de la loi de Xt par rapport à ν pour tout t ≥ 0. D’après l’équation (2.5), et par la
réversibilité de L, ∂tft = Lft, et donc ft = Pt[f0] pour tout temps t ≥ 0. Ainsi, l’inégalité (2.18)
devient :
χ22(ft · ν, ν) ≤ e−2λtχ22(f0 · ν, ν). (2.19)
En suivant des idées de Fill (Fill [1991]), passons au cas d’un processus de Markov de générateur
L et une mesure ν supposée invariante, mais pas nécessairement réversible. Alors, L∗[1] = 0 et
l’adjoint L∗ de L dans L2(ν) est encore un générateur markovien. Par l’équation (2.5), pour tout
t ≥ 0,
∂tχ2(ft · ν, ν) = 2
∫
(ft − 1)L∗[ft]dν = 2
∫
(ft − 1)L∗[ft − 1]dν.
Considérons l’opérateur (L+L∗)/2, qui s’appelle le réversibilisé additif de L et correspond à un
générateur markovien symétrique par rapport à ν. On a alors :
∂tχ2(ft · ν, ν) = 2
∫
(ft − 1)L+ L
∗
2
[ft − 1]dν.
Si le processus réversibilisé de générateur (L+L∗)/2 admet un trou spectral λ, on peut conclure
comme en (2.19).
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Examinons maintenant le cas où ν n’est pas supposée réversible ni invariante par rapport à L.
Alors, pour tout t ≥ 0,
∂tχ
2
2(ft · ν, ν) = 2
∫
(ft − 1)L∗[ft]dν = 2
∫
(ft − 1)L∗[ft − 1]dν + 2
∫
(ft − 1)L∗[1]dν
≤
∫
(ft − 1)(L+ L∗)[ft − 1]dν + 2
(∫
(L∗[1])2dν
)1/2
χ2(ft · ν, ν),
où on a utilisé l’inégalité de Cauchy-Schwarz dans la dernière ligne. On évalue alors séparément
le terme ∫
(L∗[1])2dν,
qu’on peut voir comme une mesure du défaut d’invariance, puisque la mesure ν est invariante si
et seulement si L∗[1] = 0, et le terme recentré∫
(ft − 1)(L+ L∗)[ft − 1]dν.
Cette méthode est introduite dans Arnaudon and Miclo [2016] pour étudier un algorithme de
recherche de moyenne sur une variété, qui utilise des idées venant de la théorie du recuit simulé,
et qui correspond à un processus de Markov inhomogène. Cet algorithme est construit de telle
sorte que
L := L˜+R,
où L˜ est le générateur d’un processus de diffusion réversible, et admettant une inégalité de
Poincaré, par rapport à la mesure de Gibbs ν. Grâce à la formule (2.15) donnant l’énergie de
Dirichlet pour les diffusions, on obtient∫
(ft − 1)L∗[ft − 1]dν =
∫
(ft − 1)L˜[ft − 1]dν +
∫
(ft − 1)R∗[ft − 1]dν
≤ −λ
∫
(f ′t)
2dν +
∫
(ft − 1)R∗[ft − 1]dν.
Une utilisation habile de la formule de Taylor avec reste intégral permet ensuite de majorer le
terme de reste sous la forme :∫
(ft − 1)R∗[ft − 1]dν ≤ α
∫
(f ′t)
2dν + β
(∫
(ft − 1)2dν
)1/2
,
avec α < λ. Ce qui permet de conclure dans Arnaudon and Miclo [2016], c’est que l’ordre
du développement asymptotique nécessaire pour faire apparaître le générateur symétrique est
précisément le même que celui de l’ordre de dérivation obtenu dans la forme de Dirichlet. Or
cette combinaison n’est pas vérifiée pour les processus étudiés dans les chapitres 3 et 4. Il faut
donc trouver une autre méthode.
Revenons à l’expression ∫
(ft − 1)(L+ L∗)[ft − 1]dν.
L’opérateur L + L∗ est symétrique dans L2(ν), mais n’est pas le générateur d’un processus de
Markov si ν n’est pas invariante par rapport à L, car alors
(L+ L∗)[1] = L∗[1] 6= 1.
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Soit L20(ν) l’ensemble des fonctions de L2(ν) telles que ν[g] = 0. Cet espace n’est pas stable par
L+ L∗, mais en notant pi la projection sur L20(ν),
pi : L2(ν)→ L20(ν), f 7→ f − ν[f ],
on voit que pour toute fonction g ∈ L20(ν),∫
gpi((L+ L∗)[g])dν =
∫
g(L+ L∗)[g]dν.
Ainsi,
−
∫
(ft − 1)(L+ L∗)[ft − 1]dν ≥ λ
∫
(ft − 1)2dν,
où λ est la plus petite valeur propre de l’opérateur −pi(L+ L∗) dans L20(ν).
Dans le chapitre 4, on évalue cette valeur propre en introduisant l’opérateur
A(L) = L+ L∗ − L∗[1]Id.
Alors, ∫
(ft − 1)L∗[ft]dν =
∫
(ft − 1)(L+ L∗ − L∗[1]Id)[ft − 1]dν +
∫
L∗[1](ft − 1)2dν
≤
∫
(ft − 1)A(L)[ft − 1]dν + ‖L∗[1]‖∞
∫
(ft − 1)2dν.
L’opérateur A(L) est symétrique dans L2(ν) et vérifie
A(L)[1] = 0.
L’intérêt d’introduire cet opérateur est qu’il correspond au générateur d’un processus réversible
par rapport à ν.
Démontrons ceci dans le cas où L est un le générateur d’un processus à saut, défini pour toute
fonction suffisament régulière par
L[f ](x) = p(x)
∫
(f(x+ y)− f(x))dθ(y), x ∈ R,
pour θ une mesure de probabilité sur R et une fonction p : R→ R positive, représentant l’intensité
de saut. Supposons de plus que la mesure ν admet une densité strictement positive, qu’on notera
encore ν, par rapport à la mesure de Lebesgue. On voit alors que
L∗[f ](x) =
∫
f(x− y)p(x− y)ν(x− y)
ν(x)
dθ(y)− f(x)p(x), x ∈ R,
de telle sorte que
A(L)[f ](x) =
∫
p(x)(f(x+ y)− f(x)) + p(x− y)ν(x− y)
ν(x)
(f(x− y)− f(x))dθ(y), x ∈ R,
qui est de nouveau le générateur d’un processus markovien à sauts, et de plus réversible par
rapport à la mesure de probabilité ν.
Si le générateur A(L) vérifie l’inégalité de Poincaré (2.17) avec une constante λ1((A(L)), on
trouve alors que ∫
(ft − 1)L∗[ft]dν ≤ (−λ1((A(L)) + ‖L∗[1]‖∞)
∫
(ft − 1)2dν.
Faire apparaître A(L) est intéressant dans la mesure où on peut appliquer des résultats connus
pour évaluer le trou spectral −λ1((A(L)). C’est la stratégie qu’on utilise au chapitre 4, où on
utilise des inégalités de Hardy relatives aux processus de naissance-mort (Miclo [1999]). Le prix
à payer est le terme ‖L∗[1]‖∞, qui est plus difficile à contrôler.
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2.3.3 Cas discret
Voyons maintenant comment les idées ci-dessus se déclinent dans le cadre des chaînes de Markov
à temps discret. Supposons dans un premier temps que la chaîne de Markov homogène (Xn)n∈N
soit réversible par rapport à une mesure de probabilité ν, et notons P := P1,2. On désigne P
sous le nom d’opérateur de transition de la chaîne de Markov (Xn)n∈N. Par l’inégalité (2.2) de
contraction dans L2(ν), le spectre de P est inclus dans [−1, 1], de plus grand élément λ0(P ) = 1.
Notons les éléments du spectre discret de P
· · · ≤ λn(P ) ≤ · · · ≤ λ1(P ) ≤ λ0(P ) = 1.
D’après le théorème du min-max (Reed and Simon [1978]),
λ1(P ) = max
g∈L2(ν)\{0}, ν[g]=0
∫
gP [g]dν
Varν(g)
.
Supposons que pour tout temps n ∈ N, la marginale temporelle Xn admette une densité fn par
rapport à ν. Par l’équation (2.3) et par la réversibilité, on obtient que pour tout entier n ∈ N,
fn+1 = P [fn]. Ainsi,
χ22(fn+1 · ν, ν) =
∫
(P [fn]− 1)2dν =
∫
(P [fn − 1])2dν =
∫
(fn − 1)P 2[fn − 1]dν
≤ λ1(P 2)χ22(fn · ν, ν).
Si par exemple la chaîne de Markov (Xn)n∈N est à valeurs dans un espace d’état fini et est
irréductible, alors par le théorème de Perron-Frobenius, λ1(P ) < 1. Si de plus la chaîne est
apériodique, alors P 2 est encore un opérateur de transition associé à une chaîne irréductible, donc
λ1(P
2) < 1 et l’inégalité ci-dessus permet d’obtenir la décroissance exponentielle de χ2(fn · ν, ν).
Citons par exemple Diaconis and Stroock [1991] pour des stratégies d’évaluation de λ1(P 2).
Supposons maintenant, comme dans Fill [1991], que la mesure ν soit invariante mais pas néces-
sairement réversible par rapport à la chaîne de Markov d’opérateur de transition P . Alors, P ∗
l’adjoint de P dans L2(ν) vérifie P ∗[1] = 1 et est encore un opérateur de transition markovien.
Ecrivons :
χ22(fn+1 · ν, ν) =
∫
(P ∗[fn]− 1)2dν =
∫
(P ∗[fn − 1])2dν =
∫
(fn − 1)PP ∗[fn − 1]dν
≤ λ1(PP ∗)χ22(fn · ν, ν).
On voit apparaître le trou spectral de l’opérateurM(P ) = PP ∗, la réversibilisation multiplicative
de P , qui est l’opérateur de transition d’une chaîne de Markov réversible par rapport à ν.
Dans le chapitre 3, la mesure cible ν n’est en général ni réversible ni invariante par rapport à la
dynamique. On écrit alors grâce à l’inégalité de Cauchy-Schwarz,
χ2(fn+1 · ν, ν) =
(∫
(P ∗[fn]− 1)2dν
)1/2
=
(∫
(P ∗[fn − 1] + P ∗[1]− 1)2dν
)1/2
≤
(∫
(P ∗[fn − 1])2dν
)1/2
+
(∫
(P ∗[1]− 1)2dν
)1/2
.
Comme dans le cas continu, on traite séparément le terme traduisant le défaut d’invariance∫
(P ∗[1]− 1)2dν,
et le terme recentré ∫
(P ∗[fn − 1])2dν =
∫
(fn − 1)PP ∗[fn − 1]dν.
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L’opérateur PP ∗ est symétrique dans L2(ν), mais n’est pas markovien en général, car la masse
n’est pas conservée : PP ∗[1] 6= 1 si la mesure ν n’est pas invariante pour P .
Pour conclure, il faut évaluer le rayon specral de la restriction de PP ∗ à l’espace L20(ν) formé
des fonctions de L2(ν) de moyenne nulle, comme on le fait au chapitre 3.
2.3.4 Cas où la mesure de référence évolue
Jusqu’ici, on s’est placé dans le cadre où la mesure-cible ν est fixe. Examinons le cas où la
mesure-cible (νt)t≥0 dépend du temps. Soit (Xt)t≥0 un processus de Markov inhomogène, de
générateur (Lt)t≥0. On s’intéresse à l’évolution de la distance du χ2 entre Xt et νt, χ22(ft · νt, νt),
où ft désigne la densité de Xt par rapport à νt pour un temps t ≥ 0. Supposons que pour tout
temps t ≥ 0, la mesure νt soit absolument continue par rapport à la mesure de Lebesgue sur R,
de densité encore notée νt par abus de notation. Formellement, l’équation (2.5) devient
∂t[ft] = L
∗
t [ft]− ∂t(log νt)ft, t ≥ 0. (2.20)
Si l’équation (2.20) est vérifiée, on obtient
∂t χ
2
2(ft · νt, νt) = 2
∫
(ft − 1)(∂tft)dνt +
∫
(ft − 1)2(∂t log νt)dνt
= 2
∫
(ft − 1)L∗t [ft]dνt − 2
∫
(ft − 1)ft ∂t(log νt)dνt +
∫
(ft − 1)2∂t(log νt)dνt
= 2
∫
(ft − 1)L∗t [ft]dνt −
∫
(ft − 1)2∂t(log νt)dνt − 2
∫
(ft − 1)∂t(log νt)dνt.
(2.21)
On reconnaît le terme habituel ∫
(ft − 1)L∗t [ft]dνt,
qu’on a vu comment gérer dans la partie 2.3.2, et les termes supplémentaires liés à l’évolution
de la mesure cible,
−
∫
(ft − 1)2∂t(log νt)dνt − 2
∫
(ft − 1)∂t(log νt)dνt.
Le terme le plus délicat est le premier,
−
∫
(ft − 1)2∂t(log νt)dνt,
qu’il faut majorer en fonction de
χ22(ft · νt, νt) =
∫
(ft − 1)2dνt.
Si on sait contrôler ‖∂t(log νt)‖∞, alors les choses se passent bien. Par exemple, dans Arnaudon
and Miclo [2016], l’espace d’état sur lequel vit l’algorithme est une variété compacte, ce qui
entraîne que ‖∂t(log νt)‖∞ < +∞ et permet de gérer les termes venant de l’évolution de la
mesure-cible.
Néanmoins, il existe des exemples simples où ‖∂t(log νt)‖∞ = +∞, ce qui empêche de conclure.
Voyons à présent un tel exemple, inspiré de l’algorithme de schéma d’Euler à pas décroissant
associé à une diffusion (Lamberton and Pagès [2002]). Considérons une diffusion de générateur
défini pour toute fonction f assez régulière par
L[g] =
1
2
σ2g′′ + bg′,
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où σ2 est une fonction positive. Le schéma d’Euler à pas décroissant qui lui est associé est
l’algorithme défini récursivement par
Xn+1 = Xn + γn+1b(Xn) +
√
γn+1σ(Xn)Un+1,
où la suite (γn)n≥1 décroît vers 0 et
∑
n≥1 γn = +∞. La suite de temps implicitement associée
au schéma est (Tn)n≥0 avec T0 = 0 et Tn =
∑n
k=1 γn pour tout n ∈ N∗. Les variables aléatoires
(Un)n≥1 sont indépendantes, identiquement distribuées, avec E[U1] = 0 et E[U21 ] = 0. Sous des
conditions adaptées sur le coefficient de diffusion σ2 et le drift b, l’algorithme converge en loi
vers la mesure invariante de la diffusion de générateur L (Lamberton and Pagès [2002]; Lemaire
[2005]).
On s’intéresse ici au schéma d’Euler associé au processus d’Ornstein-Uhlenbeck, qui est une
diffusion de générateur
L[g] = g′′(x)− xg′(x), x ∈ R, g ∈ S.
L’algorithme s’écrit alors
Xn+1 = Xn − γn+1Xn + 2√γn+1Un+1, (2.22)
et on choisit ici U1 ∼ µ, où µ désigne la mesure gaussienne centrée réduite N (0, 1). Pour toute
fonction f ∈ Fb(R), et pour tout réel γ ∈ [0, 1], introduisons l’opérateur
Qγ [f ](x) = E[f((1− γ)x+
√
2γU)], U ∼ µ.
Pour tout γ ∈ [0, 1], l’opérateur Qγ est un opérateur de transition markovien, qui est symétrique
par rapport à la mesure gaussienne centrée µγ := N (0, σ2γ), de variance
σ2γ =
1
1− γ2
. (2.23)
De plus, l’algorithme (Xn)n∈N défini par (2.22) est une chaîne de Markov inhomogène, de semi-
groupe
Qn,n+1 = Qγn+1 , n ∈ N.
Par mesure de simplicité, considérons une version continue de l’algorithme (2.22), définie comme
le processus de Markov inhomogène (Xt)t≥0 de générateur
Lt[f ] =
1
η2t
(Qηt − Id),
pour une fonction (ηt)t≥0 à valeur dans ]0, 1] décroissant vers 0. L’intensité de saut η2t est choisie
pour correspondre aux ordres de grandeur du processus discret, où un saut de taille moyenne√
γn+1 est réalisé dans une échelle de temps d’ordre Tn+1 − Tn = γn+1.
Il semble alors naturel de s’intéresser à l’évolution de
χ2(ft · µηt , µηt),
où, avec les notations habituelles ft désigne la densité de Xt au temps t ≥ 0 par rapport à la
mesure de référence µηt = N (0, σ2ηt), où σ2ηt est défini par (2.23) pour γ = ηt. On note encore
x 7→ µηt(x) la densité de µηt par rapport à la mesure de Lebesgue sur R. Pour tout η ∈]0, 1],
µη(x) =
1√
2piσ2η
exp
(
− x
2
2σ2η
)
, x ∈ R.
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On trouve alors que
∂t log(µηt) =
∂tσ
2
ηt
2σ2ηt
(
x2
σ2ηt
− 1
)
. (2.24)
D’après (2.21), on a :
∂tχ2(ft · µηt , µηt) = 2
∫
(ft − 1)L∗t [ft]dµηt −
∫
(ft − 1)2∂t(logµηt)dµηt − 2
∫
(ft − 1)∂t(logµηt)dµηt .
Le terme ∫
(ft − 1)L∗t [ft]dµηt
ne pose pas de problème, car pour tout temps t ≥ 0, le générateur Lt est symétrique par rapport
à µηt et vérifie une inégalité de Poincaré, par renormalisation de l’inégalité de Poincaré pour le
semi-groupe d’Ornstein-Uhlenbeck. Cependant,
−
∫
(ft − 1)2∂t(logµηt)dµηt = −
1
2
∂t(log σ
2
µηt
)
∫
(ft(x)− 1)2
(
x2
σ2ηt
− 1
)
dµηt(x).
Comme t → σ2ηt est décroissante, le facteur −∂t(log σ2µηt ) est positif. De plus, il n’existe pas de
constante c > 0 telle que pour toute fonction g ∈ L2(µη) centrée, c’est-à-dire telle que µη[g] = 0,
on ait ∣∣∣∣∫ g(x)2(x2σ2η − 1
)
dµη(x)
∣∣∣∣ ≤ c∫ g(x)2dµη(x).
La méthode ne peut donc pas fonctionner sans plus d’information. Il faut des estimées a priori
sur
∫
x2(ft(x)− 1)2dµη(x).
Cet exemple montre donc que le fait d’avoir une mesure de référence dépendant du temps rend
l’analyse de l’évolution de la distance du χ2 plus compliquée. Notons au passage que dans
l’exemple ci-dessus, une solution consisterait à regarder l’entropie relative plutôt que la dis-
tance du χ2. Soit ν une distance de probabilité ; l’entropie relative de la distribution f · ν par
rapport à ν est définie par
Entν(f) :=
∫
f log f dν.
On trouve alors, d’après les équations (2.20) et (2.24),
∂tEntµηt (ft) =
∫
(log ft + 1)(∂tft)dµηt +
∫
ft log ft(∂t logµηt)dµηt
=
∫
(log ft + 1)L
∗
t [ft]dµηt −
∫
(∂t logµηt)ftdµηt
=
∫
(log ft)Lt[ft]dµηt −
∂tσ
2
ηt
σ2ηt
∫ (
x2
σ2ηt
− 1
)
ftdµηt .
Le générateur Lt est symétrique par rapport à µηt et vérifie une inégalité de log-Sobolev (qui
se déduit de l’inégalité de log-Sobolev usuelle pour le processus d’Ornstein-Uhlenbeck), ce qui
permet de traiter le terme ∫
(log ft)Lt[ft]dµηt .
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Enfin, pour contrôler le terme
−∂tσ
2
ηt
σ2ηt
∫ (
x2
σ2ηt
− 1
)
ftdµηt
en fonction de l’entropie relative, on peut utiliser l’inégalité de Fenchel-Young, qui assure que
∀x > 0 et ∀y ∈ R,
xy ≤ x log x+ ey−1.
Au final, on voit que pour une mesure-cible (νt)t≥0 évoluant dans le temps, avec un espace d’état
non compact, l’entropie est peut-être un choix plus approprié que la distance du χ2 pour mesurer
la distance entre la loi de Xt et νt.
Dans le chapitre 4, un phénomène relié à l’évolution de la mesure-cible apparaît de manière
plus détournée. Rappelons que l’objet de ce chapitre est de quantifier la convergence, sous des
hypothèses adéquates, du processus de Markov inhomogène de générateur instantané
Lt[f ](z) = pt(z)(f(z + at)− f(z)) + qt(z)(f(z − at)− f(z)), z ∈ R, t ≥ 0,
vers la mesure gaussienne centrée réduite µ. Pour des raisons qui sont développées dans le chapitre
4, plutôt que de considérer directement la quantité
χ22(ft · µ, µ) =
∫
(ft − 1)2dµ,
on s’intéresse à la quantité ∫
µat [(ft − µat [ft])2]dµ, (2.25)
où µat correspond à une espérance conditionnelle par rapport à une sous-tribu qui dépend du
temps à travers la taille des sauts (at)t≥0. La dérivée en temps de (2.25) fait alors apparaître un
terme de la forme
∂t(log at)
∫
(f − µat [f ])∇µat [f ] ξ dµ,
où ξ désigne la fonction identité de R dans R. L’investigation de ce terme est en cours de
finalisation ; on conjecture qu’il existe un réel a0 > 0 tel que pour tout 0 < a < a0 et pour tout
f ∈ L2(µ), ∫
(f − µa[f ])∇µa[f ] ξ dµ ≥ 0.
Les résultats du chapitre 4 sont énoncés sous cette conjecture.
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Chapter 3
Berry-Esseen bounds for the
χ2-distance in the Central Limit
Theorem
This chapter consists in a joint work with Laurent Miclo shortly to be submitted for publication.
Abstract
The main result of this article is a Berry-Esseen-like bound, which states the convergence to
the normal distribution of sums of independent identically distributed random variables in chi-
square distance, defined as the variance of the density with respect to the normal distribution.
Our main assumption is that the independent identically distributed random variables have poly-
nomial density. The method consists of taking advantage of the underlying time-inhomogeneous
Markovian structure and providing a Poincaré-like inequality for the non-reversible transition op-
erator, which allows to find the optimal rate in the convergence above under matching moments
assumptions.
3.1 Introduction
The present article is devoted to the study of the rate of convergence in Central Limit Theorem
in χ2-distance, defined for two probability distributions θ, µ as:
χ2(θ, µ) :=
(∫ (
dθ
dµ
− 1
)2
dµ
) 1
2
if θ is absolutely continuous with respect to µ and +∞ if not. In the following µ stands for the
normal distribution. For a density function f ∈ L2(µ) we use the shortened notation
χ2(f) := χ2(f · µ, µ)
to refer to the χ2-distance between the distribution with density f with respect to µ, denoted by
f ·µ, and µ itself. The χ2-distance bounds by above usual quantities like total variation distance
and relative entropy:
dTV (f, µ) :=
∫
|f − 1|dµ ≤ χ2(f), Ent(f ||µ) :=
∫
f log fdµ ≤ χ22(f), (3.1)
the first relation being a consequence of Cauchy-Schwarz inequality and the second of inequality
log x ≤ x− 1 for x > 0.
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The interest of this note is twofold. First, originality of the method: starting from the simple
observation that the sequence of renormalized sums of i.i.d. random variables (Xi)i≥1 is a non-
homogeneous Markov chain, we import to the non-homogeneous framework spectral methods
used for the asymptotic study of time-homogeneous and reversible Markov processes. Second,
we show that the rate of convergence for the χ2-distance between the renormalized sums and
normal distribution µ improves by a factor
√
n for each supplementary moment of X1 that agrees
with the corresponding moment of µ. This echoes similar behaviour for total variation distance
and relative entropy (Bally and Caramellino [2016]; Bobkov et al. [2013]). With our method, the
desired behaviour is naturally embedded in the proof, i.e. it is not harder to get the optimal rate
of convergence for an arbitrary number of matching moments than for two moments.
For f, ϕ two density functions in L2(µ) and a, b ∈ R, we call af ∗ b ϕ the density of the random
variable aU + bV where U has density f and V density ϕ. At the heart of our study is a formula
of the form:
χ2
(
af ∗
√
1− a2ϕ
)
≤ a(1 + dϕ(a))χ2(f) + √1− a2 χ2(ϕ), lim
a→1
dϕ(a) = 0,
which describes the evolution of the χ2-distance under barycentric convolution. More precisely,
set (H¯n) the set of renormalized Hermite polynomials, forming an orthonormal basis of L2(µ):
H¯n(x) :=
(−1)n√
n!
e
x2
2 Dn
(
e−
x2
2
)
, x ∈ R, n ∈ Z+,
where D denotes the derivation operator acting on smooth functions from R to R. We show the
following result:
Theorem 3.1.1 (Barycentric convolution and χ2). Let r be a natural integer and f, ϕ be two
densities in L2(µ) whose moments match the moments of µ up to order r ∈ Z+, and assume
moreover that the density ϕ is polynomial. In particular, ϕ admits a decomposition on the Hermite
basis of the form:
ϕ = 1 +
N∑
k=r+1
ϕkH¯k. (3.2)
Set:
aϕ :=
(
1 +
N
r + 1
)− 1
4
∈ (0, 1],
and for all a ∈ (0, 1),
dϕ(a) :=
N∑
k=r+1
|ϕk|√
k!
(
−2(r + 1 +N)
(
1 +
N
r + 1
)
log a
)k/2
.
If ϕ satisfies to Hypothesis (H) stated below, then for all a ∈ (aϕ, 1), the following inequality
stands:
χ2
(
af ∗
√
1− a2ϕ
)
≤ ar+1 (1 + dϕ(a)) χ2(f) + (1− a2)
r+1
2 χ2(ϕ). (Er)
Moreover,
lim
a→1
| log a|− r+12 dϕ(a) < +∞.
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Equation (3.2), which involves Hermite coefficients (ϕk)r+1≤k≤N , is explained in Section 3.2.
Hypothesis (H) relates to theHermite coefficients and is stated in Section 3.2.
The respective roles of f and ϕ are not symmetric in inequality (Er). However, setting a = 1−h,
the term dϕ(1−h) is of order h(r+1)/2 while the prefactor ar+1 writes ar+1 = 1−(r+1)h+o(h2).
Hence, for a polynomial ϕ, this asymmetry is negligible as a→ 1 if (and only if) r ≥ 2. Let us also
mention that there exists an alternative inequality, holding without the polynomial assumption,
stated in Section 3.4.
Bound (Er) bears a similarity to Shannon-Stam inequality for (absolute) entropy (Shannon and
Weaver [1949]; Stam [1959]):
Ent
(
aU +
√
1− a2V
)
≤ aEnt(U) +
√
1− a2 Ent(V ), a ∈ [0, 1], (3.3)
although, by the observation above, the coefficients in front of Ent are of different order than
the coefficients in front of χ for all natural integer r.
Bound (Er) also compares to a Poincaré inequality for the Ornstein-Uhlenbeck semigroup (Pt)t≥0,
defined for f ∈ L2(µ) as
Pt[f ](x) = E
[
f
(
e−tx+
√
1− e−2tZ
)]
, Z ∼ µ; x ∈ R, t ≥ 0. (3.4)
Indeed, in the case where ϕ is the density of the normal distribution µ, that is to say ϕ = 1, we
adopt the convention r = +∞ and N = 0 in equality 3.2, and set aϕ = 0 and dϕ(a) = 0 for all
a ∈ [0, 1]. As we will see in Section 3.4, (E1) then corresponds (up to a positivity assumption
which can actually be discarded in the proof) to Poincaré inequality for (Pt)t≥0: for f ∈ L2(µ),
Varµ(Ptf) ≤ e−2tVarµ(f), t ≥ 0. (3.5)
Let us turn to the intended application of (Er) to the framework of the Central Limit Theorem.
Let (Xi)i∈Z+ be a sequence of independent identically distributed variables with density ϕ ∈
L2(γ) such that E[X1] = 0, E[X21 ] = 1 and let fn be the density of the renormalized sum:
Yn :=
1√
n
n∑
i=1
Xi, n ≥ 1.
By the centering and normalizing assumption E[X1] = 0, E[X21 ] = 1, the integer r above is
greater than 2. Relation (Er) implies then the following asymptotic bound on the χ2-distance
between (Yn)n≥1 and the normal distribution µ:
Theorem 3.1.2 (Asymptotic bound on χ2). If the moments of X1 and the moments of µ match
up to order r for a given integer r ≥ 2, and if the density ϕ of X1 with respect to µ is polynomial
and satisfies to Hypothesis (H) below, then
lim sup
n→+∞
n
r−1
2 χ2(fn) < +∞.
The rate in Theorem 3.1.2 is optimal, as is seen by comparison with the results of the literature.
The first quantification result for the convergence of renormalized sums of i.i.d. variables was
obtained independently by Berry and Esseen through Kolmogorov distance (Berry [1941]; Esseen
[1945]). Rate of convergence in total variation distance is first addressed in Siraždinov and Mam-
atov [1962] and further studied in Bally and Caramellino [2016] using Malliavin’s calculus. They
show that under a regularity assumption, if X1 has moments of order r + 1 and if the moments
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up to order r agree with the moments of µ, then there exists a constant c depending on E[|X|r]
such that
dTV (fn, µ) ≤ c n−
r−1
2 ,
and they prove that the rate n−
r−1
2 is optimal, implying in turn optimality of the rate in Theorem
3.1.2 by inequality (3.1).
The rate of convergence in Theorem 3.1.2 relies crucially on the fact that the inequality (Er) in-
corporates the matching moments assumption through exponent r on the barycentric coefficients.
By comparison, Shannon-Stam inequality (3.3) implies (jointly with a result of monotonicity of
relative entropy and Fisher information under convolution) the convergence Ent(fn) → 0 with-
out rate (Brown [1982]; Barron [1986]). The optimal rate is derived in Artstein et al. [2004]
when the random variable X1 satisfies to a Poincaré inequality. Bobkov et al. [2013] provides an
asymptotic expansion of entropy involving the moments of X1. Similar developments occured for
Fisher information (Brown [1982], Bobkov et al. [2014]).
Other distances include Sobolev (Goudon et al. [2002]) and Wasserstein (Ibragimov [1966];
Tanaka [1973]; Rio [2009, 2011]; Dedecker et al. [2009]) distances. A typical assumption in Berry-
Esseen theorems is the existence of moments up to a certain order for the random variable X1.
In the present framework, the fact that ϕ is in L2(µ) implies that moments of all order exist.
This is consistent with the fact that the χ2-distance bounds by above the usual quantities (as
shown in (3.1); a similar inequality holds for Wasserstein distance of order 1).
In another direction of research, Stein’s method and Malliavin calculus revealed to be powerful
tools to study, including in a quantitative way, the asymptotic normality of multidimensional
random variables living in Gaussian chaoses. Let us cite, among an increasingly rich literature,
the reference book Nourdin and Peccati [2012]. It is interesting to remark the formal similarity
between their objects and ours, although the results do not compare. Indeed, in the Stein-
Malliavin framework, the typical random variable X1 writes X1 = ϕ(Z), with Z a Gaussian
random variable living in Rn with law µn and ϕ ∈ L2(µn). To compare to our framework, let
us take n = 1 and ϕ a density in L2(µ). The random variable X1 = ϕ(Z), where Z ∼ µ, bears
no relation with the random variable X1 which has density ϕ with respect to µ; hence, the two
approaches are not reducible one to another. The authors would like to thank Anthony Réveillac
for interesting discussions on this subject.
The remaining of this paper is organized as follows. In Section 3.2, Hermite-Fourier decomposi-
tion (3.2) is detailed, and Hypothesis (H) is stated and commented. Section 3.3 is devoted to the
explicit expression of the convolution operator and of its Hermite-Fourier decomposition. Theo-
rem 3.1.1 is proved in Section 3.4 by taking advantage of the Markovian nature of the sequence
of sums. Finally Section 3.5 is devoted to the proof of Theorem 3.1.2.
3.2 Hermite-Fourier decomposition of the density
First, let us introduce some notation. The symbol 1 stands for the function from R to R identically
equal to 1, Z+ for the set of natural integers and
(
n
k
)
for the binomial coefficient associated to
natural integers k ≤ n. For a fonction f ∈ L1(µ), we denote indifferently
µ(f) =
∫
fdµ.
The space L2(µ) is a Hilbert space, with scalar product and associated norm defined as
〈f, g〉L2(µ) :=
∫
fg dµ, ‖f‖L2(µ) :=
√
µ(f2), f, g ∈ L2(µ).
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Set
Varµ(f) :=
∫
(f − µ(f))2dµ.
Hermite polynomials (Hn)n∈Z+ are defined as:
Hn(x) := (−1)nex
2
2 Dn
(
e−
x2
2
)
, x ∈ R, n ∈ Z+,
where we recall that D stands for the derivation operator acting on smooth functions from R to
R. Hermite polynomials are also characterized by the following equation: for all smooth functions
f : R→ R, ∫
fHndµ =
∫
Dnfdµ. (3.6)
They form an orthogonal basis of L2(µ): for all n,m ∈ Z+,∫
HmHndµ = n! δn,m.
In the paper it is more convenient to work with renormalized Hermite polynomials (H¯n)n∈N:
H¯n =
1√
n!
Hn, n ∈ Z+,
which form an orthonormal basis of L2(µ). By convention set H¯−1 = 0. One has:
DH¯n =
√
nH¯n−1, n ∈ Z+. (3.7)
As H0 = 1, for all natural integer H¯n is of degree n. The basis (H¯n)n∈Z+ is diagonal for the
Ornstein-Uhlenbeck semigroup defined in (3.4):
Pt[H¯n] = e
−ntH¯n, n ∈ Z+, t ≥ 0.
For all functions g ∈ L2(γ), call (gk)k∈Z+ its coefficients on the orthonormal Hermite basis,
g =
∑
k∈Z+
gkH¯k,
where the equality stands in L2(µ), and denote indifferently F(g) := −→g = (gk)k∈Z+ the sequence
of its coefficients, which belongs to the Hilbert space l2, defined as the set of real sequences
(uk)k∈R such that
∑
k∈Z+ u
2
k < +∞. The application
L2(µ)→ l2, g 7→ Fg, (3.8)
is an isometry of Hilbert spaces.
If ϕ ∈ L2(µ) is a density, then ϕ0 = 1. The matching moments assumption has a nice interpre-
tation in terms of the coefficients: for all positive integer r,(
∀k ∈ {1, . . . r} ,
∫
xkϕ(x)dµ(x) =
∫
xkdµ(x)
)
⇔ (∀k ∈ {1, . . . r} , ϕk = 0) .
Indeed, Hermite polynomial H¯n being of degree n for all natural integers, one has the equivalence(
∀k ∈ {1, . . . r} ,
∫
xkϕ(x)dµ(x) =
∫
xkdµ(x)
)
⇔
(
∀k ∈ {1, . . . r} ,
∫
H¯k(x)ϕ(x)dµ(x) =
∫
H¯k(x)dµ(x)
)
,
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and by orthogonality of (H¯n)n∈Z+ it stands that for all k ∈ Z+,∫
H¯kdµ =
∫
H¯kH¯0dµ = δ0,k.
The assumption that ϕ is a polynomial density whose moments agree with moments of µ up to
r hence amounts to:
∃N ∈ Z+, N > r, ϕ = 1 +
N∑
k=r+1
ϕkH¯k,
which corresponds to equality (3.2) above. When ϕ is the density of µ itself, that is to say
ϕ = H¯0 = 1, we set K = +∞ and N = 0 by convention.
Let us introduce the quantities
Ck :=
(
1 +
N
K
)k/2
, γk =
1√
k!
Ck|ϕk|, k ∈ Z+.
We are now ready to state Hypothesis (H), which is composed of two parts, (H1) and (H2) as
follows.
(H1) If K ≤ N − 2, for all K ≤ k ≤ N − 2,
(k + 2)γk+2 ≤ γk.
For non-vanishing ϕk this relation is equivalent to∣∣∣∣ϕk+2ϕk
∣∣∣∣ ≤ 11 + NK
(
1− 1
k + 2
)1/2
if ϕk 6= 0 and is implied by the simplest assumption
(H1’) If K ≤ N − 2, for all K ≤ k ≤ N ,
|ϕk+1| ≤ r |ϕk| ; r :=
((
1− 1
K + 2
)1/2 1
1 + NK
)1/2
.
Remark that assumption (H1) implies that γk = 0⇒ γk+2 = 0.
The second condition (H2) has two parts:
(H2a) If K ≤ N − 1,(
2(K + 1)γK+1
N
)N (K − 1
2γN
)K−1
∨
(
2KγK
N − 1
)N−1(K − 2
2γN−1
)K−2
≤ 1
(N −K + 1)N−K+1 .
(H2b) If K = N ,
γN ≤ 1
2(N − 2)(N−2)/2 .
Loosely speaking, assumption (H1), which is present only if K ≤ N − 2, amounts to ask a
geometric decrease for the coefficients (ϕk). If K = N or K = N − 1, assumption (H2) requires
the leading coefficients ϕN and ϕN−1 to be not too big, which is fair enough; it is more painful
to write when K < N − 1, but it can be interpreted as the requirement that the coefficients
(ϕk)K≤k≤N do not decay too fast.
We conclude this section by the following comment on the range of validity of Theorems 3.1.1
and 3.1.2.
Remark 3.2.1 (On the polynomial assumption). We conjecture that inequality (Er) holds with-
out Hypothesis (H): indeed, the fact that ϕ, as a density, is nonnegative already implies restric-
tions on the coefficients, which are in fact sufficient to prove (Er) in the case of densities of the
form ϕ = 1 + cH¯2 and ϕ = 1 + c′H¯4.
Whether the polynomial assumption is necessary is less clear. For comparison, the hypothesis of
Gaussian chaos of finite orders is needed in Nourdin and Poly [2013].
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3.3 Explicit expression of the convolution operator
3.3.1 Convolution as a Markovian transition
Set (Xi)i≥1 random variable of density ϕ ∈ L2(µ). Throughout the paper, notation fn stands for
the density of the renormalized sum
Yn =
1√
n
n∑
i=1
Xi, n ≥ 1,
which satisfy to the recursion equation
Yn+1 =
√
1− 1
n+ 1
Yn +
1√
n+ 1
Xn+1, n ≥ 1. (3.9)
For a parameter a ∈ [0, 1], introduce the bilinear barycentric convolution operator Ka defined as
∀f, ϕ ∈ L2(µ), Ka(f , ϕ) := af ∗
√
1− a2 ϕ.
Equation (3.9) in turn yields the corresponding recursion relation for the successive densities:
fn+1 = Kan+1(fn, ϕ), an+1 :=
√
1− 1
n+ 1
, n ≥ 1. (3.10)
On the other hand, relation (3.9) translates into the the fact that (Yn)n≥1 is an inhomogeneous
Markov chain. The associated semigroup (Qp,q)q≥p≥1 is defined for continuous bounded functions
as:
Qp,q[f ](x) := E[f(Yq)|Yp = x], x ∈ R, q ≥ p ≥ 1.
By relation (3.9), the explicit expression of Qn,n+1 is straightforward: for all f ∈ L2(µ),
Qn,n+1[f ] = Qan+1,ϕ[f ],
where the operator Qa,ϕ is defined for all a ∈ [0, 1] and density ϕ ∈ L2(µ) as:
Qa,ϕ[f ](x) :=
∫
f(ax+
√
1− a2y)ϕ(y)dy, x ∈ R.
Denote Q∗n,n+1 (resp. Q∗a,ϕ) the adjoint of Qn,n+1 (resp. Qa,ϕ) in L2(µ). The discrete version of
Kolmogorov backward relation reads:
fn+1 := Q∗n,n+1[fn], n ≥ 1.
Hence Q∗n,n+1[fn] = Kan+1(fn, ϕ). More generally, for f, ϕ densities in L2(µ), the following iden-
tity holds:
Ka(f, ϕ) = Q
∗
a,ϕ[f ], a ∈ [0, 1].
The strategy used in the paper relies on this interpretion of convolution as action of a Markovian
transition, as explained in Section 3.4.1.
Proposition 3.3.1 (Explicit expression of the operators). For all a ∈ [0, 1], one has
Qa,ϕ[f ](x) =
∫
f(ax+
√
1− a2y)ϕ(y)dµ(y), (3.11)
Q∗a,ϕ[f ](x) =
∫
f(ax−
√
1− a2y)ϕ(
√
1− a2x+ ay)dµ(y) = Ka(f, ϕ)(x). (3.12)
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The formulas are to be understood in the following sense: if f is bounded and continuous, they
stand for all x ∈ R; if f ∈ L2(µ), they stand in the almost everywhere sense. One sees that
the operators Qa,ϕ and Q∗a,ϕ are actually defined for all f, ϕ ∈ L2(γ) independently from them
being densities; in what follows, Qa,ϕ and Q∗a,ϕ refers to this extended definition when required.
Furthermore, Qa,ϕ and Q∗a,ϕ are bounded in L2(µ) for all ϕ ∈ L2(µ): indeed by Cauchy-Schwarz
inequality, for all f ∈ L2(µ),∫
(Qa,ϕ[f ])
2 dµ ≤ ‖f‖2L2(µ)‖ϕ‖2L2(µ),
∫ (
Q∗a,ϕ[f ]
)2
dµ ≤ ‖f‖2L2(µ)‖ϕ‖2L2(µ).
Proof of Proposition 3.3.1. Formula (3.11) has already been given; let us prove formula (3.12).
As a ∈ [0, 1], there exists θ ∈ R such that cos θ = a and sin θ = √1− a2. Denote Rθ the rotation
of R2 with parameter θ and Γ the Gaussian distribution on R2 with identity as covariance matrix.
Then, invariance of Γ under the action of Rθ implies that for all f, g ∈ L2(γ),∫
fQa,ϕ[g]dµ =
∫∫
f(x)ϕ(y)g((cos θ)x+ (sin θ)y)dµ(x)dµ(y)
=
∫∫
f(<(X))ϕ(=(X))g(<(RθX))dΓ(X)
=
∫∫
f(<(R−θX))ϕ(=(R−θX))g(<(X))dΓ(X) =
∫
gQ∗a,ϕ[f ]dµ.
Remark 3.3.2 (Link with Ornstein-Uhlenbeck semigroup). Recall the definition of the Ornstein-
Uhlenbeck semigroup (Pt)t≥0 given in (3.4). Hence, for all a ∈ [0, 1] and f, ϕ ∈ L2(µ), one has
the two useful equalities:
Q∗a,1[f ] = Ka(f,1) = P− log a[f ], Q
∗
a,ϕ[1] = Ka(1, ϕ) = P− 1
2
log(1−a)2 [ϕ].
Let us make a brief aside on the article Fill [1991], which focuses on homogeneous Markov chains
living on {1, . . . , n}, for a positive integer n. The transition matrix is called Q and the chain is
supposed invariant with respect to a probability measure θ on {1, . . . , n}. Calling Q∗ the matrix
representing the adjoint of Q in L2(θ), Fill defines the multiplicative reversibilization of Q as
M(Q) = QQ∗. The matrix M(Q) is the transition matrix of a Markov homogeneous chain which
is now reversible with respect to θ, and Fill [1991] shows how to control the asymptotic behaviour
of the Markov chain associated to Q with spectral analysis of M(Q).
In the present case, it reveals useful to introduce the multiplicative reversibilization of the Markov
transition operator Qa,ϕ, defined as
Ma,ϕ := Qa,ϕQ
∗
a,ϕ. (3.13)
This new operator is now symmetric in L2(µ), though in the general case, it is not Markovian: as
Qa,ϕ is not invariant, then Q∗a,ϕ[1] 6= 1 and the mass conservation propertyMa,ϕ[1] = 1 does not
hold. Nonetheless, we will see in Section 3.4.3 that spectral analysis of Ma,ϕ gives quantitative
information on the action of Markovian transition Qa,ϕ and convolution operator Q∗a,ϕ.
3.3.2 Hermite-Fourier decomposition of the convolution operator
Let us now determine how the operators Qa,ϕ, Q∗a,ϕ and Ma,ϕ act with respect to the Hermite-
Fourier decomposition defined in (3.8). For a bounded operator Q of L2(µ), we call
−→
Q the infinite
matrix defined as:
−→
Q := (
−→
Q(m,n))n,m∈Z+ ; (
−→
Q)(m,n) :=
∫
Q(H¯n)H¯mdµ, n,m ∈ Z+.
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The matrix
−→
Q is the unique bounded operator of l2 such that
F(Q[f ]) = −→Q−→f , f ∈ L2(µ).
Set ‖R‖op the operator norm of a bounded operator R on a Hilbert space H, defined with evident
notation as
‖R‖op := sup
h∈H\{0}
‖Rh‖H
‖h‖H .
The following property reveals useful: for all bounded operator Q on L2(µ), it stands that:
‖Q‖op = ‖−→Q‖op. (3.14)
In the following proposition, we give the matrices
−→
Qa,ϕ,
−→
Q∗a,ϕ and
−→
Ma,ϕ associated to the oper-
ators Qa,ϕ, Q∗a,ϕ and Ma,ϕ.
Proposition 3.3.3 (Matrix form of operators). For all ϕ ∈ L2(µ) and a ∈ [0, 1], one has:
∀m,n ∈ Z+, −→Qa,ϕ(m,n) =
{(
n
m
) 1
2am
(
1− a2)n−m2 ϕn−m, m ≤ n
0, m > n,
(3.15)
Denoting TN the transpose matrix of N , it stands that:
−→
Q∗a,ϕ = T
−→
Qa,ϕ.
Finally, the matrix
−→
Ma,ϕ is symmetric and
∀l, i ∈ Z+, i ≤ l, −→Ma,ϕ(l, l − i) = a2l−i
∑
k≥0
(
k + l
k
)1/2(k + l
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk. (3.16)
Proof. To begin with, one needs to compute the Hermite-Fourier decomposition of Qa,H¯m [H¯n],
for a ∈ [0, 1] and n,m ∈ Z+. Applying the properties of Hermite polynomials recalled in Section
3.2 yields:
Qa,H¯m [H¯n] =
∫
H¯n(ax+
√
1− a2y)H¯m(y)dµ(y) = 1√
n!
√
m!
∫
Dm(Hn(ax+
√
1− a2y))dµ(y).
By the degree property, the integral vanishes for n < m. For n ≥ m,
Qa,H¯m [H¯n] =
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
∫
Hn−m(ax+
√
1− a2y))dµ(y)
=
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
P− log a[Hn−m]
= an−m
(
1− a2)m2 n · · · (n−m+ 1)√
n!
√
m!
Hn−m
= an−m
(
1− a2)m2 (n
m
) 1
2
H¯n−m.
By bilinearity, write
Qa,ϕ(H¯n) =
∑
m∈Z+
ϕmQa,H¯m [H¯n] =
n∑
m=0
ϕma
n−m (1− a2)m2 (n
m
) 1
2
H¯n−m
=
n∑
m=0
ϕn−mam
(
1− a2)n−m2 (n
m
) 1
2
H¯m =
n∑
m=0
−→
Qa,ϕ(m,n)H¯m,
which proves (3.15). Furthermore, definition (3.13) implies that
−→
Ma,ϕ =
−→
Qa,ϕ
T−→Qa,ϕ, and formula
(3.16) follows by simple computation.
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Remark 3.3.4 (On Hermite decomposition of the convolution operator).
— It is to be noted that convolution with barycentric coefficients only admits a nice decompo-
sition; contrarily to what happens with Fourier transform associated to Lebesgue measure,
the usual convolution has no explicit Hermite-Fourier representation.
— Thanks to formula (3.15) above, one finds that for all ϕ ∈ L2(µ), m ∈ Z+ and a ∈ [0, 1],
Q∗a,ϕ(H¯m) = a
m
∑
n≥0
(
m+ n
n
)1/2
(1− a2)n2 ϕnH¯m+n,
which allows to better understand the behaviour of the barycentric convolution: each non-
vanishing coefficient on H¯m and H¯n in the respective decompositions of f and ϕ contribute
to a coefficient on H¯m+n in the decomposition of Ka(f, ϕ).
— If ϕ is polynomial, then
−→
Ma,ϕ is a band matrix.
We already noticed that Qa,ϕ and Q∗a,ϕ, and by composition Ma,ϕ = Qa,ϕQ∗a,ϕ, are bounded
operators. In fact, they are Hilbert-Schmidt operators. By definition, a bounded operator R on
the Hilbert space H is Hilbert-Schmidt, if, (en)n∈Z+ standing for an orthonormal basis of H, one
has: ∑
n∈Z+
‖R(en)‖2H < +∞.
Proposition 3.3.5 (Hilbert-Schmidt operators). For all ϕ ∈ L2(µ) and a ∈ [0, 1), the operators
Qa,ϕ, Q
∗
a,ϕ,Ma,ϕ are Hilbert-Schmidt, hence compact.
Proof. Consider first Q∗a,ϕ.∑
n∈Z+
‖Q∗a,ϕ(H¯n)‖2L2(µ) =
∑
n∈Z+
〈H¯n,Ma,ϕH¯n〉L2(µ) =
∑
n∈Z+
−→
Ma,ϕ(n, n) =
∑
n,k∈Z+
(
k + n
k
)
(1− a2)ka2nϕ2k.
Now, by the equality∑
n∈Z+
(
k + n
k
)
un = 1/(1− u)k+1, k ∈ Z+, u ∈ [0, 1),
we find that ∑
n∈Z+
‖Q∗a,ϕ(H¯n)‖2L2(µ) =
∑
k∈Z+
(1− a2)k
(1− a2)k+1ϕ
2
k =
1
1− a2 ‖ϕ‖
2
L2(µ) < +∞.
This implies that Qa,ϕ is Hilbert-Schmidt and in turn so is Ma,ϕ by composition.
3.4 Proof of Theorem 3.1.1
3.4.1 Strategy for inhomogeneous Markov chains
Let us now explain the strategy to exploit the Markovian framework. In Remark 3.3.2, we noticed
that if ϕ = 1, i.e. the Xi’s are normal, then Q∗a,1 = P− log a. In this case, the renormalized sums
(Yn)≥1 are also normal, which corresponds to the fact that the Ornstein-Uhlenbeck semigroup
(Pt)t≥0 is invariant, and in fact reversible, with respect to µ. The semigroup (Pt)t≥0 also enjoys
a Poincaré inequality recalled in equation (3.5). If f is a density then Varµ(f) = χ2(f), hence
Poincaré inequality for the Ornstein-Uhlenbeck semigroup reads:
χ2(Pt[f ]) ≤ e−t χ2(f), t ≥ 0.
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Furthermore, fn+1 = P− log an+1 [fn] by (3.10), hence:
χ2(fn+1) = χ2
(
P− log an+1 [fn]
) ≤ an χ2(fn), n ≥ 1,
and by straighforward calculation one gets the decrease of χ2(fn).
The idea underlying our method consists in mimicking the reasoning above for the true operator
Q∗a,ϕ acting on densities, which is neither reversible nor satisfies to the mass conservation property
in the general case, as was explained above. For a ∈ [0, 1] and f a density in L2(µ), let us write
by triangular inequality:
χ2(Q
∗
a,ϕ[f ]) =
∥∥Q∗a,ϕ[f ]− 1∥∥L2(µ) ≤ ∥∥Q∗a,ϕ[f − 1]∥∥L2(µ) + ∥∥Q∗a,ϕ[1]− 1∥∥L2(µ) .
The term ∥∥Q∗a,ϕ[1]− 1∥∥L2(µ) ,
can be thought of as a measure of the divergence from invariance of the transition operator, an
idea tracing back to Arnaudon and Miclo [2016].
Second, the centered term
∥∥Q∗a,ϕ[f − 1]∥∥L2(µ) rewrites:∥∥Q∗a,ϕ[f − 1]∥∥2L2(µ) = ∫ (Q∗a,ϕ[f − 1])2 dµ = ∫ (f − 1)Qa,ϕQ∗a,ϕ[f − 1]dµ = ∫ (f − 1)Ma,ϕ[f − 1]dµ,
making appear the multiplicative reversibilization Ma,ϕ of Q∗a,ϕ introduced above.
In terms of convolution, this amounts to consider separately Ka(f − 1, ϕ) and Ka(1, ϕ).
Following this roadmap, Proposition 3.4.1 below deals with the default of invariance ‖Q∗a,ϕ[1]−
1‖L2(µ) and Proposition 3.4.2 with the centered quantity ‖Q∗a,ϕ[f − 1]‖L2(µ). Theorem 3.1.1 is
then proved in Section 3.4.4, and we conclude the part by stating an alternative bound to (Er)
in Section 3.4.5.
3.4.2 Improved Poincaré inequality for Ornstein-Uhlenbeck
The following result is an improvement of the usual Poincaré inequality for the Ornstein-Uhlenbeck
semigroup (3.5) when more information is avalaible on the function f ∈ L2(µ) at play.
Proposition 3.4.1 (Improved Poincaré). Let r ∈ Z+ and f be a function in L2(µ) with Hermite
decomposition of the form
f = f0 +
∑
n≥r+1
fkH¯k,
Then for all t ≥ 0,
Varµ(Ptf) ≤ e−2(r+1)tVarµ(f).
In particular, if ϕ is the density of a variable agreeing with the Gaussian moments up to r, then
for all a ∈ [0, 1],
‖Q∗a,ϕ[1]− 1‖L2(µ) ≤ (1− a2)
r+1
2 χ2(ϕ).
Proof. Thanks to the properties of Hermite polynomials,
Ptf =
∞∑
k=0
fkPt[H¯k] = h0 +
∞∑
k=r+1
fke
−ktH¯k;
Varµ(Ptf) =
∞∑
k=r+1
f2ke
−2kt ≤ e−2(r+1)t
∞∑
k=r+1
f2k = e
−2(r+1)tVarµ(f).
The second inequality of Proposition 3.4.1 follows from the first one by Remark 3.3.2.
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3.4.3 Poincaré-like inequality for the convolution operator
For a ∈ [0, 1] and a centered g ∈ L2(µ) (that is µ(g) = 0), let us consider the quantity
‖Q∗a,ϕ[g]‖L2(µ). By analogy with the Poincaré inquality for the Ornstein-Uhlenbeck semigroup,
which is reversible with respect to µ, we call the following result a Poincaré-like inequality holding
for the operator Q∗a,ϕ, which in general is non-reversible.
Proposition 3.4.2 (Poincaré-like inequality). Assume that ϕ is a polynomial density in L2(µ)
whose moments match the moments of µ up to order r ∈ Z+, and which satisfies to Hypothesis
(H) stated in Section 3.2. Set aϕ ∈ [0, 1) and dϕ : (0, 1)→ R as in Theorem 3.1.1. Then, for all
function g ∈ L2(µ) which writes as:
g =
∞∑
k=r+1
gkH¯k,
and for all a ∈ (aϕ, 1), it stands that:∫
(Q∗a,ϕ[g])
2dµ ≤ ar+1 (1 + dϕ(a))2
∫
g2dµ.
The proof is cut out in a number of steps. We begin by the following lemma:
Lemma 3.4.3 (Gershgorin’s theorem). Let ϕ and g be as in Proposition 3.4.2, and set K = r+1.
Then, for all a ∈ (0, 1), ∫
(Q∗a,ϕ[g])
2dµ ≤ sup
l≥K
Σa,ϕ(l)
∫
g2dµ, (3.17)
where
Σa,ϕ(l) :=
+∞∑
j=K
∣∣∣−→Ma,ϕ(l, j)∣∣∣, l ≥ K.
Proof. Let r ∈ Z+, a ∈ (0, 1) and ϕ as in the statement of the proposition, and let K = r + 1.
First, notice that VK , the set of functions g ∈ L2(µ) with Hermite decomposition
g =
∞∑
k=K
gkH¯k,
is stable under action of Q∗a,ϕ by Remark 3.3.4. The space VK equipped with the L2(µ) structure
is again a Hilbert space. Let us call Q∗a,ϕ|VK
the restriction of Q∗a,ϕ to VK . It is again bounded,
with operator norm ∥∥∥Q∗a,ϕ|VK
∥∥∥
op
:= sup
g∈VK\{0}
‖Q∗a,ϕ[g]‖L2(µ)
‖g‖L2(µ)
.
Hence, the desired majoration (3.17) is equivalent to the following bound on the operator norm:∥∥∥Q∗a,ϕ|VK
∥∥∥2
op
≤ sup
l≥K
Σa,ϕ(l). (3.18)
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The isometry between L2(µ) and l2 restricts to an isometry between VK and l2K , defined as the
space of real sequences (un)n≥K with
∑
n≥K u
2
n < +∞. By this isometry, if NK = (NK(i, j))i,j≥K
stands for the infinite matrix associated to Q∗a,ϕ|VK
, then:
∥∥∥Q∗a,ϕ|VK
∥∥∥
op
= ‖NK‖op .
Furthermore, by the properties of block matrix multiplication, one sees that the matrix TNKNK
is nothing else but the matrix
−→
Ma,ϕ defined in (3.16) (Section 3.3) restricted to l2K , that is:
TNKNK =
(−→
Ma,ϕ(i, j)
)
i,j≥K
.
For a complex Banach space E, set G(E) the set of inversible operators on E. The spectral radius
of a bounded operator M in E is then defined as
ρ(M) := max {|λ|, λId−M ∈ G(E)} .
Moreover, if E is Hilbert and if T is a bounded operator of E with adjoint T ∗, then
‖T‖op =
√
ρ(T ∗T ).
The operator NK being a bounded operator of l2K (by restriction of a bounded operator), the
preceding equation applies:
‖NK‖op =
√
ρ(TNKNK).
Let us recall a theorem of Gershgorin (Gershgorin [1931]) related to finite complex auto-adjoint
matrices A, where A = (Ai,j)1≤i,j≤n for a positive integer n. Denoting Gn(C) the set of invertible
matrices of size n and B(x, r) the complex ball of center x ∈ C and r > 0, one has:
{λ ∈ C, λId−A ∈ Gn(C)} ⊂
n⋃
l=1
B
A(l, l),
∣∣∣∣∣∣
∑
1≤j≤n, j 6=l
A(l, j)
∣∣∣∣∣∣
.
As a consequence,
ρ(A) ≤ sup
1≤l≤n
|A(l, l)|+
∣∣∣∣∣∣
∑
1≤j≤n, j 6=l
A(l, j)
∣∣∣∣∣∣ ≤ sup1≤l≤n
n∑
j=1
|A(l, j)|.
Gershgorin’s theorem is stated for finite matrices, but the proof extends without difficulty to
eigenvalues of operators on l2K . The operator
TNKNK being autoadjoint and compact by Propo-
sition 3.3.5, its spectrum is included in the set of eigenvalues united with the singleton {0}, hence
the formula above applies and yields majoration (3.18), which proves the lemma.
In order to derive an upper-bound of supl≥K Σa,ϕ(l) from the explicit expression of
−→
Ma,ϕ stated
in (3.16), we need two technical lemmas.
Lemma 3.4.4 (First technical lemma). Let N ≥ K be positive integers, and recall that
aϕ :=
(
1 +
N
K
)− 1
4
, Ck :=
(
1 +
N
K
)k/2
, k ∈ Z+.
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Let i, k be natural integers such that
0 ≤ k ≤ N − 1, K ≤ i+ k ≤ N, 1 ≤ i ≤ N.
Then, for all a ∈ (aϕ, 1) and for all l ≥ K,
a−i
(
k + l
k
)1/2(k + l
k + i
)1/2
1l≥i+K + ai
(
k + l + i
k
)1/2(k + l + i
k + i
)1/2
≤ 2CkCk+i
(
k + l
k
)1/2(k + l + i
k + i
)1/2
.
Proof. Let N ≥ K be positive integers and i, k, l be natural integers such that
0 ≤ k ≤ N − 1, K ≤ i+ k ≤ N, 1 ≤ i ≤ N, l ≥ K.
For two positive integers m ≥ n, the notation [m]n stands for [m]n := m · · · (m − n + 1). One
has: (
k + i+ l
k
)(
k + l
k
)−1
=
[k + i+ l]k
[k + l]k
.
If i ≥ k, then (
k + i+ l
k
)(
k + l
k
)−1
≤
(
l +N
l + 1
)k
≤
(
l +N
l + 1
)i
.
If i < k, then(
k + i+ l
k
)(
k + l
k
)−1
=
[k + i+ l]i [k + l]k−i
[k + l]k−i [l + i]i
=
[k + i+ l]i
[i+ l]i
≤
(
l +N
l + 1
)i
.
In both cases, (
k + i+ l
k
)(
k + l
k
)−1
≤
(
l +N
l + 1
)i
.
Furthermore, in the case where l ≥ i,(
k + l
k + i
)(
k + i+ l
k + i
)−1
=
[k + l]k [l]i
[k + i+ l]i [k + l]k
=
[l]i
[k + i+ l]i
≤
(
l
l + 1
)i
.
Hence, for all a ∈ (0, 1),
a−i
(
k + l
k
)1/2(k + l
k + i
)1/2
1l≥i+K + ai
(
k + l + i
k
)1/2(k + l + i
k + i
)1/2
≤
(
l
l + 1
)i/2(k + l
k
)1/2(k + l + i
k + i
)1/2(
a−i1l≥i+K + ai
(
1 +
N
l
)i/2)
≤
(
k + l
k
)1/2(k + l + i
k + i
)1/2
f(a), (3.19)
where we defined
f(a) := a−i +
(
1 +
N
K
)i/2
ai, a ∈ (0, 1).
As one checks easily, the inequality (3.19) still holds true if l < i, and f ′(a) ≥ 0 if and only if
a ≥ aϕ = (1 +N/K)−1/4. This yields for all a ∈ (aϕ, 1),
f(a) ≤ f(1) = 1 +
(
1 +
N
K
)i/2
≤ 2
(
1 +
N
K
)i/2
≤ 2CkCk+i,
where Ck has been defined as Ck = (1 +N/K)k/2 for all k ∈ Z+.
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Lemma 3.4.5 (Second technical lemma). Let m > q be positive integers, and consider the
polynomial P = −αXm + βXq − 1 with α, β > 0. Then P ≤ 0 on R+ if and only if(
β
m
)m ( q
α
)q ≤ 1
(m− q)m−q .
Proof of Lemma 3.4.5. Let P (x) = −αxm + βxq − 1 be as in the wording of the lemma. Then,
for all x ∈ R,
P ′(x) = −mαxm−1 + qβxq−1 = xq−1(−mαxm−q + qβ),
thus P attains its maximum on [0,+∞) at the point x0 = ((βq)/(αm))1/(m−q). Moreover,
P (x0) = x
q
0(−αxm−q0 + β)− 1 =
(
βq
αm
) q
m−q
(
−βq
m
+ β
)
− 1
=
β
m
(
βq
αm
) q
m−q
(m− q)− 1 =
(
β
m
) m
m−q ( q
α
) q
m−q
(m− q)− 1,
so that P (x0) ≤ 0 if and only if (
β
m
)m ( q
α
)q ≤ 1
(m− q)m−q .
We are now ready to show Proposition 3.4.2.
Proof of Proposition 3.4.2. Set K = r+ 1, let a ∈ (0, 1) and l a positive integer such that l ≥ K.
Then,
Σa,ϕ(l) =
+∞∑
j=K
∣∣∣−→Ma,ϕ(l, j)∣∣∣ = ∣∣∣−→Ma,ϕ(l, l)∣∣∣+ N∑
i=1
(∣∣∣−→Ma,ϕ(l, l − i)∣∣∣1l−i≥K + ∣∣∣−→Ma,ϕ(l, l + i)∣∣∣)
= a2l
∑
k≥0
(
k + l
k
)
(1− a2)kϕ2k +
N∑
i=1
a2l−i
∑
k≥0
(
k + l
k
)1/2(k + l
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk1l−i≥K
+
N∑
i=1
a2l+i
∑
k≥0
(
k + l + i
k
)1/2(k + l + i
k + i
)1/2
(1− a2) 2k+i2 ϕk+iϕk
= a2l
1 + N∑
k=K
(
k + l
k
)
(1− a2)kϕ2k +
∑
0≤k<k+i≤N
{
(1− a2) 2k+i2 |ϕk||ϕk+i|Ca,ϕ(l, i, k)
} ,
where
Ca,ϕ(l, i, k) := a−i
(
k + l
k
)1/2(k + l
k + i
)1/2
1l≥i+K + ai
(
k + l + i
k
)1/2(k + l + i
k + i
)1/2
is precisely the quantity addressed in Lemma 3.4.4. If ϕkϕk+i 6= 0 and i ≥ 1 then i + k ≥ K,
hence the assumptions of Lemma 3.4.4 hold and we get for all a ∈ (aϕ, 1):
Σa,ϕ(l) ≤ a2l
(
1 +
N∑
k=K
(
k + l
k
)
(1− a2)kϕ2k
)
+ 2 a2l
 ∑∑
0≤k<k+i≤N
{
(1− a2) 2k+i2 |ϕk||ϕk+i|CkCk+i
(
k + l
k
)1/2(k + l + i
k + i
)1/2} .
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Noticing that Ck ≥ 1 for every positive integer K and that C0 = 1 allows to recognize the
development of a square:
Σa,ϕ(l) ≤ a2l
(
1 +
N∑
k=K
(
k + l
k
)1/2
(1− a2) k2Ck|ϕk|
)2
≤ a2l
(
1 +
N∑
k=K
Ck|ϕk|√
k!
(
(N + l)(1− a2)) k2)2 ,
where we used that for all natural integer k ≤ N ,(
k + l
k
)
≤ (N + l)
k
k!
.
We recognize the coefficient γk introduced in Section 3.2 to state Hypothesis (H):
γk =
Ck|ϕk|√
k!
, k ≥ K,
so that
Σa,ϕ(l) ≤ a−2Na2(N+l)
(
1 +
N∑
k=K
γk
(
(N + l)(1− a2)) k2)2 .
For all a ∈ (0, 1) and l ∈ Z+, we perform the change of variables
ua,ϕ(l) := −(l +N) log a > 0 ⇒ (N + l)(1− a2) = (N + l)
(
1− exp
(
−2ua,ϕ(l)
l +N
))
≤ 2ua,ϕ(l),
and introduce the function
h(u) = exp(−u)
(
1 +
N∑
k=K
γk(2u)
k/2
)
, u ≥ 0.
Then,
Σa,ϕ(l) ≤ a−2Nh2 (ua,ϕ(l)) .
The last part of the proof is devoted to showing that the function h is non-increasing on [0,+∞);
indeed in that case, we have for all a ∈ (aϕ, 1) and l ≥ K:
Σa,ϕ(l) ≤ a−2Nh2 (ua,ϕ(K)) = a2K
(
1 +
N∑
k=K
γk (−2(K +N) log a)k/2
)2
,
which, jointly with Lemma 3.4.3, proves Proposition 3.4.2. So let us study the variation of h. For
all u ≥ 0,
h′(u) = exp(−u)
(
−1−
N∑
k=K
γk(2u)
k/2 +
N∑
k=K
γkk(2u)
(k−2)/2
)
.
Let us consider separately the powers of u
1
2 ranging from K to N − 2 (when existing) and the
remaining powers:
−1−
N∑
k=K
γk(2u)
k/2 +
N∑
k=K
γkk(2u)
(k−2)/2 =
N−2∑
k=K
(−γk + (k + 2)γk+2) (2u)k/2
+KγK(2u)
(K−2)/2 + γK+1(K + 1)(2u)(K−1)/2
−
(
1 + γN (2u)
N/2 + γN−1(2u)(N−1)/2
)
.
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As Hypothesis (H1) holds, the sum
∑N−2
k=K is nonpositive. If K ≤ N − 1, the remaining term
writes
1
2
(
−1− 2γN (2u)N/2 + 2γK+1(K + 1)(2u)(K−1)/2
)
+
1
2
(
−1− 2γN−1(2u)(N−1)/2 + 2KγK(2u)(K−2)/2
)
,
which is nonpositive thanks to Hypothesis (H2a) and Lemma 3.4.5. If K = N , the same argu-
ments provide the nonpositivity of the remaining term, which reduces to
−1− γN (2u)N/2 +NγN (2u)(N−2)/2.
Finally, under Hypothesis (H), we find that h has a nonpositive derivative on [0,+∞[ hence is
non-increasing, which completes the proof.
3.4.4 Proof of Theorem 3.1.1
Let us turn to the proof Theorem 3.1.1.
Proof of Theorem 3.1.1. Let ϕ, f ∈ L2(µ) be as in the wording of the theorem. For all a ∈ [0, 1],
χ2
(
af ∗
√
1− a2ϕ
)
= ‖Ka(f, ϕ)− 1‖L2(µ) ≤ ‖Ka(f − 1, ϕ)‖L2(µ) + ‖Ka(1, ϕ)− 1‖L2(µ) .
According to Proposition 3.4.1, for all a ∈ [0, 1],
‖Ka(1, ϕ)− 1‖L2(µ) = ‖Q∗a,ϕ[1]− 1‖L2(µ) ≤ (1− a2)
r+1
2 χ2(ϕ),
while by Proposition 3.4.2, for all a ∈ (aϕ, 1),
‖Ka(f − 1, ϕ)‖L2(µ) = ‖Q∗a,ϕ[f − 1]‖L2(µ) ≤ ar+1 (1 + dϕ(a))χ2(f),
which proves the theorem.
3.4.5 Alternative bound
For the sake of completeness, let us conclude this section with a bound alternative to inequality
(Er).
Proposition 3.4.6 (Alternative bound on χ2 under convolution). Let f, ϕ ∈ L2(µ) be density
with moments matching the Gaussian moments up to order r ∈ Z+, and moreover assume that
f is (r+ 1)-times derivable, with Dr+1f ∈ L2(µ). Then, there exists a universal constant cr > 0
such that ∀a ∈ (0, 1),
χ2
(
af ∗
√
1− a2ϕ
)
≤ ar+1χ2(f) + (1− a2)
r+1
2 χ2(ϕ)
+ cr(1− a2)
r+1
2
(
χ2(f)χ2(ϕ) +
∥∥Dr+1f∥∥
L2(µ)
∥∥∥D−(r+1)ϕ∥∥∥
L2(µ)
)
, (3.20)
where D−1 stands for the operator which maps a function ϕ ∈ L2(µ) onto its primitive with
vanishing mean.
Contrarily to what happens for bound (Er), (3.20) stands for all a ∈ (0, 1) and the polynomial
assumption on ϕ is not required, making the relative roles of f and ϕ more symmetric. The
drawback of bound (3.20) is that it involves the norm of the (r+ 1)-th derivative of f , which we
fail to control in the framework of the Central Limit Theorem.
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Proof of Proposition 3.4.6. Set r ∈ Z+, K = r + 1 and f, ϕ two densities as in the wording of
the remark, so that
f = 1 +
+∞∑
k=K
fkH¯k, ϕ = 1 +
+∞∑
k=K
ϕkH¯k.
For all a ∈ (0, 1), one has:
χ2
(
af ∗
√
1− a2 ϕ
)
= ‖Ka(f, ϕ)− 1‖L2(µ)
≤ ‖Ka(f − 1,1)‖L2(µ) + ‖Ka(1, ϕ− 1)‖L2(µ) + ‖Ka(f − 1, ϕ− 1)‖L2(µ) .
Now,
Ka(f − 1,1) = P− log a[f − 1], Ka(1, ϕ− 1) = P− 1
2
log(1−a2)[ϕ− 1],
hence by the improved Poincaré inequality from Proposition 3.4.1 we get the two first terms of
the bound. It remains to consider ‖Ka(f − 1, ϕ− 1)‖L2(µ). For all a ∈ (0, 1), one has by Remark
3.3.4:
Ka(f − 1, ϕ− 1) =
+∞∑
m=K
+∞∑
n=K
(
m+ n
m
)1/2
am(1− a2)n/2fmϕnH¯n+m,
hence
‖Ka(f − 1, ϕ− 1)‖2L2(µ) =
+∞∑
l=2K
 ∑
m+n=l
m,n≥K
(
l
m
)1/2
am(1− a2)n/2fmϕn

2
= (1− a2)K/2
+∞∑
l=2K
 ∑
m+n=l−K
m≥K,n≥0
(
l
m
)1/2
am(1− a2)n/2fmϕn+K

2
.
By Cauchy-Schwarz inequality and Pascal formula, this rewrites again
(1− a2)K/2
+∞∑
l=2K
 ∑
m+n=l−K
m≥K,n≥0
(
l −K
m
)1/2( l · · · (l −K + 1)
(n+K) · · · (n+ 1)
)1/2
am(1− a2)n/2fmϕn+K

2
≤ (1− a2)K/2
+∞∑
l=2K
∑
m+n=l−K
m≥K,n≥0
l · · · (l −K + 1)
(n+K) · · · (n+ 1)f
2
mϕ
2
n+K .
Now, there exists cK > 0 such that ∀x ≥ K,∀y ≥ 0,
(x+ y +K) · · · (x+ y + 1) ≤ cK (x · · · (x−K + 1) + (y +K) · · · (y + 1)) .
Applying this to x = m and y = n, we find that
‖Ka(f − 1, ϕ− 1)‖2L2(µ) ≤ cK(1− a2)K/2
+∞∑
l=2K
∑
m+n=l−K
m≥K,n≥0
(
1 +
m · · · (m−K + 1)
(n+K) · · · (n+ 1)
)
f2mϕ
2
n+K
= cK(1− a2)K/2
∑
m≥K
f2m
∑
n≥K
ϕ2n

+ cK(1− a2)K/2
∑
m≥K
m · · · (m−K + 1)f2m
∑
n≥K
ϕ2n
(n+K) · · · (n+ 1)
 ,
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which is the Hermite representation of the expected quantity by formula (3.7).
3.5 Proof of Theorem 3.1.2
Finally, we conclude the article with the proof of our main theorem, Theorem 3.1.2, which follows
on from the recursion formula (3.10) and barycentric convolution inequality for χ2-distance (Er).
Proof of Theorem 3.1.2. In the framework of the theorem, denote
n0 :=
⌈
1
1− a2ϕ
⌉
∨ 2.
By the two aforementioned relations, we have for all integer n ≥ n0:
χ2(fn) ≤
(
1− 1
n
) r+1
2 (
1 + dϕ
(√
1− 1/n
))
χ2(fn−1) +
1
n
r+1
2
χ2(ϕ).
Remembering that r ≥ 2, let us call for all n ≥ n0,
cn :=
(
1− 1
n
) r+1
2 (
1 + dϕ
(√
1− 1/n
))
= 1− r + 1
2n
+O
(
1
n
3
2
)
, dn :=
1
n
r+1
2
χ2(ϕ),
where we denote vn = O(un) if lim supn→+∞ |vn/un| < +∞. The preceding recursive inequality
yields
χ2(fn) ≤
 n∏
k=n0
ck
χ2(fn0−1) + n∑
k=n0
 n∏
j=k+1
ck
 dk.
Now,
log
 n∏
k=n0
ck
 = n∑
k=n0
log ck = −
n∑
k=n0
(
r + 1
2n
+O
(
1
n
3
2
))
= −r + 1
2
log n+O (1) .
This leads to
n∏
k=n0
ck = O
(
1
n
r+1
2
)
;
n∑
k=n0
 n∏
j=k+1
ck
 dk =
 n∏
j=n0
cj
 n∑
k=n0
dk∏k
j=n0
cj
= O
(
1
n
r+1
2
) n∑
k=n0
O (1)
= O
(
1
n
r−1
2
)
.
Finally,
χ2(fn) := O
(
1
n
r+1
2
)
+O
(
1
n
r−1
2
)
= O
(
1
n
r−1
2
)
,
which proves the theorem.
50 CHAPTER 3. BERRY-ESSEEN BOUNDS IN THE CENTRAL LIMIT THEOREM
Chapter 4
Berry-Esseen bounds for a
time-inhomogeneneous Markov jump
process
This chapter consists in a joint work with Sébastien Gadat and Laurent Miclo under finalisation.
Abstract
We are interested in a time-inhomogeneous Markov process that evolves with jumps of two types,
either +at or −at for a time t ≥ 0, and which is inspired by a stochastic algorithm finding the
median of a probability distribution. The goal of this note is to present a method allowing to
quantify the convergence of the process to the normal distribution. The jump size, as well as the
jump rates are time-dependent, hence the usual results for time-homogeneous processes do not
apply. On the other hand, the usual quantitative methods for stochastic algorithms do not work
either for the median algorithm which motivates the study. Thanks to a careful analysis of the
dynamic, which relies on spectral methods, we propose a conjecture on the rate of convergence
of the process to the normal distribution in Wasserstein distance. The result is proved up to a
technical point which we are currently finishing to investigate.
Introduction
In this article, we are interested in the real, continuous-time Markov process (Zt)t≥0 with instan-
taneous generator acting on bounded functions f : R→ R as:
Lt[f ](z) = pt(z)(f(z + at)− f(z)) + qt(z)(f(z − at)− f(z)), z ∈ R, t ≥ 0, (4.1)
where p, q are non-negative, space and time-dependent rate functions and (at)t≥0 a positive
function. The process (Zt)t≥0 evolves by jumps of two types: either from z to z + at with rate
pt(z), or by jumps from z to z − at with rates qt(z). Notation L(Zt) stands for its marginal
distribution at time t ≥ 0.
Let µ denote the normal distribution and by extension its density with respect to the Lebesgue
measure on R. If we assume that the equilibrium relation (HRev) below holds,
pt(z − at)µ(z − at) = qt(z)µ(z), z ∈ R, t ≥ 0, (HRev)
the Gaussian distribution µ is invariant and in fact reversible for the process (Zt)t≥0. We will
see below that there exist time-dependent distributions (µat)t≥0 which are also reversible for the
process.
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The purpose of this note is to quantify the ergodicity of the process. Its distinctive feature, to
evolve with jumps of only two types—either +at or −at— affects the asymptotic behaviour:
as will be explained below, the lack of diffusitivity slows down the convergence of (Zt)t≥0 to
the asymptotic measure µ. As such, the process is said to be weakly mixing. We claim that the
Wasserstein distance of order 1 between the marginal distribution of (Zt)t≥0 and the distribution
µ decreases with a rate depending explicitely on rate and jump size parameters p, q, a, and
that this result extends to some examples where the process is not supposed to be reversible
with respect to µ but only asymptotically normal. The proof of these results requires a careful
analysis of the dynamic and is completed up to a point which we are still investigating, and to
which we have given the status of conjecture in this note. We also state a theorem relative to
the homogeneous case, Theorem 4.0.1 below, which is fully proved.
Apart from its own interest, the investigation of dynamics of type (4.1) is motivated by a problem
arising in statistics with the so-called recursive quantile estimation algorithm. Consider (Xi)i≥1
a sequence of independent, identically distributed real variable with probability distribution ν.
We are interested in approximating the α-quantile of the distribution ν. The computational
cost of empirical and kernel estimators (David [1970], Nadaraja [1964]) being prohibitive for
data streams, the preferred solution is a recursive stochastic algorithm of Robbins-Monro type
(Robbins and Monro [1951]):
Yn+1 = Yn + γn+1(1Xn+1>Yn − α), n ≥ 1, (4.2)
where (γn)n≥1 is a sequence of steps of the form γn = cn−β for β ∈ (0, 1]. Under regularity as-
sumptions on the distribution ν, it is strongly consistent and asymptotically normal (Blum [1954],
Duflo [1997]), and satisfies to large deviations and a law of the iterated logarithm (Woodroofe
[1972], Gapoškin and Krasulina [1974]). However, the assumptions required in most studies rel-
ative to non-asymptotic bounds for recursive stochastic algorithm do not hold for algorithm
(4.2) (strong convexity assumption in Bach and Moulines [2011], Frikha and Menozzi [2012];
dimensionality assumption in Cardot et al. [2015], Godichon-Baggioni [2016]). A bound on the
quadratic risk was obtained in Labopin-Richard [2016] providing that the density is bounded from
below, which implicitly amounts to a strong convexity condition. To push further the analysis,
one wants to investigate a potential Berry-Esseen bound. The martingale methods commonly
used in the field of Robbins-Monro algorithms do not lend themselves easily to such a study. On
the other hand, the time-inhomogeneous Markov process led by (4.1) can be seen as a continuous-
time version of the renormalized algorithm (4.2) in the median case (α = 1/2), which evolves by
innovations of the form ±√γn+1/2. On the basis of our results, qualitative considerations on the
median algorithm are further developed in Section 4.2.2.
Let us take a closer look at the dynamic, in the homogeneous case to begin with. The generator
then reads:
L[f ](z) = p(z)(f(z + a)− f(z)) + q(z)(f(z − a)− f(z)), z ∈ R, (4.3)
and the equilibrium relation ensuring the reversibility of the process with respect to the normal
distribution µ is
p(z − a)µ(z − a) = q(z)µ(z), z ∈ R. (HHomRev )
The size of the jumps being constant, the process with initial value x stays on the grid Γa,x =
x+ aZ. As a consequence, it is not ergodic: its marginal distribution, having support on a grid,
cannot converge towards the invariant distribution µ, which is absolutely continuous on R. On
the other hand, for any fixed x ∈ R, the process conditioned to stay on the grid Γa,x, that is to
say conditioned to take its initial value on the grid, behaves as a birth-death process. The name
birth-death process usually refers to a Markovian process living on Z, which evolves either by a
jump to its right (a birth), or to its left (a death), with rates depending on its position, and can
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be thought of as the continuous-time equivalent of a space-inhomogeneous random walk on Z.
By extension, we call again birth-death process with birth rates (p(x+ an))n∈Z and death rates
(q(x + an))n∈Z the conditional process living on Γa,x = x + aZ, which, if it is at point x + an
for n ∈ Z, jumps to the next step z + a(n + 1) with rate p(z + an), or to the preceding step
z + a(n− 1) with rate q(z + an).
This observation is at the heart of our method, as it turns out that, unlike the unconditional
process, the conditional birth-death process has good ergodicity properties under the following
assumption on the jump rates:
∃κ > 0, ∀z ≤ 0, p(z) ≥ κ ; ∀z ≥ 0, q(z) ≥ κ. (HHomErgo)
Let us call µa,x the distribution µ restricted to the above a-graduated grid Γa,x = x + aZ,
which is reversible for the conditional process. We refer to Hypothesis (HHomErgo) as an ergodicity
assumption, because it guarantees that the conditional birth-death process spends enough time in
a domain supporting most of the mass of the reversible distribution µa,x: indeed, if the conditional
process has gone very far to the right of the grid Γa,x, that is to say to a domain with small
weight under µa,x, it is brought back towards the bulk of the distribution by jumps to the left,
whose probability of occurence is controlled by the death rate q, and the same comment goes for
the left-hand side of the grid and the birth rate. Hypothesis (HHomErgo) actually allows to quantify
the convergence of the conditional birth-death process on the subset Γa,x.
To quantify the distance between the marginal distribution of the process and the unconditional
invariant distribution µ, we use the order 1 Wasserstein distance, defined for two probability
distributions ν, ν˜ as:
W (ν, ν˜) = sup
f∈Lip1
|ν[f ]− ν˜[f ]| ,
with Lip1 denoting the set of 1-Lipschitz functions from R to R. Let us now state the result
relative to the homogeneous, reversible process :
Theorem 4.0.1 (Evolution of Wasserstein distance, homogeneous case). Let us assume that
Hypothesis (HHomRev ) and (H
Hom
Ergo) hold, and that the marginal of the process at time 0 admits a
square-integrable density f0 with respect to the normal distribution µ.
Then, it stands that for all t ≥ 0,
W (L(Zt), µ) ≤ (Varµ[f0])1/2
(
exp
(
− κa
2t
8(1 + a)(1 + 2a)
)
+
a
pi
(
1 +
a√
2pi
)1/2)
. (4.4)
In particular,
lim sup
t→+∞
W (L(Zt), µ) ≤ a
pi
(
1 +
a√
2pi
)1/2
(Varµ[f0])1/2 .
Let us comment right now on this result.
Remark 4.0.2 (Comments on Theorem 4.0.1).
— The Wasserstein distance between the marginal distribution of the process and the normal
distribution µ do not decrease towards 0: indeed, the homogeneous process is not ergodic,
as explained above.
— The exponential term in the bound (4.4) comes from the convergence of the conditional
distribution. It decreases if the constant κ introduced in (HHomErgo) becomes bigger, which
makes sense because then the process comes back from infinity faster; and increases for
smaller jump size a, as in this case the process has to make a lot of jumps to come back
from big values. These two effects appear to balance if κ is of the same magnitude as a−2,
a feature which is preserved in the non-homogeneous case, see Remark 4.1.5 below.
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— The second term in (4.4), which is proportional to the jump size a, amounts to a bound
on the error made when integrating on the grid Γa,x rather than on the whole line. To get
the convergence of the time-inhomogeneous process to the distribution µ, it is then natural
to require that the jump size (at)t≥0 decreases to 0 as t goes to ∞, as we do in Theorems
(4.1.4) and (4.2.1).
We state a similar bound for a reversible, inhomogeneous process in Theorem 4.1.4, and for a
non reversible inhomogeneous process in Theorem 4.2.1. Both theorems hold up to Conjecture
4.1.3, which is stated in the following section.
This article is organized as follows. Section 4.1 deals with the reversible case: in this part, we
state Theorem 4.1.4 and we prove it, alongside with Theorem 4.0.1 stated above. In Section 4.2,
we present a result for non-reversible dynamics, which is obtained through a reversibilization
procedure inspired from Fill [1991] and Arnaudon and Miclo [2016], and we develop the link
with the median algorithm.
4.1 Reversible case
4.1.1 Notation and generalities
Let us begin by some notation. For every function f : R→ R, we set
‖f‖∞ = max
z∈R
|f(z)|.
The symbol ξ stands for the identity function, ξ : R→ R, x 7→ x.
We denote ∂t the derivative in time, and f ′ the derivative of a differentiable function f : R→ R.
We also use the notation ∇f , including in the case where ∇f stands for the derivative in the
sense of distributions.
For the sake of simplicity, it is assumed throughout the article that for every t ≥ 0 the rates
(pt(z))z∈R and (qt(z))z∈R are bounded, that is
‖pt‖∞ < +∞, ‖qt‖∞ < +∞, t ≥ 0,
and the corresponding assumption holds for the time-homogeneous case. As a consequence, for
all t ≥ 0, the operator Lt is bounded in the space of bounded functions from R to R, and there
exists an explicit construction ([Ethier and Kurtz, 1986, Chap. 4]) of a process (Zt)t≥0, with
corresponding semigroup (Ps,t)t≥s≥0 defined for bounded measurable functions as
Ps,t[f ](z) := E [f(Zt)|Zs = z] , z ∈ R, t ≥ s ≥ 0,
which satisfies to
Ps,t[f ] = Ps,u [Pu,t[f ]] , Lt[f ](z) = lim
s→t
Ps[f ](z)− Pt[f ](z)
s− t , z ∈ R, t ≥ u ≥ s ≥ 0.
For a distribution probability ν and fonction f ∈ L1(ν), we denote indifferently
ν(f) =
∫
f dν,
as well as
Varν [f ] :=
∫
(f − ν(f))2dν.
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Here and in what follows, when the integration domain is not precised, it is set to be R. The
space L2(µ) is a Hilbert space, with scalar product and associated norm defined as
〈f, g〉L2(µ) :=
∫
fg dµ, ‖f‖L2(µ) :=
√
µ(f2), f, g ∈ L2(µ).
For any a > 0 and x ∈ R, set Γa,x := {x+ an, n ∈ Z} and define the probability distribution
µa,x as follows:
Zx,a :=
∑
n∈Z
µ(x+ an), µa,x :=
1
Zx,a
∑
n∈Z
δx+anµ(x+ an).
If f : R→ R is bounded and continuous, let us denote by µa[f ] the a-periodic function
µa[f ] : R→ R, x 7→ µa,x[f ] = 1
Zx,a
∑
n∈Z
f(x+ an)µ(x+ an).
We call ζa the distribution with density Zx,a with respect to Lebesgue measure on [0, a); then:∫
fdµ =
∫ a
0
µa[f ]dζa =
∫
µa[f ]dµ. (4.5)
Indeed,∫
fdµ =
∑
n∈N
(∫ x+a(n+1)
x+an
f(z)µ(z)dz
)
=
∫ a
0
(∑
n∈N
f(x+ an)µ(x+ an)
)
dx =
∫ a
0
µa[f ]dζa,
(4.6)
which gives the first equality in (4.5). To get the second one, replace f by µa[f ] in equation (4.6):∫
µa[f ]dµ =
∫ a
0
µa[µa[f ]]dζa =
∫ a
0
µa[f ]dζa.
More generally, equation (4.5) holds for all f ∈ L2(µ) by defining µa[f ] as the conditional expec-
tation of f with respect to Σa, the σ-algebra generated by the collection of sets {Γa,x, x ∈ R}.
If f is bounded and continuous, the mapping x→ µa,x[f ] is then the continuous version of this
conditional expectation.
Finally, for all f ∈ L2(µ), it stands that:∫
fdµ =
∫
µa[f ]dµ =
∫ a
0
µa[f ]dζa. (4.7)
Pythagoras theorem reads as:
Varµ[f ] = Ia[f ] + Ja[f ], (4.8)
where
Ia[f ] :=
∫
(f − µa[f ])2dµ, Ja[f ] :=
∫
(µa[f ]− µ[f ])2dµ.
For a reversible Markov process, it is well-known that the existence of a spectral gap for the
generator corresponds to the exponential decrease of the variance Varµ[f ] under the action of
the corresponding semigroup (Ané et al. [2000]). In our framework, the analogous property holds
instead for the the conditional variance,
Ia[f ] =
∫
(f − µa[f ])2dµ.
More precisely, in the homogeneous case the following lemma holds:
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Lemma 4.1.1 (Conditional ergodicity, homogeneous case). Let us assume that Hypothesis (HHomRev )
and Hypothesis (HHomErgo) hold, and that the marginal distribution at time 0 admits a density with
respect to µ denoted by f0, such that f0 ∈ L2(µ).
Then, if we denote by ft the density at time t ≥ 0 of the process (Zt)t≥0 with respect to µ, it
stands that
Ia[ft] ≤ Ia[f0] exp
(
− κa
2t
4(1 + a)(1 + 2a)
)
, t ≥ 0.
Lemma 4.1.1, which is proved in Section 4.1.5, is the cornerstone of Theorem 4.0.1.
4.1.2 Conjectured result
We now go back to the object of primary interest, the time-inhomogeneous dynamic. As for the
homogeneous case, we require an ergodicity condition, which is analogous to (HHomErgo):
∀t ≥ 0, ∃λt > 0, ∀z ≤ 0, pt(z) ≥ λt ; ∀z ≥ 0, qt(z) ≥ λt. (H1Ergo)
When trying to get the counterpart of Lemma 4.1.1 for the conditional variation (Iat [ft])t≥0, we
deal with an additional term, coming from the evolution of (at)t≥0. Recall that ξ stands for the
identity function on R and let Ha(µ) be the space of functions f ∈ L2(µ), such that ξ∇µa[f ] is
in L2(µ), where ∇µa[f ] is the derivative of µa[f ] in the sense of distributions.
Lemma 4.1.2 (Conditional expectation derivative). Let us assume that the size jump function
(at)t≥0 is differentiable. Then, for all t ≥ 0, f ∈ Hat(µ), one has:
∂t
∫
(f − µat [f ])2dµ = 2∂t(log at)
∫
(f − µat [f ])ξ∇µat [f ]dµ.
Lemma 4.1.2 is proved in Section 4.1.5. We will make use of the following conjecture:
Conjecture 4.1.3.
— There exists a constant A > 0, such that for all a ∈]0, A[ and for all f ∈ Ha(µ),∫
(f − µa[f ]) ξ∇µa[f ]dµ ≥ 0. (4.9)
— If for all t ≥ 0, one has 0 < at < A, and if the density of the process at time 0 with respect
to µ, denoted by f0, is in Ha0(µ), then the density ft of the process at time t ≥ 0 with
respect to µ is in Hat(µ).
Manipulations, which are yet to be formalized, on the extrema of the mapping
f ∈ H(µ)→
∫
(f − µa[f ]) ξ∇µa[f ]dµ,
lead us to believe that Conjecture 4.1.3 is reasonable.
We are now ready to state our claim relative to the convergence of the process towards the normal
distribution µ in Wasserstein distance, which is analogous to Theorem 4.0.1:
Theorem 4.1.4 (Ergodicity in Wasserstein distance). Let us assume that:
— Equilibrium relation (HRev) is satisfied;
— Ergodicity condition (H1Ergo) holds.
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Moreover assume that the jump size function, (at)t≥0, is differentiable and decreasing, with a0 <
A, and that the marginal of the process at time 0 admits a density f0 ∈ Ha0(µ) with respect to
the normal distribution µ.
Then, if Conjecture 4.1.3 is true, one has for all t ≥ 0,
W (L(Zt), µ) ≤ (Varµ[f0])1/2
(
exp
(
−
∫ t
0
λua
2
u
8(1 + au)(1 + 2au)
du
)
+
at
pi
(
at +
1√
2pi
)1/2)
.
(4.10)
Let us comment right now this result.
Remark 4.1.5 (Comments on Theorem 4.1.4).
— The exponential term in (4.10) comes from the ergodicity of the conditional process and
goes to 0 if the integral diverges, for example if λt ∼ λ/a2t : roughly speaking, the jump
intensity needs to be of the same magnitude as the inverse of the variance of the jump size.
This relative scale appears naturally when one considers the continuous-time renormalized
version of a stochastic algorithm of the form Xn+1 = Xn + γn+1f(Xn) + γ2n+1Mn+1
satisfying to a CLT with speed √γn, as we will see in the case of the median algorithm
in Part 4.2.2. This motivates the introduction of a simplified alternative to Hypothesis
(H1Ergo), which reads
∃λ > 0, ∀t ≥ 0, ∀z ≤ 0, pt(z) ≥ λ
a2t
; ∀z ≥ 0, qt(z) ≥ λ
a2t
. (H2Ergo)
— Again in the stochastic algorithm setting, the jump size (at)t≥0 is most often a power
function, hence the term in at in bound (4.10) prevails over the exponential term.
The remaining of this section is devoted to the proof of Theorems 4.0.1 and 4.1.4. Section 4.1.3
investigates the spectral gap of the conditional birth-death process presented in the introduction,
while Section 4.1.4 deals with the evaluation of Ja[f ] for fixed a and f ∈ L2(µ). Finally, those
elements are gathered in Section 4.1.5 to prove Theorems 4.0.1 and 4.1.4.
4.1.3 Spectral gap of the conditional process
We begin by a lemma that makes precise the idea, introduced above, according to which the
instantaneous generator (4.1) has a spectral gap with respect to the conditional distribution. Let
us define the Dirichlet energy for a fixed time t ≥ 0 as:
E tµ[f ] := −
∫
fLt[f ]dµ, f ∈ L2(µ).
Lemma 4.1.6 (Spectral gap). Under equilibrium relation (HRev) and ergodicity condition
(H1Ergo), the following relation stands for all t ≥ 0:
E tµ[f ] ≥
1
8
1
(1 + at)(1 + 2at)
λt a
2
t Iat [f ], f ∈ L2(µ). (4.11)
Remark 4.1.7 (Comparison with the standard case). In the usual case, the inequality above
stands with the variance Varµ[f ] instead of the conditional variance Iat [f ] present here. In that
case, the inequality is known as a Poincaré inequality, and it implies the decreasing of the variance
under the action of the corresponding Markov semigroup. The bound (4.11) is weaker than the
usual Poincaré inquality, because for all f ∈ L2(µ) and a > 0,
Varµ[f ] ≥ Ia[f ].
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Remark 4.1.8 (Homogeneous case). Lemma 4.1.6 holds for a fixed time t ≥ 0, so that there is
no difference between the homogeneous and the inhomogeneous setting. If (HHomRev ) and (H
Hom
Ergo)
are satisfied, one then has:
Eµ[f ] ≥ κa
2
8(1 + a)(1 + 2a)
Ia[f ], f ∈ L2(µ), (4.12)
where Eµ[f ] stands for the Dirichlet form associated to the homogeneous generator L defined in
(4.3).
Proof. Let us fix t ≥ 0 and denote at = a for the sake of simplicity. By a density argument, it is
enough to establish the inequality for a continuous function f , for which µa[f ] admits an explicit
expression. The idea consists in deriving a Poincaré inequality for the conditional process. Indeed,
by equation (4.7),
Iat [f ] =
∫
µa,x
[
(f − µa(x)[f ])2
]
dµ(x), E tµ[f ] = −
∫
µa,x[fLt[f ]]dµ(x).
Hence, Lemma 4.1.6 is established as soon as we know that for all x ∈ R,
µa,x
[
(f − µa(x)[f ])2
] ≤ Ca µa,x[−fLt[f ]], (4.13)
with the correct constant Ca = λta2/(8(1 + a)(1 + 2a)). Without loss of generality, one can
assume that x ∈ [0, a). Now, we observe that the generator Lt leaves invariant the set of functions
f : Γa,x → R, and by an abuse of notation we call again Lt the operator restricted to this set.
It corresponds to the generator of a birth-death process on Γa,x, reversible with respect to the
measure µa,x thanks to equilibrium relation (HRev), with spectral gap:
λ1(Lt, x) := inf
µa,x[−fLt[f ]]
Varµa,x[f ]
,
where the infimum is taken on the set of non-constant functions f : Γa,x → R in L2(µa,x). By
Hardy’s inequalities for birth-death processes (Miclo [1999]),
λ1(Lt, x) ≥ 1
4 max
{
B+a,x, B
−
a,x
} ,
where the constants B+a,x, B−a,x are defined as follows:
B+a,x := sup
n≥1
(
n∑
k=1
1
qt(x+ ak)µa,x(x+ ak)
)
+∞∑
k=n
µa,x(x+ ak),
B−a,x := sup
n≥1
(
n∑
k=1
1
pt(x− ak)µa,x(x− ak)
)
+∞∑
k=n
µa,x(x− ak).
By simplification of the renormalizing constant Za,x, this is equivalent to
B+a,x = sup
n≥1
(
n∑
k=1
1
qt(x+ ak)µ(x+ ak)
)
+∞∑
k=n
µ(x+ ak),
B−a,x = sup
n≥1
(
n∑
k=1
1
pt(x− ak)µ(x− ak)
)
+∞∑
k=n
µ(x− ak).
Now, for all positive integer k, x+ ak ≥ 0 and x− ak ≤ 0, so that Hypothesis (H1Ergo) implies
that
qt(x+ ak) ≥ λt ; pt(x− ak) ≥ λt.
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Hence,
B+a,x ≤
1
λt
sup
n≥1
(
n∑
k=1
1
µ(x+ ak)
)
+∞∑
k=n
µ(x+ ak), B−a,x ≤
1
λt
sup
n≥1
(
n∑
k=1
1
µ(x− ak)
)
+∞∑
k=n
µ(x− ak).
By symmetry of µ, notice that(
n∑
k=1
1
µ(x− ak)
)
+∞∑
k=n
µ(x− ak) =
(
n−1∑
k=0
1
µ((a− x) + ak)
)
+∞∑
k=n−1
µ((a− x) + ak).
Let us assume for a moment that the following majoration holds:
sup
n≥0
(
n∑
k=0
1
µ(x+ ak)
)
+∞∑
k=n
µ(x+ ak) ≤ 2
a2
(1 + a)(1 + 2a), x ∈ [0, a]. (4.14)
Then,
max
{
B+a,x, B
−
a,x
} ≤ 1
λt
2
a2
(1 + a)(1 + 2a),
and in turn
λ1(Lt, x) ≥ a
2λt
(8(1 + a)(1 + 2a))
= Ca,
which ends the proof.
It remains to prove inequality (4.14). We use the fact that the function
y 7→ µ(y) = exp(−y
2/2)√
2pi
is decreasing on [0,+∞). This means in particular that for all y ≥ a and a > 0,
µ(y) ≤ 1
a
∫ y
y−a
µ(s)ds.
Thus, for all n ∈ N,
∞∑
k=n+1
µ(x+ ak) ≤ 1
a
∫ +∞
x+an
µ(y)dy ≤ 1
a(x+ an)
∫ +∞
x+an
yµ(y)dy ≤ µ(x+ an)
a(x+ an)
,
where we used that for all y ≥ x+an, one has y/(x+an) ≥ 1 to make the primitive of µ appear.
On the other hand, the function x 7→ 1/µ(y) is increasing on [0,+∞), hence by the same line of
arguments, for all integers N,n ∈ N with N ≤ n− 1, one has
n−1∑
k=N
1
µ(x+ ak)
≤ 1
a
∫ x+an
x+aN
dy
µ(y)
≤ 1
a(x+ aN)
∫ x+an
x+aN
y
dy
µ(y)
≤ 1
a(x+ aN)µ(x+ an)
.
Set Na := d 1ae, so that Na < 1 + 1/a and x+ aNa ≥ 1, and assume n ≥ Na + 1. Then,
n−1∑
k=0
1
µ(x+ ak)
=
Na−1∑
k=0
1
µ(x+ ak)
+
n−1∑
k=Na
1
µ(x+ ak)
≤ Na
µ(x+ an)
+
1
a(x+ aNa)µ(x+ an)
≤ 1
µ(x+ an)
(
1 +
2
a
)
.
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On the other hand,
+∞∑
k=n+1
µ(x+ ak) ≤ 1
a(x+ an)
µ(x+ an) ≤ 1
a
µ(x+ an).
Hence, for all n ≥ Na + 1,(
n∑
k=0
1
µ(x+ ak)
)
+∞∑
k=n
µ(x+ ak) ≤ 2
(
1 +
1
a
)2
≤ 2
a2
(1 + a)(1 + 2a).
In the case where 0 ≤ n ≤ Na,
n∑
k=0
1
µ(x+ ak)
≤ (Na + 1) 1
µ(x+ an)
≤
(
2 +
1
a
)
1
µ(x+ an)
,
+∞∑
k=n
µ(x+ ak) =
Na∑
k=n
µ(x+ ak) +
+∞∑
k=Na+1
µ(x+ ak) ≤ (Na + 1)µ(x+ an) + 1
a
µ(x+ aNa)
≤ 2
(
1 +
1
a
)
µ(x+ an).
It is now easy to conclude:(
n∑
k=0
1
µ(x+ ak)
)
+∞∑
k=n
µ(x+ ak) ≤ 2
(
1 +
1
a
)(
2 +
1
a
)
=
2
a2
(1 + a)(1 + 2a).
4.1.4 Bound on the approximation error
The goal of this section is to derive an upper-bound on the quantity
Ja[g] =
∫
(µa[g]− µ[g])2dµ,
which can be interpreted as the error made in integrating on the a-graduated grid rather than
on the whole real line. We show that:
Lemma 4.1.9 (Error bound). Let g : R → R be a function with bounded derivative on R. For
all a > 0, the following relation holds:
Ja[g] ≤ ‖g′‖2∞
a2
pi2
(
1 +
a√
2pi
)
.
Proof. Thanks to equation (4.7), one sees that Ja[g] = Varζa [µa[g]], thus we write:
Ja[g] =
1
2
∫ a
0
∫ a
0
(µa,x[g]− µa,y[g])2dζa(x)dζa(y) = 1
2
∫ a
0
∫ a
0
(µa,x[g − τy−x · g])2dζa(x)dζa(y),
where for all x, c ∈ R, τc · g(x) = g(x+ c). The hypothesis on g yields ‖τc · g − g‖∞ ≤ |c|‖g‖∞,
hence
Ja[g] ≤ ‖g‖2∞ ∗
1
2
∫ a
0
∫ a
0
(x− y)2dξa(x)dξa(y) = ‖g‖2∞Varξa [ξ].
Denote Ua the uniform probability distribution on [0, a), which satisfies to a Poincaré inequality
with constant a2/pi2.
Varξa [ξ] ≤
∫ a
0
(ξ − Ua[ξ])2dξa ≤ a max
x∈[0,a)
Zx,aVarUa [ξ] ≤ a max
x∈[0,a)
Zx,a
a2
pi2
,
so that Ja[g] ≤ a2/pi2 ·amaxx∈[0,a) Zx,a ·‖g′‖2∞. Lemma 4.1.10 below yields the desired result.
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We finish this section by a technical result needed in the previous proof.
Lemma 4.1.10 (Bound on the renormalizing constant). For all a > 0 and x ∈ R,
Zx,a :=
∑
n∈Z
µ(x+ an) ≤ 1
a
+
1√
2pi
.
Proof. Observe that:
∀y ≥ a, µ(y) ≤ 1
a
∫ y
y−a
µ(s)ds, ∀y ≤ −a, µ(y) ≤ 1
a
∫ y+a
y
µ(s)ds.
Without loss of generality, assume that x ∈ [0, a), hence:
Zx,a ≤
∑
n=0,−1
µ(x+ an) +
1
a
∫ +∞
x
µ(s)ds+
1
a
∫ x−a
−∞
µ(s)ds.
Depending on the respective positions of x and a/2, either µ(x) or µ(x − a) is bounded by
a−1
∫ x
x−a µ(s)ds and the opposite term is bounded by (2pi)
−1/2, which concludes the proof.
4.1.5 Proof of Theorems 4.0.1 and Theorem 4.1.4
We begin by a result on the variance of the density.
Lemma 4.1.11 (A priori bound on the variance of the density). Assume that the initial distri-
bution of the process at time 0 has a square-integrable density f0 with respect to µ, and denote by
ft the density of the marginal distribution of the process at time t ≥ 0. In the reversible setting,
either with (HHomRev ) or (HRev), one has
Varµ[ft] ≤ Varµ[f0], t ≥ 0.
Proof. In the inhomogeneous setting, Kolmogorov’s backward equation states that ∂tft = L∗[ft],
where for all t ≥ 0, L∗t is defined as the adjoint of Lt in L2(µ). Equilibrium relation (HRev) is
equivalent to the identity L∗t = Lt for t ≥ 0, hence:
∂tVarµ[ft] = 2
∫
(ft − 1)L[ft]dµ = −2E tµ[f ] ≥ 0.
The proof is similar in the homogeneous setting.
Let us now focus on the homogeneous case, and see the proof of Lemma 4.1.1, which was stated
above.
Proof of Lemma 4.1.1. For all t ≥ 0, one has:
∂tIa[ft] = 2
∫
(ft − µa[ft])∂t(ft − µa[ft])dµ
= 2
∫
(ft − µa[ft])L[ft]dµ− 2
∫
(ft − µa[ft])µa[L[ft]]dµ
= 2
∫
(ft − µa[ft])L[ft]dµ,
where the second inequality comes from the fact that∫
(ft − µa[ft])µa[L[ft]]dµ =
∫
µa [(ft − µa[ft])µa[L[ft]]] dµ =
∫
µa[L[ft]]µa [(ft − µa[ft])] dµ = 0.
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By almost sure a-periodicity of the function µa[f ] for all f ∈ L2(γ), one sees that L[µa[ft]] = 0,
hence by inequality (4.12)
∂tIa[ft] = −2Eµ[ft] ≤ − κa
2
4(1 + a)(1 + 2a)
Ia[ft],
and the expected result follows by Gronwall’s lemma.
We are now ready to prove Theorem 4.0.1 stated in the introduction.
Proof of Theorem 4.0.1. Let g : R → R be a function such that ‖g′‖∞ ≤ 1. By polarization of
relation (4.8) and Cauchy-Schwarz inequality,
E [g(Zt)]− µ[g] =
∫
g(ft − 1)dµ =
∫
(g − µa[g])(ft − µa[ft])dµ+
∫
(µa[g]− µ[g])(µa[ft]− 1)dµ,
so that
|E [g(Zt)]− µ[g]| ≤ (Ia[g] Ia[ft])1/2 + (Ja[g] Ja[ft])1/2 ≤ (Varµ[g] Ia[ft])1/2 + (Ja[g]Varµ[ft])1/2 .
The Poincaré inequality for the normal distribution yields Varµ[g] ≤
∫
g′2dµ ≤ 1, and by Lemma
4.1.11 we know that Varµ[ft] ≤ Varµ[f0]. Accordingly,
|E [g(Zt)]− µ[g]| ≤ (Ia[ft])1/2 + (Varµ[f0] Ja[g])1/2 . (4.15)
Applying Lemmas 4.1.1 and 4.1.9 above, this leads to
|E [g(Zt)]− µ[g]| ≤ Varµ[f0]1/2
(
exp
(
− κa
2
8(1 + a)(1 + 2a)
)
+
a
pi
(
1 +
a√
2pi
)1/2)
.
An argument of density allows to extend the majoration to all functions g which are 1-Lipschitz,
which concludes the proof according to the definition of Wasserstein distance W (L(Zt), µ).
Let us now turn to the time-inhomogeneous case. We begin by showing Lemma 4.1.2.
Proof of Lemma 4.1.2. Consider a function f ∈ C1b (R), the state of continuously differentiable
functions with bounded derivative. Remember that notation ξ stands for the identity function
on R, ξ(x) = x. First, let us show that for all x ∈ R and a > 0,
∇xµa,x[f ] = µa,x[∇f − ξf ] + µa,x[f ]µa,x[ξ], (4.16)
∇aµa,x[f ] = 1
a
(
µa,x[ξ(∇f − ξf)] + µa,x[f ]µa,x[ξ2]
)− 1
a
ξ(x) (µa,x[∇f − ξf ] + µa,x[f ]µa,x[ξ]) .
(4.17)
We first show (4.16). For the sake of simplicity, let us denote n = x+ an. One has:
∇x
(∑
n∈Z
f(x+ an)µ(x+ an)
)
=
∑
n∈Z
(∇f(n)−nf(n))µ(n).
By taking f = 1, one has also
∇xZa,x = ∇x
(∑
n∈Z
µ(x+ an)
)
= −
∑
n∈Z
nµ(n).
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Hence,
∇xµa,x[f ] = ∇x
(
1
Za,x
∑
n∈Z
f(x+ an)µ(x+ an)
)
=
1
Za,x
∇x
(∑
n∈Z
f(x+ an)µ(x+ an)
)
− ∇xZa,x
Za,x
(
1
Za,x
∑
n∈Z
f(x+ an)µ(x+ an)
)
= µa,x[∇f − ξf ] + µa,x[ξ]µa,x[f ],
which proves (4.16). The proof of (4.17) is similar. First observe that
∇a
(∑
n∈Z
f(x+ an)µ(x+ an)
)
=
∑
n∈Z
n (∇f(n)−nf(n))µ(n)
=
1
a
∑
n∈Z
(n − x) (∇f(n)−nf(n))µ(n),
which in turn implies by taking f = 1 that
∇aZa,x = −1
a
∑
n∈Z
n(n − x)µ(n).
Writing
∇aµa,x[f ] = 1
Za,x
∇a
(∑
n∈Z
f(x+ an)µ(x+ an)
)
− ∇aZa,x
Za,x
(
1
Za,x
∑
n∈Z
f(x+ an)µ(x+ an)
)
then leads to (4.17).
As a consequence, one has for all f ∈ C1b (R):∫
(f − µa[f ])∇aµa[f ]dµ = 1
a
∫
(f − µa[f ])
(
µa[ξ(∇f − ξf)] + µa[f ]µa[ξ2]
)
dµ− 1
a
∫
(f − µa[f ])ξ∇µa[f ]dµ
= −1
a
∫
(f − µa[f ])ξ∇µa[f ]dµ.
Hence, if the jump size functions (at)t≥0 is differentiable, one has for all t ≥ 0
∂t
∫
(f − µat [f ])2dµ = −2∂tat
∫
(f − µat [f ])∇aµat [f ]dµ = 2∂t(log at)
∫
(f − µat [f ])ξ∇µat [f ]dµ.
The previous equality extends to all function f ∈ Hat(µ) by a density argument, which proves
Lemma 4.1.2.
Let us finish this section by the proof of Theorem 4.1.4 under Conjecture 4.1.3.
Proof of Theorem 4.1.4. In the framework of the theorem, one has for all t ≥ 0,
∂tIat [ft] = 2
∫
(ft − µat [ft])∂t(ft − µat [ft])dµ
= 2
∫
(ft − µat [ft])Lt[ft]dµ− 2
∫
(ft − µat [ft])µat [Lt[ft]]dµ+
2∂t(log at)
∫
(ft − µat [ft])ξ∇µat [ft]dµ,
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where the second line is a consequence of Lemma 4.1.2. By the same reasoning than in the proof
of Lemma 4.1.1, it stands that
2
∫
(ft − µat [ft])Lt[ft]dµ− 2
∫
(ft − µat [ft])µat [Lt[ft]]dµ = −2E tµ[ft].
The function (at)t≥0 being non-increasing, one has (∂t log at) ≤ 0, hence by Conjecture 4.1.3,
∂t(log at)
∫
(ft − µat [ft])ξ∇µat [ft]dµ ≤ 0.
Hence, one finds that
∂tIat [ft] ≤ −2 E tµ[ft].
By Gronwall’s lemma and Lemma 4.1.6, one gets the following result on Iat [ft] for all t ≥ 0,
which is analogous to Lemma 4.1.1 relative to the homogeneous case:
Iat [ft] ≤ Ia0 [f0] exp
(
−1
4
∫ t
0
λua
2
u
(1 + au)(1 + 2au)
)
.
The same reasoning than in Theorem 4.0.1 then allows to conclude.
4.2 Extension to asymptotically normal processes
4.2.1 Conjectured result and examples
This section is devoted to the case where the process is no longer reversible but only asymp-
totically normal, as is the case for the quantile algorithm which is the root motivation of this
work. By asymptotically normal, we mean that the instantenous generator converges as time
goes to +∞ to the generator of a diffusion with invariant measure µ, that is the generator of the
Ornstein-Uhlenbeck process. Assuming that the jump size (at)t≥0 goes to 0, we have for smooth
functions f :
Lt[f ](z) ∼
t→0
a2t
2
(pt(z) + qt(z))f
′′(z) + at(pt(z)− qt(z))f ′(z) + oz(a2t ), z ∈ R,
where oz(a2t ) depends of the point z (and of derivatives of f). Recall that if L[f ] = σ2f ′′+ bf ′ is
the generator of a diffusion process with drift b and diffusion function σ2, it admits an invariant
measure proportionnal to
1
σ2(z)
exp
(
−
∫ z b(u)
σ2(u)
du
)
dz.
Accordingly, if the process is expected to converge to µ, it makes sense to assume that there
exists a positive function (Ct)t≥0 such that
pt(z) + qt(z) = Ct(1 + oz(1)), pt(z)− qt(z) = Ctat(−z + oz(1)), z ∈ R.
This is equivalent to the following hypothesis: there exists a positive function (Ct)t≥0, and
two functions (ht(z))z∈R,t≥0, (gt(z))z∈R,t≥0 satisfying to the pointwise convergence ht(z) →
0, gt(z)→ 0 for all z ∈ R, such that
pt(z) = Ct(1− at
2
z + ht(z) + atgt(z)), qt(z) = Ct(1 +
at
2
z + ht(z)− atgt(z)), z ∈ R.
(HN)
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The notation (HN) refers to the asymptotic normality of the process. It implies that
t(z) := qt(z)µ(z)− pt(z − at)µ(z − at) →
t→+∞ 0, z ∈ R, (4.18)
which can be seen as an asymptotic form of the reversibility relation (HRev).
In fact, Hypothesis (HN) gives information on the magnitude of the asymptotic invariance.
Denote by L∗t the adjoint in L2(µ) of the operator Lt and recall that the invariance is equivalent
to the identity L∗t [1] = 0. We observe that:
L∗t [1](z) =
1
µ(z)
(t(z + at)− t(z)), z ∈ R, t ≥ 0,
hence relation (HN) implies the pointwise asymptotic invariance L∗t [1](z)→ 0, z ∈ R. Assuming
that the functions ht and gt coming into play in equation (HN) are smooth, with derivatives
converging towards 0 at each point, it even stands that
L∗t [1](z) 
t→0
Cta
2
t , z ∈ R. (4.19)
Let us now explain how to adapt the ideas of the preceding section to the non-reversible case:
on one hand, we introduce a reversibilization of the dynamic, which consists in an alternative
process, again with generator of type (4.1), reversible with respect to µ. This extends an idea of
Fill (Fill [1991]) relative to Markov processes which we detail now. Fill considers the case of a
homogeneous Markov process (Qt)t≥0, with generator L, invariant with respect to the probability
distribution ν, and proposes to write for all functions g in the domain of the generator∫
gL[g]dν =
1
2
∫
g(L+ L∗)[g]dν,
where L∗ stands for the adjoint of L in L2(ν). This seemingly innocuous equation reveals indeed
quite powerful, as it allows to transform the generator of a non-reversible Markov process into
the generator of a reversible one. In our case, for all fixed time t ≥ 0 the generator Lt is not even
invariant in the general case. Taking over an idea introduced for stochastic algorithms finding
means on a manifold or on a graph (Arnaudon and Miclo [2016], Gadat et al. [2016]), we adapt
the preceding idea to the non-invariant case by introducing the operator
A(L)[g](z) = L[g](z) + L∗[g](z)− L∗[1](z)g(z), z ∈ R.
Then, ∫
gL[g]dν =
1
2
(∫
gA(L)[g]dν +
∫
g2L∗[1]dν
)
.
As we will see below, in our case the operator A(Lt) is again a Markovian generator of type (4.1)
and corresponds to a reversible process with respect to µ. This reversibilized process has good
ergodicity properties provided that (H1Ergo) holds (with λt = Ct to be consistent with HN): we
will see that the spectral gap on a restricted domain is of order Cta2t .
The function L∗t [1] coming up in the remaining term∫
g2L∗t [1]dµ
can be thought as a way to quantify the amount by which the process at plays differs from its
reversibilized counterpart. Observe that equation (4.19) gives the relative order of magnitude
of the quantities at play: the quantity measuring the difference between the reversible and the
non-reversible processes is required to be negligible with respect to the spectral gap.
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Actually, a stronger, uniform version of (4.19), which is a consequence of the asymptotic normality
assumption (HN), is needed. In the light of Remark 4.1.5 and for the sake of simplicity, let us
restrict the analysis to the case where the simplified assumption (H2Ergo) introduced in Remark
4.1.5 holds. In this framework, the required condition relative to the asymptotic invariance reads:
∃C > 0, max
z∈R
|L∗t [1](z)| ≤ C at, t ≥ 0. (H1SN)
The notation (H1SN) refers to the strong asymptotic normality of the process.
Under Hypotheses (H2Ergo) and (H
1
SN), and if Conjecture 4.1.3 holds, the following result al-
lows to quantify in Wasserstein distance the convergence of the process towards its asymptotic
distribution µ:
Theorem 4.2.1 (Ergodicity in Wasserstein distance). We suppose that the ergodicity condition
(H2Ergo) and the strong asymptotic invariance condition (H
1
SN) stand. Furthermore, we assume
that the size of the jumps is of the form:
at =
a0
(t+ 1)r
, t ≥ 0; a0 > 0, r > 1,
with a0 < A, and that and that the marginal of the process at time 0 admits a density f0 ∈ Ha0(µ)
with respect to the normal distribution µ.
If Conjecture 4.1.3 is true, then there exists a time T > 0 and explicit constants c1, c2, c3, c4 > 0
such that for all t ≥ T ,
W (Law(Zt), µ) ≤ c1
(t/2 + 1)r−1
+
c2
(t+ 1)r
+ c3 exp
(
− λ
32
t
)
+ c4 exp
(
− λ
64
t
)
.
To streamline the paper, the proof of this result is postponed to section 4.2.3.
Although the process at play is weakly mixing, we are able to provide a decreasing upper-bound
on the Wasserstein distance between its marginals and the asymptotic distribution µ if Conjecture
4.1.3 is true. This comes at the cost of little explicit assumptions: Hypothesis (H1SN) amounts
to a uniform Taylor expansion which needs to be checked on a case-by-case basis.
Let us give instances of processes and check wether the assumptions of Theorem 4.2.1 are satisfied.
The process with rates
∀z > at
2
, qt(z) =
1
a2t
; ∀z ≤ at
2
, qt(z) =
1
a2t
exp
(
atz − a
2
t
2
)
,
∀z ≤ −at
2
, pt(z) =
1
a2t
; ∀z > −at
2
, pt(z) =
1
a2t
exp
(
−atz − a
2
t
2
)
, t ≥ 0,
satisfies to the reversibility condition (HRev). One can perturbate this dynamic in the following
manner: for all t ≥ 0, define
∀z > at
2
, qt(z) =
1
a2t
; ∀z ≤ at
2
, qt(z) =
1
a2t
exp
(
atz − a
2
t
2
)
− Cat exp
(
−
(
1
aρt
− 1
)
z2
2
)
,
∀z ≤ −at
2
, pt(z) =
1
a2t
; ∀z > −at
2
, pt(z) =
1
a2t
exp
(
−atz − a
2
t
2
)
+ Cat exp
(
−1
2
(
1
aρt
(z + at)
2 − z2
))
.
With this choice, assumptions (H2Ergo) and (H
1
SN) stand for every ρ > 0 and C ∈ R (chosen
small enough to ensure the positivity of p, q).
On the other hand, the process with rates defined for all t ≥ 0 as:
∀z ≥ 0, pt(z) = 1
a2t
, qt(z) =
1
a2t
(1 + atz) ; ∀z ≤ 0, pt(z) = 1
a2t
(1− atz), qt(z) = 1
a2t
.
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satisfies to the weak normality relation (HN) (with ht(z) = at|z|/2 and gt(z) = 0) and to the
ergodicity relation (H2Ergo) with λ = 1. However, one sees that
L∗t [1](z) =
1
a2t
(
eatz−a
2
t /2 − (2 + atz) + (1 + atz + 2a2t )e−atz−a
2
t /2
)
, z ≥ at, t ≥ 0,
hence for all fixed t ≥ 0, maxL∗t [1] = +∞ and Hypothesis (H1SN) fails.
Actually, the theorem holds under a weaker but more intricate form of (H1SN):
Remark 4.2.2 (On Hypothesis (H1SN)). In the light of Lemma 4.2.6 below, Hypothesis (H
1
SN)
can be weakened in
∃C1, C2 > 0, ∀t ≥ 0, max
z∈R
L∗t [1](z) ≤ C1at , min
z∈R
L∗t [1] > −∞ ,
(∫
(L∗t [1])
2dµ
)1/2
≤ C2at.
(H2SN)
4.2.2 Median algorithm
The inhomogeneous jump process which this article investigates is related to a recursive stochastic
algorithm finding the median of a probability distribution. This stochastic algorithm is a special
case of the quantile algorithm, which we recall now. Set α ∈ [1/2, 1) and (Xn)n≥1 identically
distributed, indepedent real random variables, with density ϕ with respect to the Lebesgue
measure on R and repartition function F . The quantile of level α of the distribution ϕ is defined
as:
qα := inf
{
x ∈ R,
∫ +∞
x
ϕ(y)dy ≥ 1− α
}
.
If ϕ(qα) > 0, the following recursive algorithm is a strongly consistent estimator of qα ([Duflo,
1997, Theorem 1.4.26], Blum [1954]):
Yn+1 = Yn + γn+1(1Xn+1>Yn − α), n ≥ 1, (4.2)
where (γn)n≥1 is a sequence of steps of the form γn = cnβ , n ≥ 1 with c > 0 and 0 < β ≤ 1. In
the following development, it is assumed that β < 1. The algorithm (4.2) rewrites:
Yn+1 = Yn − γn+1H(Xn+1, Yn), n ≥ 1,
where H(x, y) = −(1x>y − α) for x, y ∈ R. We see that h(y) := E [H(X, y)] = F (y) − (1 − α),
hence:
∀y ≥ qα, E [H(X, y)] ≥ 0 , ∀y ≤ qα, E [H(X, y)] ≤ 0. (4.20)
The relation (4.20) intuitively explains the convergence of the algorithm: if the quantile is overes-
timated, the correction is negative; if it is underestimated, it is positive. Accordingly, in the usual
stochastic algorithm approach, one uses the formulation Yn+1 = Yn − γn+1 (h(Yn) + ∆Mn+1),
where ∆Mn+1 is the delta of a martingale.
The algorithm (4.2) satisfies to a Central Limit Theorem:
Theorem 4.2.3 (CLT for the quantile algorithm, Benveniste et al. [1990]). Assume that the
common distribution of the Xi’s has a continuously differentiable density ϕ with respect to the
Lebesgue distribution on R, with ϕ(qα) > 0. If the sequence of steps is of the form γn = cn−β
with 0 < β < 1, one has the following convergence in distribution:
Y˜n :=
1√
γn
(Yn − qα) ↪→ N (0, σ2), σ2 = α(1− α)
2ϕ(qα)
.
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Remark 4.2.4 (Case β = 1). If γn = cn−1, Theorem 4.2.3 still holds if ϕ(qα) > c/2. If
ϕ(qα) ≤ c/2, one should choose a different renormalization as explained in [Duflo, 1997, Theorem
2.2.12]. This comes from the fact that the quantity (γn/γn+1)1/2 is negligible with respect to γn+1
if and only if β < 1.
The goal is to go further in the analysis of the quantile algorithm through a Berry-Esseen bound
for the algorithm, that is to say a quantification of the convergence stated in Theorem 4.2.3
for an adequate distance. In the present note, we focus on a simplified model, and consider
a process which plays the continuous-time counterpart to the renormalized algorithm (Y˜n)n≥1
defined above. To lighten the notation, we suppose that qα = 0. Observe that
Y˜n+1 = θn+1Y˜n +
√
γn+1(1Xn+1>θn+1
√
γn+1 Y˜n
− α), n ≥ 1,
with θn+1 := (γn/γn+1)1/2. In the case 0 < β < 1, the factor |1− θn| is negligible with respect to
γn, which justifies that as a first simplification of the model, θn is supposed to be 1. This writes
Y˜n+1 = Y˜n +
√
γn+1(1Xn+1>
√
γn+1 Y˜n
− α), n ≥ 1.
We are left with an inhomogeneous Markov chain with transition semigroup (Qp,q)q≥p≥1, where
for all regular functions f and parameter γ > 0 and for all y ∈ R,
Qn,n+1[f ] = Qγn [f ], n ≥ 1 ; Qγ [f ](y) = (1− F (
√
γy))f(y +
√
γ(1− α)) + F (√γy)f(y −√γα).
The natural sequence of times associated to the recursive algorithm (4.2) is Tn =
∑n
k=1 γk.
Taking this into account, the Poissonization of the Markov chain leads to an inhomogeneous
Markov process with instantaneous generator (Lηt)t≥0, where we defined for all regular functions
and z ∈ R:
Lη[f ](z) =
1
η2
((1− F (ηz))(f(z + (1− α)η)− f(z)) + F (ηz)(f(z − αη)− f(z))) ,
ηt = C(c, β)
1
tβ/(2(1−β))
, C(c, β) := c−1/(2(1−β))β−β/(2(1−β)).
To obtain these formulas, we first consider the continuous-time process with generator (Lγu)u≥0,
where Lγ = Qγ − Id, and the function γu = γ0(u + 1)−β serves as the natural counterpart
of the sequence (γn)n∈N. We get the final form above by the change of time t(u) =
∫ u
0 γsds
corresponding to the discrete change of time Tn =
∑n
k=1 γk.
The median algorithm corresponds to the case α = 12 . The associated continuous-time dynamic
is indeed of type (4.1), with
αt =
ηt
2
, pt(z) =
1− F (ηtz)
η2t
, qt(z) =
F (ηtz)
η2t
; z ∈ R, t ≥ 0.
Let us examine whether Theorem 4.2.1 holds. For 2/3 < β < 1, the assumption on the jump size
(at)t≥0 is satisfied. Furthermore, one sees that for all t ≥ 0,
∀z ≤ 0, pt(z) ≥ 1− F (0)
η2t
=
1
8a2t
, ∀z ≥ 0, qt(z) ≥ F (0)
η2t
=
1
8a2t
,
hence Hypothesis (H2Ergo) holds with λ = 1/8. If the density ϕ is smooth (differentiable three
times on R for example), the asymptotic normality (HN) holds, and
L∗t [1](z) =
t→0
Oz(a
3
t ), z ∈ R.
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Do the continuous-time algorithm satisfy to Assumption (H1SN)? The explicit expression of L∗t [1]
reads:
L∗t [1](z) =
1
4a2t
(
(1− F (2at(z − at))eatz−
a2t
2 + F (2at(z + at))e
−atz−a
2
t
2 − 1
)
, z ∈ R, t ≥ 0.
Hence, if the distribution of the X ′is is compactly supported, for fixed t ≥ 0 we have L∗t [1](z)→−
1/(4a2t ) as z goes to ∞ and Assumption (H1SN) fails. It could actually be expected: when the
distribution of the X ′is is compactly supported, the conditional birth-death process at the core of
our analysis lives on a finite set, while its reversibilization lives on the whole grid. Hence, it makes
sense that the function L∗t [1], that can be thought of as a measure of the difference between the
process and its reversibilization, would not go to 0 on the edges of the domain. However, the
weakened form (H2SN) stated in Remark 4.2.2 may stand.
Unfortunately, there do not seem to exist any simple assumptions on the distribution of the X ′is
ensuring that either (H1SN) or (H
2
SN) holds. The information which one can take away is that
the continuous-time median process, and by extension the quantile algorithm, may simply be
too weakly mixing. Indeed, observe that in the algorithm (4.2), the size of the jumps does not
depend from the distance between the current approximation Yn and the new information Xn+1,
but only from its sign. This makes the mean reverting effect quite weak, and prevents other
quantification results relying on a Lipschitz property for h (Bach and Moulines [2011]; Frikha
and Menozzi [2012]) to be applied.
To improve this situation, we would need a function H satisfying to the relation (4.20), and ad-
ditionaly such that |H(x, y)| is stricly increasing with |x− y|, but up to the authors’ knowledge,
such a function does not exist. Extending a work of Holst (Holst [1987]), Amiri and Thiam (Amiri
and Thiam [2014]) have proposed to use smoothing kernels to produce a sequence of functions
(Hn)n≥1 with the desired increasing property and such that relation (4.20) holds asymptoti-
cally. They derived the almost sure convergence and asymptotic normality of the corresponding
stochastic algorithm, opening the door to future investigations relative to Berry-Esseen bounds
for this algorithm.
4.2.3 Proof of Theorem 4.2.1
Taking into account the non-reversibility of the process, the goal of this section is to adapt
the ideas of the reversible case developed in the preceding part. While the bound on the error
approximation detailed in Lemma 4.1.9 is still valid, we need to find counterparts for the spectral
gap property (Lemma 4.1.6) and the a priori bound on the variance (Lemma 4.1.11). Let us first
introduce the reversibilization of the process. By simple calculations, one shows that for functions
f ∈ L2(µ), for almost all z ∈ R, and for all t ≥ 0,
L∗t [f ](z) = pt(z − at)
µ(z − at)
µ(z)
f(z − at)− pt(z)f(z) + qt(z + at)µ(z + at)
µ(z)
f(z + at)− qt(z)f(z).
For a Markov generator L and its adjoint L∗ with respect to a probability measure µ, we define
the reversibilization A(L) for sufficiently regular functions as:
A(L)[f ](z) = L[f ](z) + L∗[f ](z)− L∗[1](z)f(z), z ∈ R.
The operator A(L) is reversible with respect to the measure µ, and represents an extension to the
non-invariant case to the additive reversibilization for invariant but non-reversible continuous-
time processes of [Fill, 1991, Section 2.7]. A(L) is Markovian, as is straightforward to check on
the explicit expression in the present case: for a regular function f and for all t ≥ 0,
A(Lt)[f ](z) =
(
pt(z) + qt(z + at)
µ(z + at)
µ(z)
)
(f(z + at)− f(z))
+
(
qt(z) + pt(z − at)µ(z − at)
µ(z)
)
(f(z − at)− f(z)), f ∈ L2(µ), a.a. z ∈ R.
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The reversibilized process admits similar ergodicity properties than the reversible process of the
preceding section, as shows the following lemma:
Lemma 4.2.5 (Spectral gap). For all t ≥ 0, denote E tµ[f ] the Dirichlet energy associated to
A(Lt) and µ:
E tµ[f ] = −
∫
fA(Lt)[f ]dµ, f ∈ L2(µ).
Under ergodicity condition (H1Ergo), the following relation stands:
E tµ[f ] ≥
1
8
1
(1 + at)(1 + 2at)
λt a
2
t Iat [f ], f ∈ L2(µ), t ≥ 0.
Proof. Apply Lemma 4.1.6 to the reversible process generated by A(Lt), whose rates satisfy
under (H1Ergo) to:
pt(z) + qt(z + at)
µ(z + at)
µ(z)
≥ pt(z) ≥ λt, z ≤ 0; qt(z) + pt(z − at)µ(z − at)
µ(z)
≥ qt(z) ≥ λt, z ≥ 0.
Let us now focus on the conditional ergodicity,
Iat [ft] =
∫
(f − µat [f ])2dµ, t ≥ 0,
when the marginal of the process at time 0 admits a density f0 ∈ Ha0(µ) with respect to the
normal distribution µ and Conjecture 4.1.3 holds, and if H1Ergo is satisfied.
By the identity ∂tft = L∗t [ft], t ≥ 0 and by Lemma 4.1.2, we write:
∂tIat [ft] = 2
∫
(ft − µat [ft])∂t(ft − µat [ft])dµ
= 2
∫
(ft − µat [ft])(L∗t [ft]− µat [L∗t [ft]])dµ+ 2∂t(log at)
∫
(ft − µat [ft])ξ∇µat [ft]dµ
≤ 2
∫
(ft − µat [ft])L∗t [ft]dµ,
where the majoration comes from Conjecture 4.1.3 and the fact that for a fixed t ≥ 0, the
function x 7→ µat,x[L∗t [ft]] is measurable with respect to the same σ-algebra as µat . Going back
to the first equation,
∂tIat [ft] ≤ 2
∫
(ft − µat [ft])L∗t [ft − µat [ft]]dµ+ 2
∫
(ft − µat [ft])L∗t [µat [ft]]dµ
=
∫
(ft − µat [ft])A(Lt)[(ft − µat [ft])]dµ+
∫
(ft − µat [ft])2L∗t [1]dµ
+ 2
∫
(ft − µat [ft])L∗t [µat [ft]]dµ,
Thanks to Lemma 4.2.5, we are left with:
∂tIat [ft] ≤ −
λt a
2
t
8(1 + at)(1 + 2at)
Iat [ft] +
∫
(ft − µat [ft])2L∗t [1]dµ+ 2
∫
(ft − µat [ft])L∗t [µat [ft]]dµ.
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Let us focus on the term on the first line. A rough majoration would consist in writing∫
(ft − µat [ft])2L∗t [1]dµ ≤ max
z∈R
{|L∗t [1](z)|} Iat [ft].
Let us observe that, for a nonnegative function g ∈ L2(µ) and a bounded function h,∫
gh dµ ≤ max {h(z), z ∈ R}
∫
g dµ
(optimize in c ∈ R the sum ∫ g(h− c)dµ+ c ∫ gdµ), which is better than the majoration∫
gh dµ ≤ max {|h(z)|, z ∈ R}
∫
g dµ.
Hence, if for all t ≥ 0 the function L∗t [1] is bounded, we have:
∂tIat [ft] ≤ −ηtIat [ft] + 2
∫
(ft − µat [ft])L∗t [µat [ft]]dµ,
where the constant ηt stands for:
ηt :=
λt a
2
t
8(1 + at)(1 + 2at)
−max
z∈R
L∗t [1](z).
Thanks to the almost sure at-periodicity of the function x 7→ µat,x[f ] for all f ∈ L2(γ) and to
the explicit expression of L∗t , one sees that L∗t [µat [ft]] = µat [ft]L∗t [1]. By successive applications
of Cauchy-Schwarz inequality, the remaining term writes∫
(ft − µat [ft])L∗t [µat [ft]]dµ =
∫
(ft − µat [ft])µat [ft]L∗t [1]dµ
=
∫
(ft − µat [ft])(µat [ft]− 1)L∗t [1]dµ+
∫
(ft − µat [ft])L∗t [1]dµ
≤ max
z∈R
L∗t [1](z)
(
1 + Jat [ft]
1/2
)
Iat [ft]
1/2.
Finally, we get that:
∂tIat [ft] ≤ −ηtIat [ft] + 2 max
z∈R
L∗t [1](z)
(
1 + Varµ[ft]1/2
)
Iat [ft]
1/2.
Let us now turn to the evolution of Varµ[ft], to provide an alternative to the a priori bound
stated in Lemma 4.1.11. One has
∂tVarµ[ft] = 2
∫
(ft − 1)L∗t [ft]dµ = 2
∫
(ft − 1)L∗t [ft − 1]dµ+ 2
∫
(ft − 1)L∗t [1]dµ
=
∫
(ft − 1)A(L∗t )[ft − 1]dµ+
∫
L∗t [1](ft − 1)2dµ+ 2
∫
(ft − 1)L∗t [1]dµ
≤ − λt a
2
t
8(1 + at)(1 + 2at)
Iat [ft] +
(
max
z∈R
L∗t [1](z)
)
Varµ[ft] + 2µ
[
L∗t [1]
2
]1/2 Varµ[ft]1/2
≤
(
max
z∈R
L∗t [1](z)
)
Varµ[ft] + 2µ
[
L∗t [1]
2
]1/2 Varµ[ft]1/2,
as soon as the function L∗t [1] is bounded. The following lemma sums up the situation.
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Lemma 4.2.6 (Evolution system). Let us assume that Hypothesis (H1Ergo) holds and that the
function L∗t [1] is bounded. Furthermore, we suppose that the marginal of the process at time 0
admits a density f0 ∈ Ha0(µ) with respect to the normal distribution µ, and denote by ft the
density of the marginal distribution of the process at time t ≥ 0. For all t ≥ 0, let us call:
It := Iat [ft], Kt := Varµ[ft],
and introduce the quantities:
ηt :=
λt a
2
t
8(1 + at)(1 + 2at)
−max
z∈R
L∗t [1](z), ιt := µ
[
L∗t [1]
2
]1/2
, κt = max
z∈R
L∗t [1](z).
If Conjecture 4.1.3 is true, the couple (It,Kt) satisfies to the following system:
∂tIt ≤ −ηtIt + 2κt
(
1 +K
1/2
t
)
I
1/2
t , ∂tKt ≤ κtKt + 2ιtK1/2t , t ≥ 0.
We are now ready to prove Theorem 4.2.1.
Proof of Theorem 4.2.1. With the notation of the theorem and of Lemma 4.2.6 and under the
hypothesis of the theorem, one has:
ηt ≥ λ
8(1 + at)(1 + 2at)
− Cat, κt, ιt ≤ Cat, t ≥ 0.
Let us first show that Varµ[ft] is bounded. By Lemma 4.2.6, for all t ≥ 0,
∂tKt
2K
1/2
t
≤ C
2
atK
1/2
t + Cat,
hence by Gronwall lemma,
K
1/2
t ≤ exp
(
C
2
∫ t
0
asds
)
K
1/2
0 + C exp
(
C
2
∫ t
0
asds
)∫ t
0
au exp
(
−C
2
∫ u
0
asds
)
du
≤ exp
(
C
2
∫ t
0
asds
)
K
1/2
0 + 2
(
exp
(
C
2
∫ t
0
asds
)
− 1
)
≤ c˜, (4.21)
where we defined
c˜ := (K
1/2
0 + 2) exp
(
C
2
∫ +∞
0
asds
)
.
Now,
ηt ≥ λ
8(1 + at)(1 + 2at)
− Cat →
t→+∞
λ
8
,
hence there exists a time T ≥ 0 such that for all t ≥ T , ηt ≥ λ/16 for example. Unsing again
Lemma 4.2.6 and the above upper-bound on Kt, one finds that for all t ≥ T ,
∂tIt ≤ − λ
16
It + 2C (1 + c˜) atI
1/2
t ,
hence by Gronwall’s lemma,
I
1/2
t ≤ exp
(
− λ
32
t
)
I
1/2
T + C(1 + c˜) exp
(
− λ
32
t
)∫ t
T
exp
(
λ
32
s
)
asds.
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Let us remark that ∀ρ > 0 and ∀r > 1, and ∀t ≥ T , one has:
exp(−ρt)
∫ t
T
exp(ρs)(s+ 1)−rds ≤ 1
ρ
exp(−ρt/2) + (t/2 + 1)
−(r−1)
r − 1 ,
as is seen by cutting the integral on the intervals (T, t/2) and (t/2, t) and using straighforward
majorations. Hence, we find that for all t ≥ T ,
I
1/2
t ≤
c1
(t/2 + 1)r−1
+ c2 exp
(
− λ
32
t
)
+ c3 exp
(
− λ
64
t
)
.
Let us conclude as in the proof of Theorem 4.0.1. By inequality (4.15), with Varµ[f0] replaced
by c˜, and majoration (4.21), one can write
W (Law(Zt), µ) ≤ I1/2t + c˜(1 + at/
√
2pi)1/2
at
pi
.
Hence, for all t ≥ T , there exists constants c1, c2, c3, c4 such that
W (Law(Zt), µ) ≤ c1
(t/2 + 1)r−1
+ c2 exp
(
− λ
32
t
)
+ c3 exp
(
− λ
64
t
)
+
c4
(t+ 1)r
,
which proves the theorem up to a renumbering of the constants.
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Deuxième partie
Entrelacements et méthode de Stein
75

Chapitre 5
La méthode de Stein-Chen : littérature
et premiers développements
La méthode de Stein est introduite par Charles Stein dans Stein [1972] comme une méthode pour
calculer la distance en variation totale entre une somme de variables aléatoires et la gaussienne.
Elle est adaptée par Louis Chen dans Chen [1975] pour le cas de la loi de Poisson et de variables
discrètes, et prend ainsi le nom de méthode de Stein-Chen dans le cadre discret. Tout en se
révélant particulièrement efficace, la méthode de Stein demande des calculs spécifiques à chaque
case et parfois assez lourds, qu’il convient d’automatiser au maximum. L’utilisation des facteurs
de Stein répond à cette motivation. La contribution principale de cette thèse dans le domaine de
la méthode de Stein consiste en une méthode d’évaluation universelle des facteurs de Stein, et
fait l’objet du chapitre suivant. L’objectif du présent chapitre est de rappeler les résultats de la
littérature concernant la méthode de Stein-Chen, afin de replacer les résultats de la thèse dans
leur contexte au sens large.
5.1 Généralités
5.1.1 Les deux étapes
Notons E un espace polonais et P(E) l’ensemble des mesures de probabilités sur E. L’objectif est
d’évaluer la distance entre une mesure de probabilité de référence, notée pi ∈ P(E), et la mesure
de probabilité µ, souvent la loi d’une variable aléatoire W issue de la modélisation du problème
examiné. On désigne la mesure pi sous le nom d’approximande et sous le nom d’approximée la
variable aléatoire W , ou sa loi suivant le contexte. L’espace E peut être continu, par exemple
si l’approximande est la loi gaussienne, ou discret, par exemple si on approche des variables
aléatoires à valeurs entières ou des processus ponctuels. Dans cette présentation on s’intéresse en
particulier au cas E = N. La distance utilisée est caractérisée par une classe de fonctions F ⊂ RE
et définie comme :
dF (µ, pi) := sup
f∈F
|µ(f)− pi(f)| . (5.1)
Cette définition recouvre les distances classiques, comme la distance en variation totale, de Was-
serstein d’ordre 1, ou de Kolmogorov.
On se donne un opérateur S : Dom(S) ⊂ RE → RE , appelé opérateur de Stein ou opérateur
caractéristique de la mesure de référence pi, vérifiant la propriété suivante : pour toute fonction
g dans une classe de fonctions-tests assez large, l’intégrale
∫
(Sg)dµ s’annule si et seulement si
µ = pi. L’idée de la méthode de Stein consiste à caractériser l’écart entre µ et pi par la quantité∣∣∣∣∫ (Sg)dµ∣∣∣∣ .
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Pour faire apparaître cette quantité, appelée de manière générique ”erreur” dans la suite de ce
texte, on introduit l’équation de Stein avec donnée f ∈ F et inconnue gf telle que :
Sgf = f − pi(f), f ∈ F .
La distance dF (µ, pi) se réécrit alors sous la forme
dF (µ, pi) = sup
f∈F
|µ(Sgf )| = sup
f∈F
|E [Sgf (W )]| , W ∼ µ.
La première étape de la méthode consiste à obtenir une majoration de cette espérance sous la
forme
|E [Sg(W )]| ≤ C1(µ, S)‖g‖∞ + C2(µ, S)‖Dg‖∞,
où D désigne un opérateur linéaire agissant sur les fonctions de E dans R, qui correspond le
plus souvent à un gradient. Dans le cas où E = N, on utilise le gradient discret défini pour toute
f : N→ R par :
∂f(x) = f(x+ 1)− f(x), x ∈ N.
Par ailleurs, on appelle facteur de Stein d’ordre k ∈ N une borne supérieure 1 sur la quantité
sup
f∈F
‖Dkgf‖∞.
où k est un entier. Le plus souvent, seuls les facteurs d’ordre 0 et 1 interviennent.
Pour récapituler, la méthode de Stein se décompose en deux étapes indépendantes :
1. Majoration de l’erreur : transformation de l’expression ‖E [Sg(W )]‖ de façon à faire ap-
paraître les quantités ‖Dkg‖∞.
2. Evaluation des facteurs de Stein : majoration de leur supremum sur l’ensemble des solu-
tions de l’équation de Stein de données f ∈ F , supf∈F ‖Dkgf‖∞.
On trouve alors :
dF (µ, pi) ≤ C1(µ, S) sup
f∈F
‖gf‖∞ + C2(µ, S) sup
f∈F
‖Dgf‖∞. (5.2)
On observe que l’approximée µ et l’approximande pi jouent des rôles différents. La première étape
de majoration de l’erreur -qui donne C1, C2 dans la formule ci-dessus- fait intervenir l’approximée
µ ainsi que l’approximande pi via son opérateur caractéristique, mais pas la classe de fonctions
associée à la distance utilisée, tandis que la deuxième étape d’évaluation des facteurs de Stein
dépend uniquement de pi et de F . Ainsi, une fois que les facteurs de Stein sont évalués pour une
certaine mesure approximande et une certaine distance, la méthode peut être appliquée à une
variété d’approximées W en modifiant seulement l’étape 1.
Ce point essentiel explique en quoi l’utilisation des facteurs de Stein participe de l’automatisation
de la méthode, et montre qu’il est souhaitable de disposer de techniques universelles (c’est-à-dire
non spécifiques à l’approximande pi) permettant les évaluer. Le chapitre suivant propose des
résultats dans ce sens.
Dans ce chapitre de rappels, on commence par présenter le prototype de la méthode de Stein-
Chen, l’approximation Poisson-binomiale, puis on passe en revue l’état de l’art relatif à l’étape
1 et à l’étape 2, dans les parties 5.2 et 5.3 respectivement. On conclut la partie 5.3 par une piste
de recherche explorée pendant la thèse.
1. Certains auteurs désignent sous le nom de facteurs de Stein les quantités supf∈F ‖∂kgf‖∞ elles-mêmes, et
sous le nom d’estimées de régularité (smoothness estimates) les bornes supérieures.
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5.1.2 L’approximation Poisson-binomiale
Le prototype de la méthode de Stein-Chen est l’approximation Poisson-binomiale, où l’approxi-
mande est une loi de Poisson et l’approximée suit une loi binomiale, ou plus généralement est
une somme de variables de Bernoulli. Rappelons les grandes lignes de l’historique (détaillé dans
l’introduction de Barbour et al. [1992]).
Le point de départ est la loi des petits nombres de Poisson, qui énonce que la loi binomiale
B(n, λn) tend en loi vers la loi de Poisson Pλ (résultat de Poisson en 1837). L’approximation de
Poisson consiste à évaluer la distance entre une somme finie de variables de Bernoulli (Xi) de
paramètres (pi), 1 ≤ i ≤ n et la loi de Poisson Pλ où λ =
∑n
i=1 pi, ce qui permet entre autres
de quantifier la vitesse de convergence dans la loi des petits nombres. Notons dTV la distance en
variation totale entre les mesures de probabilité µ et pi sur N :
dTV (µ, pi) := sup
A⊂N
|µ(A)− pi(A)| = sup
f :N→[0,1]
|µ(f)− pi(f)| .
Le résultat d’approximation le plus basique s’énonce comme suit : si les Bernoulli sont indépen-
dantes, posant W =
∑n
i=1Xi,
dTV (L(W ),Pλ) ≤
n∑
i=1
p2i . (5.3)
En effet, d’après la propriété d’additivité par convolution de la distance en variation totale,
dTV (L(W ),Pλ) ≤
n∑
i=1
dTV (Ber(pi),Ppi),
et on vérifie facilement par le calcul que dTV (Ber(p),Pp) ≤ p2. Dans le cas de variables (Xi)1≤i≤n
indépendantes, Le Cam (Le Cam [1960]) et Le Cam et Hodges (Hodges and Le Cam [1960])
obtiennent les raffinements suivants de l’inégalité (5.3), qui montrent que les erreurs successives,
brutalement additionnées dans (5.3), se compensent en réalité :
dTV (L(W ),P(λ)) ≤ 8
λ
n∑
i=1
p2i , dTV (L(W ),P(λ)) ≤ 4.5 max pi,
la première inégalité étant valide pour des pi inférieurs à 1/4.
Voyons maintenant comment la méthode de Stein-Chen permet de retouver les inégalités de Le
Cam. On caractérise la loi de Poisson de paramètre λ par l’opérateur
Sg(x) = λg(x+ 1)− xg(x), x ∈ N,
où g est une fonction de N dans R. On note W i =
∑
j 6=iXj . Par indépendance des (Xi)1≤i≤n, la
première étape de majoration de l’erreur s’écrit :
E [Sg(W )] = E [λg(W + 1)−Wg(W )] =
n∑
i=1
(pig(W + 1)−Xig(W )) =
n∑
i=1
pi(g(W + 1)− g(W i + 1))
=
n∑
i=1
pi(g(W
i +Xi + 1)− g(W i + 1)) =
n∑
i=1
p2i (g(W
i + 2)− g(W i + 1)).
Ainsi,
|E [Sg(W )]| ≤ ‖∂g‖∞
n∑
i=1
p2i . (5.4)
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L’étape 2 fournit le facteur de Stein (Barbour and Eagleson [1983]) :
sup
0≤f≤1
‖∂gf‖∞ ≤ 1− e
−λ
λ
.
En combinant les deux étapes, on obtient l’approximation en variation totale suivante
dTV (L(W ),Pλ) ≤
(
1 ∧ 1
λ
) n∑
i=1
p2i . (5.5)
Dans Barbour and Hall [1984], Barbour et Hall obtiennent la minoration
dTV (L(W ),Pλ) ≥ 1
32
(
1 ∧ 1
λ
) n∑
i=1
p2i ,
montrant que l’ordre de grandeur dans (5.5) est optimal, et justifiant le nom de magique qui est
souvent donné au facteur de Stein. Ainsi, les deux inégalités de Le Cam sont retrouvées (pour
la seconde, écrire que
∑
p2i ≤ (max pi)
∑
pi), avec une constante améliorée et sans condition sur
les paramètres.
Mais le principal intérêt de la méthode de Stein-Chen réside dans l’extension au cas de variables
non indépendantes. Les techniques de Le Cam reposent sur la convolution de plusieurs mesures
et s’adaptent mal au cas non-indépendant. A l’inverse, la méthode de Stein-Chen s’y prête bien :
on présente plusieurs stratégies de majoration de l’erreur dans la partie 5.2, retombant toutes
sur l’inégalité (5.4) dans le cas indépendant.
5.1.3 L’opérateur de Stein
L’approximande pi intervient uniquement via son opérateur caractéristique, qui n’est pas unique,
comme on le verra plus bas. Ce choix influençant les deux étapes décrites ci-dessus, il est parfois
lui-même considéré comme une étape à part entière.
Les deux approximandes historiques sont la loi gaussienne dans le cas continu et la loi de Poisson
Pλ dans le cas discret, qui admettent respectivement comme opérateurs :
Sg(x) = g′(x)− xg(x), x ∈ R, (5.6)
Sg(x) = λg(x+ 1)− xg(x), x ∈ N. (5.7)
La formule (5.6) peut s’interpréter comme une formule d’intégration par parties pour la mesure
gaussienne, ou encore comme l’invariance de cette mesure sous l’action du processus de Ornstein-
Uhlenbeck. De même, la formule (5.7) traduit l’invariance de la loi de Poisson pour un certain
processus de naissance-mort. Ces deux opérateurs peuvent ainsi être vus comme des instances
de la méthode du générateur.
Outre cette méthode, on peut citer l’approche par densité introduite dans Stein [1986] et qui
connaît toujours de nombreux développements, par exemple l’article récent Ley et al. [2014] qui
cherche à développer une stratégie universelle, ainsi que la méthode par polynômes orthogonaux
de Diaconis and Zabell [1991].
La méthode du générateur a été introduite par Barbour [1990], Götze [1991] dans le cas continu,
et par Barbour and Brown [1992] pour des processus ponctuels. Considérons une mesure discrète
(pi(x))x∈N et supposons que l’on dispose de deux fonctions positives (α(x))x∈N (β(x))x∈N telles
que
α(x)pi(x) = β(x+ 1)pi(x+ 1), x ∈ N. (5.8)
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On voit alors que l’opérateur défini pour les fonctions g : N→ R par
Sg(x) = α(x)g(x+ 1)− β(x)g(x), x ∈ N, (5.9)
est un opérateur caractéristique de la mesure pi au sens défini précédemment. L’équation (5.8)
se traduit par la réversibilité par rapport à la mesure pi du processus de naissance-mort de taux
de naissance (α(x))x∈N et taux de mort (β(x))x∈N. Ce processus de Markov a pour générateur
l’opérateur défini pour les fonctions g : N→ R par :
Lh(x) = α(x)(h(x+ 1)− h(x)) + β(x)(h(x− 1)− h(x)), x ∈ N. (5.10)
Le choix de S n’est pas unique, puisque toutes les intensités satisfaisant α(k)/β(k + 1) = pi(k +
1)/pi(k) conviennent. On choisit β(0) = 0 de manière à obtenir effectivement un processus à
valeurs dans N. Il convient également de se limiter aux intensités assurant que le processus de
naissance-mort correspondant soit ergodique et non-explosif (Chen [2004]) :
+∞∑
x=1
α(0)α(1) . . . α(x− 1)
β(1)β(2) . . . β(x)
<∞,
∞∑
x=1
(
1
α(x)
+
β(x)
α(x)α(x− 1) + · · ·+
β(x) . . . β(1)
α(x) . . . α(0)
)
=∞.
Par exemple, la loi binomiale négative pi = BN(r, p) de paramètres (r, p)
pi(x) =
Γ(r + x)
Γ(r)x!
(1− p)rpx, x ∈ N,
est invariante pour un processus de Galton-Watson avec immigration d’opérateur de Stein défini,
pour toute fonction g : N→ R, par
Sg(x) = p(r + x)g(x+ 1)− xg(x), x ∈ N. (5.11)
Pour la distribution géométrique G(ρ), telle que p(x) = (1− ρ)ρx sur N, on peut choisir (Peköz
[1996],Eichelsbacher and Reinert [2008])
(Sg)(x) = ρg(x+ 1)− 1x∈N∗g(x), x ∈ N, (5.12)
ce qui correspond à un processus de naissance-mort de taux de naissance et mort constants,
connu sous le nom de processusM/M/1 dans la théorie des files d’attente (correspond au nombre
d’individus en attente dans une file avec arrivées et départs exponentiels et un seul guichet). La
distribution géométrique étant une la loi binomiale négative BN(1, ρ), un autre choix est (5.11)
avec les coefficients correspondants (Phillips and Weinberg [2000]).
L’opérateur utilisé pour la loi de Poisson introduit dans (5.7) correspond à une file M/M/∞
(arrivées et départs exponentiels, infinité de guichets).
Comme dans les cas (5.7) et (5.11), le taux de mort est souvent choisi proportionnel à la taille
de la population, β = id, ce qui en retour détermine le taux de naissance pour une mesure de
probabilité cible fixée. C’est un choix naturel si l’on inteprète le processus de naissance-mort
comme analogue continu d’un processus de branchement. En fonction du taux de naissance, il
permet également d’obtenir des couplages entre processus de même dynamique différant au départ
d’un individu. Par exemple, notons (Xxt )t≥0 la file M/M/∞ de taille initiale x ∈ N. En isolant
un individu auquel on interdit de se reproduire pour garder le taux de naissance constant, on
voit facilement que Xx+1t = Xxt +Yt, où Yt ∼ Ber(e−t). Itérée, cette relation aboutit à la formule
de Mehler (5.28) rappelée plus bas. Un raisonnement similaire montre que si (Xxt )t≥0 désigne
maintenant le processus de Galton-Watson ave immigration, on a cette fois Xx+1t = Xxt + Z1t ,
où (Z1t )t≥0 correspond à un processus de Galton-Watson sans immigration (paramètre r = 0)
ayant initialement un individu. Pour des raisons de coût numérique, l’article Brown and Xia
[2001] argumente de son côté pour le choix d’un taux de naissance constant et un taux de mort
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polynomial de degré deux dont les paramètres sont réglés de telle sorte que l’équation d’équilibre
(5.8) soit vérifiée.
Pour toute fonction h : N → R, on voit que Lh(x) = S∂h(x− 1) sur N. On peut donc penser à
l’opérateur de Stein S comme au demi-générateur associé au processus invariant. Bien sûr, cela
n’est possible qu’en dimension 1, où l’opérateur de gradient ne change pas l’espace de fonctions ;
en dimension supérieure, l’opérateur caractéristique est le générateur lui-même.
5.2 Étape 1 : stratégies pour la majorer l’erreur
5.2.1 Principe
Etant donnés l’approximande pi et l’approximée W , rappelons qu’il s’agit de majorer la quantité
E [Sg(W )], où pour toute g : N→ R dans une classe de fonctions-tests, ∫ (Sg)dpi = 0.
La première idée consiste à introduire un opérateur T caractéristique de la loi de W et écrire
E [Sg(W )] = E [(S − T )g(W )] , (5.13)
ce qui ramène à la comparaison entre les opérateurs caractéristiques. Cette stratégie est employée
avec profit dans le cas oùW est un mélange de lois (voir Barbour et al. [1992] pour le mélange de
loi de Poisson et Cloez and Delplancke [2016] (chapitre suivant) pour le cas quelconque). On voit
également l’intérêt de choisir par défaut un taux de mort égal à l’identité, puisque la différence
entre les deux opérateurs se lit alors uniquement sur les taux de naissance. Dans le cas continu
multidimensionnel, une idée similaire est utilisée pour définir la notion de discrépance et obtenir
des théorèmes centraux limite quantitatifs (Courtade et al. [2017]).
Une autre technique consiste à appliquer une transformation sur les mesures de probabilité en
jeu, et à coupler les images obtenues. Comme on le voit ci-dessous, la transformation adéquate
lorsque l’approximande est la loi de Poisson ou la loi binomiale négative est la transformation
size-bias, tandis qu’on choisit pour la loi géométrique une transformation associée à la théorie du
renouvellement. Des techniques analogues existent dans le cas continu : lorsque l’approximande
est la loi gaussienne, on utilise par exemple la transformation du zero-bias.
En fait, cette méthode et les deux suivantes, la méthode locale et celle des paires échangeables,
permettent de contourner le fait que la distribution de W n’est pas explicite, par exemple si W
représente la somme de variables de Bernoulli dépendantes, et, partant, que l’opérateur T utilisé
dans (5.13) est inconnu.
5.2.2 Méthode par couplage
Transformation size-bias
À une variable aléatoire Z à valeurs dans N d’espérance finie, la transformation du size bias fait
correspondre une variable aléatoire Zs caractérisée par la relation
E [Zg(Z)] = E [Z]E [g(Zs)] , g : N→ R , E [Zg(Z)] <∞.
Elle est utilisée de manière implicite dès les débuts du développement de la méthode de Stein-
Chen, par exemple dans le livre de référence Barbour et al. [1992] qui consacre plusieurs chapitres
à la méthode de couplage. Son utilisation explicite dans le cadre de la méthode de Stein appa-
raît dans Goldstein and Rinott [1996] et permet de mettre en évidence la logique sous-jacente à
certaines manipulations calculatoires.
Transformées de lois usuelles
Dans le cas de la loi de Poisson, l’identité E [λg(Z + 1)− Zg(Z)] = 0 où Z ∼ Pλ indique que la
transformée de Z suit la loi L(Zs) = L(Z + 1).
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Pour la loi binomiale négative BN(r, p) qui a pour espérance rp/(1 − p), on voit en utilisant
l’opérateur caractéristique (5.11) que si Z ∼ BN(r, p),
E [Zg(Z)] = prE [g(Z + 1)] + pE [Zg(Z + 1)] .
Par une récurrence immédiate,
E [Zg(Z)] = r
∑
k∈N∗
pkE [g(Z + k)] = E [Z]
∑
k∈N
(1− p)pkE [g(Z + k + 1)].
On trouve donc que L(Zs) = L(Z + Y + 1), où Y suit la loi géométrique G(p).
Dans le cas où W =
∑
i∈I Xi avec les Xi des Bernoulli de paramètre pi, on peut construire
W s de la manière suivante : on tire indépendamment un indice J dans I avec distribution
P(J = j) = pj/
∑
i∈I pi et des variables aléatoires (W
∗
j )j∈I , de lois respectives L(W |Xj = 1).
AlorsW ∗J est la transformée par la transformation du size-bias deW . De plus, pour toute fonction
g : N→ R assez régulière,
E [g(W ∗J )] =
1
E [W ]
∑
i∈I
E [Xi]E [g(W ∗i )]. (5.14)
Approximation Poissonnienne
Pour une approximée W et l’approximande Pλ de paramètre λ = E [W ], écrivons :
E [Sg(W )] = λE [g(W + 1)]− E [W ]E [g(W s)] = λ (E [g(W + 1)− g(W s)]) .
Ainsi, pour tout couplage entre L(W + 1),L(W s),
|E [Sg(W )] | ≤ 2λ‖g‖∞P(W + 1 6= W s) , |E [Sg(W )] | ≤ λ‖∂g‖∞E [|W + 1−W s|] . (5.15)
(De manière plus formelle, ceci montre en fait que
|E [Sg(W )] | ≤ 2λ‖g‖∞dTV (L(W + 1),L(W s)) , |E [Sg(W )] | ≤ λ‖∂g‖∞dW (L(W + 1),L(W s)).
Notons que comme ‖∂g‖∞ ≤ 2‖g‖∞ et dTV (L(W + 1),L(W s)) ≤ dW (L(W + 1),L(W s)), les
deux bornes ne sont pas comparables a priori.)
Dans le cas où W =
∑
i∈I Xi avec les Xi des Bernoulli de paramètre pi, l’équation (5.15) devient
|E [Sg(W )] | ≤ λ‖∂g‖∞
∑
i∈I
piE [|W + 1−W ∗i |]. (5.16)
Pour des Bernoulli indépendantes, on tire indépendamment Wi =
∑
j 6=iXj et Xi, et on pose
W ∗i = Wi + 1 et W = Wi +Xi. On retrouve bien la majoration (5.4) :
|E [Sg(W )] | ≤ ‖∂g‖∞
∑
i∈I
p2i .
Généralement, l’équation (5.16) s’exploite bien quand la structure de dépendance des Xj , j 6= i
par rapport à Xi est identique pour tous les j. Le livre de référence Barbour et al. [1992] consacre
plusieurs chapitres à cette situation. Un exemple classique est celui de l’urne de Pólya, où il s’agit
de compter le nombres de boules d’une couleur donnée obtenues par tirage sans remise dans une
urne contenant des boules de plusieurs couleurs. Un autre exemple concerne le comptage de
sous-graphes dans un graphe d’Erdös-Rényi (Ross [2011]).
Approximation binomiale négative
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Dans certaines situations, il peut être plus intéressant d’utiliser comme approximande la loi
géométrique ou sa généralisation la loi binomiale négative pi = BN(r, p), comme le montre l’étude
de Brown and Phillips [1999] pour le modèle de l’urne de Pólya dans certains régimes. Pour
comparer l’approximéeW à la loi binomiale négative pi = BN(r, p) de même espérance rp/(1−p),
on cherche à faire intervenir W s et W +Y +1. Le calcul, moins direct que pour la loi de Poisson,
s’écrit :
E [Sg(W )] = prE [g(W + 1)] + pE [Wg(W + 1)]− E [Wg(W )]
= (1− p)E [W ]E [g(W + 1)] + pE [W ]E [g(W s + 1)]− E [W ]E [g(W s)]
= E [W ]E [g(W + 1 + Y )1Y=0] + pE [W ]E [g(W s + 1)]− E [W ]E [g(W s)]
= E [W ]E [g(W + 1 + Y )]− E [W ]E [g(W + 1 + Y )1Y >0]
+ pE [W ]E [g(W s + 1)]− E [W ]E [g(W s)] .
Or, comme Y suit une loi géométrique, L(Y |Y > 0) = L(Y + 1). Par conséquent,
E [Sg(W )] = E [W ]E [g(W + 1 + Y )]− pE [W ]E [g(W + 2 + Y )]
+ pE [W ]E [g(W s + 1)]− E [W ]E [g(W s)]
= E [W ]E [g(W + 1 + Y )− g(W s)] + pE [W ]E [g(W s + 1)− g(W + 2 + Y )] .
De ceci, on peut déduire la majoration utile
|E [Sg(W )] | ≤ ‖∂g‖∞E [W ] (p+ 1)E [|W + 1 + Y −W s|] , (5.17)
qui est prouvée dans Brown and Phillips [1999] par des calculs identiques mais sans mention de
leur lien avec la transformation du size bias.
Dans le cas où W =
∑
i∈I Xi est une somme de variables aléatoires de Bernoulli, grâce à la
formule (5.14), la majoration (5.17) devient ([Brown and Phillips, 1999, Théorème 1, équation
(5)])
|E [Sg(W )] | ≤ ‖∂g‖∞(p+ 1)
∑
i∈I
E [Xi]E [|W + 1 + Y −W ∗i |] (5.18)
où L(W ∗i ) = L(W |Xi = 1). (Dans Brown and Phillips [1999], les notations sont différentes : p
est remplacé par 1− p et le symbole X∗i désigne une variable aléatoire de loi L(W − 1|Xi = 1).)
Théorie du renouvellement
La loi géométrique correspondant à une binomiale négative avec r = 1, on peut reprendre les
résultats du paragraphe précédent si l’on choisit un opérateur de Stein avec taux de mort égal à
l’identité. Si l’on fait plutôt le choix de taux de naissance et mort constants (équation (5.12)), la
transformation utilisée est associée à la théorie du renouvellement dans le cadre discret, comme
expliqué dans (Peköz et al. [2013]). Elle envoie la loi de W sur la loi d’une variable aléatoire W ′
caractérisée par l’équation
E [g(W )− g(0)] = E [W ]E [∂g(W ′)] , (5.19)
pour toute fonction g : N → R assez régulière. La distribution de W ′ est appelée distribution
d’équilibre associée à la loi de W .
La loi géométrique est caractérisée par l’égalité L(W ′) = L(W ). Ainsi, pour majorer l’erreur faite
en approchant l’approximée W par loi G(ρ) de même espérance, c’est-à-dire E [W ] = ρ/(1− ρ),
on essaie de faire apparaître un couplage entre W et W ′. Comme on le voit dans la partie 5.3,
l’équation de Stein (5.20) admet une solution telle que g(0) = 0. Supposons donc que g(0) = 0
dans le reste de ce paragraphe. L’équation (5.19) devient
ρE [W ] = (1− ρ)E [(∂g)(W ′)] .
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Il vient alors
E [(Sg)(W )] = E [ρg(W + 1)− g(W )] = E [ρ∂g(W )− (1− ρ)g(W )] = ρE [(∂g)(W )− (∂g)(W ′)] ,
et donc, pour tout couplage entre L(W ) et L(W ′),
|E [(Sg)(W )]| ≤ 2ρ‖∂g‖∞P(W 6= W ′).
Ce résultat est obtenu dans Peköz et al. [2013] et appliqué à quatre exemples d’approximandes.
(Le lecteur intéresssé prendra garde au changement de notation : la distribution G(ρ) y est notée
Ge0(p) avec p = 1− ρ.)
5.2.3 Méthode locale
Comme on vient de le voir, la méthode par couplage s’adapte bien au cas où l’approximande est
la loi de Poisson et l’approximée est de la forme W =
∑
i∈I Xi où la structure de dépendance
des (Xi)i∈I est assez symétrique. La méthode locale, quant à elle, est conçue pour le cas où la
dépendance entre les variables est locale, c’est-à-dire que pour chaque i ∈ I, on sépare les variables
(Xj)j 6=i en deux groupes : celles qui dépendent ”faiblement” de Xi et celles qui en dépendent
”fortement”. C’est le cadre de l’article fondateur de Chen (Chen [1975]), qui est repris dans
Arratia et al. [1989], Arratia et al. [1990]. La présentation ci-dessous est inspirée de l’introduction
de Barbour et al. [1992].
Soit Γsi l’ensemble des indices j pour lesquels Xj dépend ”beaucoup” de Xi et Γ
w
i l’ensemble des
indices j pour lesquels Xj dépend ”peu ”de Xi, avec Γsi ∪ Γwi = {j ∈ I, j 6= i}. Par exemple, si
les variables aléatoires Xi sont indépendantes on pose Γsi = ∅ et Γwi = {j 6= i, 1 ≤ j ≤ n}. On
sépare la variable Wi = W −Xi en la somme de deux variables Wi = W si +Wwi , avec
W si =
∑
j∈Γsi
Xj , W
w
i =
∑
j∈Γwi
Xj .
On choisit le paramètre de l’approximande Pλ de telle sorte qu’approximande et approximée
aient même espérance, c’est-à-dire λ =
∑
i∈I pi. L’erreur s’écrit
E [Sf(W )] = E [λf(W + 1)−Wf(W )] =
∑
i∈I
piE [f(W + 1)]− E [Xif(W )]
=
∑
i∈I
piE [f(W + 1)]− E [Xif(Wi + 1)]
=
∑
i∈I
piE [f(W + 1)]− E [Xif(Wwi + 1)]−
∑
i∈I
E [Xi(f(Wi + 1)− f(Wwi + 1))]
=
∑
i∈I
piE [f(W + 1)− f(Wwi + 1)] +
∑
i∈I
E [(pi −Xi)f(Wwi + 1)]
−
∑
i∈I
E [Xi(f(Wi + 1)− f(Wwi + 1))].
On pose
Ai = piE [|W −Wwi |] = pi(pi + E [W si ])
Bi = E [Xi|Wi −Wwi |] = piE [W si |Xi = 1]
Ci = E [|E [pi −Xi|Wwi ]|] .
Alors,
|E [Sf(W )] | ≤ ‖∂f‖∞
(∑
i∈I
Ai +
∑
i∈I
Bi
)
+ ‖f‖∞
∑
i∈I
Ci.
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Le terme A =
∑
i∈I Ai reflète la taille des voisinages de forte dépendance Γ
s
i ; le terme B =∑
i∈I Bi mesure le nombre moyen d’occurences de 1 parmi les voisins de i sachant que Xi = 1,
autrement dit mesure la tendance aux séries de 1 ; enfin, le terme C =
∑
i∈I Ci, nul si chaque
variable Xi est indépendante des variables d’indice dans Γwi , pénalise le choix d’un voisinage Γ
s
i
trop petit. On peut préciser ces idées en introduisant des conditions de mélange sur les Xi et
exprimer A, B et C en fonction de coefficients de mélange (Smith [1988]).
Si les variables aléatoires (Xi)i∈I sont indépendantes, on voit que A =
∑
i∈I p
2
i et B = C = 0, et
on retrouve la majoration (5.4).
Si, pour tout indice de I, la variable Xi et les variables d’indice appartenant à Γwi sont indépen-
dantes, la majoration de l’erreur se simplifie en
|E [Sf(W )] | ≤ ‖∂f‖∞
(∑
i∈I
Ai +
∑
i∈I
Bi
)
.
On parle alors de voisinage (ou graphe) de dépendance. Un exemple typique apparaît si l’on
s’intéresse à la longueur d’une série de "piles" lors d’un lancer de pièces. Cette variable, ainsi
que de nombreux raffinements, apparaît lors de l’étude de brins d’ADN (cf Ross [2011] pour une
brève introduction et les références associées). Les graphes de dépendance s’avèrent également
utiles dans l’étude des tessellations (Chenavier [2014]).
5.2.4 Méthode des paires échangeables
La méthode des paires échangeables, introduite dans le cas continu par Stein (Stein [1972]),
revient à construire implicitement un opérateur caractéristique de l’approximéeW en se donnant
une paire échangeable.
Supposons qu’on dispose d’une paire échangeable (W,W ′), c’est-à-dire d’un couple de variables
aléatoires tel que L(W,W ′) = L(W ′,W ) et d’un opérateur U qui envoie une fonction de N dans
R sur une fonction antisymétrique de N2 dans R : on a alors E [Ug(W,W ′)] = 0. On voit ainsi
que l’opérateur T défini pour toute fonction assez régulière g : N→ R par la relation
Tg(w) = E
[
Ug(W,W ′)|W = w] , w ∈ N,
est un opérateur caractéristique de la loi de W , ce qui invite à écrire l’erreur sous la forme
E [Sg(W )] = E
[
Sg(W )− E [Ug(W,W ′)|W ]] .
L’idée est de construire la paire (W,W ′) et l’opérateur U de telle sorte que la variable aléatoire
Tg(W,W ′)|W ”ressemble” à la variable aléatoire Sg(W ).
L’article Holmes [2004] est consacré au développement de cette méthode pour une approximande
discrète quelconque, et Chatterjee et al. [2005] passe en revue des exemples où l’approximande est
la loi de Poisson. Ici, on se limitera à voir comment obtenir avec cette technique notre majoration
usuelle (5.4). Si W =
∑
i∈I Xi est la somme de Bernoulli indépendantes, on obtient W
′ en
sélectionnant uniformément dans I un indice et en remplaçant la variable Xi correspondante par
un nouveau tirage. L’opérateur T considéré est
Tg(x, x′) := |I|f(x′)1x′=x+1 − |I|f(x)1x=x′+1, x, x′ ∈ N.
On trouve alors
E
[
αg(W,W ′)|(Xi)i∈I
]
= |I|E [g(W + 1)1W ′=W+1 − g(W )1W ′=W−1|(Xi)i∈I ]
=
∑
i∈I
E
[
g(W + 1)1Xi=0,X′i=1 − g(W )1Xi=1,X′i=0|(Xi)i∈I
]
=
∑
i∈I
pig(W + 1)(1−Xi)− g(W )Xi(1− pi).
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Par ailleurs,
Sg(W ) = λg(W + 1)−Wg(W ) =
∑
i∈I
pig(W + 1)−Xig(W )
donc on retrouve l’inégalité (5.4) en écrivant
E [Sg(W )] = E
[
Sg(W )− E [αg(W,W ′)|(Xi)i∈I]] = ∑
i∈I
E [piXi(g(W + 1)− g(W ))].
5.2.5 Méthode de Stein-Malliavin
Mentionnons pour finir la méthode de Stein-Malliavin. Dans l’article fondateur Nourdin and
Peccati [2009], les auteurs combinent la méthode de Stein et le calcul de Malliavin sur un espace
gaussien pour obtenir des résultats de convergence de variables d’un espace gaussien vers la loi
normale. Ces résultats ont ouvert un champ de recherche très actif, citons par exemple le livre
de référence Nourdin and Peccati [2012].
Mettant à profit une version du calcul de Malliavin sur l’espace de Poisson, Peccati et al. [2010]
s’intéresse à la convergence de fonctionnelles de mesures de Poisson vers la loi normale centrée
réduite. Ce travail est poursuivi dans Peccati [2011], qui traite de l’approximation de fonction-
nelles de mesures de Poisson vers une loi de Poisson de même espérance. Une des applications
principales de ces travaux concerne l’étude des graphes aléatoires.
Reproduisons le résultat principal de Peccati [2011], qui correspond à l’étape 1 de majoration
de l’erreur. On renvoie à Nualart and Vives [1990] et Peccati [2011] pour la définition des objets
utilisés. Soit (Z,Z, µ) un espace borélien, où Z est la tribu borélienne associée et µ une mesure
borélienne σ-finie et non-atomique. Soit ν une mesure de Poisson contrôlée par µ, et (Ω,F ,P)
un espace de probabilité, où la tribu F est engendrée par ν. On note D l’opérateur de dérivation
de Malliavin et L−1 le pseudo-inverse du générateur d’Ornstein-Uhlenbeck sur L2(Ω,F ,P).
Soit W une variable aléatoire de L2(Ω,F ,P) à valeurs dans N et dans le domaine de l’opérateur
de dérivation D, telle que E [W ] = λ, et soit f : N→ R une fonction assez régulière (par exemple
bornée). Alors, en notant gf la solution de l’équation de Stein associée à f , la majoration suivante
est vérifiée :
|E [f(W )]− Pλ(f)| ≤ E
[∣∣λ− 〈DW,−DL−1W 〉L2(µ)∣∣] ‖∂gf‖∞
+ E
[∫
Z
∣∣DzW (DzW − 1)DzL−1W ∣∣µ(dz)] ‖∂2gf‖∞.
Conjointement avec les résultats existants sur les facteurs de Stein, cette majoration donne le
résultat principal de Peccati [2011], le théorème 3.1., concernant l’approximation en distance en
variation totale entre la loi de W et la mesure Pλ.
5.3 Étape 2 : facteurs de Stein-Chen
5.3.1 Littérature
Rappelons que pour l’approximande pi d’opérateur de Stein S défini par (5.9), et la donnée
f : N→ R, l’équation de Stein s’écrit
S(gf ) = f −
∫
fdpi. (5.20)
Délivrons-nous dès à présent d’un point technique. La valeur de gf (0) n’intervenant pas dans
(5.20), vu β(0) = 0, on suppose sauf indication contraire que ∂ngf (0) = 0 lorsqu’on évalue le
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facteur de Stein d’ordre n (il faut cependant être prudent si la valeur de g(0) a déjà été fixée
pour d’autres raisons, comme dans l’approximation géométrique par la méthode de couplage
présentée plus haut). Ainsi, toutes les normes ‖ · ‖∞ peuvent en réalité être considérées comme
des supremum sur N∗.
Sans prétendre du tout à l’exhaustivité -ce qui serait presque impossible vu l’abondance de la
littérature relative à la méthode de Stein-Chen- donnons quelques travaux relatifs aux facteurs
de Stein qui nous semblent représentatifs, en insistant sur les tentatives faites pour parvenir à
une méthode générale. Les références données dans le chapitre suivant viendront compléter ce
tableau.
Dans l’article fondateur Chen [1975], Chen se place dans le cas où l’approximande est pi = Pλ et
l’opérateur de Stein défini par (5.7). Il montre que pour toute fonction f bornée, la solution de
l’équation de Stein Sgf = f −
∫
fPλ s’écrit, pour tout entier x ∈ N∗,
gf (x) = (x− 1)!λx
∞∑
k=x
(h(k)− Pλ(k))λ
k
k!
=
1
xPλ(x)
(Pλ(f1[0,x−1])− Pλ([0, x− 1])Pλ(f)) . (5.21)
De cette formulation, Chen déduit des facteurs de Stein
sup
0≤f≤1
‖gf‖∞ ≤ c
(
1 ∧ 1√
λ
)
, sup
0≤f≤1
‖∂gf‖∞ ≤ c′
(
1 ∧ 1√
λ
)
,
avec les constantes c = 4 et c′ = 6, qui sont améliorées dans Barbour and Eagleson [1983]
en c = 1.4 et c′ = 1. Des fomules analogues pour d’autres approximandes sont proposées, par
exemple dans [Barbour et al., 1992, Chapitre 9] pour la loi binomiale et dans Peköz [1996] pour
la loi géométrique.
L’article Barbour and Brown [1992] introduit une représentation intégrale de la solution de Stein
dans le cas d’une loi de Poisson, que l’on présente ici dans le cas général. Introduisons pour
le comfort des notations le gradient discret à gauche défini pour h : N → R et x ∈ N∗ par
∂∗h(x) = h(x − 1) − h(x). Comme on l’a déjà remarqué, l’opérateur caractéristique correspond
au "demi-générateur" (5.10) : Lh = S(−∂∗g) (la convention utilisée pour ∂∗h(0) est indifférente
par la remarque technique ci-dessus). Or, pour une fonction f : N→ R assez régulière, on connaît
la solution de l’équation de Poisson :
Shf = f −
∫
fdpi , hf = −
∫ ∞
0
Pt(f − pi(f))dpi,
où (Pt)t≥0 est le semi-groupe de générateur L. Ainsi, une solution de l’équation de Stein est, si
l’on peut intervertir l’opérateur d’intégration et le gradient
gf =
∫ ∞
0
−∂∗Pt(f)dpi. (5.22)
Une avancée cruciale est réalisée par Brown et Xia dans Brown and Xia [2001], où la formule
(5.21) est généralisée à toute approximande de support N. En partant de l’équation (5.22) et en
utilisant des arguments probabilistes sur les temps de retour du procesus de naissance-mort en
un point, ils montrent que pour tout i, j ∈ N∗,
gj(i) = − pi(j)
pi(i)β(i)
pi([0, i− 1])1i≤j + pi(j)
pi(i)β(i)
pi([i,∞))1i>j . (5.23)
Ils établissent alors le résultat suivant, qui donne une borne universelle sur le facteur de Stein
d’ordre 1 relatif à la distance en variation totale :
V (x) = α(x)− α(x+ 1) + β(x+ 1)− β(x), x ∈ N (5.24)
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est positive, alors
sup
0≤f≤1
‖∂gf‖∞ ≤ sup
i∈N∗
1
α(i)
∧ 1
β(i)
.
Dans une optique comparable, les articles Eichelsbacher and Reinert [2008], Daly [2008], et Döbler
et al. [2015] pour le cas continu, s’attachent à une étude valable dans un cadre général.
Enfin, remarquons que les représentations (5.23) et (5.22) gagnent à être utilisées conjointement,
la forme fermée permettant trouver une fonction réalisant le supremum du facteur de Stein, qui
est ensuite évalué grâce à la forme intégrale, comme dans Barbour and Xia [2006], Barbour et al.
[2015], Cloez and Delplancke [2016] (chapitre suivant).
5.3.2 Une piste de recherche explorée pendant la thèse
L’observation qui motive cette étude est que la quantité (5.24) introduite dans Brown and Xia
[2001] correspond au potentiel obtenu par Chafaï et Joulin dans leur étude des entrelacements
pour les processus de naissance-mort (Chafaï and Joulin [2013]). Il semble dès lors naturel de
chercher à faire le lien. Dans le cadre de l’approximation poissonienne, c’est l’objet du présent
paragraphe.
Notons donc pi = Pλ, (Pt)t≥0 le semi-groupe de naissance-mort de taux (λ, x)x∈N invariant pour
la mesure Pλ, et (Xxt )t≥0 le processus de naissance-mort associé tel que Xx0 = x. La formule
d’entrelacement de Chafaï and Joulin [2013] s’écrit ici très simplement
∂Ptf = e
−tPt∂f, t ≥ 0, (5.25)
où l’on suppose dans un premier temps la fonction f : N→ R bornée. Le potentiel présent dans
l’exponentiel est ici constant égal à 1, tout comme la quantité (5.24) de Brown et Xia. Avec la
notation →g (x) = g(x+ 1), la formule (5.22) se réécrit
−→
gf = −
∫ ∞
0
∂Ptfdt.
Ainsi, en itérant l’entrelacement (5.25), il vient
‖∂n−→gf ‖∞ ≤
∫ ∞
0
e−(n+1)t‖Pt(∂n+1f)‖∞dt. (5.26)
Il faut maintenant majorer ‖Pt(∂n+1f)‖∞. D’une part, pour tout entier m,
‖Pt(∂m)f‖∞ ≤ ‖∂mf‖∞ ≤ 2m‖f‖∞, t ≥ 0. (5.27)
D’autre part, rappelons la formule de Mehler qui s’écrit, pour tout x ∈ N,
Xxt ∼ Bxt + Zt, , t ≥ 0, (5.28)
où Bt suit la loi binomiale de paramètre x et e−t, et Zt désigne une variable aléatoire indépendante
de loi de Poisson de paramètre λt = λ(1− e−t). Soit f˜x la fonction définie sur N par l’équation
f˜x(Zt) = E [f(Bxt + Zt)|Zt] , t ≥ 0.
Comme les variables aléatoires Bxt et Zt sont indépendantes pour tout t ≥ 0, la fonction f˜x
s’écrit, pour tout z entier, f˜x(z) = E [f(Bxt + z)], et en particulier (˜∂f)x = ∂f˜x. Ainsi,
∂mPtf(x) = E [∂mf(Xxt )] = E
[
∂mf˜x(Zt)
]
.
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L’idée consiste à obtenir une majoration moins triviale que (5.27) par des résultats d’analyse
dans L2(Pλ). L’adjoint de l’opérateur ∂ dans L2(Pλ) s’écrit en effet
∂?λg(y) =
y
λ
g(y − 1)− g(y), y ∈ N,
avec la convention g(−1) = 0. Le polynôme de Charlier de degré n est défini par Pn,λ = (∂?λ)n1.
Il vérifie, pour toute fonction f bornée∫
∂nfdPλ =
∫
fPn,λdPλ,
∫
P 2n,λdPλ =
n!
λn
.
Ainsi, pour tous entiers 0 ≤ k ≤ m et t ≥ 0,
Pt∂
mf(x) = E
[
∂mf˜x(Zt)
]
= E
[
Pm−k,λt(Zt)∂
kf˜x(Zt)
]
= E
[
Pm−k,λt(Zt)∂
kf(Zt +B
x
t )
]
.
D’après l’inégalité de Cauchy-Schwarz,
‖Pt(∂mf)‖∞ ≤ ‖∂kf‖∞
(
m!
λmt
)1/2
, t ≥ 0. (5.29)
En combinant la majoration (5.27) et la majoration (5.29), on obtient le résultat suivant :
Theorem 5.3.1 (Bornes uniformes pour la solution de l’équation de Stein-Poisson). Pour tout
entier n ∈ N et tout entier k ≤ n, pour toute fonction f : N→ R telle que ‖∂kf‖∞ <∞, on a :
‖∂n−→gf ‖∞ ≤ ‖∂kf‖∞
∫ ∞
0
e−(n+1)t
(
2n+1−k ∧
(
(n+ 1− k)!
λ(1− e−t)n+1−k
)1/2)
dt.
En effet, le raisonnement des lignes précédentes où on avait supposé f bornée s’étend sans peine
au cas ‖∂kf‖∞ <∞. Examinons maintenant comment se décline le théorème.
Facteurs de Stein associés à la distance en variation totale
En prenant k = 0 et n = 0, on trouve que
sup
0≤f≤1
‖−→gf ‖∞ = 1
2
sup
‖f‖∞≤1
‖−→gf ‖∞ ≤ 1 ∧ 1√
λ
.
De même, en prenant k = 0 et n = 1, on obtient l’existence d’une constance d > 0 telle que
sup
0≤f≤1
‖∂−→gf ‖∞ ≤ 1 ∧ d log λ
λ
.
Ces résultats sont à comparer avec ceux obtenus par Barbour and Eagleson [1983] : on retrouve
l’ordre de grandeur connu pour le premier facteur de Stein, mais pas le second, pour lequel un
facteur supplémentaire log λ apparaît.
Facteurs de Stein associés à la distance en Wasserstein
Rappelons que la classe de fonction associée à la distance enWasserstein est {f : N→ R, ‖∂f‖∞ ≤ 1}.
En prenant k = 1 et n = 0, 1, 2, on trouve que
sup
‖∂f‖∞≤1
‖−→gf ‖∞ ≤ 1, sup
‖∂f‖∞≤1
‖∂−→gf ‖∞ ≤ 2
(
1 ∧ 1√
λ
)
, sup
‖∂f‖∞≤1
‖∂2−→gf ‖∞ ≤ 4
3
∧
(√
2 log λ
λ
+
d
λ
)
.
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Ces résultats sont à comparer à ceux de Barbour et al. [2015] : on retrouve l’ordre de grandeur
connu pour le premier et le second facteur de Stein, mais on perd un facteur log λ sur le troisième.
Une majoration plus générale
Les deux cas ci-dessus sont des instances d’une situation plus générale : d’après Daly ([Daly,
2008, Théorème 1.3]), pour tout entier n ≥ 2
‖∂n−→gf ‖∞ ≤ 2
λ
‖∂n−1f‖∞, ‖∂n−→gf ‖∞ ≤ 2
(
1 ∧ 1√
λ
)
‖∂nf‖∞.
Notre méthode permet d’obtenir la première majoration à un multiplicaitf facteur log λ près, et
de retrouver le bon ordre de grandeur dans la deuxième.
Finissons par quelques perspectives. Il est important de remarquer que dans l’inégalité (5.26),
majorer la quantité |∂mPtf | par ‖∂mf‖∞ ne permettrait pas d’obtenir le théorème 5.3.1. La
majoration plus fine qui est utilisée ici repose sur les propriétés particulières associées à l’ap-
proximande poissonienne, qu’on ne peut guère espérer étendre à des distributions quelconques.
Dans le chapitre suivant, cet obstacle est contourné avec succès en déterminant d’abord l’argmax
des facteurs de Stein d’ordre n ∈ {0, 1} ponctuels
sup
f∈F
|∂ngf (i)|, i ∈ N.
L’utilisation systématique des formules d’entrelacement fait alors apparaître des quantités du
type
sup
i∈N
P(X˜it = i), sup
i∈N∗
P(X˜it = i)− P(X˜it = i− 1),
pour un processus de Markov alternatif (X˜it)t≥0, comme on le voit maintenant.
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Chapter 6
Intertwinings and Stein’s magic factors
for birth-death processes
This chapter consists of the article Cloez and Delplancke [2016] written in collaboration with
Bertrand Cloez (INRA Montpellier).
Abstract
This article investigates second order intertwinings between semigroups of birth-death processes
and discrete gradients on N. It goes one step beyond a recent work of Chafaï and Joulin which es-
tablishes and applies to the analysis of birth-death semigroups a first order intertwining. Similarly
to the first order relation, the second order intertwining involves birth-death and Feynman-Kac
semigroups and weighted gradients on N, and can be seen as a second derivative relation. As our
main application, we provide new quantitative bounds on the Stein factors of discrete distribu-
tions. To illustrate the relevance of this approach, we also derive approximation results for the
mixture of Poisson and geometric laws.
6.1 Introduction
A birth-death process is a continuous-time Markov process with values in N = {0, 1, . . .} which
evolves by jumps of two types: onto the integer just above (birth) or just below (death). We
denote by BDP(α, β) the birth-death process with positive birth rate α = (α(x))x∈N and non-
negative death rate β = (β(x))x∈N satisfying to β(0) = 0. Its generator is defined for every
function f : N→ R as
Lf(x) = α(x)(f(x+ 1)− f(x)) + β(x)(f(x− 1)− f(x)), x ∈ N.
For a generator L, associated to a semigroup (Pt)t≥0 and a Markov process (Xt)t≥0 on N, and a
function V on N (usually called a potential), the Schrödinger operator L−V is defined for every
function f as
(L− V )f(x) = (Lf)(x)− V (x)f(x), x ∈ N,
and is associated to the Feynman-Kac semigroup (P Vt )t≥0 defined for all bounded or non-negative
functions f on N as
(P Vt f)(x) = E
[
f(Xxt )e
− ∫ t0 V (Xxs )ds] , x ∈ N, t ≥ 0.
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The starting point of our work is the recent article Chafaï and Joulin [2013] which establishes a
first order intertwining relation involving birth-death and Feynman-Kac semigroups, and discrete
gradients on N. For example, it reads as
∂Pt = P˜
V˜
t ∂, (6.1)
where ∂ is the discrete gradient defined by ∂f(x) = f(x+1)−f(x), the notation (P˜ V˜t )t≥0 stand-
ing for an alternative Feynman-Kac semigroup. Actually, the precise result holds more generally
for weighted gradients and allows to derive known as well as new results on the analysis of birth-
death semigroups.
According to this observation, the aim of the present article is to extend this work by stating a
second order intertwining relation. More precisely, let us define the backward gradient ∂∗ by
∂∗f(x) = f(x− 1)− f(x), x ∈ N∗ = {1, 2, . . .}; ∂∗f(0) = −f(0).
Under some appropriate conditions on the potential V˜ , we derive a formula of the type
∂∗∂Pt = P̂ V̂t ∂
∗∂, (6.2)
where (P̂ V̂t )t≥0 is a new Feynman-Kac semigroup. The operator ∂∗∂, which writes
∂∗∂f(x) = −f(x+ 1) + 2f(x)− f(x− 1), x ∈ N∗,
can be seen as a discrete Laplacian. Similarly to the first order, this second order intertwining
relation, which is our main result, is given in the more general case of weighted gradients.
Once our second order relation is established, it reveals to have many interesting consequences.
In particular, we derive results on the estimation of the so-called Stein factors. Stein’s factors,
also known as Stein’s magic factors, are upper bounds on derivatives of the solution to Stein’s
equation and a key point in Stein’s method, introduced by Stein in Stein [1972], which consists in
evaluating from above distances between probability distributions. Among the important results
appearing more or less recently in this very active field of research, let us cite some references
within the framework of discrete probabilities distributions. Stein’s factors related to the Pois-
son approximation in total variation and Wasserstein distances are studied in the seminal paper
Chen [1975], in the reference book Barbour et al. [1992] and in the recent article Barbour et al.
[2015] for example. For the binomial negative approximation, one can cite Brown and Phillips
[1999] for the total variation distance and Barbour et al. [2015] for the Wasserstein distance; for
the geometric approximation in total variation distance, see Peköz [1996] and Peköz et al. [2013].
An important advance is made in Brown and Xia [2001], where a universal approach to evaluate
Stein’s factors for the total variation distance is developed. The work Eichelsbacher and Reinert
[2008] provides Stein’s factors for the total variation distance when the target distribution is a
Gibbs distribution.
In the present article, we propose a universal technique to evaluate Stein’s factors related to
the approximation in total variation, Wasserstein and Kolmogorov distances. On the basis of
some results derived in Brown and Xia [2001], the main ingredients are the so-called method
of the generator and the intertwining relations presented above. To the authors’ knowledge, the
systematic use of this last ingredient, which comes from the functional analysis, seems to be new
within the context of Stein’s method. It allows to construct a unified framework for the derivation
of Stein’s factors, which applies to a wide range of discrete probability distributions, and might
be developed similarly in the continous setting of diffusion processes in a forthcoming paper.
As a result, a case-by-case examination has to be done in each situation and example of interest,
revealing that our upper bounds sometimes improve on the ones already known, and sometimes
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are not as sharp. For example, we improve the first Stein factor related to the negative binomial
approximation in total variation distance and we derive new Stein’s factors for the geometric
approximation in Wasserstein distance.
As an additional part of independent interest, we study the approximation of mixture of discrete
distributions in the spirit of the Stein method. Combined with the Stein bounds, the obtained
results have potential applications of which we give a flavour through the following example.
Denote NB(r, p) the negative binomial distribution of parameters (r, p). It is a mixed Poisson
distribution, converging in law towards the Poisson distribution Pλ in the regime p→ 1, r →∞
and r(1−p)/p→ λ. The following bound in Wasserstein distanceW seems to be the first attempt
to quantify this well-known convergence:
W
(
NB(r, p),P r(1−p)
p
)
≤ 8
3
√
2e
√
r(1− p)
p
(1− p)
p
.
To conclude this introduction, let us announce the structure of the article. In Section 6.2, we
state in Theorem 6.2.2 our main result about the second order intertwining, after having re-
called the first order intertwining; we follow with an application to the ergodicity of birth-death
semigroups. In Section 6.3, we firstly present theoretical bounds on Stein’s factors derived from
the intertwinings, and secondly we investigate the approximation of mixture of distributions. In
Section 6.4, our results are applied to a wide range of examples, including M/M/∞ process and
Poisson approximation, Galton-Watson process with immigration and negative binomial approx-
imation, and M/M/1 process and geometric approximation. The three last sections are devoted
to the various proofs of the results previously stated: Section 6.5 deals with the preparation and
proof of our main result Theorem 6.2.2, Section 6.6 gathers the proofs of the bounds on Stein’s
factors and finally, a useful upper bound related to the pointwise probabilities of the M/M/∞
process is proved in Section 6.7.
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6.2 Main result
Before stating our main result Theorem 6.2.2, let us introduce some notation. The set of positive
integers {1, 2, . . . } is denoted N∗. For all real-valued functions f on N and sets A ⊂ N, we define
‖f‖∞,A = sup {|f(x)|, x ∈ A} and ‖f‖∞ = ‖f‖∞,N. For all sequences u on N, the shift-forward
and shift-backward of u are defined as:
→
u(x) = u(x+ 1), x ∈ N; ←u(x) = u(x− 1), x ∈ N∗; ←u(0) = 0.
The symbol P stands for the set of probability measures on N and we denote by L(W ) the
distribution of the random variable W . For all real-valued functions f on N and µ ∈ P, we use
indifferently the notation ∫
fdµ = µ(f) =
∑
x∈N
f(x)µ(x).
Recall that the discrete forward and backward gradients are defined for all real-valued functions
f on N by
∂f(x) = f(x+ 1)− f(x), x ∈ N; ∂∗f(x) = f(x− 1)− f(x), x ∈ N∗, ∂∗f(0) = −f(0),
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the convention chosen for ∂∗ in 0 being interpreted as a Dirichlet-type condition (implicitly we
set f(−1) = 0). Letting u be a positive sequence, we define the weighted gradients ∂u and ∂∗u
respectively by
∂u =
1
u
∂, ∂∗u =
1
u
∂∗.
With this notation, the generator of the BDP(α, β) reads for every function f : N→ R as
Lf = α∂f + β ∂∗f.
Let us assume that the birth rate α is positive on N and that the death rate β is positive on N∗
with moreover β(0) = 0. Hence the process is irreducible; to ensure that the process is ergodic
and non-explosive we further assume respectively that (Chen [2004])
+∞∑
x=1
α(0)α(1) . . . α(x− 1)
β(1)β(2) . . . β(x)
<∞,
∞∑
x=1
(
1
α(x)
+
β(x)
α(x)α(x− 1) + · · ·+
β(x) . . . β(1)
α(x) . . . α(0)
)
=∞.
The measure pi defined on N as
pi(0) =
1 +∑
x≥1
x∏
y=1
α(y − 1)
β(y)
−1 , pi(x) = pi(0) x∏
y=1
α(y − 1)
β(y)
, x ∈ N, (6.3)
is then the invariant, and symmetric, probability measure for the associated semigroup.
Recall that if (Pt)t≥0 is a Markov semigroup on N associated to the process (Xt)t≥0 and if the
potential V : N→ R is bounded from below, the Feynman-Kac semigroup (P Vt )t≥0 is defined for
all bounded or non-negative functions f on N as
(P Vt f)(x) = E
[
f(Xxt )e
− ∫ t0 V (Xxs )ds] , x ∈ N, t ≥ 0. (6.4)
When V is positive, the formula (6.4) admits an interpretation involving a killed, or extended,
Markov process. Add a new state a to N and extend functions f on N to N ∪ {a} by f(a) = 0.
Then, we have:
P Vt f(x) = E
[
f(Y xt )1{Y xt 6=a}
]
,
where the process (Y xt )t≥0 is absorbed in a with rate V (Y xt ). The generator of the process (Y xt )t≥0
acts on real-valued functions on N ∪ {a} by the formula
(Kf)(x) = (Lf |N)(x) + V (x)(f(a)− f(x)). (6.5)
This interpretation can be extended to the case where V is bounded from below by adding and
subtracting a constant to V inside the exponential.
The Kolmogorov equations associated to the Schrödinger operator L− V and the Feynman-Kac
semigroup defined in the introduction read for all functions f in the domain of L as
∂tP
V
t f = (L− V )P Vt f = P Vt (L− V )f, t ≥ 0. (6.6)
Here ∂t denotes the derivative in time. In the following, when using a Feynman-Kac semigroup,
we will always assume that the equation (6.6) stands for all bounded real-valued functions on N.
It is the case for example when L is the generator of a birth-death process with rates (α, β), and
α, β, V are Pt-integrable for all t ≥ 0.
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In order to state the first intertwining relation, we associate to any positive sequence u a modi-
fied birth-death process on N with semigroup (Pu,t)t≥0, generator Lu, and potential Vu. For all
functions f : N→ R set
Luf = αu ∂f + βu ∂
∗f, Vu = α− αu +
→
β − βu,
αu(x) =
u(x+ 1)
u(x)
α(x+ 1), βu(x) =
u(x− 1)
u(x)
β(x)1x∈N∗ , x ∈ N.
Under the compact form Vu = ∂u
(←
uβ − uα
)
one can see the parallel with the analogous formulas
in the diffusion setting (Bakry and Émery [1985]; Bonnefont and Joulin [2014]).
We recall now the first order intertwining relation, due to Chafaï and Joulin [2013].
Theorem 6.2.1 (First order intertwining relation). If Vu is bounded from below, it holds for
every real-valued function on N such that ‖∂uf‖∞ < +∞ that:
∂uPtf = P
Vu
u,t ∂uf, t ≥ 0. (6.7)
Although we will not prove this result in full generality, a new proof is proposed in Section 6.5.2
when the weight is u = 1, the birth rates α are non-increasing and the death rates β are non-
decreasing. This proof is based on a coupling argument and gives a probabilistic interpretation
of the semigroup (and its jump rates) in the right-hand side of (6.7).
We now turn to the main theorem of this article. Let u and v be positive sequences and assume
that the potential Vu defined above is non-increasing on N. We define a modified process on N
with semigroup (Pu,∗v,t)t≥0 and generator Lu,∗v as follows: for all real-valued functions f on N,
set
(Lu,∗vf)(x) = αu,∗v(x)∂f(x) + βu,∗v(x)∂∗f(x)
+ (∂∗vVu)(x)
x−2∑
j=0
v(j)
 x−2∑
k=0
v(k)(∑x−2
j=0 v(j)
)(f(k)− f(x)), x ≥ 2,
(Lu,∗vf)(x) = αu,∗v(x)∂f(x) + βu,∗v(x)∂∗f(x), x = 0, 1,
αu,∗v(x) =
v(x+ 1)
v(x)
u(x+ 1)
u(x)
α(x+ 1), x ∈ N,
βu,∗v(x) =
v(x− 1)
v(x)
u(x− 2)
u(x− 1)β(x− 1) + v(x− 1) ∂
∗
vVu(x), x ≥ 2,
βu,∗v(1) = v(0) ∂∗vVu(1), βu,∗v(0) = 0.
In contrast with the previous semigroups, this modified process is not a birth-death process in
general. Indeed, if the process starts at a point x ≥ 2, it can jump on the set {0, . . . , x− 2}
with rate (∂∗vVu)(x)
(∑x−2
j=0 v(j)
)
. Remark that both this quantity and the death rate in 1,
βu,∗v(1) = (∂∗Vu)(1), are non-negative thanks to the hypothesis Vu non-increasing on N. We also
define the potential Vu,∗v as
Vu,∗v(x) =
(
1 +
u(x)
u(x− 1)
)
α(x)−
(
1 +
v(x+ 1)
v(x)
)
u(x+ 1)
u(x)
α(x+ 1)
+ β(x+ 1)− v(x− 1)
v(x)
u(x− 2)
u(x− 1)β(x− 1)−
x−1∑
j=0
v(j)
 ∂∗vVu(x), x ≥ 1,
Vu,∗v(0) = α(0)−
(
1 +
v(1)
v(0)
)
u(1)
u(0)
α(1) + β(1).
We are ready to state our main result.
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Theorem 6.2.2 (Second order intertwining relation). Assume that Vu is non-increasing, bounded
from below, that infx∈N v(x) > 0 and that Vu,∗v is bounded from below. Then for every real-valued
function on N such that ‖∂uf‖∞ < +∞, we have
∂∗v∂u(Ptf) = P
Vu,∗v
u,∗v,t (∂
∗
v∂uf), t ≥ 0.
Since some preparation is needed, the proof of Theorem 6.2.2 is postponed to Section 6.5.
Remark 6.2.3 (Propagation of convexity ?). Under the assumptions of Theorem 6.2.2, if ∂∗v∂uf
is non-negative, so is ∂∗v∂uPtf for all t ≥ 0. A similar property for the first order intertwining
admits an interpretation in terms of propagation of monotonicity ([Chafaï and Joulin, 2013,
Remark 2.4]): the intertwining relation (6.7) implies that if a function f : N → R is non-
decreasing, then so is Ptf for every t ≥ 0. However, it is not clear whether there is an analogous
nice interpretation for the second order intertwining because, in contrast to the continous space
case, the condition ∂∗v∂uf ≥ 0 is not equivalent to the convexity of f (even for u = v = 1).
Let us comment further on Theorem 6.2.2. The interpretation of a Feynman-Kac semigroup as an
extended Markov semigroup sheds light on various aspects of Theorem 6.2.2. As the first-order
potential Vu is bounded from below, recall that the Feynman-Kac semigroup (P Vuu,t )t≥0 appearing
in the right-hand side of equation (6.7) can be represented as a Markov semigroup (St)t≥0 related
to the process (Yt)t≥0 on N ∪ {−1} by adding a point a = −1. The Markov process (Yt)t≥0 is
then non-irreducible and absorbed in −1. To differentiate again in the equation (6.7) amounts
to differentiate the Markov semigroup (St)t≥0.
Firstly, this explains intuitively the use of the backward weighted gradient ∂∗u instead of the
regular weighted gradient ∂u. Indeed, to deal with the absorption of the Markov process in −1,
additional information at the boundary is needed. The use of ∂∗ gives the missing information,
since the knowledge of ∂∗g is equivalent to the knowledge of ∂g in addition with the knowledge
of g(0) = −∂∗g(0).
Secondly, this allows to understand the hypotheses required for Theorem 6.2.2 to apply. The
main assumption of this theorem is Vu to be non-increasing. As noticed before, this assump-
tion is necessary in order to have well-defined objects. The following remark provides another
justification.
Remark 6.2.4 (Around the monotonicity assumption). On the one hand, the second intertwining
relation is equivalent to a first intertwining relation for the extended Markov semigroup (St)t≥0.
On the other hand, if a first intertwining relation holds for (St)t≥0, then (St)t≥0 propagates the
monotonicity. Set f = 1N = 1 − 1{−1}. Then for all x, y ∈ N, S0f(x) = S0f(y) = 1 and by
formula (6.5),
∂t(Stf)(x)|t=0 = (Luf |N)(x) + Vu(x)(f(−1)− f(x)) = −Vu(x),
∂t
(
Stf(x)− Stf(y)
)|t=0 = Vu(y)− Vu(x).
The function f is non-decreasing on N ∪ {−1} and a necessary condition for Stf to be non-
decreasing for all t ≥ 0 is, in the light of the preceding equation, that Vu(y)−Vu(x) ≤ 0 whenever
x ≤ y, i.e. Vu is non-increasing on N.
If Vu is constant, then Theorem 6.2.2 admits a variant involving the gradient ∂v∂u instead of
∂∗v∂u, which is stated in Theorem 6.2.5 below for the sake of completeness. In the applications,
when Vu is constant, we choose to invoke Theorem 6.2.5 in lieu of Theorem 6.2.2, because the
underlying arguments are much simpler. Indeed, in this case the equation (6.7) reduces to
∂uPtf = e
−VutPu,t∂uf, t ≥ 0,
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and it is no longer required to extend artificially the Markov process, nor to add information at
the boudary, in order to differentiate a second time. As a matter of fact, one can notice that if
Vu is constant, then the BDP associated to the semigroup (Pu,∗v,t)t≥0 of Theorem 6.2.2 do not
visit the state 0 unless it starts there.
In order to state the theorem, a new birth-death semigroup (Pu,v,t)t≥0 with generator Lu,v and
a potential Vu,v is introduced. Set for all real-valued functions on N:
Lu,vf(x) = αu,v∂f(x) + βu,v∂
∗f(x), x ∈ N,
αu,v(x) =
v(x+ 1)
v(x)
u(x+ 2)
u(x+ 1)
α(x+ 2), βu,v(x) =
v(x− 1)
v(x)
u(x− 1)
u(x)
β(x), x ∈ N,
Vu,v(x) = α(x)− v(x+ 1)
v(x)
ux+2
u(x+ 1)
α(x+ 2) +
(
u(x)
u(x+ 1)
+ 1
)
β(x+ 1)
−
(
1 +
v(x− 1)
v(x)
)
u(x− 1)
u(x)
β(x), x ∈ N.
In contrast to the Markov semigroup (Pu,∗v,t)t≥0, the semigroup (Pu,v,t)t≥0 is always a birth-death
semigroup.
Theorem 6.2.5 (Alternative version of the second intertwining relation). Assume that Vu is
constant on N and that Vu,v is bounded from below. For all real-valued functions on N such that
‖∂uf‖∞ < +∞ and ‖∂v∂uf‖∞ < +∞, we have:
∂v∂u(Ptf) = P
Vu,v
u,v,t (∂v∂uf), t ≥ 0.
Remark 6.2.6 (Link between the two versions of the second intertwining). Surprisingly, it is
only possible to deduce directly Theorem 6.2.5 from Theorem 6.2.2 in the case where the sequence
v is constant. When v = 1 for instance, one can write that ∂∗∂uf(·+1) = −∂∂uf , yielding under
the appropriate assumptions on f : N→ R that:
Pu,1,tf(x) = Pu,∗1,t
←−
f (x+ 1), x ∈ N, t ≥ 0.
At the level of the processes, this equation can be reformulated into the equality in law:
Xx1,u,t = X
x+1
1,∗u,t − 1, x ∈ N, t ≥ 0,
where (Xx1,∗u,t)t≥0 and (Xx1,u,t)t≥0 are the Markov processes corresponding respectively to the
semigroups (Pu,∗1,t)t≥0 and (Pu,1,t)t≥0. If v is not constant, no similar relation holds in general.
Remark 6.2.7 (Other versions). It is possible to derive similar theorems for other gradients. For
example, if the gradient ∂? is defined as ∂?f = ∂∗f on N∗ and with the Neumann-like boundary
condition in 0, ∂?f(0) = 0, then the analogous theorem to Theorem 6.2.2 holds for ∂v∂?u. It is also
possible to derive intertwining relations in the case where the semigroup lives on J0, nK, although
the underlying structures are rather different: for instance, the condition Vu non-increasing is no
longer necessary.
Let us turn to our first application of Theorem 6.2.2 and its variant Theorem 6.2.5. The first
order intertwining relation recalled in Theorem 6.2.1 yields a contraction property in Wasser-
stein distance. Precisely, under the assumptions of Theorem 6.2.1, by [Chafaï and Joulin, 2013,
Corollary 3.1], we have for all µ, ν ∈ P,
Wdu(µPt, νPt) ≤ e−σ(u)tWdu(µ, ν), (6.8)
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where the distance du on N and the related Wasserstein distance Wdu on P are defined in the
forthcoming section, Section 6.3.1. Similarly, Theorems 6.2.2 and 6.2.5 lead to a contraction
property for the distances ζu,∗v and ζu,v, defined respectively for two sequence of positive weights
u and v by
ζu,∗v = sup
f∈Fu,∗v
|µ(f)− ν(f)|, Fu,∗v = {f : N→ R, ‖∂uf‖∞ <∞, ‖∂∗v∂uf‖∞ ≤ 1} ,
ζu,v = sup
f∈Fu,v
|µ(f)− ν(f)|, Fu,v = {f : N→ R, ‖∂uf‖∞ <∞, ‖∂v∂uf‖∞ ≤ 1} .
We call ζu,∗v and ζu,v second order Zolotarev-type distances since they are simple metric distances
in the sense of Zolotarev (Zolotarev [1976]) and can be seen as the discrete counterparts of
the distance ζ2 defined on the set of real probability distributions (the distance ζ2, introduced
in Zolotarev [1976] and further studied in Rio [1998], is associated to the set of continuously
differentiable functions on R whose derivative is Lipschitz). The contraction property reads as
follows:
Theorem 6.2.8 (Contraction of the BDP in second order distances).
— Under the same hypotheses as in Theorem 6.2.2, we set σ(u, ∗v) = inf Vu,∗v. Then, for all
µ, ν ∈ P, we have:
ζu,∗v(µPt, νPt) ≤ e−σ(u,∗v)tζu,∗v(µ, ν). (6.9)
— Under the assumptions of Theorem 6.2.5, define σ(u, v) = inf Vu,v. Letting µ, ν ∈ P, it
stands that:
ζu,v(µPt, νPt) ≤ e−σ(u,v)tζu,v(µ, ν). (6.10)
Proof. The proof is done in the first case, the second one being similar. For all real-valued
functions f on N such that ‖∂uf‖∞ <∞ and ‖∂∗v∂uf‖∞ ≤ 1, Theorem 6.2.2 implies that
‖∂∗v∂uPtf‖∞ ≤ e−σ(u,∗v)t‖∂∗v∂uf‖∞ ≤ e−σ(u,∗v)t, t ≥ 0.
Hence,
ζu,∗v(µPt, νPt) = sup
{∣∣∣∣∫ Ptf dµ− ∫ Ptf dν∣∣∣∣ , ‖∂∗v∂uf‖∞ ≤ 1}
≤ sup
{∣∣∣∣∫ g dµ− ∫ g dν∣∣∣∣ , ‖g‖∞ ≤ e−σ(u,∗v)t}
= e−σ(u,∗v)tζu,∗v(µ, ν).
If the quantity σ(u, ∗v) (resp. σ(u, v)) is positive, the first bound (resp. the second) is a contrac-
tion. In particular, if we take ν = pi the invariant measure of the BDP, then Theorem 6.2.8 gives
the rate of convergence of the BDP towards its invariant measure in a second order distance.
Remark 6.2.9 (Generalization and optimality).
— The proof of Theorem 6.2.8 can be generalized to the Zolotarev-type distance associated to
the set of functions f : N→ R such that ‖Df‖∞ ≤ 1 as soon as we have an inequality of
the type ‖DPtf‖∞ ≤ e−σt‖Df‖∞ for every t ≥ 0, some σ > 0 and some finite difference
operator D. In Section 6.4 below, we detail such convergences in higher order Zolotarev-
type distances.
— By arguments similar to those developed in [Chafaï and Joulin, 2013, corollary 3.1], one
can prove that the constants σ(u, ∗v) and σ(u, v) in the equations (6.9) and (6.10) are
optimal. Indeed, the argument of Chafaï and Joulin [2013] relies on the propagation of the
monotonicity and we have the analogous property at the second order (cf Remark 6.2.3).
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— Using [Chen, 2004, Theorem 9.25], we see that, choosing a good sequence u, it is possible
to obtain the contraction in the Wasserstein distance (6.8) at a rate corresponding to the
spectral gap (even if there is no corresponding eigenvector). For the second order, we do
not know if it is always possible to find sequences u, v such that σ(∗u, v) or σ(u, v) is equal
to the second smallest positive eigenvalue of −L.
In the following section we focus our attention on our main application of intertwining relations,
Stein’s factors.
6.3 Application to Stein’s magic factors
6.3.1 Distances between probability distributions
First of all, we introduce the distances between probability measures used to measure approxi-
mations in the sequel. They are of the form
ζF (µ, ν) = sup {|µ(f)− ν(f)| , f ∈ F} ,
where F is a subset of the set of real-valued functions on N. The distances ζu,∗v, ζu,v presented
at the end of the preceding section were examples of such distances; we now recall the definition
of three classical distances on P.
Total variation distance. The total variation distance dTV is the distance associated to the
set FTV of real-valued functions on N such that 0 ≤ f ≤ 1. In contrast to the continous space
case, the topology induced by the total variation distance on N is exactly the convergence in law.
Some authors prefer to define the total variation distance as the distance associated to the set
F = {f : N→ R, ‖f‖∞ ≤ 1}. The two definitions vary by a factor 12 :
dTV(µ, ν) = sup
0≤f≤1
|µ(f)− ν(f)| = 1
2
sup
‖f‖∞≤1
|µ(f)− ν(f)| = 1
2
∑
x∈N
|µ(x)− ν(x)|.
Wasserstein distance. For a distance d on N let us call Lip(d) the set of real-valued functions
on N such that
|f(x)− f(y)| ≤ d(x, y), x, y ∈ N.
The Wasserstein distance between two probability measures µ and ν of P is defined as
Wd(µ, ν) = inf
∫
d(x, y)dΠ(x, y),
where the infimum is taken over all probability measures Π on N2 whose first marginal is µ and
second marginal is ν. By Kantorovich-Rubinstein theorem (see e.g. Szulga [1982]),
Wd(µ, ν) = ζLip(d)(µ, ν).
For a positive sequence u, define the distance du on N as
du(x, y) =
y−1∑
k=x
u(k), x < y; du(x, y) = du(y, x), x > y; du(x, y) = 0, x = y.
Let us observe that Lip(du) = {f : N→ R, ‖∂uf‖∞ ≤ 1}. Hence
Wdu(µ, ν) = sup
f∈Lip(du)
|µ(f)− ν(f)| = sup
‖∂uf‖∞≤1
|µ(f)− ν(f)| .
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The distance associated to the constant sequence equal to 1 is the usual distance d1(x, y) = |x−y|.
We denote by W = Wd1 the associated Wasserstein distance.
Kolmogorov distance. The Kolmogorov distance is defined as the metric distance associated
to the set FK of indicator functions of intervals [0, x]:
dK(µ, ν) = sup
x∈N
|µ([0, x])− ν([0, x])|.
Comparison between distances. For all µ, ν ∈ P,
dK(µ, ν) ≤ dTV(µ, ν) ≤ 1
infN u
Wdu(µ, ν).
Indeed, both inequalities are consequences of the inclusions
FK ⊂ FTV ⊂ 1
infN u
Lip(du).
The second inclusion follows from the implication
0 ≤ f ≤ 1⇒ ‖∂f‖∞ ≤ 1
infN u
.
The total variation distance is invariant by translation, whereas intuitively the Wasserstein dis-
tance gives more weight to the discrepancy between µ(x), ν(x) if it occurs for a large integer x.
The Kolmogorov distance may be used as an alternative to the total variation distance when the
latter is too strong to measure the involved quantities.
6.3.2 Basic facts on Stein’s method
Given a probability measure µ and a target probability measure pi of P, the Stein-Chen method
provides a way to estimate the distances of the type ζF (µ, pi). More precisely, consider a Stein’s
operator S:
S(g)(x) = α(x)g(x+ 1)− β(x)g(x), x ∈ N; β0 = 0,
characterizing the probability measure pi (meaning that
∫
S(g)dµ = 0 for every function g : N→
R in a sufficiently rich class of functions if and only if µ = pi) and the associated Stein equation
S(gf ) = f −
∫
fdpi. (6.11)
We call gf a solution to Stein’s equation. The interest of such solutions comes from the following
error bound:
ζF (µ, pi) = sup
f∈F
|µ(f)− pi(f)| = sup
f∈F
∣∣∣∣∫ S(gf )dµ∣∣∣∣ . (6.12)
As a consequence of equation (6.12), if it can be shown that∣∣∣∣∫ S(gf )dµ∣∣∣∣ ≤ ε0‖gf‖∞ + ε1‖∂(gf )‖∞, (6.13)
then it follows that
ζF (µ, pi) ≤ ε0 sup
f∈F
‖gf‖∞ + ε1 sup
f∈F
‖∂(gf )‖∞.
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This strategy of proof is widely used, for example in the references about Stein’s method provided
in the introduction.
A key point of this approach consists then in evaluating the so-called first and second Stein
factors, also known as magic factors:
sup
f∈F
‖gf‖∞, sup
f∈F
‖∂(gf )‖∞.
Observe that the equation (6.11) does not determine the value of gf (0). When evaluating the
first Stein factor supf∈F ‖gf‖∞, we pick for every f ∈ F the solution gf of (6.11) such that
gf (0) = 0. Hence, it is sufficient to consider the quantity
sup
f∈F
‖gf‖∞,N∗ = sup
f∈F
‖−→gf ‖∞.
Similarly, for the second Stein factor, picking solutions gf to (6.11) satisfying to gf (0) = gf (1),
i.e. ∂gf (0) = 0, allows to consider only the quantity
sup
f∈F
‖∂gf‖∞,N∗ = sup
f∈F
‖∂(−→gf )‖∞.
To evaluate the above quantities, we use a method known as method of the generator and
the semigroup representation deriving from it. Set L the generator and (Pt)t≥0 the semigroup
associated to the BDP(α, β) and assume that (Pt)t≥0 is invariant with respect to the target
probability distribution pi. The operators S and L are linked by the relation
Lh = S(−∂∗h).
The Poisson equation reads as
L(hf ) = f − µ(f),
the centered solution hf being given by the expression
hf = −
∫ ∞
0
(Ptf − µ(f))dt.
Then, we obtain a solution gf to Stein’s equation (6.11) under the so-called semigroup represen-
tation:
gf = −∂∗(hf ) =
∫ ∞
0
∂∗(Ptf)dt. (6.14)
Let us end this section by noticing that the generator L itself also characterizes pi in the sense
defined above. However, to make the step (6.13) easier, one often prefers working with Stein’s
operator S which has a simpler expression.
6.3.3 Bounds on Stein’s magic factors
In this section, theoretical bounds on the first and second order Stein factors are proposed for the
approximation in total variation, Wasserstein and Kolmogorov distances. Proofs are postponed
to Section 6.6 in order to clarify the presentation. Before turning to the results, a few general
comments are made.
1. Our method evaluates Stein factors by quantities of the form∫ ∞
0
e−κt sup
i∈N
P(X˜it = i)dt,
∫ ∞
0
e−κt sup
i∈N∗
(
P(X˜it = i)− P(X˜it = i− 1)
)
dt.
The Markov process (X˜t)t≥0 which occurs is an alternative process and is not necessarily
the same as the BDP(α, β) with semigroup (Pt)t≥0 appearing in the semigroup represen-
tation (6.14). To our knowledge, this is new and makes the originality of our work.
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2. While the detailed proofs of the forthcoming results are given in Section 6.6, the scheme
of proof is briefly explained here. First, the argmax fi of the pointwise Stein factor
sup
f∈F
|∂kgf (i)|, i ∈ N∗, k ∈ {0, 1} ,
is obtained by resuming and generalizing results from Brown and Xia [2001]. Secondly,
the function fi is plugged in the semigroup representation:
∂kgfi(i) =
∫ ∞
0
∂k∂∗Ptfi dt, k ∈ {0, 1} .
The intertwining relations of Section 6.2 are then used to rewrite the term ∂k∂∗Pt.
This technique is already employed for Poisson approximation in some works, Barbour and
Brown [1992] and Barbour and Xia [2006] for example. In that context, the intertwining
relation reads as:
∂Pt = e
−tPt∂, t ≥ 0,
where the semigroup (Pt)t≥0 is the same on the left and on the right. The use of the
intertwining relations permits to go beyond this case and to construct a universal method
to derive Stein’s factors.
3. For the sake of clarity, the present section only includes results on the uniform Stein fac-
tors. However, it can be seen in Section 6.6 that our upper bounds on the pointwise Stein
factors are often sharp.
4. For the second order Stein factor, two sets of assumptions are used:
Assumptions 6.3.1 (Assumptions).
H1: The potential V1 is non-increasing and non-negative, the potential V1,∗u is bounded
from below, and the sequence u is bounded from below by a positive constant. In this
case, we define σ(1, ∗u) = infN V1,∗u and denote by (Xi1,∗u,t)t≥0 the Markov process of
generator L1,∗u such that Xi1,∗u,0 = i.
H2: The potential V1 is a non-negative constant and the potential V1,u is bounded from
below. In this case, set σ(1, u) = infN V1,u and call (Xi1,u,t)t≥0 the birth-death process
of generator L1,u such that Xi1,u,0 = i.
This comes from the fact that the double intertwining relation is given by the main result
Theorem 6.2.2 under H1 and by its analogous Theorem 6.2.5 under H2.
5. Stein’s factors related to the different distances compare between each other through the
inequalities:
sup
f=1[0,m],m∈N
‖∂kgf‖∞ ≤ sup
0≤f≤1
‖∂kgf‖∞ ≤ 1
infN u
sup
f∈Lip(du)
‖∂kgf‖∞, k ∈ N.
We now state the main results of this section, formulated for each distance of interest.
Approximation in total variation distance.
Theorem 6.3.2 (First Stein’s factor for bounded functions). Assume that Vu is bounded from
below by some positive constant σ(u). Then, we have:
sup
0≤f≤1
‖gf‖∞ ≤
∫ ∞
0
e−σ(u)t sup
i∈N
P(Xiu,t = i)dt.
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This theorem is applied to the negative binomial approximation in Proposition 6.4.5.
Theorem 6.3.3 (Second Stein’s factor for bounded functions I). Under H1,
sup
0≤f≤1
‖∂gf‖∞ ≤ 2
∫ ∞
0
e−σ(1,∗u)t sup
i∈N∗
P(Xi1,∗u,t = i)dt.
If the sequence is chosen to be u = 1, we have:
sup
0≤f≤1
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,∗u)t sup
i∈N∗
(
P(Xi1,∗u,t = i)− P(Xi1,∗u,t = i− 1)
+P(Xi1,∗u,t = i)− P(Xi1,∗u,t = i+ 1)
)
dt.
The analogue of Theorem 6.3.3 under the alternative set of hypotheses reads as:
Theorem 6.3.4 (Second Stein’s factor for bounded functions II). Under H2,
sup
0≤f≤1
‖∂gf‖∞ ≤ 2
∫ ∞
0
e−σ(1,u)t sup
i∈N
P(Xi1,u,t = i)dt.
If the sequence is chosen to be u = 1, we have:
sup
0≤f≤1
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,u)t sup
i∈N
(
P(Xi1,u,t = i)− P(Xi1,u,t = i− 1)
+P(Xi1,u,t = i)− P(Xi1,u,t = i+ 1)
)
dt.
Remark 6.3.5 (Alternative versions). By the same techniques, it is possible to upper bound the
quantities
sup
0≤f/u≤1
‖gf‖∞, sup
0≤f/u≤1
‖∂ugf‖∞.
It could be useful if one is interested in the approximation in V -norm (Meyn and Tweedie [1993])
rather than in total variation distance.
Approximation in Wasserstein distance.
Theorem 6.3.6 (First Stein’s factor for Lipschitz functions). If Vu is bounded from below by
some positive constant σ(u), then we have:
sup
f∈Lip(du)
‖−→gf /u‖∞ ≤ 1
σ(u)
.
Moreover, if Vu is constant, then the preceding inequality is in fact an equality.
Theorem 6.3.7 (Second Stein’s factor for Lipschitz functions I). Under H1,
sup
f∈Lip(du)
‖∂ugf‖∞ ≤ 1
σ(1, ∗u) supx∈N∗
(
1 +
u(x− 1)
u(x)
)
.
If we assume that u(x) = qx on N with q ≥ 1, then it stands that:
sup
f∈Lip(du)
‖∂ugf‖∞ ≤
∫ ∞
0
e−σ(1,∗u)t
(
1− 1
q
+ 2
1
q
sup
i∈N∗
P(Xi1,∗u,t = i)
)
dt.
An instance of Theorems 6.3.6 and 6.3.7 in the context of geometric approximation is given by
Proposition 6.4.7. The following theorem is the analogue of Theorem 6.3.7 under the alternative
set of hypotheses.
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Theorem 6.3.8 (Second Stein’s factor for Lipschitz functions II). Under H2,
sup
f∈Lip(du)
‖1
u
∂
−→
gf ‖∞ ≤ 1
σ(1, u)
sup
x∈N
(
1 +
u(x+ 1)
u(x)
)
.
If the sequence is chosen to be u(x) = qx on N with q ≥ 1, then the following result holds:
sup
f∈Lip(du)
‖1
u
∂
−→
gf ‖∞ ≤
∫ ∞
0
e−σ(1,u)t
(
q − 1 + 2 sup
i∈N
P(Xi1,u,t = i)
)
dt.
As an illustration of this theorem, we derive Proposition 6.4.4 in the case of negative binomial
approximation.
Approximation in Kolmogorov distance.
The first theorem indicates that the inequality
sup
1[0,m],m∈N
‖gf‖∞ ≤ sup
0≤f≤1
‖gf‖∞
is actually an equality. This comes from the fact that the function achieving the argmax of the
pointwise factor for bounded functions is actually of the form f = 1[0,m]. As a consequence, our
upper bounds for the first Stein factor are identical for the approximation in total variation and
Kolmogorov distances.
Theorem 6.3.9 (First Stein’s factor for indicator functions). If Vu is bounded from below and
infN Vu = σ(u), it stands that:
sup
1[0,m],m∈N
‖gf‖∞ = sup
0≤f≤1
‖gf‖∞ ≤
∫ ∞
0
e−σ(u)t sup
i∈N
P(Xiu,t = i)dt.
The two following theorems deal with the second Stein factor under the two set of hypotheses.
Theorem 6.3.10 (Second Stein’s factor for indicator functions I). Under H1,
sup
f=1[0,m],m∈N
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,∗u)t sup
i∈N
P(Xi1,∗u,t = i)dt.
If the sequence is chosen to be u = 1, we have:
sup
f=1[0,m],m∈N
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,∗u)t sup
i∈N∗
|P(Xi1,∗u,t = i)− P(Xi1,∗u,t = i− 1)|dt.
Comparing this second bound with the second bound obtained in Theorem 6.3.3 for the total
variation approximation, one notices the fact that the second Stein factor for the total variation
approximation involves the second derivative of the function fi(x) = P(Xi1,∗u,t = x), whereas the
second Stein factor for the Kolmogorov approximation involves only its first derivative.
Finally, we state the analogous of Theorem 6.3.10 under the alternative set of hypotheses.
Theorem 6.3.11 (Second Stein’s factor for indicator functions II). Under H2,
sup
f=1[0,m],m∈N
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,u)t sup
i∈N
P(Xi1,u,t = i)dt.
If the sequence is chosen to be u = 1, we have:
sup
0≤f≤1
‖∂gf‖∞ ≤
∫ ∞
0
e−σ(1,u)t sup
i∈N
|P(Xi1,u,t = i)− P(Xi1,u,t = i− 1)|dt.
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6.3.4 Stein’s method and mixture of distributions
As another part of our work within the context of Stein’s method, we present in the current
section theoretical error bounds for the approximation of mixture of distributions. This section
is independent from our study of Stein’s factors contained in Section 6.3.3. Results from both
sections are combined in Section 6.4 and applied to Poisson and geometric mixture approxima-
tion.
Let ϕ be a non-negative function on N such that ϕ(0) = 0. For λ > 0, we denote by Iϕ(λ) the
probability distribution on N whose Stein’s operator is
Sλg(x) = λg(x+ 1)− ϕ(x)g(x), x ∈ N.
By letting ϕ vary, one finds back for Iϕ(λ) every probability distribution supported on N. In
particular, the choice ϕ(x) = x gives the Poisson law and is studied in Barbour et al. [1992].
The choice ϕ(x) = r+x and ϕ(x) = 1 leads respectively to the binomial negative and geometric
laws. A less classical example is ϕ(x) = x2, for which Iϕ(λ) is a distribution with pointwise
probabilities Cλλx/(x!)2 for x ∈ N (Cλ is the renormalizing constant).
The first theorem of this section reads as follows.
Theorem 6.3.12 (Closeness of two Iϕ(λ) distributions). Set λ, λ′ > 0. We have:
dF (Iϕ(λ′), Iϕ(λ)) ≤ |λ− λ′| sup
f∈F
‖gλ,f‖∞,
where gf is the solution of the Stein’s equation Sλgf = f −
∫
fdIϕ(λ). More generally, for any
positive sequence u, if X ∼ Iϕ(λ) and X ′ ∼ Iϕ(λ′), then:
dF (Iϕ(λ′), Iϕ(λ)) ≤ |λ− λ′| sup
f∈F
‖gf/u‖∞E[u(X ′ + 1)].
Proof. By the usual Stein error bound (6.12),
dF (Iϕ(λ′), Iϕ(λ)) = sup
f∈F
∣∣∣∣∫ fdIϕ(λ′)− ∫ fdIϕ(λ)∣∣∣∣ = sup
f∈F
∣∣E[Sλgf (X ′)]∣∣ ,
where X ′ ∼ Iϕ(λ′). We know that E[Sλ′gf (X ′)] = 0; this yields:
|E[Sλgf (X ′)]| = |E
[
(λ− λ′)gf (X ′ + 1)
] | = |(λ− λ′)E [u(X ′ + 1)gf (X ′ + 1)/u(X ′ + 1)] |
≤ |λ− λ′|‖gf/u‖∞E
[
u(X ′ + 1)
]
.
Note that the right hand side of both inequalities stated in Theorem 6.3.12 is not symmetric in
(λ, λ′) due to the dependence of gf on λ and one can slightly improve it by taking the minimum
over the symmetrized form. The first inequality corresponds to the constant sequence u = 1.
Let W be a mixture of law Iϕ(λ); namely there exists a random variable Λ on R+ such that
L(W | Λ) = Iϕ(Λ).
(Recall that L(W ) denotes the distribution of the random variable W .) A consequence of Theo-
rem 6.3.12 is the following corollary.
Corollary 6.3.13 (Biased approximation of mixed Iϕ(λ) laws). With the preceding notation,
we have:
dF (L(W ), Iϕ(λ)) ≤ E[|λ− Λ|] sup
f∈F
‖gf‖∞.
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Proof. Indeed,
dF (L(W ), Iϕ(λ)) ≤ E[dF (L(W |Λ), Iϕ(λ))] ≤ E[|λ− Λ|] sup
f∈F
‖gf‖∞.
However, one actually has the following better bound using the mixture property of W :
Theorem 6.3.14 (Unbiased approximation of mixed Iϕ(λ) distributions). For every positive
sequence u, letting λ = E[Λ], we have:
dF (L(W ), Iϕ(λ)) ≤ sup
f∈F
‖∂ugf‖∞ sup
f∈Lip(d→
u
)
‖gf‖∞Var(Λ).
More generally, the following upper bound holds for all positive sequences u, v:
dF (L(W ), Iϕ(λ)) ≤ sup
f∈F
‖∂ugf‖∞ sup
r∈Lip(d→
u
)
‖gr/v‖∞ E[|λ− Λ|2E[v(W + 1) | Λ]].
Proof of Theorem 6.3.14. For every real-valued function g on N, E[SΛ(g)(W )|Λ] = 0. Hence, by
taking g = gf the solution to Stein’s equation associated with any fixed function f : N→ R,
E[Sλgf (W )] = E[E[(Sλ − SΛ)gf (W )|Λ]] = E[(λ− Λ)gf (W + 1)]
= E[(λ− Λ)(gf (W + 1)− gf (Z + 1))],
where Z ∼ Iϕ(λ). For two random variables Z,Z ′ on N, by the Kantorovich-Rubinstein theorem
recalled at the beginning of this section,∣∣E[g(Z ′ + 1)− g(Z + 1)]∣∣ ≤ ‖∂ug‖∞Wdu(L(Z ′ + 1),L(Z + 1)) = ‖∂ug‖∞ inf E[du(Z ′ + 1, Z + 1)]
= ‖∂ug‖∞Wd→
u
(L(Z ′),L(Z)),
where the infimum is taken on the set of couplings with first marginal L(Z) and second marginal
L(Z ′). Now, by Theorem 6.3.12,
E[Sλgf (W )] ≤ ‖∂ug‖∞E[|λ− Λ|E[Wd→
u
(L(W ),L(Z))|Λ]
≤ ‖∂ug‖∞ sup
r∈Lip(d→
u
)
‖gr/v‖∞E[(λ− Λ)2E[v(W + 1)|Λ]].
As in Theorem 6.3.12, the first inequality is an instance of the second one in the case v = 1.
Remark 6.3.15 (Alternative bound via coupling). In the previous proof, we used Theorem 6.3.12
in order to boundWd→
u
(Iϕ(Λ), Iϕ(λ)). It is also possible to bound this distance via another method
(for instance a coupling argument) instead of using a bound on Stein’s solution.
6.4 Examples
In this section we illustrate our results on some examples. The classical examples of the M/M/∞
and M/M/1 process come from the queueing theory. We also apply the results to the Galton-
Watson process with immigration. Other explicit examples of birth-death processes for which
a "good choice" of sequence u is known are given in [Chen, 2004, Table 9.1 p. 351] and in
Chen [1996]. For the sake of conciseness we defer the proof of Lemma 6.7.1 about the pointwise
probabilities of the M/M/∞ queue to Section 6.7.
6.4. EXAMPLES 109
6.4.1 The M/M/∞ process and the Poisson approximation
Let (Xt)t≥0 be a BDP with constant birth death λ and linear death rate x 7→ x. Its invariant
measure is the Poisson law Pλ. Let us set u = v = 1 on N. By application of Theorem 6.2.1 we
find that V1 = 1 and that (P1,t)t≥0 = (Pt)t≥0. Applying Theorem 6.2.5 (or re-applying Theorem
6.2.1) yields V1,1 = 2 and (P1,1,t)t≥0 = (Pt)t≥0. By a straightforward induction, for all positive
or bounded functions f : N→ R,
∂kPtf = e
−ktPt∂kf, t ≥ 0, k ∈ N. (6.15)
Combined with Theorem 6.2.8 and Remark 6.2.9, the equation (6.15) implies the following con-
traction in Zolotarev-type distance: for all µ ∈ P,
sup
‖∂kf‖∞≤1
|µ(Ptf)− Pλ(f)| ≤ e−kt sup
‖∂kf‖∞≤1
|µ(f)− Pλ(f)| , k ∈ N∗.
Formula (6.15) is already known and often proved using Mehler’s formula which reads, for any
bounded function f , as:
Ptf(x) = E[f(X0t +Bt)], x ∈ N, t ≥ 0, (6.16)
where (X0t )t≥0 is a M/M/∞ process starting from 0 and Bt is an independent random variable
distributed as a binomial random variable with parameters (x, e−t). It is also known that X0t is
distributed as a Poisson distribution with parameter λ(1− e−t) at every time t ≥ 0. Conversely,
the proof of the formula (6.16) can be deduced from Theorem 6.2.1 with similar (but simpler)
arguments than those developed in Lemma 6.4.2 below.
We now turn to the subject of Poisson approximation and the associated Stein factors. Let gf
be the solution to Stein’s equation (6.11) with Stein’s operator Sf(x) = λf(x + 1) − xf(x).
The target measure is the Poisson distribution Pλ. The following lemma allows to estimate from
above the pointwise probabilities of the process (Xt)t≥0.
Lemma 6.4.1 (Upper bounds of the instantaneous probabilites of the M/M/∞ queue). Let
(Xxt )t≥0 be a BDP(λ, x)x∈N. For all x ∈ N and t ≥ 0,
sup
x∈N
P(Xxt = x) ≤ 1 ∧
c√
λ(1− e−t) , c =
1√
2e
,
sup
x∈N∗
|P(Xxt = x)− P(Xxt = x− 1)| ≤ 1 ∧
C
λ(1− e−t) , C =
1√
2pi
e
1√
2 ≤ 1.
The first upper bound is very classical, it derives from Mehler’s formula (6.16) and an upper
bound on the pointwise probabilitites of the Poisson distribution ([Barbour et al., 1992, Propo-
sition A.2.7]). The second one is new and is proved in Section 6.7, since it is rather technical and
can be omitted at first reading.
By applying Theorems 6.3.2, 6.3.6, 6.3.8 jointly with the first bound of Lemma 6.4.1, one finds
back (and by the same techniques) the following upper bounds (Barbour and Brown [1992],
Barbour and Xia [2006]):
sup
0≤f≤1
‖gf‖∞ ≤ 1 ∧
√
2
λe
, sup
f∈Lip(d1)
‖gf‖∞ = 1, sup
f∈Lip(d1)
‖∂gf‖∞ ≤ 1 ∧ 8
3
√
2eλ
.
Of course, one may want to derive other known Stein’s factors for Poisson approximation by
our techniques, as for instance the second Stein factor for approximation in the total variation
distance with rate 1∧ (1/λ) (Barbour et al. [1992]). However, when applying Theorem 6.3.4 with
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the second bound of Lemma 6.4.1, the non-integrability in 0 of the term 1/(1 − e−t) leads to
sub-optimal results (namely, after some careful computations, we recover the known rate, up to
a multiplicative factor log λ).
Let us now combine the Stein bounds with our results on the mixture of distributions. If ϕ(x) = x
then Iϕ(λ) = Pλ. In particular, Theorem 6.3.12 and the preceding bounds give
dTV(P(λ),P(λ′)) ≤ 1
1 ∧√λ ∨ λ′ |λ− λ
′|, W (Pλ,Pλ′) ≤ |λ− λ′|.
The first bound is (almost) the result of [Barbour et al., 1992, Theorem 1.C p. 12]. The second
one is in fact an equality and can also be proved via a coupling approach (Lindvall [2002]).
Theorem 6.3.14 yields
W (L(W ), Iϕ(λ)) ≤
(
1 ∧ 8
3
√
2eλ
)
Var(Λ), dTV(L(W ), Iϕ(λ)) ≤ 1
λ
Var(Λ).
While the second bound is exactly the same as in [Barbour et al., 1992, Theorem 1.C p. 12],
the bound in Wasserstein distance seems to be new. Let us see an instance of it. We denote by
NB(r, p) the negative binomial distribution of parameters (r, p), i.e.,
NB(r, p)(x) =
Γ(r + x)
Γ(r)x!
(1− p)rpx, x ∈ N,
where Γ denotes the usual Γ function. The negative binomial law is a mixed Poisson distribution
with Λ distributed as a Gamma law with parameters r and 1−pp . Consequently, we obtain the
following result on the distance between the negative binomial distribution and the Poisson
distribution, which serves as the reference measure:
W
(
NB(r, p),Pr(1−p)/p
) ≤ 8
3
√
2e
√
r(1− p)
p
(1− p)
p
,
which is the upper bound announced in the introduction. A similar approximation in total vari-
ation distance holds. Although the convergence of the binomial negative distribution towards a
Poisson law in the regime p→ 1, r →∞ and r(1− p)/p→ c for a positive constant c is a well-
known fact, the preceding upper bound seems to be the first attempt to quantify this convergence.
6.4.2 The GWI process and the negative binomial approximation
We consider the BDP with rates α(x) = p(r + x), β(x) = x on N with r > 0 and 0 < p < 1.
The coefficient pr can be interpreted as a rate of immigration, while the birth rate per capita
is p and the death rate per capita is 1. Without the immigration procedure, this is a Galton-
Watson process whose individuals have only one descendant (or simply a linear birth-death
process). The invariant measure of this process is the negative binomial distribution NB(r, p)
just defined. Remark that for the particular choice r = 1 it is nothing else than the geometric
law of parameter p. If X is a NB(r, p) random variable then X + r follows the so-called Pascal
distribution; it represents the number of successes in a sequence of independent and identically
distributed Bernoulli trials (with parameter p) before r failures when r is a positive integer.
Let us take u = v = 1 on N. Theorem 6.2.1 shows that:
∂Pt = P
V1
1,t , t ≥ 0,
where (P1,t)t≥0 is a birth-death process with rates defined as
α1(x) = p(r + 1 + x), β1(x) = x, x ∈ N.
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It is again a Galton-Watson process with immigration. The birth and death rates are unchanged
and the immigration rate is increased by p. The potential V1 is constant and takes the value
V1 = 1− p. By Theorem 6.2.5, we find that (Pt)t≥0 and ∂2 are intertwined via the Feynman-Kac
semigroup composed of a birth-death semigroup with rates (α1,1, β1,1) and of potential V1,1, with:
α1,1(x) = p(r + 2 + x), β1,1(x) = x, V1,1(x) = 2(1− p), x ∈ N.
Let us call (Pk,t)t≥0 the semigroup associated to a BDP with rates (p(r + k + x), x) on N. By
a straightforward induction, for all positive or bounded functions f : N → R, the following
intertwining relation holds:
∂kPtf = e
−(1−p)ktPk,t ∂kf, t ≥ 0, k ∈ N. (6.17)
As indicated in Remark 6.2.9, the previous equality gives the following improvement of Theorem
6.2.8: for every µ ∈ P,
sup
‖∂kf‖∞≤1
|µ(Ptf)− pi(f)| ≤ e−(1−p)kt sup
‖∂kf‖∞≤1
|µ(f)− pi(f)| .
Another consequence of the formula (6.17) is the invariance of polynomials under the action of
(Pt)t≥0: if Q is a polynomial of degree k, then for all t ≥ 0, ∂kPtQ is constant, hence PtQ is still
a polynomial of degree k. This property also holds for the M/M/∞ process.
Intertwining relations can be seen in certain cases as consequences of Mehler-type formulas.
Here, conversely, we are able to derive a Mehler-type formula from the first order intertwining
relation. To our knowldedge, this formula is new, though another Mehler-type formula is proved
in Barbour et al. [2015].
Lemma 6.4.2 (A Mehler’s formula for the Galton-Watson process with immigration). Set
0 < p < 1, s > 0 and q = 1 − p. For all x ∈ N let (Y xt )t≥0 be a birth-death process start-
ing at x and with rates (p(s + k), k)k∈N. Let Wt be a random variable following the Poisson
distribution P(p(1− e−t)) and define the sequence (w(k))k∈N as
w(0) = 1− e−qtP(Wt = 0) and ∀k ∈ N∗, w(k) = e−qt(P(Wt = k − 1)− P(Wt = k)).
For all t ≥ 0, let the random variables (Zi,t)i∈N be independent, identically distributed and in-
dependent of Y 0t , with distribution given by the pointwise probabilities (w(k))k∈N. Then we have
the equality in law
Y xt = Y
0
t +
x∑
i=1
Zi,t.
Proof. This proof is a corollary of the intertwining formula (6.17) for k = 1. Indeed, for every
bounded real-valued function on N, Theorem 6.2.1 implies that
E[f(Y x+1t )] = E[f(Y
x
t )] + e
−qtE[f(Y˜ xt + 1)− f(Y˜ xt )], x ∈ N, t ≥ 0,
where (Y˜ xt )t≥0 is a BDP (p(s + 1 + k), k)k∈N. We notice that (Y˜ xt )t≥0 = (Y xt + Wt)t≥0, where
(Wt)t≥0 is a birth-death process independent of (Y xt )t≥0 with rates (p, k)k∈N such that W0 = 0.
The process (Wt)t≥0 is a M/M/∞ queue starting from 0 at time 0. It is distributed as a Poisson
law Pλt , λt = p(1− e−t) at all times t ≥ 0. We use below the observation that as λt < 1 for all
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t ≥ 0, the sequence (P(Wt = k))k∈N is non-increasing on N. We have:
E[f(Y x+1t )] = E[f(Y
x
t )] + e
−qt
∞∑
k=0
P(Wt = k)E[f(Y xt + k + 1)− f(Y xt + k)]
= (1− e−qtP(Wt = 0))E[f(Y xt )] + e−qt
∞∑
k=1
(P(Wt = k − 1)− P(Wt = k))E[f(Y xt + k)]
=
∞∑
k=0
w(k)E[f(Y xt + k)],
where the sequence (w(k))k∈N is defined in the statement of the lemma. It is easy to check that∑∞
k=0w(k) = 1, and that the sequence (w(k))k∈N is non-negative thanks to the observation above.
For all t ≥ 0, we define a random variable St such that St is independent of (Y xt )t≥0 and that
for all non-negative integer P(St = k) = w(k). This yields the equality in law Y x+1t = Y xt + St.
The lemma follows by induction.
Let us turn to the study of Stein’s factors associated to the negative binomial approximation.
We begin by a lemma on the instantaneous probabilities of a Galton-Watson process with immi-
gration.
Lemma 6.4.3 (Upper bound of the instantaneous probabilities of a GWI process). Set (Xxt )t≥0
be a BDP(p(r + k), k)k∈N. We have:
sup
x∈N
P(Xxt = x) ≤ e−(1−p)t
(
1 ∧ 1
p(1− e−t)
)
, t ≥ 0, p ∈ (0, 1), r > 0,
sup
x∈N
P(Xxt = x) ≤
1√
2e
(
1− p
p (1− e−(1−p)t)
)1/2 K(r)√
r
, t ≥ 0, p ∈ (0, 1), r > 1
2
,
with K(r) =
√
rΓ(r − 1/2)/Γ(r).
The first upper bound is proved now, as a consequence of Lemma 6.7.1 and Lemma 6.4.2. The
second upper bound is already known (Barbour et al. [2015]) and is based on results of Kendall
[1948] and Phillips [1996].
Proof of Lemma 6.4.3. By Lemma 6.4.2,
sup
x∈N
P(Xxt = x) ≤ sup
x∈N
P(Z1,t = x) ∧ sup
x∈N
P(X0t = x), t ≥ 0,
where Z1,t is defined in Lemma 6.4.2. According to this lemma and to Lemma 6.7.1,
P(Z1,t = x) ≤ e−(1−p)t(P(Wt = k − 1)− P(Wt = k))
≤ e−(1−p)t
(
1 ∧ C
p(1− e−t)
)
, x ∈ N, t ≥ 0.
On the other hand, by a result of Kendall [1948], cited as Lemma 2.2 in Barbour et al. [2015], it
is known that for all t ≥ 0, X0t is distributed as a negative binomial distribution of parameters
(r, θt(p)), with
θt(p) = 1− 1− p
1− pe−(1−p)t .
Now Phillips [1996] shows that when X is distributed as a negative binomial distribution with
parameters (r, θ), and if r > 12 , then
sup
k∈N
P(X = k) ≤ 1√
2e
√
1− θ
θ
K(r)√
r
.
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For the Stein factor associated with Lipschitz function, Theorem 6.3.6 and equation (6.17) yield
sup
f∈Lip(d)
‖gf‖∞ = 1
σ(1)
=
1
1− p,
recovering [Barbour et al., 2015, Theorem 1.1, equation (1.3)].
The following proposition on the second Stein factor associated to Lipschitz function improves
on the known upper bounds.
Proposition 6.4.4 (Estimation of the second Stein’s factor for Lipschitz function and NB-ap-
proximation). Let r > 0 and 0 < p < 1. For a real-valued function f on N, let gf be the (centered)
solution to Stein’s equation
p(r + x) ∂gf (x) + x ∂
∗gf (x) = f(x)−
∫
fdNB(r, p), x ∈ N.
Then,
sup
f∈Lip(d)
‖∂gf‖∞ ≤ min
{
2
3(1− p) ,
D√
(r + 2)p(1− p)
}
, D = 2
√
pi
3
√
e
' 0.72.
Proof. By application of Theorem 6.6.8 and formula (6.17), we find that
sup
f∈Lip(d)
‖∂gf‖∞ = 2
∫ ∞
0
e−2(1−p)t sup
i∈N
P(Xi1,1,t = i)dt,
where (Xi1,1,t)t≥0 is a BDP (p(r + 2 + x), x)x∈N. Applying Lemma 6.4.3,
sup
f∈Lip(d)
‖∂gf‖∞ ≤ 2
∫ ∞
0
e−3(1−p)tdt ∧ 2
√
1p
p
K(r + 2√
r + 2
∫ ∞
0
√
e−2(1−p)t
√
1− e−(1−p)tdt.
The function K is decreasing on (12 ,∞) and
∫∞
0
e−2(1−p)t√
1−e−(1−p)t
dt = 43(1−p) . Hence
sup
f∈Lip(d)
‖∂gf‖∞ ≤ min
{
2
3(1− p) ,
D√
(r + 2)p(1− p)
}
,
with D = 8K(2)
3
√
2e
= 4Γ(3/2)
3
√
e
= 2
√
pi
3
√
e
.
The Proposition 6.4.4 might be compared to [Barbour et al., 2015, Theorem 1.1, equation (1.4)],
which states the inequality
sup
f∈Lip(d)
‖∂gf‖∞ ≤ min
{
2
1− p,
1 + p
(1− p)2 ,
1.5√
rp(1− p)3
}
. (6.18)
We observe that:
— The numerical constant in front of 1/(1− p) is improved.
— As D√
(r+2)p(1−p) ≤
0.8√
rp(1−p) and 0.8 ≤
1.5
1−p , we have:
D√
(r + 2)p(1− p) ≤
1.5√
rp(1− p)3 .
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Note that the proofs are similar up to the formula
sup
f∈Lip(d)
|∂gf (i)| = −
∫ ∞
0
∂∂∗Pt1idt.
We then apply the second order intertwining formula, whereas Barbour et al. [2015] use another
technique. In both cases, a bound of the type supi P(Y it = i) is needed, but not for the same
process (Yt)t≥0.
Let us make two short remarks on the proof of Proposition 6.4.4: firstly, we do not use the upper
bound
sup
x∈N
P(Xxt = x) ≤ e−(1−p)t
1
p(1− e−t) ,
that would make appear the hypergeometric function 2F1. Secondly, the function K is bounded
from below by a positive constant on (12 ,∞), hence by writing K(r + 2) ≤ K(2) we do not lose
the rate in r.
For the Stein factor associated to bounded functions, at the order 1 we find the following result.
Proposition 6.4.5 (Estimation of the first Stein factor for bounded functions and NB-approx-
imation). With the same assumptions as in Theorem 6.4.4, we have:
sup
0≤f≤1
‖gf‖∞ ≤ 1
2(1− p) ∧
√
pi√
(r + 1)p(1− p) .
We do not detail the proof which is very similar to the one of Proposition 6.4.4.
This result improves on a result of [Brown and Phillips, 1999, Lemma 3] which states
sup
0≤f≤1
‖gf‖∞ ≤ 1
p ∨ (1− p)1r≥1 .
We do not develop the case of the second Stein factor of bounded functions, where the upper
bound given by Theorem 6.3.3 recovers the simple inequality
sup
0≤f≤1
‖∂gf‖∞ ≤ sup
f∈Lip(d1)
‖∂gf‖∞.
Results about this factor can be found in [Brown and Xia, 2001, Theorem 2.10], in [Eichelsbacher
and Reinert, 2008, example 2.12] for the case r = 1, and in [Brown and Phillips, 1999, Lemma
5].
If ϕ : x 7→ r+x, r ∈ N and λ ∈ (0, 1) then Iϕ(λ) =NB(r, λ). The variable W + r then represents
the number of trials that are necessary to obtain r successes in a Bernoulli experiment with a
random probability of gain.
To conclude this section, we observe that the Stein operator associated to a probability measure is
not unique, and that resulting Stein’s factors depend on the choice of the operator. When r = 1,
we recover the geometric law as the invariant distribution, similarly to the forthcoming example.
This is the choice of Eichelsbacher and Reinert [2008] to study the geometric distribution. In the
next section we choose another Stein’s operator.
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6.4.3 The M/M/1 process and the geometric approximation
Let (Xxt )t≥0 be a BDP(α, β) with rates α(x) = α, β(x) = β1x∈N∗ on N. We suppose that
ρ := αβ < 1. We denote by (Pt)t≥0 the associated semigroup. Its invariant distribution is the
geometric law G(ρ) with pointwise probabilities p(k) = (1 − ρ)ρk for k ∈ N. Notice that this is
the definition of the geometric law with support N and not N∗. Let us choose u(x) = rx, v(x) = qx
for x ∈ N with r > 0, q ≥ 1. Theorem 6.2.1 gives rise to a Feynman-Kac semigroup composed of
a birth-death semigroup (Pu,t)t≥0 with rates (αu, βu) and a potential Vu, which are defined as
αu(x) = rα, βu(x) =
1
r
β, Vu(x) = (1− r)α+
(
1− 1
r
1x∈N∗
)
β, x ∈ N.
The semigroup (P Vuu,t )t≥0 is still a semigroup associated to a M/M/1 queue, only with modified
rates. The potential Vu, while non-constant, is non-increasing on N. By Theorem 6.2.2, we find
a Feynman-Kac semigroup (P Vu,∗vu,∗v,t)t≥0 where (Pu,∗v,t)t≥0 is again a semigroup corresponding to
a M/M/1 queue. The rates and potential are defined on N as
αu,∗v(x) = qrα, βu,∗v(x) =
1
qr
β1x∈N∗ , x ∈ N,
Vu,∗v(x) = (1− qr)α+
(
1− 1
qr
)
β, x ∈ N∗, Vu,∗v(0) = α− (1 + q)rα+ β.
Remark that, in contrast with the general case of Theorem 6.2.2, the semigroup (Pu,∗v,t)t≥0 is
again a birth-death semigroup. This is due to the fact that Vu is constant on N∗. The potential
Vu is not constant on N, which prevents us to apply Theorem 6.2.5, but it is almost constant
which explains heuristically why we find again a birth-death process when applying Theorem
6.2.2.
Set σ(u, ∗v) = infx∈N Vu,∗v(x) = min(Vu,∗v(0), Vu,∗v(1)). A few calculations show that
max {σ(u, ∗v) |u(x) = rx, v(x) = qx, r > 0, q ≥ 1} = (
√
β −√α)2,
and the arg max is realized for all r ≤ √β/α = ρ−1 and q = ρ−1/r. This means that there is a
range of choice for the parameters (r, q) allowing to recover the spectral gap (
√
β −√α)2 of the
process in the convergence of Theorem 6.2.8. However, contrary to the two preceding examples,
notice that the second order intertwining does not allow to improve on the spectral gap and
that the rate of convergence in the distance ζu,∗v is the same as the rate of convergence in the
Wasserstein distance Wdu for the best choices of u, v.
This example is maybe the most important because, in contrast with the two previous processes,
the M/M/1 queue is not known to satisfy a Mehler formula of the type (6.16), which would make
it rather difficult to differentiate directly. A Mehler-like formula can nevertheless be deduced
from Theorem 6.2.1: choosing u = 1 in this theorem, we derive
E[f(Xx+1t )− f(Xxt )] = E
[
e−
∫ t
0 V (X
x
s )ds(f(Xxt + 1)− f(Xxt ))
]
,
where (Xxt )t≥0 is M/M/1 process starting from x and V (x) = β1x=0. As a consequence, if Bt is
a Bernoulli random variable verifying
P(Bt = 1 | (Xxs )s≤t) = e−
∫ t
0 V (X
x
s )ds, t ≥ 0,
then,
E[f(Xx+1t )] = E[(f(X
x
t +Bt)], t ≥ 0,
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and by induction there exists a random variable Y xt such that
E[f(Xxt )] = E[(f(X0t + Y xt )], t ≥ 0.
This formula seems to be new (even if the instantaneous distribution of the M/M/1 process is
known, see Baccelli and Massey [1989]). Unfortunately, the random variable Y xt is not indepen-
dent fromX0t and this makes this formula less powerful than (6.16). This approach is generalizable
for every BDP with constant birth rate (so that the processes (X1,t)t≥0 and (Xt)t≥0 have the
same law).
As in the preceding examples, we state a lemma related to the instantaneous probabilities of the
modified process before turning to the Stein factors for geometric approximation.
Lemma 6.4.6 (Upper bound of the instantaneous probabilities of a M/M/1 queue). Let (Yt)t≥0
be a M/M/1 queue with rates (λ, λ1N∗). Then for all t ≥ 0,
sup
i∈N∗
P(Y it = i) ≤
1√
λt
.
Proof. Let us consider the BDP (Y˜t)t≥0 with rates (1,1x∈N∗). Then for all t ≥ 0, the equality in
law Yt = Y˜λt holds, hence it is enough to prove that supi∈N∗ P(Y˜ it = i) ≤ 1√t . By [Abate et al.,
1991, Corollary 1 (d)], the sequence (P(Y˜ it = i))i≥0 is non-increasing for every t ≥ 0. Hence
supi∈N P(Y˜ it = i) = P(Y˜ 0t = 0). By [Abate et al., 1991, formula (9) and Corollary 2 (a)],
P(Y˜ 0t = 0) =
∞∑
j=1
j
t
P(Z0t = j) =
1
t
E[Z0t 1Z0t>0],
where (Z0t )t≥0 is a birth-death process with constant birth rate 1 and constant death rate 1 on
the whole integer line Z; namely this is the continuous-time simple random-walk. This process
can be represented as
∀t ≥ 0, Z0t = N+t −N−t ,
where (N+t )t≥0 and (N
−
t )t≥0 are two independent Poisson processes with intensity 1. So, using
that N1 and N2 have the same law and Cauchy-Schwarz’s inequality
E[Z0t 1Z0t>0] = E[(N
+
t −N−t )1N+t >N−t ] = E[(N
−
t −N+t )1N−t >N+t ]
=
1
2
E[|N+t −N−t |] ≤
1
2
Var(N+t −N−t )1/2 =
√
t
2
.
This yields
sup
i∈N∗
P(Y˜ it = i) ≤ P(Y˜ 0t = 0) ≤
1√
2t
,
which achieves the proof.
Up to the knowledge of the authors, Stein’s factors associated to the Wasserstein distance have
not been studied yet. The following proposition provides upper bounds on these factors.
Proposition 6.4.7 (Estimation of the Stein’s factors for Lipschitz function and geometric ap-
proximation). For all 0 < α < β, set u(x) = qx on N with q =
√
β
α = ρ
−1/2. Then,
sup
f∈Lip(du)
∥∥∥gf
u
∥∥∥
∞
=
1
σ(u)
=
1
(
√
β −√a)2 ,
sup
f∈Lip(du)
‖∂vgf‖∞ ≤ 1
(
√
β −√a)2
(
1 +
√
α
β
min
{
1,
2
√
pi
(αβ)1/4
(
√
β −√a)− 1
})
.
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Proof of Proposition 6.4.7. By application of Theorem 6.3.6, one has immediately the first equa-
tion. By Theorem 6.3.7 with u(x) = qx , q = ρ−1/2 =
√
β
α , we have:
sup
f∈Lip(du)
‖∂vgf‖∞ ≤
∫ ∞
0
e−(
√
β−√a)2t
(
1−
√
α
β
+ 2
√
α
β
sup
i∈N∗
P(Xi1,∗u,t = i)
)
dt,
where (Xi1,∗u,t)t≥0 is a M/M/1 queue with rates (
√
αβ,
√
αβ1N∗). On the one hand, this yields
directly
sup
f∈Lip(du)
‖∂vgf‖∞ ≤ 1
(
√
β −√a)2
(
1 +
√
α
β
)
.
On the other hand, as a consequence of Lemma 6.4.6, one has
sup
f∈Lip(du)
‖∂vgf‖∞ ≤
∫ ∞
0
e−(
√
β−√a)2t
(
1−
√
α
β
+ 2
1
(αβ)1/4
√
α
β
1√
t
)
dt
=
1
(
√
β −√a)2
(
1−
√
α
β
)
+
1
(
√
β −√α)
√
α
β
2
(αβ)1/4
∫ ∞
0
e−t
dt√
t
=
1
(
√
β −√a)2
(
1−
√
α
β
)
+
1
(
√
β −√α)
√
α
β
2
√
pi
(αβ)1/4
.
Remark 6.4.8 (On the best upper bound). The expression 2
√
pi
(αβ)1/4
(
√
β − √a) − 1 is smaller
than 1 as soon as √
β −√a
(αβ)1/4
<
1√
pi
,
so there is a range of values of the parameters α and β, for example if they are close to each
other, for which the factor inside the min is actually a better upper bound than 1.
We now turn to the subject of the mixture of geometric laws. Set ϕ = 1 and ρ < 1, then
Iϕ(ρ) = G(ρ). We choose u(k) = qk on N, hence du(x, y) = |qx − qy|/|q − 1|. The preceding
theorem put together with Theorem 6.3.12 gives for q = ρ−1/2 and in the case where ρ′ < √ρ,
Wdu(G(ρ),G(ρ′)) ≤ |ρ− ρ′| ×
1
(1−√ρ)2 ×
1− ρ′√
ρ− ρ′ .
The case ρ′ > √ρ is similar.
By the same reasoning as the one used in the proof of Theorem 6.3.14, for a random variable R
such that E[R] = ρ, and a random variable such that L(W |R) = G(R), we have the inequality:
dF (L(W ),G(ρ)) ≤ sup
f∈F
‖∂ugf‖∞E[(ρ−R)du(W + 1, G+ 1)],
where G ∼ G(ρ). Let G′ ∼ G(ρ′). With the interpretation of the geometric laws as the number
of repetitions of a binary experiment before the first success, it is easy to find a coupling such
that a.s. G ≤ G′ when ρ ≤ ρ′. This yields
E[du(G,G′)] =
1
|1− q|
∣∣∣∣ 1− ρ1− qρ − 1− ρ′1− qρ′
∣∣∣∣ = |ρ− ρ′||(1− qρ)(1− qρ′)| .
Hence, if a.s. R < 1q , by Remark 6.3.15:
dF (L(W ),G(ρ)) ≤ sup
f∈F
‖∂ugf‖∞ q
1− qρE
[ |ρ−R|2
(1− qR)
]
.
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Finally, by taking q = ρ−1/2, one finds that for two random variables R,S such that E[R] = ρ
and a.s. R < 1√ρ , and L(W |R) = G(R), the following upper bound holds:
dF (L(W ),G(ρ)) ≤
1 + 1√ρ
(1−√ρ)3 E
[
|ρ−R|2
(1− R√ρ)
]
.
6.4.4 Another example
Let us consider the BDP(α, β) with α(x) = x + 2, β(x) = x2 on N. Its invariant measure is a
Poisson size-biased type distribution, defined as
pi(x) =
1
2e
(x+ 1)
x!
, x ∈ N.
Here size-biased means that if X ∼ pi and Y ∼ P(1) then:
P(X = x) =
E[(Y + 1)1Y=x]
E[(Y + 1)]
=
(x+ 1)P(Y = x)∑
j≥0(j + 1)P(Y = j)
, x ∈ N.
Choosing the weight u such that u(x+ 1)/u(x) = (x+ 1)/(x+ 3) for all x ∈ N, i.e. for example
u(x) =
1
(x+ 1)(x+ 2)
, x ∈ N,
we find that Vu is constant. By Theorem 6.2.5 with v = 1, we have an intertwining with poten-
tial Vu,v(x) = 2x+ 1 on N. Moreover, by Theorem 6.2.8, we have convergence of the semigroup
towards pi in the distance ζu,1 at rate 1.
The three next sections are devoted to the omitted proofs of the previous results.
6.5 Proofs of Section 6.2
6.5.1 First order intertwining for the backward gradient ∂∗u
First of all, let us state the analogous of Theorem 6.2.1 for the backward gradient ∂∗. Let
(P∗u,t)t≥0 be the birth-death semigroup associated to the generator L∗u, where for all non-
negative or bounded function f : N→ R and x ∈ N,
L∗uf = α∗u ∂f + β∗u ∂∗f, V∗u =
←
α − α∗u + β − β∗u,
α∗u(x) =
u(x+ 1)
u(x)
α(x), β∗u(x) =
u(x− 1)
u(x)
β(x− 1)1x∈N∗ .
The potential V∗u can be rewritten under the compacted form V∗u = ∂∗u
(→
uα− uβ
)
. We can also
notice that V∗u =
←−
V→
u
on N∗.
Theorem 6.5.1 (First-order intertwining relation for the backward gradient). If V∗u is bounded
from below, then for every real-valued function on N such that ‖∂∗uf‖∞ < +∞, and for all t ≥ 0,
∂∗uPtf = P
V∗u∗u,t ∂
∗
uf. (6.19)
Let us call (Xx∗u,t)t≥0 the birth-death process of generator L∗u such that Xx∗u,0 = x. The process
(Xx∗u,t)t≥0 is not irreducible, although it is indecomposable, i.e. it possesses only one recurrent
class. Indeed if x ∈ N∗ then (Xx∗u,t)t≥0 never visits the state 0 as β∗u(1) = 0 and if x = 0 the
process (X0∗u,t)t≥0 leaves 0 almost surely.
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Proof of Theorem 6.5.1. The core of the proof relies on the intertwining relation at the level of
generators:
∂∗uLf = L∗u∂
∗
uf − V∗u∂∗uf, (6.20)
which is derived by easy computations. The intertwining at the level of the semigroups follows by
the same arguments as in the proof of Theorem 2.1 of Chafaï and Joulin [2013]. We briefly recall
these arguments. For all s ∈ [0, t] let us set J(s) = P V∗u∗u,s(∂∗uPt−sf). If the function ∂∗uPt−sf is
bounded on N, then the Kolmogorov equations (6.6) for the Feynman-Kac semigroup (P V∗u∗u,t)t≥0
hold and
J ′(s) = P V∗u∗u,s((L∗u − V∗u)∂∗uPt−sf − ∂∗uLPt−sf).
Thanks to the formula (6.20) this gives J ′(s) = 0. Hence J(0) = J(t) which is exactly the identity
(6.19).
Let us show that ∂∗uPt−sf is bounded on N. Indeed, recall that V∗u(x + 1) = V→u (x) on N.
Furthermore ∂∗uf(x + 1) = ∂→u f(x) on N. Hence V→u and ∂→u f are bounded on N, which implies
that ∂→
u
Pt−sf is bounded (Chen [1996]). For all positive integer ∂→uPt−sf(x) = ∂
∗
uPt−sf(x + 1),
so ∂∗uPt−sf is bounded.
6.5.2 Alternative proof of first order intertwining theorems
This section aims to give a sample path interpretation of the first order intertwining relations
(6.7) and (6.19), at least in a particular case. It is independent of the other sections.
We focus on the case where the weight is u = 1 with non-increasing birth rates (α(x))x∈N
and non-decreasing death rates (β(x))x∈N. When intertwining the birth-death semigroup with
the forward gradient ∂, one obtains a new birth-death semigroup with shifted birth rate and
unchanged death rate
α1 =
→
α, β1 = β,
whereas when intertwining the birth-death semigroup with the backward gradient ∂∗, one obtains
a new birth-death semigroup with shifted death rate and unchanged birth rate:
α∗1 = α, β∗1 =
←
β .
In order to explain this fact, we will give a probabilistic proof of the formulae (6.7) and (6.19).
Recall that for all real-valued bounded functions on N and x ∈ N,
∂Ptf(x) = E[f(Xx+1t )− f(Xxt )],
∂∗Ptf(x+ 1) = E[f(Xxt )− f(Xx+1t )].
At time t = 0, Xx+1t = Xxt + 1. We construct a process (St)t≥0 such that for all t ≥ 0, Xx+1t =
Xxt + St and St ∈ {0, 1}. If for a time t, St = 0, then we choose the sticking coupling between
(Xxt+s)s≥0 and (X
x+1
t+s )s≥0 (i.e. the process (St)t≥0 is absorbed in 0). If St = 1, it is natural to
construct the following coupling:
1. with rate α(Xxt + 1) = α(X
x+1
t ), Xxt and X
x+1
t jump upwards together and St remains
equal to 1,
2. with rate β(Xxt ) = β(X
x+1
t − 1), Xxt and Xx+1t jump downwards together and St remains
equal to 1,
3. with rate α(Xxt )− α(Xxt + 1) = α(Xx+1t − 1)− α(Xx+1t ), Xxt jumps upwards, Xx+1t does
not jump and St jumps from 1 to 0,
4. with rate β(Xx+1t )−β(Xxt ) = β(Xx+1t )−β(Xx+1t − 1), Xx+1t jumps downwards, Xxt does
not jump and St jumps from 1 to 0.
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This implies in particular that for all t ≥ 0 the process St jumps from 1 to 0 with rate
α(Xxt )− α(Xxt + 1) + β(Xx+1t )− β(Xxt ) = V1(Xxt ) = V∗1(Xx+1t ).
Moreover, conditionally to {St = 1}, (Xxt )t≥0 evolves as a BDP(
→
α, β) and (Xx+1t )t≥0 evolves as
a BDP(α,
←
β )). Indeed, as long as St = 1, the steps (3) and (4) do not occur.
To exploit rigorously the preceding facts, let us introduce the BDP(→α, β) starting from x denoted
by (Xx1,t)t≥0, whose standard filtration is (Ft)t≥0. The processes (Xxt )t≥0 and (Xx1,t)t≥0, as well
as (Xx+1t )t≥0 and (Xx1,t + 1)t≥0, can be coupled as follows :
1. Let E be an exponential with parameter 1 and T such that T = inf{t ≥ 0, ∫ t0 V (Xx1,s)ds >
E}.
2. Set St = 1 if t < T and St = 0 otherwise.
3. Set Xxt = Xx1,t for t ≤ T .
4. At time T , sample a random variable Z satisfying to
P(Z = Xx1,T + 1 | FT ) =
α(Xx1,T )− α(Xx1,T + 1)
V (Xx1,T )
,
P(Z = Xx1,T | FT ) =
β(Xx1,T + 1)− β(Xx1,T )
V1(Xx1,T )
.
5. Let evolve the process (Xxt )t≥T as a BDP(α, β) starting from Z.
The coupling (Xxt , Xx1,t, St)t≥0 satisfy to
Xxt 1St=1 = X
x
1,t1St=1, X
x+1
t 1St=1 = (X
x
1,t + 1)1St=1, P(St = 1|(Xx1,s)0≤s≤t) = e−
∫ t
0 V1(X
x
1,s)ds.
This allows to find back the formula (6.7):
∂Ptf(x) = E[f(Xx+1t )− f(Xxt )] = E
[
(f(Xx+1t )− f(Xxt ))1St=1
]
= E
[
(f(Xx1,t + 1)− f(Xx1,t))e−
∫ t
0 V1(X
x
1,s)ds
]
= P V11,t (∂f)(x).
Similarly it is possible to construct a coupling (Xx+1t , X
x+1
∗1,t , St)t≥0 such that (X
x+1
∗1,t )t≥0 is a
BDP(α,
←
β ) starting from x+ 1 and satisfying to
Xx+1t 1St=1 = X
x+1
∗1,t 1St=1, X
x
t 1St=1 = (X
x+1
∗1,t − 1)1St=1, P(St = 1|(Xx+1∗1,s )0≤s≤t) = e−
∫ t
0 V∗1(X
x+1
∗1,s )ds,
leading to the formula (6.19):
∂∗Ptf(x+ 1) = E[f(Xxt )− f(Xx+1t )] = E[(f(Xxt )− f(Xx+1t ))1St=1]
= E
[
(f(Xx+1∗1,t − 1)− f(Xx+1∗1,t ))e−
∫ t
0 V∗1(X
x+1
∗1,s )ds
]
= P V∗1∗1,t(∂
∗f)(x+ 1).
It is interesting to remark that conversely, the intertwining formula (6.7) can in certain cases
yield a coupling between (Xxt )t≥0 and (X
x+1
t )t≥0. The proof of Lemma 6.4.2 above is based on
this idea.
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6.5.3 Proof of Theorems 6.2.2 and 6.2.5
Proof of Theorem 6.2.2. Let us begin by showing the following intertwining relation at the level
of the generators:
∂∗v∂uLf = Lu,∗v∂
∗
v∂uf − Vu,∗v∂∗v∂uf.
By application of Theorem 6.2.1 and Theorem 6.5.1 we find that
∂∗v(∂uLf) = ∂
∗
v(Lu(∂uf)− Vu∂uf)
= (Lu)∗v∂∗v∂uf − (Vu)∗v∂∗v∂uf + ∂∗v(−Vu∂uf),
where (Lu)∗v and (Vu)∗v stand for the generator, respectively the potential, obtained by in-
tertwining the BDP(αu, βu) and the ∂∗v gradient. The generator (Lu)∗v is the generator of a
BDP((αu)∗v, (βu)∗v) such that for all x ∈ N,
(αu)∗v(x) =
v(x+ 1)
v(x)
αu(x) =
v(x+ 1)
v(x)
u(x+ 1)
u(x)
α(x+ 1)
(βu)∗v(x) =
v(x− 1)
v(x)
βu(x− 1) = v(x− 1)
v(x)
u(x− 2)
u(x− 1)β(x− 1)1x∈N∗ .
The potential (Vu)∗v writes on N
(Vu)∗v(x) = αu(x− 1)1x∈N∗ − (αu)∗v(x) + βu(x)− (βu)∗v(x).
The next step is to rewrite the expression ∂∗v(−Vu∂uf) in terms of ∂∗v∂uf . Let us denote g = ∂uf
in the following lines. For every x ∈ N∗, ∂∗u(fg)(x) = f(x)∂∗ug(x) + ∂∗uf(x)g(x − 1) and f(x) =
−∑xk=0 u(k)∂∗uf(k) so that
∂∗v(−Vug)(x) = −Vu(x)∂∗vg(x)− ∂∗vVu(x)g(x− 1)
= −Vu(x)∂∗vg(x) + ∂∗vVu(x)
x−1∑
k=0
v(k)∂∗vg(k)
= ∂∗vVu(x)
x−1∑
k=0
v(k)(∂∗vg(k)− ∂∗vg(x))−
(
Vu(x)−
(
x−1∑
k=0
v(k)
)
∂∗vVu(x)
)
∂∗vg(x).
Besides, ∂∗v(−Vug)(0) = 1v0Vu(0)g(0) = −Vu(0)∂∗vg(0). We do indeed find ∂∗v∂uL = (Lu,∗v −
Vu,∗v)∂∗v∂u with
Lu,∗vf(x) = (Lu)∗vf(x) + ∂∗vVu(x)v(x− 1)(f(x− 1)− f(x))
+∂∗vVu(x)
x−2∑
j=0
v(j)
 x−2∑
k=0
v(k)(∑x−2
j=0 v(j)
)(f(k)− f(x))
Vu,∗v(x) = (Vu)∗v(x) + Vu(x)−
(
x−1∑
k=0
v(k)
)
∂∗vVu(x).
The generator Lu,∗v has a birth-death component and a component making the process at point
x jumping on the set {0, . . . , x− 2}. The birth rates are αu,∗v = (αu)∗v. The death rates come
from (Lu)∗v and from the term ∂∗vVu(x)v(x− 1)(f(x− 1)− f(x)), so that
βu,∗v(x) = (βu)∗v + ∂∗vVu(x)v(x− 1)1x∈N∗ .
Remembering that Vu(x) = α(x)−αu(x) +β(x+ 1)−βu(x) we get that for all positive integer x
(Vu)∗v(x) + Vu(x) = α(x) + αu(x− 1)− (αu(x) + (αu)∗v(x)) + β(x+ 1)− (βu)∗v(x)
=
(
1 +
u(x)
u(x− 1)
)
α(x)−
(
1 +
v(x+ 1)
v(x)
)
u(x+ 1)
u(x)
α(x+ 1)
+β(x+ 1)− v(x− 1)
v(x)
u(x− 2)
u(x− 1)β(x− 1),
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and
(Vu)∗v(0) + Vu(0) = −(αu)∗v(0) + Vu(0) = α(0)− (αu(0) + (αu)∗v(0)) + β(1)
= α(0)−
(
1 +
v(1)
v(0)
)
u(1)
u(0)
α(1) + β(1).
The same reasoning as in the proof of Theorem 6.5.1 allows to deduce the relation at the level of
the semigroups from the relation at the level of the generators, provided that we can show that
for all t ≥ 0 the function ∂∗v∂uPtf is bounded on N. It is the case; indeed, by Theorem 6.2.1,
∂uPtf = P
Vu
u,t ∂uf is bounded and ∂∗v |∂uPtf | ≤ 2infx∈N v(x) |P
Vu
u,t ∂uf |.
Proof of Theorem 6.2.5. Surprisingly, Theorem 6.2.5 cannot be deduced from Theorem 6.2.2
when u 6= 1. However, its proof goes along the same lines as the proof of Theorem 6.2.2, only
easier because ∂v∂u(Vu∂uf) = Vu∂v∂uf , so that the intertwining relation at the level of the
generators follows directly.
6.6 Proofs of Section 6.3
The semigroup representation (6.14) of the solution of Stein’s equation gf can be rewritten as:
→
gf = −u
∫ ∞
0
∂uPtfdt, (6.21)
∂gf = u
∫ ∞
0
∂u∂
∗Ptfdt, (6.22)
−→
∂gf = −u
∫ ∞
0
∂u∂Ptfdt. (6.23)
The left-hand side of an intertwining relation between a weighted gradient and a birth-death
semigroup appears under the integral. This fact suggests to apply the intertwining relations
shown previously. However, it leads to sharper results to first identify the function f ∈ F that
realizes the maximum in the pointwise Stein’s factors
max
f∈F
|gf (i)|, max
f∈F
|∂gf (i)|,
for every i ∈ N. This first step is based on Lemma 6.6.1 and Lemma 6.6.2 below. Indeed, Lemma
6.6.1 gives an alternative formulation of the solution of Stein’s equation.
Lemma 6.6.1 ([Brown and Xia, 2001, Lemma 2.3]). For all i ∈ N, let us define gj := g1j and
e+i =
1
α(i)pi(i)
i∑
k=0
pi(k), i ∈ N e−i =
1
β(i)pi(i)
∞∑
k=i
pi(k), i ∈ N∗.
Then, for all i ∈ N∗, j ∈ N,
gj(i) = pi(j)(−e+i−11i≤j + e−i 1i≥j+1) (6.24)
∂gj(i) = pi(j)
(
(e+i−1 − e+i )1j≥i+1 + (e−i+1 + e+i−1)1i=j + (e−i+1 − e−i )1j≤i−1
)
. (6.25)
Lemma 6.6.2 ([Brown and Xia, 2001, Lemma 2.4]). If V1 ≥ 0 then (e+i ) is non-decreasing and
(e−i ) is non-increasing.
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6.6.1 Approximation in total variation distance
We begin by describing the argmax of the pointwise quantities. To the knowledge of the authors,
equation (6.26) is not explicitly stated in preceding works. Equation (6.27) is proved in Brown
and Xia [2001]. We briefly recall the arguments used for the sake of completeness.
Lemma 6.6.3 (Argmax of the pointwise Stein’s factor). For all i ∈ N,
g1[0,i](i) = sup
0≤f≤1
−→
gf (i). (6.26)
Moreover if V1 ≥ 0, then for all i ∈ N∗
∂g1i(i) = max
0≤f≤1
|∂gf (i)|. (6.27)
Proof. By replacing f by 1− f if necessary
sup
0≤f≤1
|gf (i)| = sup
0≤f≤1
gf (i), sup
0≤f≤1
|∂gf (i)| = sup
0≤f≤1
∂gf (i).
By Lemma 6.6.1,
gf (i+ 1) = e
−
i+1
i∑
j=0
pi(j)f(j)− e+i
∞∑
j=i+1
pi(j)f(j) ≤ e−i+1
i∑
j=0
f(j),
with equality for f = 1[0,i] which proves (6.26). On the other hand,
∂gj(i) = pij
(
(e+i−1 − e+i )1i≤j−1 + (e−i+1 + e+i−1)1i=j + (e−i+1 − e−i )1i≥j+1
)
,
so by Lemma 6.6.2 the quantity ∂gj(i) is non-negative if and only if i = j. Hence, if f is a
function on N with values in [0, 1],
∂gf (i) =
∞∑
j=0
f(j)∂gj(i) ≤ ∂gi(i),
and there is equality if f = 1i. This shows (6.27).
As a consequence, we have the following lemma of which Theorem 6.3.2 is a direct application.
Lemma 6.6.4 (Pointwise first Stein’s factor for bounded functions). If Vu is bounded from below
by σ(u) then for all i ∈ N,
sup
0≤f≤1
|gf (i+ 1)| ≤
∫ ∞
0
e−σ(u)tP(Xiu,t = i)dt.
Moreover if Vu is constant then the preceding inequality is in fact an equality.
Proof. By the equation (6.21), Theorem 6.2.1 and Lemma 6.6.3, and because ∂u1[0,i] = − 1u(i)1i,
we have for all function f such that 0 ≤ f ≤ 1
|gf (i+ 1)| ≤ g1[0,i](i+ 1) = −u(i)
∫ ∞
0
P Vuu,t (∂u1[0,i]) =
∫ ∞
0
P Vuu,t (1i) ≤
∫ ∞
0
e−σ(u)tP(Xiu,t = i)dt.
We now state results for the second pointwise Stein factor.
Lemma 6.6.5 (Pointwise second Stein’s factor for bounded functions).
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— Under H1, for all integer i ∈ N∗, the quantity sup0≤f≤1 |∂gf (i)| is bounded by∫ ∞
0
e−σ(1,∗u)t
(
− u(i)
u(i− 1)P(X
i
1,∗u,t = i− 1) + 2P(Xi1,∗u,t = i)−
u(i)
u(i+ 1)
P(Xi1,∗u,t = i+ 1)
)
dt.
— Under H2, for all integer i ∈ N, the quantity sup0≤f≤1 |∂gf (i+ 1)| is bounded by∫ ∞
0
e−σ(1,u)t
(
− u(i)
u(i− 1)P(X
i
1,u,t = i− 1) + 2P(Xi1,u,t = i)−
u(i)
u(i+ 1)
P(Xi1,u,t = i+ 1)
)
dt.
Moreover, if the potential V1,∗u (respectively V1,u) is constant, then the first (respectively the
second) upper bound is in fact an equality.
Proof. For every positive integer i, let fi = 1i. By the equation (6.22), Theorem 6.2.2 and Lemma
6.6.3, under H1,
sup
0≤f≤1
|∂gf (i)| = ∂gfi(i) = u(i)∂ugfi(i) ≤ u(i)
∫ ∞
0
e−σ(1,∗u)tE
[
∂∗u∂fi(X˜
i
t)
]
dt.
As ∂∗u∂fi = − 1u(i−1)1i−1 + 2 1u(i)1i − 1u(i+1)1i+1, we get the announced inequality.
Similarly the result under H2 derives from the equation (6.23), Theorem 6.2.5, Lemma 6.6.3 and
the computation −∂u∂fi+1 = − 1u(i−1)1i−1 + 2 1u(i)1i − 1u(i+1)1i+1.
Theorem 6.3.3 and 6.3.4 are direct consequences of Lemma 6.6.5.
6.6.2 Approximation in Wasserstein distance.
In contrast with the first order in total variation distance, the bound of Theorem 6.3.6 does not
require a preliminary bound on pointwise Stein’s factor.
Proof of Theorem 6.3.6. By Theorem 6.2.1,∣∣∣∣1ugf (·+ 1)
∣∣∣∣ = |∂uhf | = ∣∣∣∣∫ ∞
0
∂uPtfdt
∣∣∣∣
=
∣∣∣∣∫ ∞
0
E
[
e−
∫ t
0 Vu(Xu,s)ds∂uf(Xu,t)
]
dt
∣∣∣∣ ≤ 1σ(u)‖∂uf‖∞.
Now to prove the sharpness if Vu is constant, it is enough to consider the map f : x 7→ −
∑x
k=1 u(x−1)
for which the previous inequalities are in fact equalities.
Remark 6.6.6 (Variant of Theorem 6.3.6). We can also derive an upper bound for
sup
f∈Lip(du)
‖gf/u‖∞,
under the condition that V∗u is bounded by below, by using alternatively to equation (6.21) the
equation
gf = −u
∫ ∞
0
∂∗uPtfdt,
and Theorem 6.5.1 instead of Theorem 6.2.1.
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For the second Stein factor, we begin by focusing on the pointwise quantity supf∈F ∂ugf (i). For
all i ∈ N, let us introduce two functions ψi and Ψi defined for all j ∈ N as
ψi(j) =
(
1− u(j − 1)
u(j)
)
1j≤i−1 +
(
1 +
u(j − 1)
u(j)
)
1j=i +
(
u(j − 1)
u(j)
− 1
)
1j≥i+1
Ψi(j) =
(
1− u(j + 1)
u(j)
)
1j≤i−1 +
(
1 +
u(j + 1)
u(j)
)
1j=i +
(
u(j + 1)
u(j)
− 1
)
1j≥i+1.
The following lemma allows to determine the functions that realize the supremum in the second
pointwise Stein factor. This lemma is a generalization of a lemma of Barbour and Xia [2006],
which addressed the case where u = 1 and (α(x), β(x))x∈N = (λ, x)x∈N. Its proof depends on the
already cited results of Brown and Xia [2001].
Lemma 6.6.7 (Argmax of the pointwise Stein’s factor). If V1 ≥ 0, then for all i ∈ N∗
∂gϕi = max
f∈Lip(du)
|∂gf (i)|, ϕi = −du(i, ·). (6.28)
Proof. If f and f˜ are two real-valued functions on N, then g
f+f˜
= gf + gf˜ and that if f is
constant, then gf = 0. As a consequence, by replacing f by −f and f − f(i) if necessary,
sup
f∈Lip(du)
|∂gf (i)| = sup
f∈Lip(du),
f(i)=0
∂gf (i).
Recall that gj := g1j for j ∈ N. For all real-valued function f on N,
gf =
∑
j∈N
f(j)gj , ∂gf (i) =
∑
j∈N
f(j)∂gj(i), i ∈ N.
By Lemmas 6.6.1 and 6.6.2, if f ∈ Lip(du) and f(i) = 0 then
∂gf (i) =
∞∑
j=0
f(j)∂gj(i) = (e
+
i−1 − e+i )
∑
j≤i−1
pijf(j) + (e
−
i+1 − e−i )
∑
j≥i+1
pijf(j)
≤ |∂gϕi(i)| = (e+i − e+i−1)
∑
j≤i−1
pijdu(i, j) + (e
−
i − e−i+1)
∑
j≥i+1
pijdu(i, j).
Lemma 6.6.8 (Pointwise second Stein’s factor for Lipschitz functions).
— Under H1, for all integer i ∈ N∗,
sup
f∈Lip(du)
|∂ugf (i)| ≤
∫ ∞
0
e−σ(1,∗u)tE[ψi(Xi1,∗u,t)]dt. (6.29)
Moreover if V1,∗u is constant then the preceding inequality is in fact an equality.
— Under H2, for all integer i ∈ N
sup
f∈Lip(du)
∣∣∣∣ 1u(i)∂gf (i+ 1)
∣∣∣∣ ≤ ∫ ∞
0
e−σ(1,u)tE[Ψi(Xi1,u,t)]dt. (6.30)
Moreover if V1,u is constant then the preceding inequality is in fact an equality.
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Proof of Lemma 6.6.8. Let us assume thatH1 holds true. By the equation (6.22), Theorem 6.2.2
and Lemma 6.6.7, for every positive integer i,
sup
f∈Lip(du)
|∂ugf (i)| = 1
u(i)
sup
f∈Lip(du)
|∂gf (i)| = 1
u(i)
∂gϕi(i) = ∂ugϕi(i) =
∫ ∞
0
∂∗u∂Ptϕidt
=
∫ ∞
0
P
V1,∗u
1,∗u,t(∂
∗
u∂ϕi)dt ≤
∫ ∞
0
e−σ(1,∗u)tE
[
∂∗u∂ϕi(X
i
1,∗u,t)
]
dt.
It is easy to check that ψi = ∂∗u∂ϕi, which proves (6.29).
Now, if H2 holds true, by the equation (6.23), Theorem 6.2.5 and Lemma 6.6.7, for all integer i,
sup
f∈Lip(du)
∣∣∣∣ 1u(i)∂gf (i+ 1)
∣∣∣∣ = 1u(i) supf∈Lip(du) |∂gf (i+ 1)| = 1u(i)∂gϕi+1(i+ 1)
= −
∫ ∞
0
∂u∂Ptϕi+1(i)dt
= −
∫ ∞
0
P
V1,u
1,u,t∂u∂ϕi+1(i)dt
As −∂u∂ϕi+1 = Ψi, the equation (6.30) holds true.
We deduce from Lemma 6.6.8 both Theorem 6.3.7 and Theorem 6.3.8. We only give the proof of
Theorem 6.3.7 because Theorem 6.3.8 is similar.
Proof of Theorem 6.3.7. First of all let us notice that for all function f : N→ R,
‖∂uf‖∞ ≤ sup
x∈N
(
1 +
u(x+ 1)
u(x)
)
‖f/u‖∞, ‖∂∗uf‖∞,N∗ ≤ sup
x∈N∗
(
1 +
u(x− 1)
u(x)
)
‖f/u‖∞. (6.31)
Under H1, as ‖∂uϕi‖∞ ≤ 1, it implies that
sup
x∈N∗
|∂u∂∗ϕi(x)| ≤ sup
x∈N∗
(
1 +
u(x− 1)
u(x)
)
.
Plugging this in the equation (6.29) yields the first upper bound of the theorem.
On the other hand, if u(x) = qx on N with q ≥ 1, then by using that 1[0,i] = 1 − 1i − 1[i+1,∞),
we write
∂∗u∂ϕi(j) =
(
1− u(j − 1)
u(j)
)
+ 2
u(j − 1)
u(j)
1j=i + 2
(
u(j − 1)
u(j)
− 1
)
1j≥i+1
≤ 1− 1
q
+ 2
1
q
1j=i
which proves the second upper bound.
6.6.3 Approximation in Kolmogorov distance
Proof of Theorem 6.3.9. As one can see in Lemma 6.6.3, the function that realizes the maximum
in the first Stein factor associated to bounded functions, f = 1[0,i], is also an element of the class
of the half-line indicator functions. Hence without further analysis the analogous of Lemma 6.6.4
and Theorem 6.3.2 hold by replacing F = {0 ≤ f ≤ 1} by F = {1[0,m], m ∈ N}.
For the second Stein factor, we begin by determining the argmax of the pointwise factor, as we
did previously.
Lemma 6.6.9 (Argmax of the pointwise Stein factor). For all i ∈ N
max
{
−∂g1[0,i−1](i), ∂g1[0,i](i)
}
= sup
f=1[0,m],m∈N
|∂gf (i)|.
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Proof. Let f = 1[0,m] for an integer m. By Lemma 6.6.1, if m ≤ i− 1,
∂gg(i) =
m∑
j=0
pi(j)(e−i+1 − e−i ).
Hence by Lemma 6.6.2,
|∂gf (i)| = −∂gg(i) = (e−i − e−i+1)
m∑
j=0
pi(j),
so the maximum when m browses the interval [0, i− 1] is attained in m = i− 1.
Now, if m ≥ i, let us call F = 1− f = 1[m+1,∞). By the same lemmas,
|gf (i)| = |gF (i)| = |e+i − e+i−1|
∞∑
j=m+1
pi(j) = (e+i − e+i−1)
∞∑
j=m+1
pi(j) = gf (i),
so the maximum when m browses the interval [i,+∞) is attained in m = i.
Lemma 6.6.10 (Second pointwise Stein’s factor for indicator functions).
— Under H1, for all integer i ∈ N∗, the quantity supf=1[0,m],m∈N ∂gf (i) is bounded by the
maximum of∫ ∞
0
e−σ(1,∗u)t
(
P(Xi1,∗u,t = i)−
u(i)
u(i− 1)P(X
i
1,∗u,t = i− 1)
)
dt
and ∫ ∞
0
e−σ(1,∗u)t
(
P(Xi1,∗u,t = i)−
u(i)
u(i+ 1)
P(Xi1,∗u,t = i+ 1)
)
dt.
— Under H2, for all integer i ∈ N, the quantity supf=1[0,m],m∈N ∂gf (i+ 1) is bounded by the
maximum of ∫ ∞
0
e−σ(1,u)t
(
P(Xi1,u,t = i)−
u(i)
u(i− 1)P(X
i
1,u,t = i− 1)
)
dt
and ∫ ∞
0
e−σ(1,u)t
(
P(Xi1,u,t = i)−
u(i)
u(i+ 1)
P(Xi1,u,t = i+ 1)
)
dt.
Moreover, if the potential V1,∗u (respectively V1,u) is constant, then the first (respectively the
second) upper bound is in fact an equality.
Proof. If f = 1[0,m] then ∂∗u∂fm =
1
u(m)1m − 1u(m+1)1m+1. Under H1, by equation (6.22) and
Theorem 6.2.2,
−∂g1[0,i−1](i) = u(i)
∫ ∞
0
P
V1,∗u
1,∗u,t(−
1
u(i− 1)1i−1 +
1
u(i)
1i)dt
≤
∫ ∞
0
e−σ(1,∗u)t
(
P(Xi1,∗u,t = i)−
u(i)
u(i− 1)P(X
i
1,∗u,t = i− 1)
)
dt.
Similarly,
∂g1[0,i](i) ≤
∫ ∞
0
e−σ(1,∗u)t
(
P(Xi1,∗u,t = i)−
u(i)
u(i+ 1)
P(Xi1,∗u,t = i+ 1)
)
dt.
We get the conclusion by Lemma 6.6.9. The proof is analogous underH2, using this time equation
(6.23) and Theorem 6.2.5.
Finally, Theorem 6.3.10 and 6.3.11 are simple consequences of the previous lemma.
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6.7 Proof of Section 6.4
The second upper bound of Lemma 6.4.1 derives by classical arguments from Mehler’s formula
(6.16) and the following lemma.
Lemma 6.7.1 (Upper bound on differences of the pointwise probabilities of the Poisson distri-
bution).
sup
x∈N
|Pλ(x)− Pλ(x− 1)| ≤ 1 ∧ C
λ
, C :=
1√
2pi
e
1√
2 ≤ 1. (6.32)
Proof of Lemma 6.7.1. Set
q(λ, x) = λ|Pλ(x)− Pλ(x− 1)|, x ∈ N, λ > 0.
Let us show that
sup
x∈N, λ>0
q(λ, x) < +∞.
Firstly,
q(λ, x) =
λxe−λ
x!
|λ− x|, x ∈ N, λ > 0.
We first deal with the case where x ∈ N∗. By a formula of Robbins (Robbins [1955]), we know
that for all x ∈ N∗,
x! >
√
2pixxx e−x+
1
12x ≥
√
2pi e
1
2
log x+x log x−x.
Hence, q(λ, x) ≤ 1√
2pi
ef(λ,x) with
f(λ, x) = x− λ+ log |x− λ| − 1
2
log x+ x log
λ
x
,
∂λf(λ, x) = −1 + x
λ
+
1
λ− x.
In the sequel we derive upper bounds of f(λ, x) on relevant subsets of (0,∞)× [1,∞). One finds
that
∂λf(λ, x) = 0⇔ (λ− x)(x− λ+
√
λ)(x− λ−
√
λ) = 0.
Let us call λ1(x) the solution of the equation x = λ+
√
λ and λ2(x) the solution of the equation
x = λ−√λ. We have 0 < λ1(x) < x < λ2(x).
If λ ≤ x, then at x fixed the function f(λ, x) is increasing on (0, λ1(x)] and decreasing on
[λ1(x), x]. Hence,
sup
x≥1, 0<λ≤x
f(λ, x) = sup
x≥1
f(λ1(x), x) = sup
λ>0
f(λ, λ+
√
λ).
Moreover, using that ∀u ≥ 0, log(1 + u) ≥ u− u2/2, we find that
f(λ, λ+
√
λ) =
√
λ+
1
2
log
λ
λ+
√
λ
+ (λ+
√
λ) log
λ
λ+
√
λ
=
√
λ− (λ+
√
λ+
1
2
) log
(
1 +
1√
λ
)
(6.33)
≤
√
λ− (λ+
√
λ+
1
2
)
(
1√
λ
− 1
2λ
)
= −1
2
(
1− 1
2λ
)
.
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Hence, if λ ≥ 12 then f(λ, λ+
√
λ) ≤ 0. If λ ≤ 12 , by going back up to the equation (6.33),
f(λ, λ+
√
λ) ≤
√
λ ≤ 1√
2
.
At the end,
sup
x∈N∗, 0<λ≤x
f(λ, x) ≤ 1√
2
.
Let us call C1 := 1√2pie
1√
2 ∼ 0, 8.
Now let us deal with the case where λ ≥ x. We apply a different strategy for small integers x as
for large integers x. First of all, for all x ∈ N∗ and for all λ ≥ x,
q(λ, x) =
1
x!
e−λλx(λ− x) ≤ 1
x!
e−λλx+1
and it is easy to see that at x fixed the maximum of the right-hand expression is attained at
λ = x+ 1. Hence
q(λ, x) ≤ 1
x!
e−(x+1)(x+ 1)x+1.
Hence
sup
x∈{1,2,3}, λ≥x
q(λ, x) ≤ C2 := max
x∈{1,2,3}
1
x!
e−(x+1)(x+ 1)x+1 ∼ 0.7.
On the other hand, by the same reasoning as below, we find that
sup
x∈[4,+∞), λ≥x
f(λ, x) = sup
x∈[4,+∞)
f(λ2(x), x) = sup
λ≥4
f(λ, λ−
√
λ).
Now, for all λ > 1,
f(λ, λ−
√
λ) = −
√
λ−
(
1
2
+ λ−
√
λ
)
log
(
1− 1√
λ
)
.
We use that ∀u ∈ [0, 12 ],− log(1− u) ≤ u+ u2. As λ ≥ 4 implies 1√λ ≤
1
2 ,
f(λ, λ−
√
λ) ≤ −
√
λ+
(
1
2
+ λ−
√
λ
)(
1√
λ
+
1
λ
)
= − 1
2
√
λ
(
1− 1√
λ
)
≤ 0.
At the end,
sup
λ≥x≥4
f(λ, x) ≤ C3 := 1√
2pi
∼ 0.4.
It remains the case where x = 0, for which it is trivial to see that
q(λ, 0) = λe−λ ≤ C4 = e−1, λ > 0.
The final result follows with C = max {C1, C2, C3, C4} = C1.
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Chapitre 7
Quelques perspectives
Convergence asymptotique de processus de Markov inhomogènes
Autour du théorème central limite
Une perspective naturelle faisant suite aux résultats obtenus dans le chapitre 3 est d’affaiblir les
hypothèses des théorèmes 3.1.1 et 3.1.2. Typiquement, on aimerait se passer de l’hypothèse selon
laquelle la densité ϕ est polynomiale et de l’hypothèse (H), qui intervient de manière cruciale
dans la majoration du rayon spectral de l’opérateur de transition. Une piste à explorer vient de
la remarque 3.2.1, d’après laquelle, pour des polynômes de faible degré, la condition de positivité
est suffisante pour obtenir le résultat souhaité. Pour une densité quelconque ϕ, la positivité se
traduit, dans le domaine d’Hermite-Fourier, par la positivité d’une certaine matrice symétrique
faisant intervenir les coefficients (ϕk)k∈N. Il s’agit de voir si cette information supplémentaire
permet de majorer le rayon spectral de la matrice associée à l’opérateur de transition.
Par ailleurs, il serait intéressant de voir si l’on peut adapter les techniques de la littérature
concernant les bornes à la Berry-Esseen pour l’entropie, Bobkov et al. [2013] par exemple, à la
distance du χ2, et comparer avec les résultats obtenus dans le chapitre 3.
Enfin, on remarque que la suite (Yn)n≥1, constituée des sommes des (Xi)i∈N∗ renormalisées, est
un processus auto-régressif inhomogène d’ordre 1, puisque
Yn+1 = αn+1Yn + βn+1Xn+1, n ∈ N∗.
On peut envisager d’adapter la méthode du chapitre 3 pour donner des conditions sur (αn)n∈N∗
et (βn)n∈N∗ permettat d’obtenir une majoration de la distance du χ2 entre la loi de (Yn)n∈N∗
et la loi normale µ. On aimerait également étendre les résultats du chapitre 3 à des variables
aléatoires (Xi)i∈N∗ non indépendantes ; par exemple, supposer que la suite (Xi)i∈N∗ elle-même est
un processus auto-régressif stationnaire centré réduit d’ordre 1, obéissant à la relation (Brockwell
and Davis [1991])
Xn+1 = c1 + c2Xn + n, n ∈ N∗,
avec (n)n∈N∗ une suite de variables aléatoires indépendantes identiquement distribuées. Alors, le
couple (Xn, Yn)n∈N∗ est une chaîne de Markov inhomogène, à laquelle on peut envisager d’étendre
la méthode développée dans le chapitre 3.
Autour de l’algorithme du quantile
La première chose à faire est bien sûr d’établir ou de réfuter la conjecture 4.1.3. Pour ce faire,
on cherche à démontrer dans un premier temps l’inégalité (4.9). Soit HNa (µ) le sous-espace de
Hilbert formé des fonctions
f =
N∑
n=0
fnξ
n,
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où les fonctions (fn)0≤n≤N sont dans L2(µ) et a-périodique. Soit SNa (µ) la boule unité de HNa (µ).
Une option est d’utiliser la méthode des multiplicateurs de Lagrange (Zeidler [1995]) pour déter-
miner les extrema de l’application
SNa (µ)→ R, f 7→
∫
(f − µa[f ]) ξ∇µa[f ]dµ.
Si ce point technique est réglé, les pistes de généralisation sont nombreuses :
— Passer de sauts symétriques, de la forme ±at à t ≥ 0 donné, à des sauts asymétriques
+at,−bt. La difficulté est que le processus homogène correspondant, qui saute en +a, −b
pour des valeurs fixes de a, b > 0, ne peut plus être interprété comme un processus de
naissance-mort sur un sous-domaine de R ; mais l’intérêt est que le processus inhomogène
correspond alors à la version continue d’un algorithme stochastique de recherche de quan-
tile de niveau α, et pas seulement de médiane.
— Le processus envisagé correspond, si l’on ne tient pas compte d’un terme négligeable, à
une version continue de l’algorithme de la médiane renormalisé, pour des pas de la forme
γn = cn
−β , avec 0 < β < 1. Or, le cas β = 1 est précisément celui qui est employé en
pratique. Dans ce cas, la version continue évolue sous l’action d’une transformation affine :
du point z, le processus peut sauter au point θtz + at ou θtz − at, avec θt > 1, at > 0 au
temps t ≥ 0.
— Enfin, le processus considéré est une version continue de l’algorithme du quantile renor-
malisé, obtenue par poissonisation. Pour revenir à la version originale en temps discret, on
pourra appliquer des idées similaires que dans le cas continu, en symétrisant de manière
multiplicative l’opérateur de transition Qn,n+1 comme expliqué dans la partie 2.
Par ailleurs, d’après un problème posé par Luc Pronzato, supposons que dans l’algorithme du
quantile,
Yn+1 = Yn + γn+1(1Xn+1>Yn − α), n ≥ 1,
les variables aléatoires (Xi)i∈N∗ ne soient pas tirées de manière identiquement distribuées suivant
une mesure de probabilité ν, mais qu’on sache seulement que la distribution des (Xi)i∈N∗ converge
vers ν dans un sens à préciser. Cette situation arrive en pratique de manière naturelle si les
données (Xi)i∈N∗ sont issues d’une simulation (Pronzato [2010]). Les expériences numériques
semblent montrer que l’algorithme (Yn)n∈N∗ converge toujours vers le quantile de ν. Un objectif
de recherche naturel est de montrer cette convergence, de manière non quantitative dans un
premier temps, via une approche tension/ identification.
Autour d’un algorithme stochastique d’estimation d’intégrale
Soit µ la mesure invariante d’une diffusion de générateur défini, pour toute fonction f assez
régulière, par
L[g] =
1
2
σ2g′′ + bg′,
où σ2 est une fonction positive. Le schéma d’Euler à pas décroissant associé s’écrit :
Xn+1 = Xn + γn+1b(Xn) +
√
γn+1σ(Xn)Un+1,
avec (Un)n≥1 bruit blanc gaussien. Sous les hypothèses appropriées sur les fonctions b et σ et
sur la séquence des pas (γn)n≥1, on sait que cet algorithme converge vers la mesure invariante
µ de (Yt)t≥0, ce qui fournit un moyen d’estimer numériquement l’intégrale µ(f) là où d’autres
méthodes comme celles de Monte-Carlo peuvent s’avérer plus coûteuses (Lamberton and Pagès
[2002]; Lemaire [2005]).
133
L’algorithme (Zn)n≥1 forme une chaîne de Markov inhomogène, dont la loi converge asympto-
tiquement vers µ. Une piste de recherche est d’appliquer la stratégie par inégalité fonctionnelle
développée dans cette thèse dans le but de quantifier la convergence, sous l’hypothèse que le
couple (L, µ) lui-même admet une inégalité de Poincaré ou de Log-Sobolev par exemple, où L
désigne le générateur infinitésimal du processus (Yt)t≥0.
Dans le chapitre 2, les ingrédients nécessaires au calcul ont été donnés pour le processus d’Ornstein-
Uhlenbeck et pour le choix de l’entropie relative comme quantité mesurant la convergence. La
généralisation est un problème ouvert.
Entrelacements et méthode de Stein
Une première piste à explorer consiste à obtenir une formule d’entrelacement valable à tout ordre,
ce qui permet de proposer des majorations sur les facteurs de Stein correspondants.
La seconde piste de recherche concerne l’adaptation des résultats principaux du chapitre 6 au cas
continu, c’est-à-dire lorsque le semi-groupe de Markov considéré correspond à un semi-groupe de
diffusion. L’entrelacement au premier ordre existe (Bonnefont and Joulin [2014]). L’entrelacement
au second ordre reste à examiner. Soit ∆ le laplacien sur R, défini comme ∆f = f ′′, L un
générateur de diffusion et f une fonction régulière de R dans R. Pour obtenir l’entrelacement au
second ordre, le point crucial est de pouvoir interpréter l’expression
∆(Lf)
comme un générateur de Feynman-Kac L̂− V̂ appliqué à ∆f . Or, par l’entrelacement au second
ordre, on sait que
∆(Lf) = ∇(L˜− V˜ )(∇f).
Il suffit donc d’obtenir un entrelacement au premier ordre, mais pour le générateur de Feynman-
Kac (L˜− V˜ ). Ecrivons :
∇(L˜− V˜ )(g) = ∇(L˜g)− V˜ (∇g)− (∇V˜ )g.
En réitérant l’entrelacement au premier ordre, le terme ∇(L˜g) ne pose pas de problème, pas plus
que le terme V˜ (∇g). L’analyse doit se concentrer sur le terme (∇V˜ )g, à exprimer en fonction de
∇g grâce à des conditions au bord bien choisies.
Enfin, une stratégie similaire à celle employée dans le chapitre 6 permettrait de dériver des
facteurs de Stein relatifs à des mesures continues sur R, de manière plus large que pour la
mesure gaussienne qui est l’approximande classique.
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Méthodes quantitatives pour l’étude asymptotique de processus de Markov homogènes et non-
homogènes
L’objet de cette thèse est l’étude de certaines propriétés analytiques et asymptotiques des pro-
cessus de Markov, et de leurs applications à laméthode de Stein. Le point de vue considéré
consiste à déployer des inégalités fonctionnelles pour majorer la distance entre lois de pro-
babilité.
La première partie porte sur l’étude asymptotique de processus de Markov inhomogènes
en temps via des inégalités de type Poincaré. On se place d’abord dans le cadre du théorème
central limite, qui affirme que la somme renormalisée de variables aléatoires converge vers la
mesure gaussienne. L’étude est consacrée à l’obtention d’une borne à la Berry-Esseen en
distance du χ2 permettant de quantifier cette convergence, et complétant la littérature relative
à d’autres distances.
Toujours dans le contexte non-homogène, on s’intéresse ensuite à un processus peu mélangeant
relié à un algorithme stochastique de recherche de médiane, qui évolue par des sauts dont
la taille et l’intensité dépendent du temps, et on présente une conjecture sur la distance de
Wasserstein d’ordre 1 entre la loi du processus et la mesure gaussienne.
La seconde partie s’attache à l’étude des entrelacements entre processus de Markov (homogènes)
et gradients, qu’on peut interpréter comme un raffinement du critère de Bakry-Emery, et leur
application à la méthode de Stein, un ensemble de techniques permettant de majorer la
distance entre mesures de probabilité. On prouve l’existence de relations d’entrelacement du
second ordre pour les processus de naissance-mort, allant ainsi plus loin que les relations du
premier ordre connues. Ces relations sont mises à profit pour construire une méthode originale
et universelle d’évaluation des facteurs de Stein relatifs aux mesures de probabilité discrètes.
Mots-clefs : processus de Markov, processus de naissance-mort, inégalités fonctionnelles, in-
égalités de Berry-Esseen, algorithmes stochastiques, méthode de Stein.
Quantitative methods for the asymptotic study of homogeneous and non-homogeneous Markov
processes
The object of this thesis is the study of some analytical and asymptotic properties of Markov
processes, and their applications to Stein’s method. The point of view consists in the devel-
opment of functional inequalities in order to obtain upper-bounds on the distance between
probability distributions.
The first part is devoted to the asymptotic study of time-inhomogeneous Markov processes
through Poincaré-like inequalities. The first investigation takes place within the framework of
the Central Limit Theorem, which states the convergence of the renormalized sum of random
variables towards the normal distribution. It results in the statement of a Berry-Esseen bound
allowing to quantify this convergence with respect to the χ2-distance, which extends similar
results relative to other distances.
Keeping with the non-homogeneous framework, we consider a weakly mixing process linked to a
stochastic algorithm for median approximation, which evolves by jumps with time-dependent
size and intensity, and present a conjecture on the Wasserstein distance of order 1 between the
marginal distribution of the process and the normal distribution.
The second part concerns intertwining relations between (homogeneous) Markov processes and
gradients, which can be seen as refinment of the Bakry-Emery criterion, and their application
to Stein’s method, a collection of techniques to estimate the distance between probability
distributions. Second order intertwinings for birth-death processes are stated, going one step
further than the existing first order relations. These relations are then exploited to construct an
original and universal method of evaluation of discrete Stein’s factors.
Keywords: Markov process, birth-death process, functional inequalities, Berry-Esseen inequal-
ities, stochastic algorithm, Stein method.
