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Abstract
Dilute magnetic semiconductors (DMSs) are attractive. They are candidate ma-
terials for applications in novel spintronic devices. Because of the giant Zeeman
eect in the paramagnetic state, a magnetic eld can be used to manipulate the
spin and charge of carriers in DMSs. One possibility is to exploit the nonhomoge-
neous magnetic elds due to superconductors. In this thesis, the heterostructures
of the planar DMS and superconductors in dierent geometries and superconduct-
ing states are investigated to understand the electronic structure of electrons in
the DMS.
The combination of a superconducting disk in the Meissner state and the pla-
nar DMS is studied using both simple and realistic models of the magnetic eld
associated with the disk. The giant Zeeman interaction is found to substantially
inuence the energies of magnetically conned states in the adjacent DMS. In the
simple model eld, the giant Zeeman energy acts as an extra conning potential
and results in spin dependent electron states exhibiting dierent spatial distribu-
tions, while the more realistic model eld results in conned states exhibiting a
variety of mixed spin characters.
The hybrid of a superconducting lm in a superconducting vortex state and
the DMS is then explored. The concentrated magnetic eld due to an isolated
vortex is shown to trap strongly spin polarised electron states. In the case of
an Abrikosov lattice of vortices, interactions between vortex-bound states result
in a band structure which can be controlled by the magnitude of an external
uniform magnetic eld. It is found that the numerical band structures obtained
using a basis of Landau states dier from those previously reported, leading to
the development of a tight-binding theory to conrm their corrections. Another
hybrid investigated is a square superconductor above the DMS. In this case, the
arrangement of vortices is distorted by the boundary of the sample, leading to the
possibility of multivortex state and/or giant vortex states. It is discovered that
the magnetic eld due to the former state induces \molecular" electron states
in the DMS, while that due to the latter state induces electron states with in-
creased spatial distribution. Tight-binding theory is again used to describe the
observed energy levels and the interactions between electron states induced by
the magnetic elds due to separated vortices in the multivortex state.
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Chapter 1
Introduction
Dilute magnetic semiconductors (DMSs) [1, 2, 3] are unique materials which
possess both semiconducting and magnetic properties. They are formed by the
dilute doping of magnetic ions into conventional semiconductors. The concepts
from two branches in condensed matter physics, semiconductor physics and mag-
netism, are used to understand their physics. At suciently high temperatures
and suciently low concentration of magnetic ions, they are in a paramagnetic
state, exhibiting an extraordinary behaviour in a magnetic eld. The energy split-
ting due to the Zeeman eect is extremely large and can dramatically inuence
electronic structure of charge carriers in the sample. For this reason, there has
been much interest in DMSs in nonhomogeneous magnetic elds [4, 5, 6, 7, 8, 9].
Of particular interest is the prediction by Berciu and Janko [5] that the inho-
mogeneous magnetic eld created by nanoscale permalloy disks can trap spin
polarised carriers in DMSs. They showed that the giant Zeeman splitting could
play an important role not only in conning charge carriers, but also in manipu-
lating their spin degrees of freedom, with applications in spintronics [10, 36].
This thesis concerns the exploitation of the inhomogeneous eld associated
with superconductors. We study the hybrid superconductors/DMS systems in
an external magnetic eld and focus on the electronic structure of electrons in
the DMS. Inhomogeneous magnetic elds can be generated by superconductors
in many situations, depending upon the magnitude of an external eld, and the
size and geometry of the superconductor. The rst option is using a supercon-
ductor in a Meissner state, where it expels a suciently low external eld from
the interior, resulting in an inhomogeneous eld in the immediate vicinity, into
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which can be placed a DMS.
Another possibility is to use the eld associated with a superconducting vortex
state which is found in a type-II superconductor. If the size of a superconductor
is suciently large, Abrikosov vortices where a magnetic eld passes through will
exist in the superconductor. These are arranged in triangular lattice [12], result-
ing in a periodic magnetic eld in a nearby DMS. One benet of using this eld
is that the periodicity can be varied by varying the external magnetic eld; as
the applied eld increases, the distance between vortices will decrease. When the
size of a superconductor is comparable to the coherence length or the penetration
depth, the boundary of a superconductor strongly aects the vortex arrangement
and the resulting magnetic eld prole due to the vortices [81, 82, 83]. Varying
the external magnetic eld can alter the number of vortices, and their cong-
uration in the superconductor. Many possible magnetic eld proles produced
by superconductors increase the opportunity to exploit the giant Zeeman energy
to control spin and charge transport properties in hybrid systems, potentially
enabling novel electronic devices.
The thesis is structured in the following way. In the rest of this Chapter, some
background details of superconductivity and DMSs are presented. We concen-
trate on the behaviour of superconductors and DMSs in magnetic elds, which
are of particular relevance to the work in this thesis. After that, the hybrid su-
perconductors/DMS systems are discussed in the following Chapters.
In Chapter 2, the hybrid of a superconducting disk and a thin DMS is con-
sidered. The system is known as a magnetic quantum dot [43]. In the Meissner
state, an inhomogeneous magnetic eld in the DMS plane can be approximated
by a model magnetic eld. The eect of giant Zeeman interaction on the energy
spectrum and magnetically conned states of electrons in the plane is discussed.
In Chapter 3, the study of the magnetic quantum dot in Chapter 2 is ex-
tended. We use a more realistic magnetic eld prole consisting of normal and
radial components. The eect of these two components is explored separately
to understand the energy spectrum and conned states due to the realistic eld.
The results of this Chapter are compared with those in Chapter 2.
In Chapter 4, the hybrid of a superconducting lm in the Abrikosov vortex
phase and a DMS plane is considered. We repeat and extend the work of Rap-
poport et al. [6]. Spin polarised bound states in a DMS, conned by an isolated
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vortex are conrmed. However, the energy band structure of electrons in a pres-
ence of a periodic lattice of vortices is dierent from those previously reported.
To verify our results, a tight-binding model is developed and used to reproduce
the energy bands.
In Chapter 5, the hybrid of a square superconductor in a vortex state and a
planar DMS is considered. The similarities and dierences of the energy spec-
trum and the magnetically conned states in the DMS due to a single vortex state
(one vortex in a nanoscale superconductor) and an isolated vortex state (one vor-
tex in an extended superconductor) are discussed. We then extend the study to
the case of the electronic states in the DMS when the neighbouring nanoscale
superconductor contains a small numbers of vortices, identifying a new kind of
Zeeman-bound molecular state. To achieve further insight, a tight-binding model
is again applied to describe the system.
The nal Chapter contains a conclusion of the whole thesis, and some sug-
gestions for experiments related to the hybrid systems studied here.
1.1 Superconductors in a magnetic eld
In 1911, superconductivity was discovered by Kamerlingh Onnes [13]. He found
that the dc resistivity of mercury dropped abruptly to zero when the temperature
was less than a very low critical temperature Tc. This extraordinary behaviour
is similar to that of an ordinary metal with perfect conductivity. However, the
magnetic properties of a superconductor are completely dierent from those of a
perfect conductor. In 1933, Walter Meissner and Robert Ochsenfeld discovered
that a superconductor was able to expel an external eld Ba. This phenomenon,
called \the Meissner eect", is caused by an induced current owing at the surface
of the superconductor, which generates a magnetic eld opposing the external
eld.
If the external eld is increased suciently, it can penetrate into the sample
which results in the sample returning to the normal state. How this happens
allows superconductors to be classied into two types, as illustrated in gure
1-1. The magnetisation ~M of a type-I superconductor, satisfying   ~M = ~Ba=0
[14], initially increases in proportion to the external eld Ba. However, when
the eld is greater than the critical eld, Bc, the magnetisation suddenly drops
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(a) (b)
Figure 1-1: Magnetisation as a functions of an external eld Ba for (a) type-I
and (b) type-II superconductors.
to zero and the superconductivity is destroyed. This is shown in gure 1-1 (a).
In a type-II superconductor, there are two critical elds known as the lower and
upper critical elds Bc1 and Bc2 respectively. When Ba < Bc1, the Meissner
state appears like in a type-I superconductor. However, if Bc1 < Ba < Bc2, a
new quantum state called \a mixed state" occurs, in which there is the mixing of
the normal and the superconducting state (see gure 1-1 (b)). Several theories
have been developed to describe the behaviour of superconductors. Here, we
will focus on the Ginzburg-Landau theory [15] which is widely used to study
superconducting states in a magnetic eld.
1.1.1 Ginzburg-Landau Theory
The Ginzburg-Landau theory [15] is based on the idea that a phase transition
in a superconductor can be characterised by a parameter  called an \order
parameter". It is assumed to be a function of temperature T with [16]
 =
8<:0 T > Tc (T ) T < Tc: (1.1)
One can interpret the order parameter as the wavefunction of the superconducting
electrons or Cooper pairs [17]. From now on,  a will denote the order parameter
at a certain temperature Ta. The basic assumption of the theory is that the
Helmholtz free energy per unit volume f is determined by  and can be expanded
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in a Taylor series about  a:
f( ) = f( a) +
df( a)
d 
(    a) + 1
2
d2f( a)
d 2
(    a)2 + ::: (1.2)
Note that in the above expansion, we also assume that f is a dierentiable func-
tion of  . Then, we take the limit as Ta ! T+c on both sides of the equation to
obtain
f( ) = fn +
df(0)
d 
 +
1
2
d2f(0)
d 2
 2 + :::; (1.3)
where fn is the free energy density of a normal phase. Because f( ) is always
real, but  may be complex, equation (1.3) is expressed as
f( ) = fn +
df(0)
dj j j j+
1
2
d2f(0)
dj j2 j j
2 + ::: (1.4)
However, the free energy density in this form is not generally a dierentiable
function of  because of the odd powers of j j. Therefore, we only consider
terms with even powers [18], and truncate the series with,
fs = fn +  j j2 + 1
2
 j j4 ; (1.5)
where fs is the free energy density of a superconducting phase and
 =
1
2
d2f(0)
dj j2 ;  =
1
12
d4f(0)
dj j4 : (1.6)
The expression in (1.5) applies when the order parameter does not vary with
position so that the free energy Fs is fsVs, where Vs is the volume of the specimen.
More generally,  will have a spatial variation and the free energy then has the
form
Fs =
Z
fs( (~r; T ))d
3~r; (1.7)
where the integral is carried out over the volume of the sample, and in this case,
it is also necessary to include the kinetic energy associated with the Cooper pairs
of charge  2e and mass m that are described by the order parameter,
Fs = Fn +
Z
 j (~r)j2 + 1
2
 j (~r)j4 d3~r + hp
2i
2m
; (1.8)
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where hp2i = R ( i~~r ) ( i~~r )d3~r = ~2 R ~r 2 d3~r. In a magnetic eld, the
quantum mechanical momentum  i~~r is replaced by  i~~r + 2e ~A. Therefore,
the free energy of a superconductor in a magnetic eld becomes [16]
Fs = Fn +
Z 
 j (~r)j2 + 1
2
 j (~r)j4 + 1
2m
( i~~r+ 2e ~A) (~r)2 d3~r
+
1
20
Z
j ~B(~r)j2d3~r; (1.9)
where the nal eld term describes the magnetic energy of the total magnetic
eld ~B, which contains contribution from the external eld and the eld induced
by the supercurrent. ~A is the corresponding vector potential, with ~B = ~r ~A.
The rst integral extends over the volume of the sample, while the second one
extends over all space.
In order to obtain the Ginzburg-Landau equations, we minimise the free en-
ergy in (1.9) with respect to  and ~A. Minimising the energy for variations of
the order parameter yields
Fs =
Z 
   +  j j2    + 1
2m
( )   + c:c

d3~r; (1.10)
where  =  i~~r+ 2e ~A and c:c: stands for complex conjugate. We then use the
divergence theorem and the identity, ~r  (  ~F ) = (~r )  ~F +  (~r  ~F ), to
reexpress the last term asZ
( )   d3~r = i~
Z
(~r )   d3~r + 2e
Z
~A    d3~r
= i~
Z
   d~S   i~
Z
 ~r   d3~r
+2e
Z
~A    d3~r
= i~
Z
   d~S +
Z
 ( i~~r+ 2e ~A)   d3~r
= i~
Z
   d~S +
Z
 (2 )d3~r;
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where the surface integral is over the boundary of the superconductor. Now Fs
can be written as
Fs =
Z
 

 +  j j2  + 1
2m
2 

d3~r + c:c:
+
Z
i~
2m
 ( )  d~S + c:c: (1.11)
Fs will be a minimum free energy when Fs = 0. That means the order parameter
has to satisfy
 +  j j2  + 1
2m
2 = 0 (1.12)
within the volume of the superconductor and
n^s   = 0; (1.13)
where  =  i~~r + 2e ~A, and n^s is a unit normal vector to the surface of a su-
perconductor. (1.12) is the rst Ginzburg-Landau equation, and (1.13) identies
the boundary condition satised by the order parameter.
Next, we consider the variation in the free energy due to the vector potential.
After some algebra, we nd
Fs =
Z n e
m
 ~A    + c:c
o
d3~r +
1
0
Z
~B  (~r  ~A)d3~r: (1.14)
Using the identity ~r (~F  ~G) =  ~F  (~r ~G)+ ~G  (~r ~F ), the second integral
can be expressed as
1
0
Z
~B  (~r  ~A)d3~r = 1
0
Z
 ~A  (~r ~B)d3~r: (1.15)
In deriving (1.15),
R
~r  ( ~B   ~A)d3~r = R ( ~B   ~A)  d~S = 0 because  ~A = 0 at
innity. After substituting (1.15) into (1.14), we obtain
Fs =
Z
 ~A 

1
0
(~r ~B) + e
m
[  + c:c:]

d3~r: (1.16)
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Again, Fs will be minimised when Fs = 0. Due to the Maxwell equation ~r ~B =
0~j, we identify the current density due to the supercurrent as
~js =   e
m
[  + c:c:]
=
i~e
m
( ~r    ~r )  4e
2
m
j j2 ~A: (1.17)
This is the second Ginzburg-Landau equation. It must be emphasised that ~A is
the vector potential due to both supercurrents and external currents that produce
the external applied eld. In the following, both Ginzburg-Landau equations are
used to derive some important parameters in a superconductor.
Characteristic length scales
There are two characteristic length scales which can be derived from the two
Ginzburg Landau equations (1.12) and (1.17). Let us rst consider equation
(1.12) when the vector potential ~A is zero:
 ~2
2m
r2 +  +  j j2  = 0: (1.18)
The obvious solution is a constant  0 =
p = which can be used to describe
the order parameter in a superconductor in the ideal Meissner state (when the
superconductor expels the magnetic eld completely). If  is real, we can express
 in units of  0 and obtain
 ~2
2m
r2f0 + f0   f 30 = 0; (1.19)
where f0 =  = 0. Because the coecient  has the units of energy, a natural
length scale  is dened as
 =
s
~2
2mjj : (1.20)
This is the well known coherence length, which is used to characterise the spatial
variation of the order parameter.
Another length scale can be derived from the second Ginzburg-Landau equa-
tion. If the external magnetic eld is small, we can assume that the order pa-
rameter distributes uniformly inside a superconductor as  =  0. Therefore, the
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supercurrent density (1.17) becomes
~js =  4e
2
m
j 0j2 ~A: (1.21)
Taking the curl of the above equation and using the Maxwell equation ~r ~B =
0~j, we obtain
~r ~r ~B =   0
m
4e2j 0j2 ~B: (1.22)
Finally, applying the vector cross product r 

r ~A

= r(r  ~A)   r2 ~A in
the Coulomb gauge allows us to to reexpress (1.22) as
r2 ~B = ~B=2: (1.23)
Here , known as the penetration depth, determines the spatial variation of the
magnetic eld, and is given by [19]
 =
s
m
4e20jj : (1.24)
The upper critical magnetic eld
When a type-II superconductor is placed in an external magnetic eld Ba
which exceeds the upper critical magnetic eld Bc2, the order parameter  de-
scribing the superconducting state is exactly zero, and the external eld Ba passes
through the sample. If Ba is just below Bc2,  will be small. In this case, the
eld inside the superconductor can be approximated by the external eld ~Ba [16],
for which the corresponding vector potential ~A in the Landau gauge is given by
~A = (0; xBa; 0). Then, the Ginzburg-Landau equation (1.12) reads as
 +  j j2  + 1
2m

 i~~r+ 2exBaj^
2
 = 0: (1.25)
The second term can also be neglected since  is assumed to be small, leading to
 ~
2r2
2m
  ~!ix @
@y
+
m!2x2
2

 =   ; (1.26)
where ! = 2eBa=m
. We recognise this as the Schrodinger equation describing
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a particle of charge  2e moving with the cyclotron frequency ! in a uniform
magnetic eld. Landau [49] suggested that the solution of this equation should
be
 (~r) = ei(kyy+kzz)f (x) ; (1.27)
where substitution shows that the function f satises
  ~
2
2m
d2
dx2
f +
m!2
2
(x  x0)2 f =

   ~
2k2z
2m

f; (1.28)
where x0 =  ~ky=m!. This is equivalent to the Schrodinger equation describing
a one dimensional harmonic oscillator of a particle with mass m, centred at
x = x0, with the energy of the oscillator replaced by    ~2k2z=2m. Therefore,
we immediately get the quantisation
n+
1
2

~! =  n   ~k
2
z
2m
: (1.29)
The sample begins exhibiting superconductivity when n = 0 and kz = 0, cor-
responding to the lowest possible energy ~! =  2. As a result, we get the
maximum value of the magnetic eld that can cause superconductivity,
Bc2 =  m

e~
=
~
2e2
: (1.30)
In 1957, Abrikosov [12] contributed to the main development of type-II su-
perconductors. He predicted a structure of the two dimensional periodic lattice
of vortices by considering a superconductor in a magnetic eld that is slightly
below Bc2. Many experiments [20, 21, 22, 23] have conrmed his prediction (see
gure 1-2). Abrikosov was awarded the Nobel Prize in Physics in 2003.
1.2 The Zeeman eect in a dilute magnetic semi-
conductor
We now switch attention to the properties of electrons in a dilute magnetic semi-
conductor. In a magnetic eld, the energy levels of each quantum state will be
10
Figure 1-2: Abrikosov ux lattice produced by a magnetic eld of 1 T in NbSe2
at 1.8 K [22], observed by scanning tunnel microscopy.
disturbed dierently, depending on a magnetic moment associated with it. One
consequence is that the eld can split degenerate energy levels. This phenomenon
is called \The Zeeman eect". For simplicity, let us consider an electron (charge
 e) moving freely in space. In a magnetic eld ~B, the interaction between the
magnetic moment of the particle, ~, and the eld will result in the potential
energy: U =  ~  ~B. Due to spin, an electron possesses the intrinsic magnetic
moment [24]:
~ =  gs e
2me
~s =  1
2
gsB~; (1.31)
where gs is the electron spin g-factor, me is the electron rest mass, ~s is the
spin operator ~s = ~~=2, and B = e~=2me is the Bohr magneton. Now, the
Hamiltonian of the particle is the combination of the kinetic energy and the
potential energy U , usually called the Zeeman energy,
bH = (p^+ e ~A)2
2me
+
1
2
gsB~  ~B; (1.32)
where p^ is the momentum operator and ~A is the vector potential ( ~B = ~r ~A).
In free space or in a nonmagnetic semiconductor, the Zeeman term is normally
very small and often neglected, compared with the kinetic term. However, the
inuence of the magnetic eld can be increased by doping magnetic ions into a
semiconductor.
A dilute magnetic semiconductor (DMS) [25, 26, 27] is just such a semicon-
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ductor, which has been doped to contain some magnetic atoms. It was rst
recognised in 1977 when Komarov [28] found the giant enhancement of magnetic-
optical eects in Mn-doped CdTe. In the early study of DMSs, II-VI compounds
containing Mn ions were intensively investigated; for instance, CdMnSe, ZnMnSe
ZnMnTe [29, 30, 31]. Subsequently, the study was extended to III-V compounds
with other magnetic ions; Co, Cr, V, Fe, Eu [32, 33, 34]. All DMSs are able to
exhibit both semiconducting and magnetic properties. The magnetic phase of
a DMS can be paramagnetic, antiferromagnetic, or spin-glass, depending upon
temperature and magnetic concentration. Figure 1-3 shows a magnetic phase
diagram for CdMnTe, which is typical of all DMSs [2]. At suciently low Mn
fraction x, and suciently high temperature T , the DMS is in a paramagnetic
phase. However, when x is large, and at low T , the interaction between magnetic
ions can cause the DMS to be in a spin-glass or antiferromagnetic state.
A DMS in a paramagnetic state is useful in manipulating the spin of charge
carriers and can be applied in spintronic devices. In this state, there is an ex-
change interaction between band electrons and electrons associated with magnetic
ions. If the magnetic eld is applied in the z direction ~B = Bz^, the Hamiltonian
Figure 1-3: Phase diagram for Cd1 xMnxTe, where x is a fraction of Cd which
has been substituted by Mn. From Ref. [2].
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describing electrons in the DMS, including the exchange energy, is given by [1, 2]
bH = (p^+ e ~A)2
2m
+
1
2
gBzB   1
2
N0x hSziz; (1.33)
where m and g are the eective mass and g-factor of band electrons. The
material dependent exchange constant N0 can be obtained experimentally, and
hSzi is the average spin per magnetic site. Similar to the conventional Zeeman
term, the exchange term disappears when there is no external magnetic eld
(since the spins are random and hence hSzi = 0), and appears when the eld
is non-vanishing. Therefore, Furdyna [1, 2] proposed the introduction of the
eective g-factor ge, which consists of the standard g-factor and the exchange
contribution:
ge =  g + N0x hSzi
BB
: (1.34)
Now, the Hamiltonian (1.33) becomes
bH = (p^+ e ~A)2
2m
  1
2
geBzB: (1.35)
In experiments on DMSs [3, 35], a very large energy splitting due to Zeeman
interaction is found, indicating an enhanced eective g-factor which originates
from the strong interaction between band electrons and those localised on the
partially lled shell of magnetic ions. In a suciently low magnetic eld, the
splitting energy E = geBB decreases linearly with increasing B (see gure
1-4). That is, in this limit ge can be assumed to be a constant. In a suciently
high eld, E is converged because of the saturation magnetisation due to the
magnetic ions. To date, the largest value of ge measured is 600 [35] in CdMnSe,
while the electron spin g-factor is just about 2. This giant eective g-factor can
enormously change the transport and magnetic properties of the semiconductor,
allowing the magnetic eld to manipulate the spin degree of freedom of the charge
carriers.
There has been much interest in the potential application of DMSs in spin-
tronics [36, 37], which aims to control and manipulate the spin and charge of
carriers to enhance the ability to store, transmit, and process quantum infor-
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Figure 1-4: The Zeeman splitting of CdMnSe as a function of a magnetic eld
for various Mn concentrations, when the temperature is 1.8 K. From Ref. [35].
mation in electronic devices. In order to use spin in new and improved devices,
one has to nd eective ways to generate spin polarised currents, detect spin po-
larisation, and inject and manipulate spin polarised carriers [26, 38]. DMSs are
promising candidate materials for spintronic applications. According to the fact
that spin up and spin down electrons feel dierent Zeeman potentials in a DMS,
theoretical works [39, 40, 41] have predicted that hybrid systems consisting of
nonmagnetic semiconductors and DMSs could produce spin polarised currents.
These have been recently conrmed in the experimental work of Olbrich [42]. In
this thesis, the presented work aims to use a DMS to manipulate the spin degree
of freedom of charge carriers by an external magnetic eld, which is part of the
study of spintronics.
Having discussed the fundamental concepts of a superconductor and a DMS
in a magnetic eld, we now study the heterostructure of a superconductor and a
planar DMS in the following Chapters.
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Chapter 2
Magnetic quantum dots in a
dilute magnetic semiconductor
A magnetic quantum dot was rst proposed by L. Solimany and B. Kramer
[43]. It can be realised by depositing a superconducting disk with radius R
underneath the plane of two dimensional electron gas (2DEG) (see gure 2-1
(a)). The dierence between the usual quantum dot system and a magnetic
quantum dot is that electrons are conned magnetically in an inhomogeneous
magnetic eld. Due to the Meissner eect of the superconductor, an applied
magnetic eld is expelled resulting in a magnetic eld in the plane that can be
approximated as zero in the dot region (r < R) and constant outside (r  R).
Consequently, the classical motion of electrons in such a system is characterised by
cyclotron orbits outside the dot and straight line trajectories inside, as sketched
in gure 2-1 (b) [44]. The advantage of a magnetic quantum dot is that the
energy spectrum and behaviour of electrons in the 2DEG can be controlled by
an applied eld [44, 45, 46]. The eigenstates of the dot distribute both inside
and outside the dot region, exhibiting intermediate behaviour between Landau
level states and circular quantum dot states. When an applied eld is suciently
small, the eigenstates will extend mostly outside the dot region where the eld
is uniform and behave like Landau states. On the other hand, when an applied
eld is suciently large, the eigenstates will be conned inside the dot where
the eld vanishes and behave like the eigenstates of a circular quantum dot with
an innite barrier. A close relation between the quantum eigenstates and the
classical trajectories is also reported [44, 46, 47].
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(a) (b)
Figure 2-1: (a) The hybrid system of a DMS and a superconducting disk in an
applied magnetic eld. (b) A classical electron orbit in a magnetic quantum dot
[44].
In this Chapter, we study the electronic structure and dynamics of electrons
in a magnetic quantum dot in a DMS; the 2DEG previously studied is replaced by
a DMS. We nd that the electron eigenstates, eigenenergies, and trajectories are
dierent from those of the previous studies. The exchange interaction between
the charged carriers and the doped magnetic ions results in an extremely large
modied g factor, ge. This allows us to consider the Zeeman energy to be
a spin-dependent potential. It can either attract or scatter charged carriers,
depending upon their spin, and lead to a spin-dependent spatial distribution
of Zeeman localised states. The semiclassical interpretation is used to explain
the quantum results. A clear correspondence between probability currents and
electrons' trajectories will be presented. In order to understand the eect of
the inhomogeneous magnetic eld due to the superconducting disk, we begin by
considering the classic problem of a DMS in a uniform magnetic eld, which
results in the well-known Landau levels.
2.1 Landau quantisation in a DMS
Classically, a particle with charge q moving with a velocity ~v in a uniform mag-
netic eld ~B experiences the Lorentz force ~F = q(~v ~B). In quantum mechanics,
this problem was rst studied by L.D. Landau who found the energy levels of the
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particle are discrete. These are now called \Landau levels" [49]. In the following,
we will consider the charged particle constrained to the x   y plane of a DMS
in the constant uniform magnetic eld ~B = Bz^, including in the Hamiltonian
the Zeeman term which is dominant. The Hamiltonian of a free charged particle
(q =  e) with spin can therefore be written as
bH = (p^+ e ~A)2
2m
  1
2
geB~  ~B; (2.1)
where m is the eective mass of the particle in the DMS, p^ is the momentum
operator, ~A is the vector potential, ~B = ~r  ~A, and the second term on the
right hand side is the Zeeman energy. In cylindrical coordinates (r; ; z), it is
convenient to choose the symmetric gauge ~A = Br=2^ so that we can then
rewrite the Hamiltonian as
bH =  ~2r2
2m
  i~
2
!c
@
@
+
1
8
m!2cr
2   1
2
geBzB; (2.2)
where !c = eB=m
 is the cyclotron frequency. Because the Hamiltonian com-
mutes with the angular momentum operator L^z and the Pauli matrix z, the
eigenfunctions can be expressed as
	nm (r; ) = e
im nm (r); (2.3)
where a radial quantum number n, an angular momentum m and spin  are good
quantum numbers.  is
 
1
0

and
 
0
1

for spin up and spin down respectively.
Substituting 	nm into the Schrodinger equation equation bH	 = E	, we obtain
the radial equation:
~2
2m

 00 +
 0
r
  m
2
r2
 

+

E   1
8
m!2cr
2   ~!c
2
m+ geBB

 = 0; (2.4)
where  is 1=2 and  1=2 for spin up and spin down respectively. In equation 2.4,
for simplicity, the radial wavefunction  nm(r) is written as  and  
0 represents
the derivative of  nm(r) with respect to r. We then dene the dimensionless
parameter
 =
m!cr2
2~
= cr2; (2.5)
17
to express the Schrodinger equation equation (2.4) in terms of  as
 00 +  0 +

 
4
+    m
2
4

 = 0; (2.6)
where  = E=~!c  m=2 + geBB=~!c, and now  0 represents the derivative
of  nm() with respect to . The solution of (2.6) is described in Appendix A.
The normalised eigenstates are obtained in terms of Kummer-M functions [93].
 nm (r) =
1
`B jmj!

(jmj+ n)!
2jmjn!
 1
2
exp
 r2
4`2B

r
`B
jmj
M( n; jmj+ 1; r2=2`2B);
(2.7)
where `B =
p
~=eB =
p
~=m!c is the magnetic length and n =  jmj =2 1=2.
The eigenvalues can be obtained by considering the behaviour of the Kummer-M
functions which are nite polynomials when n is 0 or positive. The restriction
leads to the energy quantisation,
Enm = ~!c

n+
m
2
+
jmj
2
+
1
2

  geBB; (2.8)
where n is 0,1,2,3..., m is 0;1;2;3:::; and  = 1=2, corresponding to the
Landau levels obtained in [49] for the case ge = 0. Clearly, the state with m = 0
has the same energy as the states with negative m, and indeed each Landau level
is innite-fold degenerate as seen in gure 2-2. The corresponding eigenstates
exhibit unusual behaviour: their radial dependence is a function of jmj so that
the states with +m and  m have the same distribution, but their energies are
dierent as seen in gure 2-3 (a). Figure 2-3 (b) shows that as usual the number of
nodes is related to the radial quantum number n. Finally, note that the Zeeman
term does not aect the wavefunctions, but it does split the degenerate energy
levels of the spin up and spin down states.
2.2 Theoretical models of magnetic quantum dots
in a DMS
A magnetic quantum dot and an example of classical electron connement are
shown schematically in gure 2-1. In this section, we explore how electrons are
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trapped quantum-mechanically when moving within a DMS. In order to nd an
analytical solution to the problem, the magnetic eld prole and vector potential
in the DMS are approximated. We assume that an adjacent superconducting
disk expels an applied eld perfectly, so that there is no magnetic eld passing
through the superconductor even at the edge. Therefore, the inhomogeneous
magnetic eld and corresponding vector potential in a DMS plane are taken to
be
~B =
8<:0 r < RBz^ r  R (2.9)
and
~A =
8<:0 r < RB(r2  R2)=2r^ r  R: (2.10)
These model elds are used widely in previous related studied [44, 46, 47] since
they contain the important physical characteristic of actual elds. Using the
eective mass approximation, one can consider a single electron with eective
mass m moving freely inside the dot region and experiencing the applied eld
when it is outside. Therefore, the Schrodinger equation equation is given bybH	 = E	, where
bH =
8<:p2=2m r < R(p^+ e ~A)2=2m   1
2
geB~  ~B r  R
(2.11)
Considering the symmetry of the system, we can again use an angular momentum
m and spin  as good quantum numbers. This is the main reason why we study
the Landau levels in the symmetric gauge; it is easy to compare the results of
this problem with the Landau levels, whereas using the Landau gauge (0; Bx; 0)
gives dierent good quantum numbers. Similar to the Landau states, the general
eigenstates here can be written as
	nm(r; ) = e
im nm(r): (2.12)
Because the magnetic eld is a step function, we can consider the solution inside
and outside the dot region separately and then match the wavefunctions at the
boundary to obtain the eigenenergies. For r < R, we use r2 = @2
@r2
+ 1
r
@
@r
+ 1
r2
@2
@2
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and nd the radial equation:
  ~
2
2m

@2
@r2
+
1
r
@
@r
  m
2
r2

 nm(r) = E 

nm(r) r < R: (2.13)
All of the quantities are expressed in the following dimensionless units: r = `L,
E = ~!L, and R =
p
s`L, where !L = eB=2m
 is the Larmor frequency, half the
cyclotron frequency !c, and `L =
p
~=(m!L). Then, one can rewrite the radial
equation (2.13) as
@2
@2
+
1

@
@
  m
2
2
+ 2

 nm() = 0  <
p
s; (2.14)
which has as solutions Bessel functions of orderm:  nm() = Jm(
p
2) if  <
p
s.
It is obvious that the inside solutions are independent of spin and only concerned
with the kinetic energy of system. For r  R, after deriving straightforwardly,
we nd that the Zeeman term can be visualised as a spin-dependent potential as
evident in the radial equation:
1
2m

 ~2

@2
@r2
+
1
r
@
@r
  m
2
r2

+ 2e~mB
(r2  R2)
2r2
+ (e ~A)2

 nm(r)
 geBB nm(r) = E nm r  R : (2.15)
In deriving this, we have used z = 2 where  is 1=2 and  1=2 for spin
up and spin down respectively. Then, transforming to dimensionless variables as
before, we get
@2
@2
+
1

@
@
  m
2
e
2
  2 + 2( me + )

 nm() = 0  
p
s; (2.16)
where
me = m  s; (2.17)
and  is the Zeeman energy in the unit of ~!L:
 = geBB=(~!L) = gem=me: (2.18)
To solve (2.16), we introduce ~ = 2 so that
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
~
@2
@~2
+
@
@~
+

  ~
4
+    m
2
e
4~

 nm(~) = 0: (2.19)
Here,  = (   me + )=2. (2.19) is similar to (2.6) except for the eective
angular momentum me so that the solution may similarly be expressed by the
linear combination of the Kummer-M and Kummer-U functions as discussed in
Appendix A. In this case, the Kummer-M function is dropped as it makes the
wavefunction innite as ~!1. Therefore, we obtain the solution:
 nm() = e
 2=2jmejU

  + jmej
2
+
1
2
; jmej+ 1; 2

  ps: (2.20)
Actually, (2.20) corresponds to a Landau eigenstate (2.7) in which the angular
momentum m is replaced by me (note also that these two expressions are pre-
sented in dierent length scales). This is sensible since outside to the magnetic
dot electrons travel in a uniform magnetic eld. If the superconducting disk
disappears (equivalent to setting s = 0), me will become m and the outside
solutions will become exactly the Landau eigenstates. Therefore, s is a dimen-
sionless parameter which can be used to describe the system considered. In this
calculation, we use it to identify the size of the disk and the magnitude of the
external eld by
s =

R
`L
2
=
eBR2
2~
=

0
; (2.21)
where  is dened by  = BR2 and 0 = h=e is the magnetic ux quantum.
In other words, the physical meaning of s is the magnetic ux missing from the
dot region in units of 0. Having found the inside and outside solutions, we
take into account the boundary condition where the wavefunctions and their rst
derivatives must be continuous at  =
p
s
 in(;  =
p
s) =  out(;  =
p
s)
 0in(;  =
p
s) =  0out(;  =
p
s)
or
 
ln in(;  =
p
s)
0
=
 
ln out(;  =
p
s)
0
: (2.22)
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Before using (2.22) to calculate the eigenenergies and eigenfunctions, we can
explore their nature roughly by looking at equations (2.14) and (2.16), which
describe a one-dimensional radial system with the eective potential V e() given
by
V e () =
8>><>>:
m2
22
 <
p
s
m2e
22
+
2
2
+me     
p
s:
(2.23)
Considering V e() gives us insight into the solutions. Figure 2-4 shows how ge
aects the potential. In the gure, m = 0:5me and s = 5, corresponding to a
system with radius R = 500 nm and magnetic eld B = 0:026 T. If ge is zero,
spin up and down electrons are conned in the same potential. As ge increases,
there will be the splitting of the potential outside, leading to a spin-dependent
distribution of the eigenfunctions. Let us concentrate on the low energy states of
each spin. Figure 2-4 suggests us that spin down eigenstates tend to exist inside
the dot region since the Zeeman splitting acts as a barrier to trap them, while
spin up eigenstates tend to distribute outside. The dependence of the eective
potential on a negative m is shown in gures 2-5 . It shows that when jmj in-
creases, both spin up and spin down states tend to distribute increasing away
from the origin (one gets the same behaviour for positive m). This behaviour is
also found in Landau eigenstates (see gure 2-3 (a)).
Finally, according to gure 2-4, when ge is very large (as shown in the In-
troduction, this can have values up to 600), we expect that the Zeeman energy
is the most dominant term. In this limit, it can be approximated as a hard wall
potential which can completely trap spin down electrons inside the dot region
and completely exclude spin up electrons to outside. In what follows, we will
consider spin-dependent connement in the ideal case where the Zeeman term is
extremely large.
(i) The ideal case for spin down
In this case, we have that a spin down electron with eective mass m moves
freely in the circular billiard consisting of a boundary with a circular hard wall.
Thus, we can take for the Hamiltonian
bH# =
8<:p2=2m r < R1 r  R: (2.24)
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Expressing all of the parameters in the same units as before and using the bound-
ary condition  (r = R) = 0, we obtain the eigenvalues and eigenfunctions as
#nm = 
2
nm=(2s) (2.25)
and
 #nm () = Jm(
q
2#nm); (2.26)
where nm is the n
th zero of Bessel functions Jm. Due to the property J m(x) =
( 1)mJm(x), it is clear that the zeroes of J m(x) are similar to those of Jm(x)
and results in the ideal spin down energies being two-fold degenerate (#m = 
#
 m).
(ii) The ideal case for spin up
For the spin up case, although an electron is perfectly scattered by the Zeeman
hard wall, they will still occupy bound states which are conned by the magnetic
eld and corresponding vector potential outside the dot. The Hamiltonian is
given by
bH" =
8<:1 r < R(p^+ e ~A)2=2m   1
2
geBzB r  R:
(2.27)
Expressing all of the parameters in the same units as before and using the bound-
ary condition  (r = R) = 0, we obtain the eigenvalues and eigenfunctions
"nm =  2n + jmej+me + 1   (2.28)
and
 "nm() = e
 2=2jmejU

  + jmej
2
+
1
2
; jmej+ 1; 2

; (2.29)
where,  = ("nm  me + )=2 and n is the nth zero of the Kummer-U function,
satisfying U (n; jmej+ 1; s) = 0. If the Landau levels (2.8) are expressed in units
of ~!L, one has the Landau quantisation: Enm= (~!L) = 2n + jmj +m + 1   
which resembles the expression (2.28). This is the result of the circular Zeeman
hard wall perturbing the system of an electron in a uniform eld.
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2.3 Spin dependent localisation
Having considered the general nature and limiting character of electron states
in a magnetic quantum dot in a DMS, we now present numerical results for the
eigenenergies and eigenstates. First, we consider the case where ge is extremely
large and compare them with the solutions in the ideal cases. Matching the wave-
functions by using the boundary conditions (2.22), we obtain the spin-dependent
spectrum shown in gure 2-6 and 2-7, where ge = 500, s = 5, and m
 = 0:5me.
The corresponding spin-polarised eigenstates are shown in gure 2-8 (a) and (b).
We see that the two ideal models considered above provide a good approxi-
mation to the energy spectrum in this case especially when jmj is small for spin
down and jmj is big for spin up. As expected, the giant Zeeman potential traps
spin down eigenstates inside the dot region (see gure 2-8 (b)) and results in
nearly two-fold degeneracy of spin down energies, #m  # m seen in gure 2-
7. The spin up eigenstates exhibit a very dierent spatial distribution, seen in
gure 2-8 (a). They distribute mostly outside the dot region. From now on,
we will describe states which distribute mostly inside the dot region as \quan-
tum dot states" and states which distribute mostly outside as \quantum antidot
states". Of course, the spin up antidot states will experience mostly the con-
stant eld so that their eigenenergies would be expected to be close to Landau
levels: Enm= (~!L) = 2n + jmj + m + 1   , especially the states with large
jmj which are localised far from the origin. However, we nd that as jmj in-
creases, the eigenenergies approach the Landau levels with m replaced by me:
Enme= (~!L) = 2n+ jmej+me+1  . In other words, the existence of the su-
perconducting disk shifts the normal Landau levels to be the Landau levels with
me. This is surprising because the electrons that occur far from the dot region
cannot feel the magnetic ux missing due to the disk and their energies might
therefore be expected to be the normal Landau levels. However, the Schrodinger
equation which governs the energies also contain the vector potential, and this is
modied by the presence of the disk even at large distances.
We now consider smaller values of ge, which lead to Zeeman interactions
that are insucient to completely conne charge carriers. Figure 2-9 shows the
spectrum obtained for dierent ge. When ge is zero (gure 2-9 (c)), every con-
ned state is independent of the Zeeman term, resulting in two-fold degeneracy
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Figure 2-6: Comparison of the lowest three spin up eigenenergies (points) and
the ideal spin up energies (lines) with angular momentum m when ge is 500,
s = 5, and m = 0:5me. The black dashed line represents the spin up ground
states of the Landau levels (E"n=0).
Figure 2-7: Comparison of the lowest three spin down eigenenergies (points) and
the ideal spin down energies (lines) with angular momentum m when ge is 500,
s = 5, and m = 0:5me.
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with m = 0 for (a) spin up and (b) spin down, calculated by ge=500, s = 5, and
m = 0:5me.
(E"nm = E
#
nm). The spectrum in this case can coincide with that of electrons in
a magnetic dot in a conventional semiconductor as studied by [44, 46, 47, 48]. A
non-vanishing ge makes spin up and spin down eigenenergies dierent. For large
jmj, it clearly lowers the energy levels of the spin up states, but raises the levels
of spin down states. We see each spectrum consists of many energy patterns.
These reect the spatial distribution of the bound states, and are discussed in
the following.
Spin down eigenstates can be divided into three kinds: quantum dot, inter-
mediate, and Landau-like states. Examples of quantum dot states are shown in
gure 2-10 (a). They are normally found when jmj and n are suciently small,
attracted to the quantum dot area by the Zeeman potential. Looking at the ef-
fective potential V #e with ge = 40 in gure 2-4, we expect that the bound states
whose energies are less than 10 ~!L are quantum dot states distributing mostly
inside the dot region and decay outside. This is the reason why the spin down
eigenenergies which are less than 10 ~!L in the gure 2-9 (e) are nearly two-fold
degenerate (#m  # m) like the spin down eigenenergies in gure 2-7. Examples
of Landau-like states are shown in gure 2-10 (c). They are found when jmj
is large enough and occur overwhelmingly outside the dot, where the magnetic
eld is uniform. Their energy levels are close to the Landau levels with me. As
seen in gure 2-9 (d) and (e), the energy levels that become nearly constant with
increasingly negative m present an energy spectrum reminiscent of Landau-like
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states. Finally, looking at the eective potential V #e with ge = 40 in gure 2-4,
we expect that states whose energy is greater than 10 ~!L will extend over the
region both inside and outside the dot. This is the distribution of intermediate
states, which are normally found when n is suciently large and jmj is suciently
small, as shown in gure 2-10 (b). It is dicult to predict the energy spectrum
of this kind of states because of their spatial distribution.
Spin up eigenstates can also be divided into three kinds: quantum antidot,
intermediate, and Landau-like states. Intermediate and Landau-like states are
shown in gure 2-11 (b) and (c). They behave like those previously discussed
and give energy spectra similar to those in the spin down eigenenergies. Quan-
tum antidot states are found when jmj and n are suciently small. Looking at the
eective potential V "e with ge = 40 in gure 2-5 (b), we expect that bound states
whose energies are negative will distribute outside and decay when they extend
into the Zeeman barrier. Examples of these are shown in gure 2-11 (a). They
distribute mostly outside like Landau-like states, but are strongly perturbed by
the Zeeman potential. In the absence of the superconductor, the Landau states
with m = 0 do not vanish at the origin, while the states with large jmj will ex-
tend far from the origin as shown in gure 2-3. With the superconductor present,
states with m = 0 are strongly perturbed and pushed by the Zeeman potential
to the region outside, resulting in quantum antidot states, while states with large
jmj are also perturbed, but the perturbation is weak and these result in Landau-
like states. We notice that the energy spectrum of the quantum antidot states in
gure 2-9 (a) and (b) is not linear in m like that in gure 2-6.
In this section, we have studied electron states in a magnetic quantum dot in
a DMS. The Zeeman energy plays a key role in spin dependant connement. It
leads to spin dependent states which exhibit dierent spatial distribution. For
very large ge, the ideal models, where the Zeeman term acts as a hard wall po-
tential, are good approximation to the spin up and spin down solutions. The spin
up eigenstates are conned by the magnetic eld, and extend mostly outside the
dot. On the other hand, the spin down eigenstates are conned inside the dot
region by the Zeeman hard wall like a quantum billiard system. For smaller ge,
we nd that the energy spectrum consists of many energy patterns concerning
the distribution of the eigenfunctions. Considering the eective potential, we can
classify the spin up and spin down eigenstates by their distribution.
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Figure 2-9: The spin dependent energy spectrum for s = 5, m = 0:5me, and
several values of ge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" with ge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Figure 2-10: The distribution of spin down radial wavefunctions: (a) quantum
dot, (b) intermediate, and (c) Landau-like states, when ge is 40, s = 5, and
m = 0:5me.
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Figure 2-11: The distribution of spin up radial wavefunctions: (a) quantum
antidot, (b) intermediate, and (c) Landau-like states, when ge is 40, s = 5,
and m = 0:5me.
2.4 Semiclassical interpretation
In order to describe the magnetically conned quantum states in a DMS intu-
itively, we now turn to a semiclassical approach. In a DMS where ge is very large,
the motion of electrons cannot be characterised by straight paths and classical
orbits as shown in gure 2-1 (b). The giant Zeeman interaction acts as a hard wall
potential. As a result, spin down connement can be considered as the problem
of a circular billiard, which has been studied by many authors [50, 51, 52]. They
have found that the classical trajectories of the electron in the billiard consist of
straight line segments visualised in gure 2-12. However, a spin up electron will
feel a dierent Zeeman potential, and be conned outside. Possible trajectories
in this case are sketched in gure 2-13 (a); the electron may travel as a classical
orbit far from the dot, move around the dot, or form a skipping orbit (in which
it repeatedly hits the dot and is reected). In this section, the relation between
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Figure 2-12: Classical periodic trajectories of a particle in the circle billiard
consisting of a boundary with a circular hard wall. Each trajectory is described
by (mr;m') where mr is the number of sides of the polygons and m' is the
number of turns around the centre.  is given by  = m'=mr. From Ref. [50]
spin up trajectories and quantum eigenstates is presented semiclassically.
The classical motion of a spin-up electron can be described by 2 parameters, 
and , corresponding to the distance from the origin to the centre of a cyclotron
orbit (the radius of the guide centre), and the radius of the orbit respectively (see
gure 2-13 (b)). Here, the semiclassical approach of C. S. Lent [53] is modied
to describe our quantum results. The key idea is to dene two new quantum
operators whose eigenvalues represent  and . First, we recall the equations of
the circular motion describing an electron in a uniform magnetic eld [54]:
x = x0  Rc sin(!ct); (2.30)
y = y0 +Rc cos(!ct); (2.31)
where (x0; y0) represents the centre of a cyclotron orbit, Rc is the orbital radius,
and !c is the cyclotron frequency. The x and y components of the velocity can
be obtained by dierentiating equation (2.30) and (2.31) with respect to time.
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(a) (b)
Figure 2-13: (a) Possible classical trajectories of spin up electrons. The yellow
circle represents the superconducting disk. (b) A cyclotron orbit described by 2
physical quantities; the guide centre of the classical orbit , and cyclotron radius
.
We then can dene quantum operators straightforwardly,
x^0 = x  v^y
!c
; (2.32)
y^0 = y +
v^x
!c
; (2.33)
where v^x and v^y are velocity operators, and the position operators are just co-
ordinates in position space, x^ = x and y^ = y. Unfortunately, the Hamiltonian
(2.11) does not commute with these operators, x^0 and y^0, so the positions of the
orbital centres and the energies cannot be known simultaneously. Therefore, we
dene a further operator:
b 2 = x^20 + y^20 = r2 +  v^!c
2
+
1
!c
(yv^x + v^xy   xv^y   v^yx); (2.34)
whose eigenvalues are 2. Using the canonical momentum, ~p = m~v e ~A, and the
vector potential of the magnetic quantum dot, ~A = B(r2   R2)=2r^, for r > R,
we obtain the velocity operators
v^x =
1
m

p^x   e
2
By

1  R
2
r2

; (2.35)
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v^y =
1
m

p^y +
e
2
Bx

1  R
2
r2

: (2.36)
Now, one can see easily that [v^x; y] = 0 and [v^y; x] = 0. Then, we use the
commutation relation, (2.35), and (2.36) to rewrite the operator b 2 as
b 2 = r2 +  v^
!c
2
+
2
!c
(yv^x   xv^y)
=

v^
!c
2
+
 
 2bLz
eB
+R2
!
=
2m
(eB)2
(p^+ e ~A)2
2m
+R2   2
bLz
eB
; (2.37)
where bLz = xp^y   yp^x is the z component of an angular momentum operator.
Because the operator b 2 commutes with the ideal spin up Hamiltonian (2.27),
for large ge we can use the spin up eigenstates of the Hamiltonian (2.11) to
approximate the value of 2 as
2 
D
	"nm
b 2	"nmE =  KEnm ~!L 2m
(eB)2
+R2   2m~
eB
=

KEnm
2
+ s m

`2L; (2.38)
where 	"nm are the eigenstates of the Hamiltonian (2.11), s is the magnetic ux
missing, dened in (2.21), and KEnm are the expectation values of kinetic energies
in the unit of ~!L, given by
KEnm =
1
~!L
*
	"nm
(p^+ e ~A)22m
	"nm
+
=
1
~!L

	"nm
 bH + 12geB~  ~B
	"nm
 "nm +
1
~!L

1
2
geBB

= "nm + ; (2.39)
where, "nm are the eigenenergies of the Hamiltonian (2.11). In deriving this, we
assume that the normalised 	"nm distribute mostly outside the dot region where
B(r) is constant; therefore,
R 	"nm2B(r)d2~r  B. In the same way, we can nd
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the semiclassical cyclotron radius by constructing the operator:
b2 = (x  x^0)2 + (y   y^0)2 : (2.40)
Its eigenvalues, 2, can be approximated as
2 =
 
KEnm =2

`2L: (2.41)
In the limit of large jmj, where the eigenenergies "nm approach the Landau levels
with me, E
"
n;me
= (~!L) = 2n+ jmej+me + 1  , the kinetic energies will be
independent of the Zeeman term , KEnm  2n+ jmej+me + 1. As a result, we
have
 = `L
r
n+
1
2
and  = `L
r
n+
1
2
+me (2.42)
for large positive m, while
 = `L
r
n+
1
2
 me and  = `L
r
n+
1
2
(2.43)
for large negative m. Notice that  for positive m and  for negative m are not
functions of me. In the quantum mechanical calculations, we saw wavefunctions
that extended further from the origin with increasing values of jmj. The two above
equations (2.42) and (2.43) can also describe this behaviour by using the guide
center  and cyclotron radius  as sketched in gure 2-13 (b). For a certain value
of n, equation (2.42) shows that a classical electron with increasingly positive
m will move further from the origin by increasing values of , while equation
(2.43) shows that the electron with increasingly negative m will move further
by increasing values of . The dierence between the behaviour of positive and
negative jmj states can be seen by classical orbits, but quantum wavefunctions
cannot illustrate this dierence. This is an example of using the parameters  and
 to describe magnetically conned quantum states. Next, the probability current
density will be discussed. We then study the relation between the probability
current density and a classical orbit described by  and .
The probability current density.
A continuity equation is an equation concerning the transport of a conserved
quantity, such as mass, energy, and, electric charge. In electrodynamics, it is
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used to describe the ow of electric charge (electric current) through surfaces
from one region of space to another. In quantum mechanics, in non-dissipative
single particle systems the probability to nd a particle is conserved, so we can
also use it to calculate the probability (particle) current density of each eigenstate
[55], with
~jnm =
i~
2m
(	nm~r	nm  	nm~r	nm) +
1
m
e ~Aj	nmj2
=
~
m`L

m

+( ps)

  s


j nm()j2^; (2.44)
where  is the Heaviside step function. In deriving this, we have used the eigen-
functions (2.12) and the vector potential (2.10). Notice that only a  component
of the current exists; the particle current density is simply clockwise or counter-
clockwise circulation around the origin.
A clear correspondence that exists between the current densities of the spin
up eigenstates of the Hamiltonian (2.11) and classical orbits determined by the
guiding centre (2.38) and cyclotron radius (2.41) is illustrated in gures 2-14,
and 2-15. When m is large and negative, the particle current density ows both
counterclockwise and clockwise directions as shown in gure 2-14 (a) and (b),
while the corresponding classical electron moves as a cyclotron orbit. We notice
that the parameter  is a good approximation to the border separating these two
directions of the current density. In gure 2-14 (c) and (d), as m becomes less
negative, we nd the cyclotron orbit moves closer to the dot. Because a clas-
sical electron cannot tunnel into the dot, it cannot complete the circular orbit.
Instead, the electron will be repeatedly reected at the edge of the dot. This tra-
jectory is normally called a skipping orbit [56, 57], resulting in a reduced amount
of clockwise current density.
The current density with non-negative m only ows in counterclockwise direc-
tion as illustrated in gure 2-15. Figure 2-15 (a)-(c), depicts the corresponding
orbits which are skipping orbits. We notice that there is no intersection between
the circles of the orbits outside the dot region. This leads to the one-way current
density. As m increases, the radius of the cyclotron orbit is large enough to fully
enclose the dot to form the counterclockwise current density as illustrated in g-
ure 2-15 (d).
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To summarise, cyclotron and skipping orbits have been used to describe the
probability current densities of the eigenstates. For suciently large jmj, cy-
clotron orbits are found. Depending on the the values of  and , the orbits can
depict two-way current density when m is negative, and one-way current density
when m is positive. For suciently small jmj, skipping orbits are found. Depend-
ing on the the values of  and , the orbits can depict two-way current density
when m is negative, and one-way current density when m is non-negative.
2.5 Summary
To conclude, in this Chapter we have considered a model used to describe elec-
trons in a magnetic quantum dot in a DMS. The giant g-factor can enhance
the Zeeman energy and results in spin dependent states which exhibit dierent
spatial distribution. For very large ge, spin up and spin down solutions can
be approximated as those of ideal models for which analytical solutions exist.
Spin up eigenstates extend mostly outside the dot, while spin down eigenstates
are strongly conned inside. For smaller ge, we nd that the energy spectrum
consists of many energy patterns. We classify the spin dependent eigenstates
by considering the eective potential and nd that the distribution of the eigen-
states is related to the energy spectrum. The magnetically conned states in
a DMS are described intuitively by using a semiclassical approach. Cyclotron
and skipping orbits are used to describe the probability current densities of the
eigenstates. They can depict how a classical electron forms one-way and two-way
current densities.
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(a)
(b)
(c)
(d)
Figure 2-14: On the left, the particle current densities of the eigenstate 	"n=0;m
with m=  9 (a),  6 (b),  3 (c), and  1 (d). On the right, corresponding
classical trajectories (red circles) are superimposed upon the particle current
density illustrated as a vector eld (blue arrows). The quadrant of yellow circles
show the area from which the magnetic eld is excluded. The dashed lines show
guide-centre radii . Here, the magnetic ux missing s is 5, ge=500, and the
length scale is measured in units of `L.
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(b)
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(d)
Figure 2-15: On the left, the particle current densities of the eigenstate 	"n=0;m
with m= 0 (a), 4 (b), 10 (c), and 15 (d). On the right, corresponding classical
trajectories (red circles) are superimposed upon the particle current density il-
lustrated as a vector eld (blue arrows). The yellow circles show the area from
which the magnetic eld is excluded. The dashed lines show guide-centre radii .
Here, the magnetic ux missing s is 5, ge=500, and the length scale is measured
in units of `L.
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Chapter 3
Magnetic templating by a
superconducting disk
In the previous Chapter, a model describing the heterostructure of a DMS and a
superconductor in a magnetic eld was explored. The simplicity of the magnetic
eld model used allowed analytical solutions. Moreover, the beauty of this model
is that the particle current density in quantum mechanics can be envisioned by a
trajectory of a classical particle. Although a similar description of the magnetic
eld has been widely used [43, 44, 46, 47, 48], in reality it is not such a good
approximation to the actual eld. As discussed before, one consequence is that
the eigenenergies with large angular momentum tend towards the Landau levels
with eective quantum number me instead of approaching the normal Landau
levels. That means using the model may give rise to a large error when m is
signicantly dierent from me, such as when the superconducting disk is large.
In this Chapter, we will seek to use a more realistic magnetic eld prole to
improve a description the eigenstates far from the disk. In this regard, it must be
noted that the magnetic eld cannot be simplied as in the previous calculation
because it does not satisfy conservation of the magnetic ux. Another important
point is the direction of the eld. Not only the normal component but also the
radial component of the eld is expected to inuence the system. The Zeeman
energy due to the normal component can be considered as a spin dependent
potential, while the radial component will change the symmetry of the system.
The new symmetry means one cannot study spin dependent eigenstates; each
state will consist of spin up and spin down components. The eect of the Zeeman
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Figure 3-1: A sketch of the magnetic eld around a superconductor.
energy is now complicated. In order to get further insight, we need to study the
problem systematically.
3.1 Magnetic eld prole
The expulsion of a magnetic eld is a phenomenon which is found in a Meissner
state of a superconductor. Because the magnetic ux is a conserved quantity, if
the magnetic eld distributing inside a superconductor is expelled, it will enhance
the eld distributing outside. For an ideal superconductor where the external eld
is expelled perfectly, one could expect the magnetic eld to concentrate at the
superconducting edge as sketched in gure 3-1.
In this calculation, we will nd the vector potential ~A and the corresponding
magnetic eld, ~B = ~r  ~A, outside the superconducting disk by solving the
Maxwell equations
~r  ~B = 0;
~r ~B = 0: (3.1)
The sample is assumed to be very thin and act as a perfect diamagnetic material.
Choosing the cylindrical coordinate (r; ; z), and placing the disk with radius
R on z = 0 plane in the applied magnetic eld Baz^, we have the conditions:
Bz(r < R; z = 0) = 0 and B = 0 everywhere. Both the Maxwell equations
above can be expressed by a single equation r2 = 0, where  is the magnetic
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scalar potential ( ~B =  ~r). The solution of this equation with the present
boundary conditions was considered by Morse and Feshbach [58]. From their
result, we can nd the magnetic eld through Bz =  @@z and Br =  @@r to obtain
[45]
Bz
Ba
= 1 +
2



2 + 2
  arctan

1


; (3.2)
Br
Ba
=   2



(1 + 2) (2 + 2)

; (3.3)
and the corresponding vector potential,
A
BaR
=

2

1 +
2



2 + 1
  arctan

1


: (3.4)
Here
2 =
1
2
q
[2 + 2   1]2 + 42 + 2 + 2   1 (3.5)
and
2 =
1
2
q
[2 + 2   1]2 + 42   2 + 2   1 ; (3.6)
are coordinates in the oblate spheroidal coordinate system. r = R, and z = R.
The non-vanishing components of the magnetic eld and the vector potential are
shown in gure 3-2, where the Meissner eect is seen to lead to small values of
Bz and large values of Br when r < R. As sketched in gure 3-1, the magnetic
elds concentrate at the edge in order to preserve the eld. Far from the disk,
Bz approaches the applied eld Ba, while Br disappears. Clearly, small values of
z result in highly inhomogeneous elds. For the vector potential, we note that
far away from the dot region, A becomes linear in r and approaches Bar=2, the
vector potential due to the uniform eld Ba. When r < R, the absence of A is
caused by expulsion of a magnetic eld. In this Chapter, we will discuss many
magnetic eld models. In order to avoid confusion, form now on the elds above
satisfying the Maxwell equations will be referred to as \the actual magnetic eld".
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Figure 3-2: Non-vanishing components of the magnetic eld (Bz and Br) and the
vector potential A due to an ideal superconducting disk plotted as a function of
the radial distance r for various values of z.
3.2 The solutions due to the actual magnetic
eld
After nding the actual magnetic eld in the previous section, we will use it to
calculate the electronic structure of electrons in the plane of a DMS on top of
an isolated superconducting disk. We still use the single-particle Schrodinger
equation to describe an electron in the plane as we did in Chapter 2. Here, the
magnetic eld is more realistic with both radial and normal components of the
eld included, as well as the concentration of the eld at the edge of the disk.
The Hamiltonian is again given by
bH = (p^+ e ~A)2=2m   1
2
geB~  ~B; (3.7)
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where ~B and ~A are the actual magnetic eld and the corresponding vector po-
tential. An important dierence between this calculation and the previous one
is the symmetry of the system. The Hamiltonian (3.7) and the z component of
the angular momentum have simultaneous eigenfunctions. In contrast, due to
the presence of the radial component of ~B, the Hamiltonian does not commute
with the z component of the spin operator s^z. As a result, spin is no longer a
good quantum number here. In contrast to the model presented in Chapter 2,
the eigenfunctions of the Hamiltonian are now a combination of spin up and spin
down wavefunctions,
	(r; ) =

exp(im) "m(r)
exp(ip) #p(r)

; (3.8)
where p and m are angular momentum. Because of the symmetry of the Hamilto-
nian, it is found that  "me
im is only coupled to  #m+1e
i(m+1), so that the general
form of eigenfunctions is given by [5, 6] (see Appendix B)
	m(r; ) = exp(im)

 "m(r)
 #m+1(r) exp(i)

: (3.9)
Although the actual eld can be expressed in analytical form (equations (3.2)-
(3.4)), the solution of the Schrodinger equation cannot be found analytically.
In the following section, numerical methods called \basis set or superposition
methods" will be introduced to nd the eigenenergies and the eigenfunctions.
3.2.1 Basis set or superposition methods
The symmetry of the system including the radial eld Br indicates that the eigen-
functions are a combination of spin up and spin down components. Here, the
eigenenergies and eigenfunctions will be calculated by basis set or superposition
methods. The general idea of these numerical methods is to turn a dierential
equation problem into a generalised eigenvalue problem by expanding the depen-
dent variable in the dierential equation in a complete set of functions. Firstly, we
make each term in the Hamiltonian (3.7) dimensionless to obtain eH	m = 	m,
where eH =  er2   8Ba
B0
i
a

@
@
+ 16

Ba
B0
2
a2   2ge
m
me
~ 
~B
B0
: (3.10)
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Here, m = 0:5me, r = R, E = E0, E0 = ~2=(2mR2), B0 = 20=(R2),
0 = h=e, A = aBaR, and er2 = 1 @@  @@ + 12 @2@2 . Note that the unit of
energy is dierent from that used in Chapter 2. If we want to explore the spectrum
by varying the applied eld Ba, it is more sensible to measure the energy in a
unit of the constant parameter E0 rather than ~!L, which itself varies with Ba.
In this calculation, Ba=B0 is the ratio that can be used to identify the size of
the disk and the magnitude of the external eld in the same way as the missing
magnetic ux s describes the system in the previous calculation. The relation
between them is Ba=B0 = s=2.
The eigenfunctions in (3.9) can be rewritten as
	m(; ) = 	
(; ) =
X
= 1
2
  ()e
i( ); (3.11)
where m =   1
2
;  = 1
2
;3
2
;5
2
, etc., and  =
 
1
0

and
 
0
1

for  = 1
2
and  1
2
respectively. Next, we will search for a basis set to describe the radial functions
  (). Because a set of polynomials can be used to approximate arbitrary
curves,   () may be expanded in a complete set of B-spline functions (see
Appendix C) as
  () =
X
j
aj Bj(); (3.12)
where Bj() is the j
th B-spline function. The main reason of choosing B-spline
functions is that we will exploit the exibility of the B-spline basis to concen-
trate functions near the radius of the superconducting disk, where the enhanced
magnetic eld causes the eigenfunctions to vary rapidly. Substituting (3.12) into
(3.11), we get
	(; ) =
X
j
X

aj Bj()e
i( ): (3.13)
In principle, the number of j is innite, and the radial functions   () extend
from 0 to1. However, computationally, we can choose a nite j and determine  
over a nite distance d.  () decays exponentially at a large distance, so we can
expect the wavefunction to be negligible beyond a nite distance d. Moreover,
the accuracy of curve interpolation can be increased by increasing the number of
B-spline functions. Therefore, we also expect the wavefunction to be accurately
described by the nite number of j. It is always true that the wavefunction with
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less energy oscillates less than that with more energy. As a result, the greater the
energy of the wavefunction is, the greater number of j that will be likely needed.
After substituting (3.13) into the Schrodinger equation, multiplying from the left
by Bj0()e
 i( 0)y0 , and integrating from  = 0 to  = d and from  = 0 to
 = 2, for each j0 and 0, we obtainX
j
X

eHj00;jaj = X
j
X

Oj00;ja

j ; (3.14)
where
Oj00;j = 02
dZ
0
Bj0Bjd (3.15)
and
eHj00;j = 02
24(  )2 dZ
0
Bj0

1


Bjd 
dZ
0
Bj0

@
@

@
@

Bjd
35
+016

Ba
B0

(  )
dZ
0
Bj0aBjd
+032

Ba
B0
2 dZ
0
Bj0a
2
Bjd
 8gem

me
0
dZ
0
Bj0

Bz
B0

Bjd
 4gem

me
(1  0)
dZ
0
Bj0

Br
B0

Bjd: (3.16)
Equation (3.14) has the form of the generalised eigenvalue problem eHa = Oa,
where eH and O are 2  jmax dimensional matrices,  is the eigenvalue, and a, a
vector of coecients aj , is the eigenvector.
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3.2.2 The energy spectrum
The basis set methods give us the generalised eigenvalue problem (3.14). We now
solve the problem and present numerical solutions of the Schrodinger equation
describing an electron in a DMS plane in the actual eld. In gure 3-3 and 3-4, we
have typically used 500 B-spline functions to converge the eigenvalues to at least
2 signicant gures. Firstly, we investigate the dependence of the eigenenergies
on the angular momentum m for several values of the applied eld Ba, as shown
in gure 3-3, where ge = 40 and z = 0:004R have been assumed. Although
spin cannot be used to specify the eigenstates, it is possible to explore the spin
expectation value dened by
hzi = h	m jzj	mi = 2
1Z
0
 "m2    #m+12 rdr; (3.17)
-200
-150
-100
-50
 0
 50
 100
 150
 200
 250
 300
-25 -15 -5  5  15
E(
E 0
)
m
(a)
-100
-50
 0
 50
 100
 150
-25 -15 -5  5  15
m
(b)
-30
-20
-10
 0
 10
 20
 30
 40
 50
 60
-25 -15 -5  5  15
m
(c)
Figure 3-3: The energy spectrum as a function of m for Ba=B0 = 2:50 (a), 1.25
(b), 0.50 (c). The colour of each dot represents the spin expectation value of
each state; red, orange, green, cyan, and blue mean the spin expectation value
is in the range of [1:0; 0:6), [0:6; 0:2), [0:2; 0:2), [ 0:2; 0:6), and [ 0:6; 1:0]
respectively. Here, ge = 40, z=R = 0:004, and m
 = 0:5me. The solid red and
blue lines in (c) represent the energies of the spin up and spin down Landau
states with n = 0. Note the dierent vertical ranges for the three panels.
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where z is the z component of Pauli matrices. Obviously, if the state is nor-
malised and purely a spin up state, hzi will be 1, and it will be  1 for a purely
spin down state. The value of hzi is used to determine the colour chosen to
display the eigenvalues in gure 3-3. Considering these, we notice that the spin
mixed states, represented by orange, green, and cyan dots, occur when jmj is
small, while the spin polarised states, represented by red and blue dots, are
found when jmj is large. With increasing value of the applied eld, the spin
mixed states are found for larger jmj. We can also check whether the actual
magnetic eld gives correct energy levels for the states that exist far away from
the dot. In this case, it is found that the energies approach those of the Landau
levels, as they should, since most of the amplitude of the wavefunctions of the
states with large jmj arises for r > R, where the eld is uniform. This suggests
that the actual eld which satises the Maxwell equation is reliable. In order
to compare the spectrum with the results obtained in the previous Chapter, in
gure 2-9, we plot the spectrum obtained with the actual eld for several values
of ge in gure 3-4, where the energy unit is changed to ~!L and Ba=B0 is given
by 2.5, corresponding to the magnetic ux missing s = 5. Comparison is not
easy because spin is not a good quantum number. If ge is zero, the Zeeman term
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Figure 3-4: The energy spectrum as a function of m for ge=60 (a), 40 (b), 20
(c), 1.0 (d). As gure 3-3, the colour of each state represents the spin expectation
value. Here, Ba=B0 = 2:5 (s = 5), z=R = 0:04 , and m
 = 0:5me.
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disappears. Consequently, the spin up and spin down eigenenergies are identi-
cal. As ge increases, the splitting of the spin up and spin down energies occurs,
clearly seen for large value of jmj. The mixing of spin appears when jmj is small.
We also nd that for each m the lowest energy tends to separate from the others
with increasing of Zeeman potential. This behaviour is not at all present in the
results obtained with the approximate eld in Chapter 2.
Clearly, the existence of the superconducting disk signicantly disturbs the
Landau quantisation, and results in a complex spectrum, especially the states
trapped near the dot region. So far, we have presented the results without any
explanation. To get further insight, we will approximate the actual magnetic
eld, and study the eects of each component and aspect of the eld.
3.3 Approximation of the actual magnetic eld
The aim of this section is to nd an approximated magnetic eld which still
contain essential physics of the actual eld. We expect that using the approxi-
mated eld will help us to nd analytical solutions and to understand the complex
spectrum due to the actual eld. Considering gure 3-2, the eld Bz might be ap-
proximated as a step function shown in (2.9), when z=R is 0.1 or 0.2. For smaller
values of z, this model is clearly insucient, as the magnetic concentration at the
superconducting edge becomes larger with decreasing values of z, and denitely
cannot be neglected. This concentration will likely play a key role in electron
connement, especially when electron wavefunctions distribute near the edge of
the dot. Reijniers [45] suggests that the concentration can be compensated by a
delta function ; hence, the eld Bz could be approximated as
Bz(r) = Ba(r  R) + C(r  R); (3.18)
where  is the Heaviside step function. In this model eld, the magnetic eld
outside the dot region is not perturbed by the superconductor. It must be em-
phasised that  has the unit of 1/length, so C must have the unit of magnetic ux
densitylength. The next important point is the strength of the delta function.
In the problem of a particle moving in a one dimensional delta potential [55],
the eigenenergies depend upon the strength of the delta potential. We therefore
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expect C to inuence the eigenenergies of our problem, and so we need to nd
a suitable value of C that can describe the actual eld well. In the absence of
the superconductor, the magnetic ux passing through the superconducting disk
area is 1 = BaR
2. When the superconductor is placed in the system, all of
ux 1 is assumed to be perfectly expelled and then only penetrate into the edge
of the superconducting disk; thus, we can approximate the magnetic eld in the
dot region to be C(r R)z^. Now, one could calculate the magnetic ux through
this area,
2 =
Z
~B  d ~A =
2Z
0
RZ
0
C (r  R) rdrd = 2CR: (3.19)
According to the conservation of magnetic ux, it needs to satisfy 1 = 2. Thus,
we obtain the strength of the delta function as C = BaR=2. We reexpress the
eld in (3.18) and obtain the corresponding vector potential straightforwardly:
Bz(r) = Ba(r  R) + Ba r
2
(r  R); (3.20)
A(r) = Bar(r  R)=2: (3.21)
Notice that outside the dot region, the vector potential is exactly that due to the
uniform eld Ba.
When a DMS is close to the superconductor, there is also the magnetic con-
centration in the case of the eld Br. Although the impact of this eld has not
been fully understood yet, we estimate that it is necessary to include the eld
in the calculation. In the condition where z is extremely small, we can neglect
z2 in (3.5) to get 22  p(2   1)2 + 2   1. Depending on the value of , this
equation can be expressed as
2 = (2   1) (  1) ; (3.22)
where  = r=R. Similarly, (3.6) can be approximated by 22 p(2   1)2 2+1
so that we can write
2 = (1  2) (1  ) : (3.23)
Substituting (3.22) and (3.23) into (3.3) yields
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Br
Ba
=   2

p
1  2(1  ) : (3.24)
This form of Br describes a radial component of the eld which exists inside the
dot region, increases linearly for small , and goes to innity at the disk radius.
Therefore, we propose a possible model of Br,
Br
Ba
=   2

(1  ) + C 0 (  1) ; (3.25)
which has these characteristics. To determine C 0, we require the integral
R1
0
Brrdr
using Br in (3.24) and (3.25) to be the same and obtain C
0
= 2
3
  1
2
.
The approximated eld Bz will be used to calculate the energy spectrum in
section 3.4, while the approximated eld Br will be used in section 3.5. Both of
them are useful to understand the complex energy spectrum seen in gures 3-3
and 3-4.
3.4 The eects of the normal component of the
magnetic eld
According to the complex energy spectrum in gures 3-3 and 3-4, we expect
that considering the eect of each component of the magnetic eld individually
will lead to a greater understanding of the electronic properties of the hybrid
system. In this section, we focus on the eect of the Bz eld by using the
approximated eld dened in (3.20). This model eld was rst used by Reijniers
[45] who considered numerically the problem of a magnetic quantum dot in a
conventional semiconductor (they prefer to call the system a magnetic antidot,
but it is exactly the same system that we call a magnetic quantum dot). Here,
we develop an analytical solution to nd the energy spectrum of electrons in a
magnetic quantum dot in a DMS, including the Zeeman energy in the calculation.
Ignoring the radial component of the eld means we can keep spin as a good
quantum number, as was the case in the calculations presented in Chapter 2. The
dierence between the two models dened by (2.9) and (3.20) is just the delta
function due to the magnetic concentration. We therefore begin by studying the
eect of a delta function potential to understand the nature of the conned states
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associated with the potential.
3.4.1 Spectrum of a delta potential
The problem of a particle conned in a one dimensional delta potential well
(x) has been discussed widely in quantum mechanics books [55]. It has been
shown that this quantum well has precisely a single bound state whose energy
is proportional to the square of the strength of the potential 2. The problem
we will consider is slightly dierent. We assume that a particle with eective
mass m is captured in a ring trap by a delta function potential which is zero
everywhere except when r = R. The Schrodinger equation of our problem is
given by bH	m = E	m, where the Hamiltonian is
bH = p2
2m
  r (r  R) : (3.26)
Here,  is a positive constant with units of energy, characterising the strength of
the delta potential. Substituting the eigenfunction 	m (r; ) = e
im m (r) into
the Schrodinger equation, we can rewrite the Schrodinger equation as
 

@2
@2
+
1

@
@
  m
2
2

  
E0
 (  1)

 m () =  m () : (3.27)
In (3.27),  and  are dimensionless variables, where  = r=R and  = E=E0
with E0 = ~2=(2mR2). For a bound state,  will be negative. As a result, the
solutions can be expressed in terms of the modied Bessel functions of the rst
kind Im and the second kind Km:
 m () =
8<:Im
pjj  < 1
Km
pjj  > 1: (3.28)
In order to nd the eigenvalues, the inside and outside wavefunctions need to
satisfy the boundary conditions:
 in ( = 1) =  out ( = 1) ; (3.29)
 0out( = 1)   0in( = 1) =  

E0
 out ( = 1) : (3.30)
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Figure 3-5: (a) The eigenenergies of the ring delta function potential plotted as a
function ofm for various values of =E0. (b) The normalised radial wavefunctions
with the quantum numbers (n = 0;m = 0) for various values of =E0. (c) The
normalised radial wavefunctions with the quantum numbers (n = 0) for various
values of m, when  = 14.
In deriving the second condition (3.30), we multiply (3.27) by , integrate from
from 1   to 1 + , and take the limit as  ! 0 on both sides of the equation.
The energy spectrum found numerically from the transcendental equations
(3.29,3.30) is shown in gure 3-5 (a). We nd that there is at most only one bound
state for each value of m irrespective of the magnitude of . The eigenenergies
are two-fold degenerate with Em = E m. This quantum degeneracy can be
understood by considering the solutions (3.28), and recalling Im(x) = I m(x)
and Km(x) = K m(x), where m is an integer. As a result, positive and negative
m give identical energies. Physically, the degeneracy is a result of the system
being identical under  !  . As expected, the energies do depend upon the
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strength of the potential , becoming increasingly negative with increasing . We
nd the potential can trap a nite number of bound states with suciently small
jmj. Figure 3-5 (b) shows the wavefunctions with m = 0 are strongly localised
at the radius of the delta potential, where they peak, decaying exponentially to
either sides. As the potential strength increases, they decay more rapidly. This
behaviour is also found in case of a one dimensional delta function potential [55].
With increasing jmj, the eigenfunctions slightly extend further from the radius of
the potential as shown in gure 3-5 (c). This is because of the strong connement
due to the delta function potential.
3.4.2 Spectrum of the approximated normal eld
Having considered the energies and bound states of the delta potential, we now
present the calculation of electron connement due to the approximated eld Bz.
The Hamiltonian of an electron with the eective mass m, travelling in a DMS
plane in the presence of such a eld is
bH = (p^+ eA^)2
2m
  1
2
geBzBz; (3.31)
where Bz and A are the approximated magnetic eld (3.20) and the corre-
sponding vector potential (3.21). The symmetry of the system is similar to
that in Chapter 2, allowing us to write the eigenfunctions in separable form
as 	nm(r; ) = e
im nm(r). Because the eld is not continuous at the radius
of the superconducting disk, we nd solutions valid inside and outside separately
before matching. We measure all of the variables in the same units as employed
in section 2.2. For r < R, the absence of the magnetic eld results in solutions:
 nm() = Jm(
p
2), which are exactly the same as the inside solutions of section
2.2. However, for r  R the outside solutions are dierent. The vector potential
outside is now exactly the potential due to a uniform magnetic eld and the model
eld (3.20) is innity at r = R. We do the same calculation straightforwardly as
we did before in section 2.2 and nd the radial equation:
@2
@2
+
1

@
@
  m
2
2
  2 + 2

 m+  +  
2
( ps)

 nm() = 0  
p
s;
(3.32)
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where
p
s is the superconductor radius R in the unit of `L and  is the Zeeman
energy in the unit of ~!L;  = gem=me. For  >
p
s, the delta function does
not contribute and the above expression becomes the same as the equation (2.16)
with me is replaced by m. As a result, the outside solutions can be obtained
immediately as
 nm() = e
 2=2jmjU

  + jmj
2
+
1
2
; jmj+ 1; 2

 >
p
s: (3.33)
The eective potential can be obtained by considering equation (3.32),
V e () =
8>><>>:
m2
22
 <
p
s
m2
22
+
2
2
+m  (1 + 
2
( ps))   ps:
(3.34)
In side and outside solutions are matched at  =
p
s, according to conditions
established by integrating across the delta function at  =
p
s. As in the previous
section, we multiply equation (3.32) by r and integrate from
p
s    to ps + ,
before taking the limit as  ! 0, yielding
 in
 
 =
p
s

=  out
 
 =
p
s

; (3.35)
 0out( =
p
s)   0in( =
p
s) =  ps out
 
 =
p
s

: (3.36)
Solving (3.35) and (3.36), we obtain the energy spectrum displayed in gure 3-
6. In order to compare with the spectrum in the gure 2-9, both plots are on
the same scale range. We nd the eigenenergies of each spectrum approach the
Landau levels for large values of jmj. This result suggests that the magnetic
eld model (3.20) describe well the states far away from the dot. When ge = 0,
the eigenenergies are doubly degenerate (E" = E#). We see that the spectrum
in gure 3-6 (c) is similar to that in gure 2-9 (c). However, gure 3-6 (c) is
more reliable for energies with large jmj. When ge > 0, the Zeeman potential
destroys the spin degeneracy. The spin dependent energies are shown in 3-6 (a),
(b), (d), and (e). Each spectrum consists of many energy patterns, depending
on the distribution of the bound states. Similar to the spectrum in gure 2-9,
spin down eigenstates can be divided into three kinds: quantum dot, interme-
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diate, and Landau-like states, while there are four kinds of spin up eigenstates:
quantum antidot, intermediate, Landau-like, and edge states. All kinds of spin
down eigenstates and the rst three kinds of spin up eigenstates are found in the
spectrum of both gures. They are already discussed in section 2.3. The spin
dependent localisation of these kinds of states can be concluded into three cases.
(i) For suciently large jmj, both spin up and spin down eigenstates are called
Landau-like states as they behave like Landau states.
(ii) For suciently small jmj and n, spin up eigenstates become quantum
antidot states whose energies are negative. They are strongly perturbed by the
Zeeman barrier and extend mostly outside the dot region. Spin down eigenstates
become quantum dot states whose energies are positive. They are conned by
the Zeeman well and distribute mostly inside.
(iii) For suciently small jmj but large n, quantum antidot states whose en-
ergies are greater than the Zeeman barrier will become intermediate states which
are able to extend both inside and outside the dot. Quantum dot states whose
energies are greater than the Zeeman well will become intermediate states which
are also able to distribute both inside and outside the dot.
The additional states found here are edge states. They are dened to be the
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Figure 3-6: The spin dependent energy spectrum for s = 5, m = 0:5me, and
several values of ge. (a) E
" with ge = 40, (b) E" with ge = 20, (c) E" and E#
with ge = 0, (d) E
# with ge = 20, and (e) E# with ge = 40.
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states that are strongly localised by the concentration of the magnetic eld at the
edge of the dot. Considering the eective potential (3.34), one can see that at
 =
p
s the spin dependant Zeeman term 

2
( ps) representing the magnetic
concentration will be a conning potential for spin up solutions, but becomes
a scattering potential for spin down solutions. Therefore, we expect that edge
states will be spin up states and behave like the bound states studied in section
3.4.1. As partly seen in gure 3-6 (b), where ge = 20, the lowest energy state
for each m is separated from the rest and is an edge state. Because the Zee-
man energy  can be considered as the strength the delta potential 

2
( ps),
the energy levels of edge states are sensitive to . We nd the energies of edge
states for ge = 40 are very low, so we plot them separately in gure 3-7 (a).
Unlike the spectrum due to a delta potential, they are not two-fold degenerate
(Em 6= E m). Edge states are found when jmj is suciently small and become
Landau-like states when jmj is suciently large.
Figures 3-7 (b) and (c) show some wavefunctions corresponding to the spec-
trum in gure 3-7 (a). Clearly, when m is between 0 and -26, the bound states
are strongly localised at the edge as edge states. They slightly extend far from
the origin as jmj increases because of the strong connement due to the delta
function potential (this behaviour is also visible in gure 3-5 (c)). When m is
less than -26, the states suddenly become Landau-like states and their energies
are also very close to the Landau levels. This behaviour is also found for positive
m.
To summarise, comparing the energy spectrum due to the two model elds,
(2.9) studied in Chapter 2 and (3.20) including the concentrated magnetic eld
at the edge of of the superconductor, we nd that their spectra consist of similar
energy patterns. The bound states in each spectrum are classied by their spatial
distribution as already discussed in section 2.3. However, the obvious dierence is
the existence of edge states, which are only found in the latter model. They arise
due to the concentration of the magnetic eld which is not included in the former
model. We also nd that the eld (3.20) satisfying conservation of magnetic ux
describes more correctly quantum states far from the dot. Although these model
elds have been considered by Reijniers [45] who investigated their eect on elec-
trons in a conventional 2DEG, that study only focused on electron states with
small values of m and did not report on the validity of the elds for describing
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Figure 3-7: (a) The spin up energy spectrum of the state with n = 0 for s = 5,
m = 0:5me, and ge=40. (b) Some corresponding radial wavefunctions with
n = 0, which are edge states. (c) Some corresponding radial wavefunctions with
n = 0, which are Landau-like states. The wavefunctions are plotted in the same
length scale in order to compare their spatial distribution.
large jmj states. By studying the hybrid system in the approximated Bz eld
(3.20), we have been able to see how the normal component of the magnetic eld
inuences energies and bound states. The giant g-factor enhances the Zeeman
energy due to Bz, which acts as a spin dependent potential. However, there are
aspects of the hybrid system in the actual eld still to be understood. The sym-
metries of these two systems are dierent and do not allow us to compare their
energy spectra easily. In the next section, the radial component of the magnetic
eld is included, resulting in a system whose symmetry is similar to that in the
actual eld. We therefore expect to get further insight.
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3.5 The eects of the radial component of the
magnetic eld
Ignoring the radial component of the magnetic elds allows spin to be used to
index the quantum states and enables the nature of spin dependent states to be
studied. In the previous section, the spin dependent spectrum was investigated
by using the approximated Bz eld (3.20) including magnetic concentration. It
was found that the giant Zeeman potential due to Bz acts as a spin dependent
potential. The spectrum can be understood, but it fails in part to describe the
spectrum due to the actual magnetic eld, shown in gure 3-3. In order to further
understand the eect of the actual eld, the radial component of the eld is now
included. In this section, we will use the approximated Br eld (3.25) and focus
on how the giant Zeeman potential due to Br aects the energy spectrum.
Once again we start with the Hamiltonian of an electron with the eective
mass m, travelling in a DMS plane on top of a superconducting disk, given by
bH = (p^+ e ~A)2=2m   1
2
geB~  ~B; (3.37)
where ~B = Bz z^+Brr^ with Bz and Br the approximated eld components given in
(3.20) and (3.25) respectively. We use the vector potential ~A (3.21) corresponding
to the Bz eld. The symmetry of the Hamiltonian is similar to that in equation
(3.7). Spin is not a good quantum number. Therefore, eigenfunctions are a
combination of spin up and spin down wavefunctions and can be expressed as
	m(r; ) = exp(im)

 "m(r)
 #m+1(r) exp(i)

: (3.38)
Although the Br eld has been approximated to be a simple function, analytical
solutions of the Hamiltonian (3.37) cannot be found. Then, we use the basis set
methods discussed in section 3.2.1 to solve the Schrodinger equation numerically.
Before considering the results, we can use perturbation theory to investigate
the solutions. The Hamiltonian (3.37) can be rewritten as
bH = bH0 + bH1; (3.39)
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where bH0 is the Hamiltonian without the Zeeman energy and bH1 =  12geB~  ~B
is the Zeeman energy. The solution of bH0 was considered in section 3.4.2 (the case
ge = 0). Its eigenfunctions have the form 	

nm = e
im nm(r) and are two-fold
degenerate as shown in gure 3-6 (c) (E"nm = E
#
nm). When ge is suciently
small, we can consider bH1 as a perturbation. First order degenerate perturbation
theory with the subspace of degenerate states [59] gives the secular equation: H1""   E1nm H1"#H1#" H1##   E1nm
 = 0; (3.40)
where H10 =
R 2
0
R1
0
(	nm)
y bH1	nmrdrd,  =" or #, and E1nm are the cor-
rection to unperturbed energies Enm. We will consider the eects of Bz and
Br separately by dividing bH1 into bH1z and bH1r , where bH1z =  12geBzBz andbH1r =  12geBrBr. z and r are the z and r components of the Pauli matrices,
z =
 
1 0
0 1
!
and r =
 
0 e i
ei 0
!
: (3.41)
Using the z component of the Zeeman energy bH1z to calculate H10 , we obtain
the secular equation:  H1""   E1nm 00 H1##   E1nm
 = 0; (3.42)
where
H1"" =  geB
Z
0
Bz
 "nm2 rdr; (3.43)
H1## = +geB
Z
0
Bz
 #nm2 rdr: (3.44)
The roots of the equation are obviously E1nm = H
1
"" or E
1
nm = H
1
##. Therefore,
Bz perturbs the degenerate energy levels Enm, splitting them into two levels
given by Enm + H
1
"" and Enm + H
1
##. Because Bz in our calculation is always
positive, the former levels are lower than the unperturbed levels, while the latter
are higher. Using the r component of the Zeeman energy bH1r to calculate H10 ,
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Figure 3-8: The energy spectrum as a function of m for ge=40 (a), 20 (b), and 1
(c). As gure 3-3, the colour of each state represents the spin expectation value.
Here, s = 5 and m = 0:5me.
we get H1"" = H
1
## = H
1
"# = H
1
#" = 0. This indicates that Br will not perturb the
energy levels of the unperturbed Hamiltonian bH0 to rst order. This result, of
course, is restricted to the situation when the perturbation is small, compared tobH0.
Now, we turn to the numerical results. The energy spectrum of the Hamilto-
nian (3.37) is shown in gure 3-8. First, we consider the spectrum with ge = 1:0.
Comparing the spectrum in gure 3-8 (c) with that in gure 3-4 (d), we nd that
they consist of similar energy patterns, and that most of the conned states are
spin up or spin down dominant states. In this case, we expect that the Zeeman
term is small enough to be described by the perturbation theory, which shows
that Bz will cause the splitting of the doubly degenerate levels (E
"
nm = E
#
nm).
The results in gure 3-8 (c) agree with the theory. For the states with large jmj,
we see that there is an energy splitting of predominantly spin up and spin down
states. This is because the states distribute outside the dot region, where Bz is
non-vanishing. This splitting can be described by the integrals (3.43) and (3.44).
As jmj decreases, the probability of nding the states inside the dot increases,
resulting in a smaller energy splitting because of the absence of Bz inside. We
have seen that Br, which is non-vanishing inside the dot, does not perturb energy
levels to leading order.
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Figure 3-9: The energy spectrum as a function of m for ge=40 (a), 20 (b).
The spin up and spin down spectrum in gure 3-6 are plotted in one gure and
represented by red dots. The spin mixed spectrum in gure 3-8 is represented by
green triangles. Here, s = 5 and m = 0:5me.
For bigger values of ge in gure 3-8 (a) and (b), we do see the eects of
Br. It couples together the spin up and spin down wavefunctions, and results
in the spin mixed states, evident when jmj is small. For large jmj, we only see
spin polarised states (up and down) because of the absence of Br outside the
dot. Figure 3-9 (a) and (b) shows how Br aects the eigenenergies. Each plot
consists of the spin up and spin down spectrum for gure 3-6, calculated in the
absence of Br and represented by red dots, and the spin mixed spectrum for g-
ure 3-8, obtained when Br is included and represented by green triangles. We see
Br aects the energies of spin polarised states dierently, depending upon their
spatial distribution. Because states that exist mostly outside the dot will be only
slightly perturbed by Br, the energy levels of spin up and spin down Landau-
like states, and spin up antidot states do not change signicantly. When Br is
included, their eigenenergies represented by red dots are superimposed by green
triangles. However, the energies of edge states are signicantly lowered by Br as
they are localised at the superconductor radius, where Br is signicant. Clearly,
rst-order perturbation theory fails to describe this strong perturbation by Br.
The other states are spin up and spin down intermediate states, and spin down
quantum dot states. They are partly found inside the dot, so we expect Br to
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aect their energy levels. The energies of these three kinds of states overlay one
another in the same region of the spectrum, so it is dicult to see the eect of
Br. However, one can see some red dots which are not covered by green triangles,
along with some red dots that are covered. This indicates that Br perturbs some
spin dependent energies in this region.
To summarise this section, the eect of the Zeeman energy due to Br has
been investigated. It changes the symmetry of the Hamiltonian from that when
only the z component of the Zeeman interaction is included, coupling spin up
and spin down wavefunctions together into the eigenstates. Perturbation theory
shows that Br does not perturb the eigenenergies to leading order. Our numerical
results conrm this prediction. However, for suciently large ge, it obviously
leads to spin coupling and has an eect on the energies of states that distribute
inside the dot, especially the edge states that are strongly localised at the radius
of the superconductor.
3.6 Interpretation of the solutions due to the
actual magnetic eld
In section 3.2.2, we presented results for the electronic structure of electrons in
the plane of a DMS on top of an isolated superconducting disk by using the actual
magnetic eld that satises the Maxwell equations. This eld gives more reliable
results than the model eld (2.9) previously considered in Chapter 2, as it gives
correct eigenenergies for large jmj. However, the energy spectrum is found to be
very complex. Approximating the actual eld to study the eect of the transverse
and radial components of the magnetic eld has been considered in section 3.4
and 3.5. We now return to the solutions due to the actual magnetic eld, drawing
on our new found understanding to interpret and explain the solutions.
Considering the spectrum in gure 3-3, we nd that it consists of many energy
patterns. The radial component of the actual eld Br couples spin up and spin
down components and results in all bound states being spin mixed states. We
will consider the behaviour of these states and describe them in terms of the three
kinds of spin down eigenstates and four kinds of spin up eigenstates discussed in
section 3.4.2. In the following, we focus on the eigenstates in gure 3-3 (b) in
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various conditions.
When jmj is suciently small and n = 0, the lowest energy state for each
m separates from others. The corresponding wavefunctions are shown in gure
3-10. These states are strongly localised at the radius of the superconductor as
edge states discussed previously. The predominantly spin-up character is due
to the normal magnetic eld Bz at the radius of the superconductor, acting as
an attractive Zeeman potential for spin up states and as a Zeeman barrier for
spin down states. The small spin-down character is due to spin mixing by Br.
Obviously, these states are a direct consequence of the concentration of the eld
at the edge of the superconducting disk.
When jmj is suciently large, the eigenenergies resemble Landau levels and
approach the Landau levels with increasing values of jmj. Examples of the wave-
functions corresponding to these eigenstates are shown in gure 3-11. They
mostly distribute outside the dot region. Although they are far from the dot,
Br is still able to induce very small spin down components into the wavefunc-
tions, but the spin expectation values are close to purely spin up. The magnitudes
of the spin down components at the radius of the superconductor increase rapidly
with decreasing values of jmj, and evolve into strongly localised spin down com-
ponents as shown in gure 3-10 when jmj is small enough. Figure 3-12 illustrates
the second-lowest energy eigenstates (n = 1) for dierent m. These have an addi-
tional node compared to the n = 0 states. Indeed, number of nodes is determined
by the radial quantum number n. With decreasing values of jmj, it is more di-
cult to see nodes of the spin down component because of the strong localisation
at the superconductor radius.
When jmj is suciently small and n is a small nonzero number, the eigenstates
are not conned by the concentration of the magnetic eld. Examples of these
states are shown in gure 3-13, where n = 1 states are displayed. The number of
nodes of the spin up and spin down wavefunctions is 1, but this is not obvious
for the spin down components because of their small magnitude outside the dot.
This spin down behaviour is also visible in gure 3-12. Like spin up quantum
antidot states, the spin up components distribute mostly outside the dot and
decay when they enter into the dot. Figure 3-14 supports the interpretation that
the spin up components in gure 3-13 behave like quantum antidot states. Ac-
cording to section 3.4.2, the energies of quantum antidot states must be negative.
64
Figure 3-14 shows that spin up wavefunctions with negative energies distribute
like quantum antidot states, while spin up wavefunctions with positive energies
extend both inside and outside the dot like spin up intermediate states. The spin
down components in gure 3-13 and 3-14 are conned inside the dot like spin
down quantum dot states. Because they only extend over a small region (inside
the dot), the spin expectation values are mainly spin up, represented by red and
orange dots in gure 3-3 (b). In this case, we can conclude that Br combines
spin up antidot states/intermediate states with spin down quantum dot states to
form the eigenstates.
When jmj is suciently small but n is a big number, the spin down compo-
nents will change their distribution, resulting in unpredictable spin expectation.
Figure 3-15 shows how we can distinguish the eigenstates in this case from those
in the previous one. When n = 9; 11, and 13, the spin down components behave
like quantum dot states. These values of n are not large enough to be classied
into this case. When n  15 spin down components are able to extend outside
the dot like spin down intermediate states. The spin up components also dis-
tribute as spin up intermediate states. Matching the eigenstates in gure 3-15 to
the energy levels in gure 3-3 (b), we see that the combination of spin up and
spin down intermediate states results in unpredictable spin expectation values.
As one can see in gure 3-3 (b), variation in the spin expectation is found when
jmj is suciently small and n is suciently big.
Finally, looking at gure 3-3, we see that the area where there is variation in
the spin expectation values becomes larger with increasing value of Ba=B0. This
is because Landau states tend to distribute near the dot more as Ba increases.
That is, Landau states have a greater possibility of being perturbed by the inho-
mogeneous magnetic eld due to the superconductor when Ba increases. Looking
at gure 3-4, we see that the lowest energy for each m tends to separate from
the rest of the spectrum as ge increases. This is because the g-factor enhances
the Zeeman potentials due to Bz. As shown and discussed in section 3.4.2, the
energy levels of edge states are sensitive to ge.
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3.7 Summary
In this Chapter, we have extended the study of a magnetic quantum dot in a
DMS by considering the actual magnetic eld, which is more realistic than the
model eld used in Chapter 2. We nd that the actual eld consisting of both
normal and radial components, Bz and Br, is more reliable as it can describe
correctly the energies of an electron far from the dot. There are two important
dierences with the model eld in Chapter 2. The rst is the concentration of
the magnetic eld at the edge of the superconductor. This can lead to states that
are strongly localised at the edge of the superconductor. The second is Br. It
changes the symmetry of the Hamiltonian and results in spin mixed eigenstates.
Studying the eects of the normal and radial components separately has allowed
us to understand the complicated spectrum and the behaviour of the spin mixed
eigenstates that exist in the presence of the actual eld.
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Chapter 4
The eect of Abrikosov vortices
We have seen that due to the giant Zeeman eect, a relatively small inhomoge-
neous magnetic eld due to a Meissner state of a superconductor can trap electron
states and manipulate the spin texture of the states in an adjacent DMS. Another
option is to use a magnetic eld due to a vortex state of a type-II superconductor
[6]. It is well known that a suciently strong uniform external magnetic eld
can penetrate into type-II superconductors in the form of periodic lattice of vor-
tices as shown in gure 4-1 (a). In a nearby DMS, one benet of using the eld
due to superconducting vortices is that the periodicity can be varied by varying
the external magnetic eld; as an applied eld increases, the distance between
vortices will decrease. As a result, spin and charge transport properties in hy-
brid superconductors/DMS systems are expected to be controlled by the external
modulating eld, enabling novel electronic devices.
In this Chapter, the hybrid illustrated in gure 4-1 (b) consisting of a type-
II superconducting lm on top of a DMS layer will be discussed. The energy
spectrum and wave functions of bound states due to an isolated vortex and the
vortex lattice are investigated numerically. This work substantially conrms the
ndings of Rappoport et al [6], but with some dierences that are conrmed by
developing and applying a tight-binding model to describe the energy bands
4.1 An isolated vortex
In this section, the free carriers inside the DMS quantum well, in the presence
of the magnetic eld from a single vortex, will be investigated. We start with
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(a) (b)
Figure 4-1: (a) The periodic lattice of vortices in the vortex state of type-II
superconductors (b) The hybrid system of a type-II superconducting lm and a
DMS layer [6]
the fundamental idea of superconducting vortices [16, 60, 61]. On the one hand,
type-I superconductors can expel an applied magnetic eld, ~Ba, out of them
by screening currents that ow around the edges of the samples; the screening
currents generate a magnetic eld in the direction opposite to that of the applied
eld in order to maintain zero eld inside. This phenomenon is the well known
Meissner eect. On the other hand, the applied eld can penetrate into type-II
superconductors, when BC1 < Ba < BC2, where BC1 and BC2 are the lower and
upper critical eld. In this state, the screening currents generate a magnetic eld
that helps ~Ba pass through type-II superconductors inside the vortex cores. As
a result, the external eld is converged when it enters a type-II superconductor,
and diverged after it passes through (see gure 4-1 (b)). This state is sometimes
called the vortex state or mixed state because the central cores are actually normal
states, while the other regions are superconducting states. However, the vortices
will not enter if Ba < BC1. In this phase, type-II superconductors are in the
Meissner state similar to type-I superconductors. For a thick superconducting
lm, the radial and transverse components of the magnetic eld from a single
vortex in a DMS quantum well have been calculated and are given by [62, 63]:
Bvr (r; z) = Bmax
Z 1
0
kdk
J1(kr) exp( kz   122k2)
(k + )
; (4.1)
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Bvz (r; z) = Bmax
Z 1
0
kdk
J0(kr) exp( kz   122k2)
(k + )
; (4.2)
where r is the radical distance from the vortex core, z is the distance between the
superconducting lm and the DMS, Bmax =
0
42
= ~
2e2
is the maximum value
of the eld, 0 = h=e is the ux quantum,  and  are the penetration depth
and the coherence length of the superconductor,  =
p
k2 +  2, and J(r) is a
Bessel function of order . Numerically, the exponential terms determine the
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range of integration. Figures 4-2 and 4-3 show the distribution of the calculated
magnetic eld induced by a superconducting vortex for various ratios of z= and
= respectively. It is clear that for xed , as the ratio z= increases Bz and
Br decrease, while Bz and Br rise when the ratio = declines. In the following
calculations, we will focus on the parameters corresponding to Nb: =40 nm,
=35 nm.
4.1.1 Numerical calculation of conned states
Electrons in a DMS underneath an isolated vortex are trapped by the concen-
trated magnetic eld ~Bv. We again use the eective mass approximation to
describe the electrons, using the Hamiltonian
bH = 1
2m

p^+ e ~Av(r; z)
2
  1
2
geB~  ~Bv(r; z); (4.3)
where z, the distance between the type-II superconducting lm and the DMS
layer, is just a parameter indicating the magnitude of magnetic eld as seen in
gure 4-2. The symmetry of the Hamiltonian is similar to that in equation (3.7),
so we can deduce that the eigenfunctions also have the from
	m(r; ) = exp(im)

 "m(r)
 #m+1(r) exp(i)

: (4.4)
When the Zeeman term is suciently large (ge > 500), we may assume that ~A
v
is negligible and rewrite the Hamiltonian in terms of dimensionless parameters
to obtain the Schrodinger equation, ~H	m = "	m, where
~H =   ~r2   ~g~ ~bv: (4.5)
Here, r = ~r, " = E
E0
, E0 =
~2
2m2 ,
~bv = ~Bv 0
42
, ~g = gem

4me
, and ~r = 1
~r
@
@~r
 
~r @
@~r

+
1
~r2
@2
@2
. In the following, it is convenient to drop tilde in the expression of ~r. The
general form of eigenfunctions in (4.4) can be rewritten as
	m(r; ) = 	
(r; ) =
X
= 1
2
  (r)e
i( ); (4.6)
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where m =   1
2
;  = 1
2
;3
2
;5
2
, etc., and  =
 
1
0

and
 
0
1

for  = 1
2
and  1
2
respectively. We then use the basis set methods to turn the Schrodinger equation
into a matrix problem as discussed in section 3.2.1. Because the solutions of the
eld free problem ( ~Bv = 0) in cylindrical coordinates are Bessel functions, it is
convenient to expand   (r) in the complete set of Bessel functions as
  (r) =
X
j
aj J (k ;jr): (4.7)
The Bessel functions vanish at r = d, that is, J (k ;jd) = 0 or k ;j =
 ;j=d, where  ;j are the zeros of Bessel functions, so j refers to the order
of zero of the Bessel function. Now, 	(r; ) can be written as
	(r; ) =
X
j
X

aj J (k ;jr)e
i( ); (4.8)
Numerically, the j summation is truncated at jmax and the distance d is chosen
to be the distance beyond the point at which the eigenstates are negligible. After
substituting (4.8) into the Schrodinger equation, multiplying from the left by
rJ 0(k 0;j0r)e i( 
0)y0 , and integrating from r = 0 to r = d and from
 = 0 to  = 2, for each j0 and 0, we obtainX
j
X

~Hj00;ja

j = "
X
j
X

Oj00;ja

j ; (4.9)
where
Oj00;j = 02
Z d
0
rJ 0(k 0;j0r)J (k ;jr)dr
= jj00d
2J2 +1(k ;jd); (4.10)
Hj00;j = jj00k
2
 ;jd
2J2 +1(k ;jd)
  20  2~g
Z d
0
rJ 0(k 0;j0r)bz(r)J (k ;jr)dr
  (1  0)  2~g
Z d
0
rJ 0(k 0;j0r)br(r)J (k ;jr)dr:
(4.11)
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Note that in order to get (4.10) and (4.11), we use the relations [64]
 r2Jm(km;jr)eim' = k2m;jJm(km;jr)eim' (4.12)
and Z 1
0
[Jm(m;jt)]
2tdt =
1
2
[Jm+1(m;j)]
2: (4.13)
Equation (4.9) is actually a generalised eigenvalue problem ~Ha = "Oa, where ~H
and O are 2  jmax dimensional matrices, " is the eigenvalue, and a, a vector of
coecients aj , is the eigenvector.
4.1.2 Zeeman-bound states and energies
In this section, we will present the numerical solutions of Schrodinger equation
describing the particle in the magnetic eld of an isolated vortex, using the nu-
merical method outlined in the previous section. After solving the generalised
eigenvalue problem in (4.9) numerically, and using the normalisation conditionR j "m(r)j2 + j #m+1(r)j2rdr = 1, we get Zeeman-bound states and energies as
shown in the following gures. In this calculation, we set z = 0:1, m = 0:5me,
ge = 500, and use superconducting parameters corresponding to Nb:  = 40
nm and  = 35 nm. In gure 4-4, the energies E=E0, converged to six places of
decimals, are plotted for various ratios of = and z=. These require typically
40 basis functions and the distance d = 10. It is clear that the energy becomes
increasingly negative as the ratios of = and z= decrease because Zeeman po-
tential well deepens when = and z= decrease (see gure 4-2 and 4-3). Figure
4-5 shows the radial components  "m(r) and  
#
m+1(r) of the lowest energy states
withm = 0; 1, and 1. It is found that  "m(r) is greater than  #m+1(r) for everym
because of the huge Zeeman interaction. In gure 4-6, the wavefunctions for the
lowest three states (n = 0; 1; 2) with m = 0 are illustrated. These results indicate
the spatial extent of the Zeeman potential well. Moreover, the density of charge
(r), the transversal spin density sz(r), and the radial spin density sr(r) for the
m = 0; 1, and 1 states are shown in gure 4-7. Although the basis functions
that we use are dierent from Rappoport [6] who use cubic B splines, the results
are similar.
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Figure 4-4: Left: The lowest energies E=E0 for dierent angular momentum m as
a function of =, when z = 0:1. Right: The lowest energies E=E0 for dierent
angular momentum m as a function of z=, when = = 35=40.
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Figure 4-5: The radial components  "m(r) and  
#
m+1(r) of the lowest energy states
with angular momentum m = 0 (left); 1 (center), and 1 (right).
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Figure 4-6: The spin up and spin down wavefunctions for the three lowest energy
states (n = 0; 1; 2) with m = 0.
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  1  2  3
r/λ
m=0
ρ(r)
sz(r)
sr(r)
 0
 0.5
 1
 1.5
 0  1  2  3
r/λ
m=-1
ρ(r)
sz(r)
sr(r)
 0
 0.5
 1
 1.5
 0  1  2  3
r/λ
m=1
ρ(r)
sz(r)
sr(r)
Figure 4-7: The density of charge (r) = j "m(r)j2 + j #m+1(r)j2, the transversal
spin density sz(r) =
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(j "m(r)j2 j #m+1(r)j2), and the radial spin density sr(r) =
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m+1(r)] of the lowest energy states with m = 0 (left); 1 (center), and
1 (right).
77
4.2 Two dimensional vortex lattice
In the previous section, it was shown that the magnetic eld due to an isolated
vortex can create spin polarised bound states in a DMS. Here, we consider a
periodic array of vortices. We expect the bound states will in general interact
and result in a band structure. This system has been previously investigated by
Rappoport et al. [6].
4.2.1 Vortex lattice
As mentioned before, a type-II superconductor can fully expel an external mag-
netic eld if its strength is less than Bc1. Nevertheless, when its value is between
Bc1 and Bc2, the superconductor will generate superconducting vortices. In 1957,
Abrikosov found that the exact solution of this state is a periodic lattice of vor-
tices, called the Abrikosov vortex phase [12]. In addition, the vortex lattice is
actually a triangular lattice as shown in gure 4-8. The primitive translation vec-
tors are ~a = (a; 0) and ~b = a
2
(1;
p
3) and the lattice vectors are ~R = n~a+m~b; n;m
are integer. It is generally agreed that the circulating currents owing around
a vortex core serve to screen out the external magnetic eld; as a result, each
vortex carries a xed unit of magnetic ux, 0
2
= h=2e. If Nv is the number of
vortices in superconducting area, A, then the average magnetic eld is given by
B =
Nv0
2A
=
Nvh
2eA
: (4.14)
The average magnetic eld, B, is equal to the external uniform magnetic eld,
Ba, and there is a vortex per unit cell; therefore, we have
Ba =
0
2Acell
=
0
a2
p
3
: (4.15)
Here, Acell = a
2
p
3=2. Consequently, the external magnetic eld , Ba, can control
the distance between vortices, a, as shown in gure 4-9. As the eld increases,
the distance between vortices decreases. Due to the distribution of the magnetic
eld of each vortex, it appears that the value of this eld at the centre of each
vortex in gure 4-9 (d) is bigger than others.
The Hamiltonian describing electrons in a DMS in the magnetic eld due to
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Figure 4-8: A triangular lattice with the primitive translation vectors ~a and ~b.
(a) (b)
(c) (d)
Figure 4-9: The transverse component of the magnetic eld from the periodic
lattice of vortices for external eld Ba of (a) 0.07T, (b) 0.10T, (c) 0.15T, (d)
0.19T of 240415.69 nm2
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the presence of a periodic lattice of vortices is
bH = 1
2m
[p^+ e ~AL(~r; z)]
2   1
2
geB~  ~BL(~r; z); (4.16)
where the carriers are assumed to be electrons, whose charge is  e, and ~BL is
the magnetic eld from the vortex lattice. We assume this is the summation of
the elds for periodically distributed single vortices. Using Fourier analysis, we
can write
~BL(~r; z) =
X
~R
~Bv(~r   ~R; z) = Baz^ +
X
~G 6=0
ei
~G~r ~B~G(z); (4.17)
where ~G denotes a reciprocal lattice vector. Similarly, the vector potential of ~BL
can be written as
~AL(~r) = ~Aa(~r) +
X
~G 6=0
ei
~G~r ~A ~G; (4.18)
where ~Aa(~r) = (0; Bax; 0) in the Landau gauge. However, we will not show
~AL and ~BL explicitly in this section. In order to construct the solution of the
Hamiltonian (4.16), we will use a superposition method, choosing solutions of
the Hamiltonian with the homogeneous eld as basis functions. Accordingly, the
concept of Landau levels will be discussed in the next section.
4.2.2 Landau levels
The energy levels of a particle in a uniform magnetic eld are the \Landau levels"
[49] named after L.D. Landau. The Hamiltonian of a free charged particle with
charge  e in a DMS in a constant uniform magnetic eld is given by
bH = (p^+ e ~Aa)2
2m
  1
2
geB~  ~Ba: (4.19)
This problem was considered in section 2.1 using the symmetric gauge, appropri-
ate for a system with rotational symmetry. Here, we choose the Landau gauge
~Aa = (0; Bax; 0) to calculate particle properties in two dimension. Then, the
eigenvalue problem becomes
(p^y + eBax)
2
2m
+
p^2x
2m
  1
2
geBzBa

 = E: (4.20)
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There is only the z component of ~ in the Hamiltonian so that [ bH; z] = 0.
Therefore, the Hamiltonian and s^z have simultaneous eigenfunctions which can
be written as
 =  (x; y); (4.21)
where the eigenstates of z are  =
 
1
0

and
 
0
1

for spin up and spin down
respectively. Moreover, it is clear that there is no coordinate y in the Hamiltonian
so that p^y commutes with the Hamiltonian:  (x; y) is also an eigenfunction of
p^y. Thus,
 (x; y) = eikyyf(x): (4.22)
Inserting (4.22) and (4.21) in (4.20), we obtain
p^2y
2m
+
eBaxp^y
m
+
(eBax)
2
2m
+
p^2x
2m
  1
2
geBzBa   E

eikyyf(x) = 0 (4.23)
which becomes
f 00(x) +
2m
~2

 1
2
m!2c (x  x0)2 + geBBa + E

f(x) = 0; (4.24)
where !c =
eBa
m , x0 =  ~ky=eBa, and z = 2;  = 1=2. Compared
with the harmonic oscillator, equation (4.24) is similar to the Schrodinger equa-
tion for a linear oscillator oscillating with frequency !c; hence, energy levels and
eigenstates are given by [6]
EN; = (N +
1
2
)~!c   geBBa; (4.25)
N;ky ;(x; y) =
1p
Nyb2N`BN !
p

eikyye
  1
2
( x
`B
+ky`B)
2
HN(
x
`B
+ ky`B); (4.26)
where HN(x) is a Hermite polynomial of N
th degree, `B =
p
~=eBa is the mag-
netic length, Ny is the number of magnetic unit cell in the y direction, and
(Nyb2
N`BN !
p
) 
1
2 is a normalisation factor.
4.2.3 Magnetic translation operator
If a Hamiltonian consists of a kinetic energy operator and a periodic potential,
its eigenstates will satisfy Bloch's theorem [65]. In the following, this theorem
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will be discussed briey. Then, we will return to our particular system, which
needs to be described by a specic Bloch's theorem. Eventually, the magnetic
translation operator will be introduced to search for eigenfunctions of a periodic
potential with a magnetic eld.
Consider the Hamiltonian bH = p^2
2m + V (~r), where the potential does not
change if ~r is displaced by any lattice translation vector ~Ri: V (~r) = V (~r + ~Ri).
It is convenient to introduce a translation operator bT which has the property,
bT ( ~Ri)f(~r) = f(~r + ~Ri) (4.27)
and it follows that successive application of translation operators satises
bT ( ~Ri)bT ( ~Rj) = bT ( ~Rj)bT ( ~Ri) = bT ( ~Ri + ~Rj): (4.28)
Since the Hamiltonian is periodic, it is said to commute with the translation
operator bT bH = bH bT : (4.29)
Accordingly, the eigenstates of the Hamiltonian can be chosen to be simultaneous
eigenstates of bT . bH = " (4.30)
bT ( ~Ri) = c( ~Ri) ; (4.31)
where c is an eigenvalue. This eigenvalue can be derived straightforwardly:
bT ( ~Ri)bT ( ~Rj) = c( ~Rj)bT ( ~Ri) = c( ~Rj)c( ~Ri) 
bT ( ~Ri)bT ( ~Rj) = bT ( ~Ri + ~Rj) = c( ~Rj + ~Ri) 
) c( ~Rj)c( ~Ri) = c( ~Rj + ~Ri): (4.32)
Consequently, we can deduce that
c( ~Ri) = e
i~k ~Ri : (4.33)
To summarise, we have reviewed Bloch's theorem, in which eigenstates of a peri-
odic Hamiltonian satisfy
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bT ( ~Ri) (~r) =  (~r + ~Ri) = ei~k ~Ri (~r): (4.34)
Now, we consider our system in which the Hamiltonian consists of kinetic
energy with a vector potential and a periodic potential as shown in (4.16). It
is easy to show that the ordinary translation operators do not commute with
the Hamiltonian because in the kinetic term, we have the nonperiodic vector
potential, ~Aa, which changes after displacement by lattice translation vectors;
bT ( ~Ri) ~Aa(~r) = ~Aa(~r + ~R) 6= ~Aa(~r): (4.35)
Accordingly, we need to search for new translation operators that do commute
with the Hamiltonian for systems containing a magnetic eld. These are called
\magnetic translation operators". There are several theoretical works [67, 68, 69]
that discuss the problem of two-dimensional Bloch electrons in the presence of
an electrostatic, periodic eld and a uniform magnetic eld. These investigate
the magnetic translation operator in various gauges of the magnetic eld; how-
ever, only the Landau gauge will be presented here. We start to nd magnetic
translation operators with the Schrodinger equation of a particle without spin.
bH(~r) (~r) = " (~r); (4.36)
where bH(~r) = 1
2m (p^   Q~A(~r))2; Q is the charge of a particle. Then, operatingbT (~R) to both sides of (4.36) to obtain
1
2m
[p^ Q~A(~r + ~R)]2 (~r + ~R) = " (~r + ~R); (4.37)
or
1
2m
[p^ Q~A0(~r)]2 0(~r) = " 0(~r); (4.38)
where ~A0(~r) = ~A(~r+ ~R) and  0(~r) =  (~r+ ~R). Note that the translation operator
does not change the energy. From gauge transformation [66], ~A0(~r) and  0(~r) are
related to ~A(~r) and  (~r) respectively by (see Appendix D)
~A0(~r) = ~A(~r + ~R) = ~A(~r) + ~O(~r; ~R); (4.39)
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~ 0(~r) = ~ (~r + ~R) = ~ (~r)exp
h
i(~r; ~R)
i
: (4.40)
where  = Q=~. Then, operating e i bT (~R) to both sides of (4.36) and deriving
in the following way:
e i bT (~R) bH = "e i bT (~R) 
e i bT (~R) bH = " 
e i bT (~R) bH = bH 
e i bT (~R) bH = bHe i bT (~R) 
)
h bH; e i bT (~R)i = 0: (4.41)
Now, we have two operators bH and e i bT (~R), which commute with each other.
The latter is the magnetic translation operator.
bTM(~R) = e i(~r; ~R) bT (~R) ;  = Q=~: (4.42)
In the Landau gauge, where ~A = Baxj^, we see from (4.39) that (~r; ~R) =
BaRxy, so we get bTM(~R) = e iBaRxy bT (~R): (4.43)
Then, two magnetic translation operators which act successively give
bTM(~R)bTM( ~R0) = e iBaRxy bT (~R)e iBaR0xy bT (~R0)
= e iBaRxye iBaR
0
x(y+Ry) bT (~R + ~R0)
= e iBaR
0
xRye iBay(Rx+R
0
x) bT (~R + ~R0)
= e iBaR
0
xRy bTM(~R + ~R0) (4.44)
If the exponential term in (4.44) is equal to one, we can calculate the eigenvalue ofbTM as we did in the ordinary translation operator case. However, the exponential
term is not always one, and in the case of the hexagonal lattice in gure 4-
8, we must dene a new unit cell for this to be the case. This magnetic unit
cell is double the size of the original one, with ~a = (a; 0) and ~b = (0; b) the
new primitive translation vectors (see gure 4-10) and ~R = n~a + m~b the new
lattice vectors, where b = a
p
3. Accordingly, there are two vortices in the unit
cell, the rst at the origin and the second at the center, (~a+
~b
2
). The magnetic
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(a) (b)
Figure 4-10: (a) The magnetic unit cell which is twice the size of the previous
one. (b) The magnetic Brillouin zone corresponding to (a)
Brillouin zone corresponding to this magnetic unit cell is illustrated in gure
4-10; kx 2 ( a ; a ] and ky 2 ( b ; b ]. That is, the reciprocal magnetic lattice
vectors are ~Gn;m = n
2
a
x^ + m2
b
y^. After changing the unit cell, one can easily
nd the eigenvalue of the magnetic translation operator as
bTM(~R) ~k(~r) = ei(e=~)BaRxy ~k(~r + ~R) = ei~k~R ~k(~r): (4.45)
Here, the charge of carriers is assumed to be  e and the subscribed ~k is a good
quantum number.
4.2.4 Calculation of energy spectrum using the Landau
basis
Having understood the translational symmetry of our system, we now search for
the eigenfunctions of the Hamiltonian which need to also be eigenstates of the
magnetic translation operator. In other words, they must satisfy (4.45) which
can be rewritten in terms of the magnetic length as
 ~k(~r +
~R) = ei
~k~Re iyRx=`
2
B ~k(~r): (4.46)
As mentioned before, we have changed the original unit cell to be the magnetic
unit cell. It follows that we can also write the magnetic length as
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`2B =
ab
2
: (4.47)
In 1992, Pfannkuche and Gerhardts [70] suggested that the following linear com-
bination of Landau level eigenstates satisfy (4.46):
	N;~k;(~r) =
X

e ikx`
2
B(ky+
2
b
)N;ky+ 2b ;
(~r): (4.48)
Remember, these are solutions of the uniform eld problem. Here, N;ky ;(~r)
are the Landau level eigenstates; N;ky ; = e
ikyyN(
x
`B
+ `Bky) (see equation
(4.26)). In the following, the eect of translation 	~k(~r) is shown explicitly. We
displace ~r by a lattice translation vector ~R:
	N;~k;(~r+
~R) =
X

e ikx`
2
B(ky+
2
b
)ei(y+mb)(ky+
2
b
)N

x+ na
`B
+ `B(ky + 
2
b
)

;
(4.49)
where ~R = na^i+mbj^. We note that na
`B
= `B(
na
`2B
) = `Bn
2
b
and with 0 = + n,
(4.49) becomes
	N;~k;(~r +
~R) =
X
0
e ikx`
2
B(ky+(
0 n) 2
b
)ei(ky+(
0 n) 2
b
)(y+mb)
 N( x
`B
+ `B(ky + 
0Gy))
= eikxna+ikymb in
2
b
y
X
0
e ikx`
2
B(ky+
0 2
b
)ei(ky+
0 2
b
)y
 N( x
`B
+ `B(ky + 
0Gy))
= ei
~k~Re iyRx=`
2
B	N;~k;(~r): (4.50)
As required, the wave functions 	N;~k;(~r) satisfy (4.46), and are therefore eigen-
states of the magnetic translation operator. Multiplying by 1p
Ny
, these are or-
thonormal. Thus, we have
	N;~k;(~r) =
1p
Ny
X

e ikx`
2
B(ky+
2
b
)N;ky+ 2b ;
(~r): (4.51)
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We now use these functions to expand the eigenfunctions  ~k(~r) of the Hamiltonian
containing the non-uniform eld:
 ~k(~r) =
X
N;
dN(~k)	N;~k;(~r): (4.52)
Here dN are coecients which indicate the contribution of each Landau level
state to the eigenstates,  ~k. It is obvious to see that the Hamiltonian does
not commute with the spin operator s^z. As a result, spin up and down wave
functions need to be included in the sum because the Hamiltonian and s^z have
no simultaneous eigenfunctions. Recall the Schrodinger equation is
1
2m
(~p+ e ~AL)
2   1
2
geB~  ~BL

 ~k0 = E~k0 ~k0 : (4.53)
The periodic part of the vector potential,
P
ei
~G~r ~A ~G (see 4.18), is small when
compared with the periodic term of the magnetic eld due to the vortex lattice,P
ei
~G~r ~B~G(z) (see 4.17) because of the huge value of ge . For this reason, only
the nonperiodic part, ~Aa, will be included. This approximation gives us
 1
2
geB~  ( ~BL(~r) Baz^) ~k0 =
X
N 00
(E~k0   EN 0;0) ~k0 ; (4.54)
where EN 0;0 are the Landau levels. Next, substituting (4.52) into (4.54), multi-
plying by 	y
N;~k;
and using the orthonormal property of 	N;~k; gives
 1
2
geB
X
N 00
dN 00(~k)
Z
	y
N;~k;
~  ( ~BL(~r) Baz^)	N 0;~k0;0d~r = (E~k  EN;)dN(~k);
(4.55)
or
 1
2
geB
X
N 00
dN 00(~k)~0 ~bN;N 0 = (E~k   EN;)dN(~k); (4.56)
where 	N;~k; = 	N;~k,
~bN;N 0 =
R
	
N;~k
( ~BL(~r) Baz^)	N 0;~k0d~r, and ~0 = y~0 .
From the Fourier expansion in (4.17), ~bN;N 0 can be written as
~bN;N 0 =
X
~G 6=0
~B~G(z)
Z
	
N;~k
(~r)ei
~G~r	N 0;~k0(~r)d~r (4.57)
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which gives
~bN;N 0 =
1
N2y b`B
p
2N+N 0N !N 0!
X
0
X
~G 6=0
eikx`
2
Bkyeik
0
x`
2
Bk
0
y
0 ~B ~G(z)
Z
f(x)dx
Z
h(y)dy;
(4.58)
where
h(y) = ei(k
0
y ky)yei[Gy+(
0 ) 2
b
]y; (4.59)
f(x) = eiGxxe
  1
2
( x
`B
+`Bky)
2
e
  1
2
( x
`B
+`Bk
0
y
0)2
HN( x
`B
+ `Bky)HN 0(
x
`B
+ `Bk
0
y
0); (4.60)
ky = ky + 
2
b
: (4.61)
In Appendix E, we show that
~bN;N 0 = ~k;~k0
r
T !
S!
X
~G6=0
~B ~G(z)(i
p
g)S TLS TT (g)e
 g=2einmei(kxGy kyGx)`
2
B


Gx   iGy
G
N N 0
; (4.62)
where ~G = (n2
a
;m2
b
), g = `2BG
2=2, S (T ) is the greatest (smallest) of N and
N 0, and Lmn (x) are associated Laguerre polynomials. The Fourier components
~B ~G(z) of the magnetic eld can be calculated by (4.1), (4.2), and (4.17). It is
found that ~B ~Gnm(z) = 0 if n+m is an odd number . Thus,
~B ~G(z) = ( iGx; iGy; G)
Bae
 Gz G22=2
G(G+ )
; (4.63)
where  =
p
G22 + 1. In the calculation described below, we will set z = 0:1
and use superconducting parameter corresponding to Nb:  = 40 nm and  = 35
nm. Next, the band structure for the electrons in our system for various values
of ~Ba will be shown.
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4.2.5 Band structure
After solving the system of linear equations in (4.56) numerically, we obtain the
band structure for the electrons in our system for various values of ~Ba as shown
in the following tables and gures. It is clear that only ~k is a good quantum
number in this system. Thus, mixing of spin, reciprocal lattice vectors, and
Landau levels have to be included. Firstly, we show explicitly that E~k in our
calculation converges. Table 4.1, 4.2, and 4.3 show the energies at ~k=0 of the
lowest and the 15th energy band E0 and E15, calculated down to eight places of
decimals, in dierent cases. To converge E~k and  ~k, reciprocal lattice vectors
~G
need to be summed in order to get the precise value of BL (see (4.17)). In this
calculation, we set the maximum magnitude of ~G as Gmax, so ~G whose magnitude
is less than Gmax will be summed. One can calculate the numbers of ~G summed
as
NG  G
2
max
(2)2=ab
=
`2BG
2
max
2
: (4.64)
In table 4.1, the distance between vortices is a = 2:8 and the large Gmax=0.18
nm 1 are used to ensure that E~k converge. This table shows E15 needs 100
Landau levels to converge the energy, while E0 needs less because an excited
state normally oscillates more than the ground state. In table 4.2, the distance
between vortices is again a = 2:8 and the number of the Landau levels used is
100 which is large enough to converge energies. This table shows insucient Gmax
aect both E0 and E15 and they will converge if Gmax is large enough (Gmax=0.13
nm 1, corresponding to NG = 29). Moreover, in table 4.3, the distance between
vortices is increased to a = 3:8 and the number of Landau levels is 100. We
see that insucient Gmax also aects both E0 and E15, but a large enough Gmax
here is 0.08 nm 1, corresponding to NG = 30. Thus, we imply that NG = 30 is
a sucient number of ~G in order to get the precise value of BL for every value
of a. Therefore, at least 30 reciprocal lattice vectors around the origin are used
in the calculation of all band structure in gure 4-11. We nd E~k do not change
(eight places of decimals) if the number of Landau levels is greater than 150 in
gure 4-11 (a), and 50 in gure 4-11 (f).
Looking at the converged band structure, we can understand the results as
following. The band structure in a large external magnetic eld resembles Landau
levels, and it requires fewer Landau levels to calculate it because of the weak
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E0 (meV) E15 (meV) Numbers of the Landau levels Gmax (nm
 1) NG
 2:72999208  2:10746389 50 0.18 56
 2:72999208  2:10746401 70 0.18 56
 2:72999208  2:10746402 100 0.18 56
 2:72999208  2:10746402 120 0.18 56
Table 4.1: The lowest and the 15th energy bands E0 and E15 at ~k=0 for a = 2:8
and various numbers of the Landau levels
E0 (meV) E15 (meV) Numbers of the Landau levels Gmax (nm
 1) NG
 2:72999136  2:10746362 100 0:11 20
 2:72999206  2:10746369 100 0:12 24
 2:72999208  2:10746402 100 0:13 29
 2:72999208  2:10746402 100 0:14 33
Table 4.2: The lowest and the 15th energy bands E0 and E15 at ~k=0 for a = 2:8
and various values of Gmax (nm
 1)
E0 (meV) E15 (meV) Numbers of the Landau levels Gmax (nm
 1) NG
 1:15917300  0:77512977 100 0:06 16
 1:16547699  0:77624703 100 0:07 23
 1:16836234  0:77634860 100 0:08 30
 1:16836234  0:77634860 100 0:09 38
Table 4.3: The lowest and the 15th energy bands E0 and E15 at ~k=0 for a = 3:8
and various values of Gmax (nm
 1)
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periodic potential. Conversely, the band structure in low external magnetic eld
resembles the energy levels of Zeeman bound states in section 4.1.2 because a is
large. In this state, one can imagine that electrons are trapped in the isolated
Zeeman quantum wells because of the the small interaction between them. On
the other hand, s^z is not a good quantum number. As a consequence, each band
consists of mixing of spin; however, due to the large Zeeman interaction, one could
expect wave functions in each band to be mostly spin up. Considering all energy
bands, we see that one can control the electronic band structure in DMS/type-II
superconductors heterostructure by changing the magnitude of external magnetic
eld, ~Ba.
Although these results appear sensible, they are dierent from those reported
by Rappoport [6]. That is because the basis functions in (4.48) are dierent. The
basis functions used in [6] are
	N;~k;(~r) =
X

eikxaN;ky+ 2b ;
(~r): (4.65)
We cannot show that the basis functions of Rappoport et al. are the eigen-
states of magnetic translation operators. Thus, we use the basis functions from
Pfannkuche and Gerhardts [70] which have been shown to be the eigenstates of
magnetic translation operators explicitly. Moreover, ~bN;N 0 in (E.9) are also dif-
ferent. In their work, there is no einm in ~bN;N 0 . Nevertheless, we can obtain the
same energy bands as Rappoport et al. if we calculate them without einm in
~bN;N 0 . It seems that this term is the origin of the dierences in results. There-
fore, in the next section we will use an independent method to calculate the band
structure and to verify whether our energy bands are correct or not.
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Figure 4-11: Electronic band structure for electrons in a DMS for vortex lattice
parameter a of (a) 5:0, (b) 4:6, (c) 3:8, (d) 3:2, (e) 2:8, and (f) 2:4
corresponding to applied eld ~Ba of (a) 0:06T, (b) 0:07T, (c) 0:10T, (d) 0:15T,
(e) 0:19T, and (f) 0:26T.
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4.3 Tight-binding model for hybrid supercon-
ductor/DMS systems
To conrm our results in the previous section, the tight-binding method [72, 73]
is used here to calculate the band structure as section 4.2.5. The concept of this
method is that we assume that electrons spend most time bound to a Zeeman
potential well. In other words, they slightly tunnel from a Zeeman potential well
to others, so that the overlap of an electron state of one Zeeman potential well
with that of its neighbours is relatively small. For these reasons, the tight-binding
model well describe electron states, when the distance between vortices is large
and electrons are in a quite deep quantum well, such as the three lowest states
(m = 0; 1; and 1). In this section, the tight binding Hamiltonian is derived.
For large vortex separation, the eigenvalues are obtained analytically at special
values of ~k, and used to determine the Hamiltonian matrix elements; these are
then used to obtain the energy bands for all ~k.
4.3.1 The Hamiltonian matrix elements
We express the wavefunction of electrons in a presence of a vortex lattice as a
linear combination of isolated vortex states,
 (~r) =
X
~R;;m
am ~R	m(~r   ~R  ~r ); (4.66)
where ~R = (na;mb) are the magnetic translation vectors, and ~r = 
 
a
2
; b
2

;
 = 0 or 1. In the following, we will use Dirac notation so that (4.66) can be
written as
j i =
X
~R;;m
am ~Rjm; ; ~Ri: (4.67)
In 1994, Graf and Vogl [74] proposed the tight-binding Hamiltonian matrix ele-
ments that take into account a magnetic eld are
h~R0j bHA(~r; p^+ e ~A)j~Ri = exp" ie
~
Z ~R0
~R
~A(~r)  d~r
#
h~R0j bH0(~r; p^)j~Ri; (4.68)
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where bHA and bH0 are the Hamiltonians with and without a vector potential re-
spectively. Here, we still use the Landau gauge, ~Aa(~r) = Baxj^ for the calculation
as we did in the previous section, so (4.68) can be written as
h~R0j bHA(~r; p^+ e ~A)j~Ri = exp  ie
2~
(~R0   ~R)  ( ~Aa(~R0) + ~Aa(~R))

h~R0j bH0(~r; p^)j~Ri:
(4.69)
In our system, electron states are characterised by m; ; and ~R; hence, our Hamil-
tonian with a vector potential in (4.16) can be written in the form,
bHA = X
~R0; 0;m0
X
~R;;m
jm; ; ~Ri exp
 ie
2~
(~R   ~R0 0)  ( ~Aa(~R ) + ~Aa(~R0 0))

 hm; ; ~Rj bH0jm0;  0; ~R0ihm0;  0; ~R0j; (4.70)
where ~R = ~R + ~r and bH0 = 12m [p^2   12geB~  ~BL]. As discussed in Section
4.2.3, the ordinary translators bT (~R) do not commute with the Hamiltonian with
a vector potential, whereas magnetic translation operators bTM(~R) do. In this
section, we dene magnetic translation operators as
bTM(~L) = X
~R;;m
jm; ; ~Rie ie~ ~R  ~A(~L)hm; ; ~R  ~Lj; (4.71)
where ~L are any magnetic translation vectors. Similar to Section 4.2.3, we can
verify explicitly that magnetic translation operators in (4.71) do commute with
the Hamiltonian (4.70) and also have the property : bTM(~L)bTM(~L0) = bTM(~L+ ~L0).
Therefore, we can imply that their eigenvalues are ei
~k~L. In Appendix F, we show
the wavefunctions of electrons in the presence of the eld due to a vortex lattice
are of the form,
j~ki =
X
;m
am; jm; ;~ki; (4.72)
where jm; ;~ki = 1p
N
X
~R
e i
~k~Re i
e
~~r  ~Aa(~R)jm; ; ~Ri;N is the number of unit cells:
Therefore, the Schrodinger equation is
bHAj~k0i = E~k0j~k0i: (4.73)
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Multiplying from the left by hm; ;~kj givesX
 0;m0
am0 0hm; ;~kj bHAjm0;  0; ~k0i = E~k0 X
 0;m0
am0 0hm; ;~kjm0;  0; ~k0i
= E~kam~k~k0 : (4.74)
Now, (4.74) can be turned into a generalised eigenvalue problem; however, the
matrix elements hm0;  0; ~k0j bHAjm; ;~ki are need to be determined. Instead of
(4.72), we will use
jm; ;~ki = 1p
N
X
~R
e i
~k~R e 
ie
~ ~r  ~Aa(~R)jm; ; ~Ri: (4.75)
We ensure that jm; ;~ki in (4.75) are the eigenstates of bTM(~L) and are also
orthonormal as jm; ;~ki in (4.72). From (4.70) and (4.75), the matrix elements
are
hm; ;~kj bHAjm0;  0; ~k0i = 1
N
X
~R~R0
ei
~k~R e
ie
~ ~r  ~Aa(~R)e i
~k0~R0
 0e 
ie
~ ~r 0  ~Aa( ~R0)
 hm; ; ~Rj bHAjm0;  0; ~R0i
=
1
N
X
~R~R0
ei
~k~R e i
~k0~R0
 0e
ie
~ (~r  ~Aa(~R) ~r 0  ~Aa(~R0))
 e  ie2~ (~R ~R 0 )[ ~Aa(~R )+ ~Aa(~R0 0 )]
 hm; ; ~R  ~R0; j bH0jm0;  0; 0i: (4.76)
Note that hm; ; ~Rj bH0jm0;  0; ~R0i = hm; ; ~R  ~R0j bH0jm0;  0; 0i because of the sym-
metry of the Hamiltonian without ~A: bH0(~r   ~R) = bH0(~r). Then, using the
relations e 
ie
~
~R ~Aa(~R) = e 
ie
~ Baabmn = ei2mn = 1 and
P
~R e
i(~k0 ~k)~R = Nk~k0 , we
obtain
hm; ;~kj bHAjm0;  0; ~k0i = ~k~k0X
~R
ei(
~k~R ~k~r 0+ e~~r  ~Aa(~R))e 
ie
2~ (
~R ~r 0 )[ ~Aa(~R )+ ~Aa(~r 0 )]
 hm;     0; ~Rj bH0jm0; 0; 0i: (4.77)
In the spirit of the nearest neighbour approximation, we will calculate the matrix
elements from the nearest electron states localised around the origin. For the
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vortex lattice arranged in a triangular lattice, each vortex is surrounded by 6
nearest neighbour vortices. As a result, 	m(~r) and 	m(~r   ~sn) are included in
the calculation of matrix elements, where ~sn = a(cosn; sinn) with n an integer
from 0 to 5 and n =
n
3
. When 	m(~r) are calculated, ~R+~r ~r 0 = 0. Therefore,
hm;     0; ~Rj bH0jm0; 0; 0i in (4.77) can be written as
hm; 0; 0j bH0jm0; 0; 0i = hm; 0; 0j bH isojm0; 0; 0i+ hm; 0; 0j bHjm0; 0; 0i
= Em + dEm = Em; (4.78)
where bH iso is the Hamiltonian without ~Av of isolated vortex states in (4.3), Em
are the energies of the isolated vortex states calculated in section 4.1.2, and
dEm = hm; 0; 0jHjm0; 0; 0i. On the other hand, when 	m(~r ~sn) are calculated,
~R + ~r   ~r 0 = ~sn. We have
hm;     0; ~Rj bH0jm0; 0; 0i = hm;~snj bH0jm0; 0; 0i
= hm;~snj bHisojm0; 0; 0i+ hm;~snjHjm0; 0; 0i
= Em0hm;~snjm0; 0; 0i+ tnmm0
= Em0S
n
mm0 + t
n
mm0  tnmm0 ; (4.79)
where Snmm0 known as the overlap integrals indicate the overlap between electron
states and tnmm0 known as transfer integrals indicate how easy an electron transfers
from one vortex to another one. In Appendix F, we assumed that Snmm0 = 0, so
(4.79) may be approximate as tnmm0 .
4.3.2 The transfer integrals
In this section, the transfer integrals will be investigated in order to nd the
relations between tnmm0 , t
0
mm0 , and t
n
m0m. These relations are important for con-
structing the tight-binding Hamiltonian both analytically and numerically. We
start with relation between tnmm0 and t
0
mm0 .
tnmm0 = hm;~snjHjm0; 0; 0i
=  1
2
geBhm;~snj~  ~B(~r)jm0; 0; 0i; (4.80)
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where  ~B(~r) = ~BL(~r)  ~Bv(~r). Because ~  ~B(~r) = xBx + yBy + zBz,
we can write
tnmm0 =  
1
2
geB(H
n
z +H
n
xy); (4.81)
where Hnz = hm;~snjzBzjm0; 0; 0i and Hnxy = hm;~snjxBx+yByjm0; 0; 0i.
jm;~sni and jm0; 0; 0i are actually the isolated vortex states localised at ~sn and
the origin respectively, so Hnz can be written as
Hnz =
Z
	ym(~r   ~sn)
 
Bz 0
0  Bz
!
	m0(~r)d~r
=
Z
e im~r ~sneim
0~r [ "m(j~r   ~snj)]Bz(~r) "m0(r)d~r
 
Z
e im~r ~sneim
0~r [ #m+1(j~r   ~snj)]Bz(~r) #m0+1(r)e i~r ~snei~rd~r:
(4.82)
Next, we set ~r = ~r0 + n and ~r = R^n~r
0, where R^n is the rotation operator
which rotates any vectors by n. Then, we have e
 im~r ~sn = e im~r0 ~s0e imn ,
j~r   ~snj = j~r0   ~s0j, and Bz(~r) = Bz(~r0). Now (4.82) becomes
Hnz = e
in(m0 m)H0z: (4.83)
Similarly, we also get
Hnxy = e
in(m0 m)H0xy: (4.84)
Thus,
tnmm0 =  
1
2
geBe
in(m0 m)(H0z +H
0
xy)
= ein(m
0 m)t0mm0 : (4.85)
We nd (4.85) shows the relation between t0mm0 and t
n
mm0 . Moreover, we also
establish that t0mm0 are always real and t
n
mm0 are also real if m = m
0. Next, we
will nd the relationship between tnmm0 and t
n
m0n by using the assumption which
was discussed in Appendix F. That is, the overlap between electron states is
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negligible (snmm0  0).
tnmm0 =
Z
	ym(~r   ~sn)H(~r)	m0(~r)d~r
=
Z
	ym(~r   ~sn) bH0(~r)	m0(~r)d~r   Z 	ym(~r   ~sn) bHiso	m0(~r)d~r(4.86)
Changing ~r to ~r+~sn and using the symmetry of the Hamiltonian : bH0(~r+~sn) =bH0(~r) gives
tnmm0 =
Z
	ym(~r) bH0(~r)	m0(~r + ~sn)d~r
=
Z
	ym0(~r + ~sn)( bHiso +H)	m(~r)d~r
=

tn+3m0m

: (4.87)
Inserting (4.85) into (4.87) gives
tnmm0 =
h
ein+3(m m
0)t0m0m
i
= ( 1)m m0 [tnm0m] : (4.88)
The relations in equations (4.85) and (4.88) will be used to construct the Hamil-
tonian matrix in the next section.
4.3.3 The tight-binding Hamiltonian
As discussed in Section 4.2.5, when the distance between vortices is large, the
band structure tends to the energy level of the states trapped in an isolated
Zeeman potential well, especially the three lowest energy bands in gure 4-11
(a). For this reason, we expect that the tight-binding model can describe these
three lowest bands because of the small overlap between electron states. In
isolated vortex states, the three lowest energies are the energies of the ground
state (m = 0) and the rst two excited trapped states (m = 1). Thus, the
lowest band in gure 4-11 (a) is probably obtained by the isolated vortex states
m = 0, while the other two bands (we will call them the second and the third
energy bands) should be obtained by the isolated vortex statesm = 1. However,
from our previous analysis, m is not a good quantum number. In other words, we
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cannot calculate electron states and energies by only using a single value of m. In
the tight-binding method, the distance between vortices is assumed to be large so
that H, which is proportional to
P
 6=0
P
~R 6=0 ~B
v(~r   ~r   ~R), is small because
of the small distribution of the magnetic eld from vortices. Thus H could be
considered to be the perturbing Hamiltonian. From perturbation theory, we have
bHiso	m = Em	m
( bHiso +H)	0m = E 0m	0m
E 0m = Em + h	mjHj	mi+
X
n 6=m
h	mjHj	nih	njHj	mi
Em   En : (4.89)
Equation (4.89) suggests that if Em   En is large, 	n can be neglected in the
calculation of E 0m. For this reason, although m is not a good quantum number,
the isolated vortex states, m = 0, can be used to calculate the lowest band in
gure 4-11 (a) because there is a large gap between energy bands (E0   E1 is
large). Moreover, E1  E2 is large so that the isolated vortex states, m = 1,
can be used to calculate the second and the third energy bands. Nevertheless,
either the states m = 1 or m =  1 cannot describe those two energy bands
because E+1   E 1 is small. In fact, each band in these three lowest energy
bands consists of two nearly degenerate bands which we cannot see clearly in
gure 4-11 (a). However, they can be seen obviously when we focus on these
energy bands in the next section.
In the follow, the concept to construct the electronic energy structure will be
shown. We divide the concept into two cases: The lowest energy band case, and
the second and third energy band case.
Case I: the lowest energy band
We start by nding the Hamiltonian for a xed value of ~k. In this calculation,
we choose ~k = 0 for convenience. Because this energy band can be calculated by
the isolated vortex states m = 0, one could expect that the Hamiltonian is a two
dimensional matrix. From the matrix elements (4.77) and the relation (4.85), we
derive it straightforwardly:
bH =  E0 + 2t000 0
0 E0   2t000
!
(4.90)
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and its eigenvalues are
E = E0  2t000: (4.91)
Remember that this energy band actually consists of two nearly degenerate bands,
so we get two eigenvalue at ~k = 0. Next, we set these eigenvalues to be equal
to the energies at ~k = 0 obtained by Landau basis in section 4.2.5 or obtained
by experiments. Then, solve the equation system in order to get E0 and t
0
00.
Suppose E1 and E2 are the energies obtained by Landau basis, where E2 > E1.
Because t000 is negative, E0 and t
0
00 can be written as
E0 = (E1 + E2)=2 (4.92)
t000 = (E1   E2)=4: (4.93)
After that, we use E0 and t
0
00 from (4.92) and (4.93) to construct numerically the
Hamiltonian for various values of ~k and obtain the lowest energy bands which
will be discussed in the next section.
Case II : the second and the third energy bands
Similar to case I, we start by nding the Hamiltonian with ~k = 0. Because
these energy bands can be calculated by the isolated vortex states m = 1, one
could expect that the Hamiltonian is a four dimensional matrix. From the matrix
elements (4.77) and the relation (4.85) and (4.88), we derive it straightforwardly:
bH =
0BBBB@
E 1 + 2t0 1 1 0 2t
0
 1+1 0
0 E 1   2t0 1 1 0  2t0 1+1
2t0 1+1 0 E1 + 2t
0
11 0
0  2t0 1+1 0 E1   2t011
1CCCCA (4.94)
This Hamiltonian has four eigenvalues, but we have ve parameters : E 1; E1; t0 1 1
,t0 1+1, and t
0
1+1. That is, we need one more eigenvalue to be able to t the parame-
ters to experimental or theoretical data. Thus, we construct another Hamiltonian
with ~k = X (see gure 4-10 (b)), which is
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bH =
0BBBB@
E 1 + 2t0 1 1  4it0 1 1 sin 4  2t0 1+1 4it0 1+1 sin 512
4it0 1 1 sin

4
E 1 + 2t0 1 1 4it
0
 1+1 sin

12
2t0 1+1
 2t0 1+1  4it0 1+1 sin 12 E1   2t011  4it011 sin 4
 4it0 1+1 sin 512 2t0 1+1 4i sin t011 sin 4 E1 + 2t011
1CCCCA (4.95)
Now, we have ve parameters and eight eigenvalues. After nding their eigen-
values, we set four eigenvalues of bH in (4.94) and the lowest eigenvalues of bH in
(4.95) to be equal to four energies at ~k = 0 obtained in the calculation using the
Landau basis in section 4.2.5, and equal to the lowest energy at ~k = X. Now, we
have the equation system consisting of ve parameters and ve equations. After
that, we solve that equation system and obtain E 1; E1; t0 1 1; t
0
 1+1, and t
0
1+1.
Then we use these ve parameters to construct the Hamiltonian for various ~k and
obtain the second and the third energy bands. Note that this procedure needs to
be performed for each dierent value of a.
4.3.4 Energy bands by the tight-binding method.
Before plotting the energy bands by the tight-binding method, we rstly need to
nd Em and t
0
mm0 for each value of a. For the lowest energy band,
E0 and t
0
00
are calculated, while E 1; E1; t0 1 1; t
0
 1+1, and t
0
1+1 are calculated for the second
and the third energy bands. All of them are shown in table 4.4 and table 4.5.
We nd that as a increases, the magnitudes of t0mm0 decrease. That is, it is more
dicult for electrons to hop from a Zeeman potential well to other wells, when
the distance between vortices increases. Then, we use these values for each value
of a to construct the three lowest energy bands in gure 4-11 (a) by tight-binding
method, comparing these with those bands using the Landau basis, as shown
in gure 4-12 and gure 4-13. Both gures show that the tight-binding energy
bands approach to those by Landau basis, when a is large enough. These results
correspond to the basic concept of the tight-binding method. In our model, we
assume that the overlap integral Snmm0 is negligible; thus, these results also conrm
that our assumption can be used when a is large enough. From 4.92 and 4.93, we
can predict that E0 is the average value between two energies at ~k = 0 and t
0
00 are
related to the dierence between them. This prediction can be seen in table 4.4
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a() E0(meV) t
0
00(meV)
3:4  1:8715  3:3850 10 3
3:8  1:5428  1:1312 10 3
4:2  1:3229  3:1756 10 4
4:6  1:1721  8:2695 10 5
Table 4.4: The values of E0 and t
0
00 for constructing the tight-binding energy
bands in gure 4-12.
a() E 1(meV) E1(meV) t0 1 1(meV) t
0
 1+1(meV) t
0
1+1(meV)
4:2  1:1832  1:1614 2:5268 10 3  1:7786 10 3 1:6495 10 3
4:4  1:0936  1:0743 1:6885 10 3  1:1665 10 3 1:0167 10 3
4:6  1:0197  1:0021 1:0375 10 3  7:4545 10 4 6:3382 10 4
5:0  0:9077  0:8921 3:4157 10 4  2:6724 10 4 2:3312 10 4
Table 4.5: The values of E 1, E1, t0 1 1, t
0
 1+1, and t
0
1+1 for constructing the
tight-binding energy bands in gure 4-13.
and gure 4-12. On the other hands, although the eigenvalues of bH in (4.94) and
(4.95) are too complicate to analyse explicitly as was done in the previous case,
we nd that E 1 and E1 are also related to two lower and two upper energies at
~k = 0 respectively.
Moreover, at a given a, the energy bands calculated by the isolated states
m = 0 can be explained by tight-binding method better than those calculated by
the isolated states m = 1 because these electrons are more tightly trapped by
the Zeeman quantum well. Finally, the agreement between the two sets of energy
band calculations using the Landau basis and the tight binding method conrm
that our results in the previous section are correct.
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Figure 4-12: Comparison between the energy bands (m = 0) by tight-binding
method and these by Landau basis for a==3.4(a), 3.8(b), 4.2(c), 4.6(d).
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Figure 4-13: Comparison between the energy bands (m = 1) by tight-binding
method and these by Landau basis for a==4.2(a), 4.4(b), 4.6(c), 5.0(d).
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4.4 Summary
In this chapter, we have investigated the electronic structure of a DMS beneath
a type-II superconducting lm in the vortex state, repeating and extending the
work of Rappoport et al [6]. First the Zeeman-conned states in a DMS, induced
by an isolated vortex were considered, and it was found that they are nearly
spin polarised. The eects of the magnetic eld from a periodic lattice of vortices
were then investigated numerically using the Landau basis. Due to the interaction
between the Zeeman-conned states, the band structure of electrons in the DMS
can be controlled by varying the applied magnetic eld. The results obtained
dier from those reported in Ref [6]. To conrm the corrections of the results
reported here, a tight-binding model has been developed to describe the energy
bands. The agreement between the lowest three bands given by the simple tight-
binding model and the numerical Landau basis calculations conrms the validity
of our results.
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Chapter 5
Conned states associated with
superconducting nanostructures
In a bulk superconductor, a suciently strong magnetic eld can lead to the
transition from a Meissner state to a vortex state where Abrikosov vortices are
ideally arranged in a periodic triangular lattice. The number of vortices in the
superconductor and the distance between them are inuenced by an applied mag-
netic eld. Recently, much theoretical, numerical, and experimental works have
been devoted to the study of vortex states in thin superconducting nanostructures
whose size is comparable to the coherence length  or the penetration depth 
[75, 76, 77, 78, 79, 80]. Many geometries of nanoscale superconductors have been
investigated, including circles [81, 82, 83], squares [84], rings [85], and triangles
[86]. It is found that the boundary of the superconductors plays a key role in
determining the vortex distribution. Depending on the size and geometry of the
superconductors, and the magnitude of applied magnetic eld, the structure of
vortices can be deviated from a triangular lattice, resulting in new superconduct-
ing states: a multivortex state and a giant vortex state. In a multivortex state,
Abrikosov vortices are distorted by the boundary of the sample. There are still
many individual vortices, where a magnetic eld penetrates the superconductor,
but their arrangement is not a triangular lattice. Examples of the density of
Cooper-pairs j j2 in multivortex states are shown in gure 5-1 (a)-(d). A giant
vortex state can be seen when two or more vortices overlap one another and be-
come a single big vortex, illustrated in gure 5-1 (e) and (f). In this state, an
applied eld is concentrated at the centre of the giant vortex. The combination
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Figure 5-1: The average value of the Cooper-pair density over the thickness of
a superconducting square with the width W = 10 and the thickness h = 0:1
at temperature T = 0:4K, obtained by the Ginzburg-Landau theory for vortex
states with the vorticity L (the number of vortices) at the applied magnetic
eld Ba. (a) L = 3, Ba = 0:305Bc2, (b) L = 4, Ba = 0:385Bc2 (c), L = 5,
Ba = 0:4655Bc2, (d) L = 6, Ba = 0:525Bc2, (e) L = 8, Ba = 0:690Bc2, and (d)
L = 10, Ba = 0:865Bc2. From Ref. [84].
Figure 5-2: The hybrid system of a DMS and a superconducting square in an
applied magnetic eld Baz^.
of a multivortex state and a giant vortex state is also possible as visible in gure
5-1 (e).
In this Chapter, we study the heterostructure of a square superconductor
above a thin DMS, sketched in gure 5-2, to understand the eect of the mag-
netic eld associated with the vortex phase of the superconductor on the elec-
tronic structure of electrons in the semiconductor. The focus is on the vortex
congurations of both multivortex and giant vortex states, consisting of a small
number of vortices. We expect the magnetic eld due to a single vortex in this
system will be able to conne electrons in a nearby DMS in a similar manner as
an isolated vortex considered in the previous Chapter. As a result, in a multi-
vortex state, it should be possible to create a group of spin polarised conned
states. Depending upon the arrangement, these can be considered analogous to
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articial atomic levels, which may interact to form articial molecular states. It
is also interesting to explore conned states due to the eld from a giant vortex,
where further enhanced magnetic ux is concentrated at the centre of the vortex.
5.1 Numerical calculations of superconducting
vortex states
In this section, we present the Ginzburg-Landau equations used to describe the
vortex phase of a mesoscopic superconductor. These have been used extensively
by Peeters group [81, 82, 83, 85] to investigate various superconducting geome-
tries. As discussed in the Introduction, they govern the order parameter, mag-
netic eld, and current density. The aim of this section is to determine the
magnetic eld produced by the supercurrent owing inside a superconductor.
We consider a thin superconducting square placed in the x   y plane in an ap-
plied eld Baz^. Let us recall the Ginzburg-Landau equations and the Maxwell
equation:
 +  j j2  + 1
2m
( i~~r+ 2e ~A)2 = 0; (5.1)
~js =
i~e
m
( ~r    ~r )  4e
2
m
j j2 ~A; (5.2)
~r ~r ~As = 0~js: (5.3)
Note that e is the absolute value of the electron charge, ~As is the vector po-
tential due to the supercurrent, and ~A in the Ginzburg-Landau equations is the
vector potential due to the supercurrent and the external current that produces
a uniform external eld in which the superconductor is placed. In contrast to
wavefunctions which are the solutions of the linear Schrodinger equation, the
order parameter does not necessarily vanish at the boundary between the super-
conductor and vacuum (or insulator), but satises the boundary condition
n^s  ( i~~r+ 2e ~A) = 0: (5.4)
If the thickness h of the superconductor is less than the coherence length , the
variation of the order parameter in the z direction is small [82]. As a result, one
can solve the Ginzburg-Landau equations in two dimension, with  understood to
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be the average value over the thickness h. We then measure all of the quantities
in the following units: ~r = ~r0=, ~A = ~A0 (~ /2e ) ;  =  0p = =  0 0;
~j = ~j0 (2e~ 20) =m, ~B = ~B0 (~ /2e2 ) = ~B0Bc2, and  = =. In the following, it
is convenient to drop prime in the expressions. We then rewrite the above three
equations (5.1)-(5.3) as
 i~r2D + ~A
2
 =  
 
1  j j2 ; (5.5)
~js (x; y) =
i
2

 ~r2D    ~r2D 

  j j2 ~A; (5.6)
 2r23D ~As = ~js (x; y)

h
2
  jzj

: (5.7)
where 2D and 3D denote the dimension of the operators. In deriving (5.7), we
choose the gauge ~r  ~A = 0.
To solve equation (5.5), we use relaxation methods [75, 76, 87] that transform
the problem into a diusion like equation. In particular
 @ 
@t
=

 i~r2D + ~A
2
     1  j j2 : (5.8)
The steady states of this equation (as t ! 1) when @ 
@t
= 0 correspond to
solutions of equation (5.5). We discretise the order parameter on a uniform
Cartesian grid, illustrated in gure 5-3, with  nj representing the order parameter
at the grid point ~rj and at time tn; tn = nt where t is a xed time step.
Discretising the kinetic term gives [75, 76]
 i~r2D + ~A
2
 nj =
1
a2
  Ukjx  nk   U ijx  ni   Umjy  nm   U gjy  ng + 4 nj  ; (5.9)
where U~r1;~r2 = exp

i
R ~r1
~r2
~A  d~

;  = x or y and a is the distance between
neighbouring grid points. Using a forward nite dierence approximation for
the time-derivative term, we have
@ nj
@t
=
 n+1j   nj
t
. Therefore, the diusion like
equation (5.8) can be rewritten as
 n+1j =  
n
j +
t
a2
 
Ukjx  
n
k + U
ij
x  
n
i + U
mj
y  
n
m + U
gj
y  
n
g   4 nj

+t nj

1   nj 2 : (5.10)
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Figure 5-3: The uniform Cartesian grid and the lattice points f , g, h,..., and n
on the grid (from Ref. [75]).
Jacobi methods [87] are applied starting from an initial estimate of the order
parameter at time t0,  
0 and approximating the initial vector potential to be that
due to the uniform applied eld which in the symmetric gauge is ~Aa =
Ba
2
( y; x).
We use typically grid spacing a = 0:1 and time interval t = 0:001.  0 and ~Aa
are used to nd  1, which is then used to nd  2. This procedure is used it-
eratively until the order parameter  n is converged. Then,  n is used in (5.6)
to nd the corresponding two dimensional supercurrent density ~js(x; y). To nd
the three dimensional vector potential, we expand ~js(x; y) over the thickness of
the superconductor and solve the Maxwell equation (5.7) in three dimensions,
applying the boundary condition that the vector potential produced by the su-
perconducting current vanishes at large distances. Finally, we add ~Aa before
returning to calculate the order parameter in (5.5) again. We solve these three
equations self-consistently until both order parameter and vector potential are
converged to obtain the total magnetic eld ~B due to the superconducting vor-
tices and the applied eld Ba, ~B = ~r ( ~Aa + ~As). The number of vortices and
their arrangement are found to be sensitive to the applied eld and the initial
estimate of the order parameter  0.
5.2 Numerical calculations of conned states in
a DMS.
Having determined the local magnetic eld due to a superconducting square in
the vortex state, we now present the nite dierence method to explore electron
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states in an adjacent DMS plane beneath the superconductor. The general idea
of the numerical method is to turn the dierential equation into a linear algebra
problem by discretising continuous functions into discrete values. We start with
the Schrodinger equation of an electron with eective mass m, moving in the
plane, given by
bH	(x; y) =  1
2m
( i~~r+ e ~A)2   1
2
geB~  ~B

	(x; y) = E	(x; y); (5.11)
where ~B = Bx(x; y)x^+ By(x; y)y^ + Bz(x; y)z^. The equation is transformed with
the following substitution: ~r ! ~r0=, ~A ! ~A0 (~=e), ~B ! ~B0 (~=e2), E !
E 0 (~2=2m2) = E 0E0, and ge (m=2me) ! ~g with prime then dropped for
clarity. The resulting units of ~A and ~B are dierent from those in the previous
section since we want to use (5.9) when the kinetic term are discretised. Due
to the x and y components of the magnetic eld, spin is not a good quantum
number. As a result, the eigenfunction 	(x; y) has both spin up and spin down
components and is expressed as
 
 "
 #

. This gives

 i~r+ ~A
2  "
 #
!
  ~g
 
Bz 
" + (Bx   iBy) #
(Bx + iBy) 
"  Bz #
!
= E
 
 "
 #
!
: (5.12)
Discretising the variables in the equation above on the square grid in gure 5-3,
containing N grid points gives 2N equations,
 i~r+ ~A
2
 "1   ~g
h
B1z 
"
1 +
 
B1x   iB1y

 #1
i
= E "1
 i~r+ ~A
2
 "2   ~g
h
B2z 
"
1 +
 
B2x   iB2y

 #2
i
= E "2
...
 i~r+ ~A
2
 "N   ~g
h
BNz  
"
1 +
 
BNx   iBNy

 #N
i
= E "N
 i~r+ ~A
2
 #1   ~g
h 
B1x + iB
1
y

 "1  B1z #1
i
= E #1
 i~r+ ~A
2
 #2   ~g
h 
B2x + iB
2
y

 "2  B2z #1
i
= E #2
...
 i~r+ ~A
2
 #N   ~g
h 
BNx + iB
N
y

 "N  BNz  #1
i
= E #N :
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where  ";#j and B
j
x;y;z denote the eigenfunctions and the components of the mag-
netic eld at position ~r = j, and the kinetic term of each equation is discretised
as equation (5.9). We ensure that the grid extends suciently so that  ";#j = 0
on its edges. The system of 2N equations has the form of the matrix eigenvalue
problem, H = E , where H is a 2N  2N matrix, E is an eigenvalue, and  is
a column vector containing the values of  "j and  
#
j on the N grid points.
5.3 A single vortex
Having outlined the numerical solution of the Ginzburg-Landau equations and
the Schrodinger equation (5.11), we now present results for the magnetic eld
prole due to a superconducting square and the magnetically conned states in
a DMS beneath the superconductor. We start with an investigation of a vortex
phase containing a single vortex. In Chapter 4, an isolated vortex in an innite
superconductor was shown to induce Zeeman-trapped states in an adjacent DMS.
The single vortex state of a nanoscale superconductor is expected to do the same.
In the following we present results for this system and compare with those due
to an isolated vortex.
5.3.1 The magnetic eld prole due to a single vortex
In a vortex phase, where there is a mixing of a normal state and a superconduct-
ing state, the supercurrent ~js produces a magnetic eld with two eects. As a
Meissner state, the rst is to screen the interior of a superconductor from the
applied eld to maintain superconductivity, and the second is to trap the eld in
the centre of a superconducting vortex. Depending upon the eects, the direction
of the supercurrent density is illustrated in gure 5-4 (a). For a superconducting
square in an applied eld Baz^ with a single vortex at the centre of the sample, the
supercurrent density ows in a counterclockwise direction to generate a magnetic
eld opposing an applied eld, clearly seen at the edge of the sample. On the
other hand, the supercurrent density around a vortex circulates in a clockwise
direction. The corresponding magnetic eld is obtained form the Maxwell equa-
tion, ~r (Bsxx^ + Bsyy^ + Bsz z^) = 0~js. The z component of the eld is shown in
gure 5-4 (b). Although the geometry of the sample is a square, the magnetic
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Figure 5-4: (a) The supercurrent density owing in a superconducting square of
width W = 8:0, thickness h = 0:8, and  = 1:0 in a uniform magnetic eld
of Ba = 0:22Bc2. (b) The corresponding magnetic eld in z direction, B
s
z , at a
distance z = 0:1 below the superconductor.
eld due to a single vortex exhibits rotational symmetry as usual. We see the
eld opposing the applied eld Baz^ (negative eld) exist over the superconducting
space except for the area of the vortex.
Figure 5-5 (a) shows the eect of an applied eld on the supercurrent. As
Ba increases, we see the current changes only slightly in the vicinity of the single
vortex, with large change at the edge of the sample. In gure 5-5 (b), the local
magnetic eld, Bz = B
s
z +Ba, due to a single vortex in a superconducting square
for various Ba are compared with the eld due to an isolated vortex in an innitely
large and very thick superconductor. Notice that the analytical expressions (4.1)
and (4.2) describing the latter eld show that the eld scales as ~=(2e2) and is
not a function of an applied eld. It is convenient to compare these magnetic
elds for the case  =  = 40 nm (giving  = 1:0) which are values of  and 
that correspond to superconducting niobium [88] (note that depending upon the
purity of the material in an experiment, these values can vary [89]). Far from
the centre of a vortex, the magnetic eld will approach the applied eld, while
in the case of isolated vortex it will disappear because of the innite size of the
superconductor. When the applied eld Ba increases, the local magnetic eld
Bz near the single vortex is raised, and the screening supercurrent leads to an
increased magnetic eld at the edge of the superconductor. This screening eld
does not exist in the case of the isolated vortex. Considering only the eld that
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Figure 5-5: (a) The y component of the supercurrent density jys plotted along
the line y = 0 (see gure 5-4 (a)) in a superconducting square with the size of
8:0  8:0  0:8, and  = 1:0 for various values of Ba. (b) The corresponding
local magnetic eld Bz along the line y = 0 at a distance z = 0:1 below from
the superconductor. The eld due to an isolated vortex is presented by the dash
line.
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is induced by the superconductor, Bsz , we see that the eld due to the isolated
vortex is the strongest.
The variation of the local magnetic eld due to the distance between the
superconductor and the DMS plane, z, and the value of  = = characterising
the superconductor is also illustrated. Figure 5-6 (a) shows the eld becomes
stronger with decreasing value of , and 5-6 (b) shows the eld increases as the
separation of the superconductor and DMS decreases.
5.3.2 The energy spectrum and bound states
In the previous section, the modulation of the magnetic eld that arises when
a single vortex exists in a superconducting square has been reported. We have
seen how the eld varies with the variables Ba, z, and . Now, we investigate
the solutions of the Schrodinger equation (5.11) which describe electron states in
the plane of a DMS, conned by the inhomogeneous magnetic eld due to the
superconducting square. In the following calculations, we choose the supercon-
ducting square with dimensions 8:0  8:0  0:8, and  =  = 40 nm. For
the DMS, values of ge = 500, and m
 = 0:5me are used. The distance between
the superconductor and the DMS, z, is set to be z = 0:1 = 4 nm, which is
experimentally reasonable and ensures a strong modulation of the eld. Figure
5-7 (a) shows the energy spectrum of electrons in a uniform eld (blue pluses),
the magnetic eld due to the superconducting square containing a single vortex
(red dots), and the magnetic eld due to an isolated vortex (black lines), plotted
as a function of the applied eld Ba.
In the absence of the superconductor, the energy spectrum is that of the
Landau levels (2.8) (including the Zeeman energy) which is characterised by the
quantum numbers n, m, , and the magnitude of the applied eld Ba. As shown
in gure (2-2), each Landau level is innite-fold degenerate, with all states with
negative m having the same energy. Therefore, each blue plus in gure 5-7 (a)
represents the energy of innite-fold degenerate Landau states. Examples of the
corresponding wavefunctions are illustrated in gure 5-7 (b).
In the presence of the square superconductor, the degenerate Landau states
are perturbed by the inhomogeneous eld, in a manner that depends upon their
spatial distribution. With a single vortex present the magnetic eld is enhanced
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Figure 5-7: (a) The energy spectrum of electrons in a DMS. Blue pluses show the
twenty lowest Landau levels (2.8) for dierent values of Ba. Red dots represent
the spectrum in a presence of the magnetic eld due to the superconducting
square supporting a single vortex, showing those states that are lower than the
lowest Landau levels. The black lines represent the lowest ve energy levels in
a presence of an isolated vortex, with the quantum numbers (n;m) of each level
indicated to the right. (b) The radial wavefunctions of the degenerate lowest
Landau states  n=0;m;=1=2 in a uniform eld of Ba = 0:1Bc2. (c) The local
magnetic eld Bz due to a single vortex in a uniform eld of Ba = 0:1Bc2.
at the centre, and gure 5-7 (b) and (c) show that states with smaller jmj will be
perturbed most while the states with suciently large jmj will be unperturbed.
Therefore, the introduction of the superconductor will break the degeneracy of
the energy levels, but there will be states existing close to the original energies
since each level includes states with large negative quantum number m which
are almost unaected by the change of Bz. Hence, in gure 5-7 (a) we only plot
those eigenvalues that exist in the presence of the superconducting square with
a single vortex (red dots) which lie below the lowest Landau levels.
When the applied eld is small, we observe the spectrum (red dots in gure
5-7 (a)) is similar to that found in the presence of an isolated vortex in an innite
superconductor. That is, the lowest energy level is clearly separated from others,
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the rst and the second excited levels form a doublet, and the forth and the
fth also. Unlike the case of the vortex in the nite superconducting square, the
energies due to an isolated vortex are independent of an applied eld.
Some examples of the spatial distribution of eigenstates that arise for a small
applied eld are shown in gure 5-8. The probability distribution j j2 have rota-
tional symmetry, and the states are nearly spin polarised as was the case for those
bound by the eld due to an isolated vortex. These states are clearly associated
with the vortex present in the square superconductor, so we call them \vortex-
conned states". To further conrm the close connection between these states
and those due to an isolated vortex, we consider the phase of the wavefunctions,
dened by
 = tan 1
Im( ";#)
Re( ";#)
: (5.13)
Figure 5-9 shows a close relation between the phase  of the spin up component
of these two kinds of states. For the lowest and the third excited state, the phase
is approximately zero, corresponding to m = 0 like character. For the rst and
the second excited states, it changes from 0 to 2 in clockwise and anticlockwise
directions respectively, corresponding to m = 1 like character.
As the applied eld increases, the energies decrease linearly, but at a slower
rate than the Landau states, resulting in an increasingly dierent energy spectrum
from that of the isolated vortex. For all elds in gure 5-7 (a) the lowest state
is a vortex-conned state, but some of the excited states are not. These states
distribute mostly outside the area of the superconducting square (8:0  8:0 
0:8) and seem to be inuenced by the geometry of the superconductor as shown
in gures 5-10, 5-11, and 5-12.
In order to understand the spectrum and the behaviour of the eigenstates,
we consider the Zeeman energy arising from the normal component of th eld,
 1
2
geBzBz. As discussed in Chapters 2 and 3, it can be considered as an
eective potential for spin up wavefunctions which are dominant in all of the
vortex-conned states. In gure 5-13, the Zeeman potential well and the spin up
component of the lowest four bound states are illustrated with the same values
of Ba used in gures 5-8, 5-10, 5-11, and 5-12. When Ba = 0:1Bc2, we obviously
see the bound states are trapped by the magnetic eld due to a single vortex.
As Ba increases, the Zeeman potential is lowered, resulting in increasing negative
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energy levels of all conned states as seen in gure 5-7 (a). At the same time,
the depth of the Zeeman well decreases, so there are fewer vortex-conned states.
Moreover, increasing Ba also leads to a larger magnetic eld concentrated at the
edge of the superconductor. This results in a new kind of state localised at the
edge of the superconductor, which we refer to as \edge states". These states
are found when Ba and the quantum number n are large enough. Compared to
vortex-conned states, edge states extend over a larger area. This reduction in
connement is seen in their energies which are less well separated. As seen in
gure 5-13 (c) and (d), the rst, second, and third excited states are edge states
whose energies are nearly degenerate.
To summarise, we have seen that a single vortex in a nanoscale supercon-
ductor can induce vortex-conned states in a adjacent DMS especially when an
applied magnetic eld Ba is small. In this case, we nd that their behaviour
and energy quantisation are similar to those due an isolated vortex in an in-
nite superconductor. As Ba increases, the energy quantisation begins to deviate
from that due to an isolated vortex. Increasing Ba does not result in the vortex
trapping additional states, but causes the magnetic concentration at the edge
of the superconductor to induce edge states. We can roughly distinguish the
vortex-conned states from edge states by considering the energy spectrum such
as that shown in gure 5-7 (a). The energy levels of the former states are more
widely separated in energy than those of the latter, as they are conned in a more
narrow Zeeman quantum well.
5.4 Multivortex and giant vortex states
In the previous section, we have seen how the magnetic eld due a superconduct-
ing square containing a single vortex can induce vortex conned states beneath
the vortex and edge states near the boundary of the square in an adjacent DMS.
We now extend the study to consider the magnetic eld and conned states due
to the vortex phase which contains more than one vortex in the sample, again
solving the Ginzburg-Landau equations and the Schrodinger equation (5.11) nu-
merically.
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Figure 5-8: The square of spin up (on the left) and spin down (on the right)
components of the lowest four eigenfunctions in the presence of a single vortex
with Ba = 0:10Bc2, plotted on the square area of a DMS plane.
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Figure 5-9: The phase  of spin up component  " of the lowest four eigenstates
in the presence of a single vortex with Ba = 0:10Bc2 (on the left), and an isolated
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Figure 5-10: The square of spin up (on the left) and spin down (on the right)
components of the lowest four eigenfunctions in the presence of a single vortex
with Ba = 0:19Bc2, plotted on the square area of a DMS plane. Notice that the
length scale for the state n = 3 is dierent.
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Figure 5-11: The square of spin up (on the left) and spin down (on the right)
components of the lowest four eigenfunctions in the presence of a single vortex
with Ba = 0:28Bc2, plotted on the square area of a DMS plane.
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Figure 5-12: The square of spin up (on the left) and spin down (on the right)
components of the lowest four eigenfunctions in the presence of a single vortex
with Ba = 0:37Bc2, plotted on the square area of a DMS plane.
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Figure 5-13: The z component of the Zeeman energy and the spin up component
of the lowest four eigenstates, plotted along the line y = 0 in the presence of a
single vortex with (a) Ba = 0:10Bc2, (b) Ba = 0:19Bc2, (c) Ba = 0:28Bc2, and (d)
Ba = 0:37Bc2. The spin up wavefunctions are not normalised here in order to see
them more clearly, but are oset vertically by an amount corresponding to their
energies.
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5.4.1 The magnetic eld prole due to superconducting
vortices
As previously discussed, the vortex phase of a nanoscale superconductor is dif-
ferent from that of a bulk superconductor. Abrikosov vortices are perturbed
by the boundary of a sample and transformed into multivortex states or giant
vortex states. In this section, we analyse the magnetic eld due to these two
superconducting states to understand the conditions where they exist.
For the vortex phase with vorticity L = 2, we nd two vortices which occur
along the diagonal of a superconducting square as shown in gure 5-14. Figure
5-15 shows the magnetic eld Bsz due to the state with L = 2. We see that for a
given value of , multivortex states exist when Ba is small enough. The individual
vortices approach one another with increasing eld Ba, and become a giant vortex
if Ba is suciently large. For a given value of Ba, we see multivortex states and
giant vortex states exist when  is suciently large and small respectively. Figure
5-15 also shows that the variations in the eld Bsz are stronger with decreasing of
. That means that superconductors with small  will be able to trap a greater
number of vortex-conned states. Figure 5-16 shows the eect of the size of
the sample. For a given applied eld, giant vortex states can be destroyed by
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Figure 5-14: The magnetic eld Bsz due to the vortex state with L = 2 due to a
superconducting square with the size 8:0  8:0  0:8, when Ba = 0:3Bc2, the
distances z = 0:05, and  = 0:5.
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Figure 5-15: The magnetic eld Bsz due to the vortex state with L = 2 for di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Figure 5-16: The magnetic eld Bsz due to the vortex state with L = 2 for
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erent values of the width W of the square superconductor, plotted along the
diagonal line passing through the centres of two vortices. Here, Ba = 0:5Bc2,
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superconductor.
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increasing the dimensions of the superconductor.
Having considered the magnetic eld due to multivortex and giant vortex
states with vorticity L = 2, in the following we choose the superconductor to
have size 8:0  8:0  0:8 and  = 0:5 corresponding to Lead (Pb) [88], and
study the states that occur with dierent values of L. This value of  is relatively
small, and so we expect to be able to use the eld from this superconductor to
trap a number of vortex-conned states in an adjacent DMS. The stability of
superconducting vortex states is determined by the Gibbs free energy given by
[82]
G = Gn +
Z 
( ~A  ~Aa) ~js   1
2
j j4

dV; (5.14)
where G and Gn are the Gibbs free energy of the superconducting and the normal
states respectively in units of 0H
2
cV=2, where V is the volume of the sample;
V = W 2h, and Hc is the thermodynamic critical eld; H
2
c = jj2=0. ~A, ~js,
and  are in the same units as presented in section 5.1. The dierence G   Gn
as a function of Ba and the corresponding local magnetic elds Bz due to vortex
states with L = 2; 3, and 4 are shown in gure 5-17 (a) and 5-18 respectively.
Because the Ginzburg-Landau equations are nonlinear, for a given value of Ba,
there are many possible solutions. However, stable states are ones that have the
lowest energies for a given Ba. Figure 5-18 also provides the vortex conguration.
It shows that giant vortex states occur when Ba is suciently large. In order to
identify the occurrence of giant vortex states, the order parameter  at the centre
of the superconducting square has been plotted as a function of Ba, using the
idea proposed by Schweigert et al. [81] who found that j (0; 0)j2 is zero when
a giant vortex occurs in the superconductor. Figure 5-17 (b) shows that for the
states L = 2 and 3, j (0; 0)j2 decreases linearly until zero at a certain value of
Ba, while it does not approach zero for the state L = 4. That is, giant vortex
states do not occur in this size of a square superconductor with vorticity L = 4.
5.4.2 The energy spectrum and bound states
We have seen how an applied eld Ba controls the vortex state of a nanoscale
superconductor. For a given L, multivortex states and giant vortex states are
usually found for low and high values of Ba respectively. We also see giant
vortex states do not always exist for high Ba. Here, the energy spectrum and
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Figure 5-17: (a) The dierence between superconducting and the normal state
Gibbs free energy G   Gn of a 8:0  8:0  0:8 superconductor for dierent
vorticities L as a function of the uniform applied magnetic eld Ba, (b) The
square of the order parameter at the centre of the superconductor as a function
of Ba for the vorticity L = 2; 3, and 4.
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Figure 5-18: The local magnetic eld Bz at a distances z = 0:05, plotted over
an area of 4  4, due to the vortex state: L = 2 (top row) for applied elds
Ba=Bc2 = (a) 0.30, (b) 0.38, (c) 0.46, (d) 0.54, (e) 0.62, and (f) 0.70; L = 3
(middle row) for applied elds Ba=Bc2 = (a) 0.45, (b) 0.53, (c) 0.61, (d) 0.69, (e)
0.77, and (f) 0.85; and L = 4 (bottom row) for applied elds Ba=Bc2 = (a) 0.50,
(b) 0.62, (c) 0.74, (d) 0.86, (e) 0.98, and (f) 1.10.
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electron states in an adjacent DMS, induced by these inhomogeneous elds are
considered. The following calculations consider a thin square superconductor
with dimensions 8:0  8:0  0:8, and assume  = 40 nm and  = 80 nm.
These lengths correspond to Lead (Pb) [88]. For the DMS, the values ge = 500
and m = 0:5me are assumed. The distance between the superconductor and
the DMS is again set to the experimentally reasonable value, z = 0:05 = 4 nm,
which ensures a strong modulation of the magnetic elds.
Figure 5-19 shows the calculated energy spectrum of the electrons in the
DMS in the magnetic elds associated with dierent numbers of superconducting
vortices, and some examples of the corresponding eigenstates are shown in gures
5-20, 5-21,...and 5-25. For the case where the vorticity L = 1, we nd a spectrum
that is reminiscent of that in gure 5-7, with both vortex-conned and edge states
present. As expected, the superconductor with the smaller value of  here is able
to trap a greater number of vortex-conned states.
For the state with L = 2 in low applied elds Ba, we nd that the energies
are nearly two-fold degenerate (this is hard to discuss for gure 5-19 (b) as the
splitting is smaller than the symbol size for low elds). The lowest two eigen-
states found are shown in gure 5-20 where Ba = 0:3Bc2. They are strongly
spin-polarised and correspond to almost identical spatial distribution. However,
they can be distinguished by considering their phases. For each eigenstate, we
see the most probability location of the electrons is in the region beneath the
vortices. Considering the z component of the Zeeman energy acting as the eec-
tive potential when Ba = 0:3Bc2 in gure 5-26, we see that both the separation
and the barrier between the two Zeeman potential wells are large, so we can infer
that there is only a small interaction between wavefunctions localised to each
quantum well.
With increasing applied eld Ba, the vortices approach one another (see gure
5-18) with the result that the doubly degenerate levels decrease linearly in energy
and exhibit an increasing splitting for elds up to Ba = 0:59Bc2. Figure 5-26
shows that the separation and the barrier between Zeeman potential wells are
small by the time that Ba = 0:5Bc2. The eect on the interaction between
wavefunctions are visible in gure 5-21. Similar to as occurs in the problem of a
double quantum well [90], the lowest and the rst excited state form a bonding
and an antibonding state respectively, and the levels split in energy.
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If Ba is greater than the critical value Ba = 0:59Bc2, the L = 2 multivortex
state becomes a giant vortex state. An example of the eective potential that
exists due to giant vortex states is shown in gure 5-26 for Ba = 0:7Bc2, where it is
seen that the two quantum wells have merged to form a wider quantum well. The
associated eigenstates and their phases illustrated in gure 5-22 for Ba = 0:62Bc2
resemble those trapped by a single vortex, exhibiting approximately rotational
symmetry, but their spatial extent is larger. From now on, we will refer to states
such as these as \giant vortex-conned states".
As Ba increases beyond 0:59Bc2, the energy levels of the giant vortex-conned
states decrease linearly with similar slope to those of the weakly coupled single
vortex-conned states. The decrease in the depth of the eective Zeeman well,
and evolution of the eld at the edge of the superconductor result in progressively
fewer giant vortex-conned states and more edge states. As shown in gure 5-23,
when Ba = 0:7 there is only one giant vortex-conned state, the lowest level.
For high Ba, the majority of the states whose energies are less than the lowest
Landau levels are edge states whose phases clearly deviate from those exhibiting
rotational symmetry.
For case when the vorticity L = 3 and 4, nearly degenerate states are also
found when Ba is small and these can again be described by the Zeeman potential
well as before. They are almost three-fold and four-fold degenerate for L =
3 and 4 respectively. Increasing Ba leads to a reduced distance between the
vortices, an increased interaction between the wavefunctions of states associated
with the separated vortices, and the energy splitting into three and four clearly
distinguishable energy levels as shown in gure 5-19. The eigenstates that result
from these interactions are shown in gure 5-24 and 5-25 respectively. They show
diering degree of bonding in accordance with their relative energies.
If Ba is increased further, giant vortex-conned states occur for L = 3 when
Ba > 0:72Bc2, but no such states arise for L = 4 as a giant vortex does not exist.
Similar to the case of L = 2, when Ba is suciently large, most of the states
whose energies are less than the lowest Landau levels are edge states.
Although the Zeeman potential well picture can describe the general occur-
rence and behaviour of the conned states, they cannot be used to explain the
detailed energy splitting of degenerate states and the phases of the states which
seem to be related to the degree of bonding of wavefunctions associated with
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the separated vortices. In the next section, a tight-binding model is used to de-
scribe the splitting of energies seen in gure 5-19 and the interaction between the
wavefunctions.
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Figure 5-19: The energy spectrum of electrons in a DMS. Blue lines represent the
lowest Landau level (2.8) for dierent values of Ba. Red dots give the spectrum of
states lower in energy than the lowest Landau level in a presence of the inhomo-
geneous eld associated with a superconducting order parameter with vorticity
L = 1 (a), 2 (b), 3 (c), and 4 (d). The black arrows marking the horizontal axis
indicate the critical magnetic eld where multivortex states transform to giant
vortex states. The inset in (d) focuses on the energy splitting of the lowest four
energies.
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Figure 5-20: The square of spin up (left) and spin down (middle) components
of the lowest two eigenfunctions in the presence of the vortex state with L = 2
and Ba = 0:30Bc2, plotted over the area of 6  6 on a DMS plane beneath
the square superconductor and the corresponding phase  (right) of the spin up
component.
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Figure 5-21: As gure 5-20 but when applied eld Ba = 0:50Bc2.
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Figure 5-22: As gure 5-20 but when applied eld Ba = 0:62Bc2.
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Figure 5-23: As gure 5-20 but when applied eld Ba = 0:70Bc2. Notice that the
length scale for the state n = 1 is dierent.
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Figure 5-24: As gure 5-20 but for the lowest three eigenfunctions in the presence
of vortex state L = 3 when applied eld Ba = 0:690Bc2.
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Figure 5-25: As gure 5-20 but for the lowest four eigenfunctions in the presence
of vortex state L = 4 when applied eld Ba = 0:860Bc2.
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Figure 5-26: The z component of the Zeeman energy,  1
2
geBzBz, associated
with the magnetic eld due to the vortex state with L = 2 for dierent values of
the applied eld Ba, displayed along the diagonal line passing through the centres
of two vortices.
5.4.3 Tight-binding description of molecular vortex-conned
states
When an applied magnetic eld is small, we have seen in the previous section
that individual vortices within a nanoscale square superconductor are widely sep-
arated, and the electron states in the adjacent DMS are mostly localised beneath
the vortices. As the applied eld increases the vortices move towards one another,
and we expect that the tight-binding model [91] will be able to describe the in-
teraction between them, especially the lowest state trapped in the deep Zeeman
potential wells.
We start with the Hamiltonian that describes electrons in a DMS in a magnetic
eld of multivortex states with N vortices, which is
bH = (p^+ e ~A)2
2m
  1
2
geB~  ~B; (5.15)
where ~B(~r) =
PN
n=1
~Bv(~r   ~Rn), ~Bv(~r) describing to the magnetic eld due
to a single vortex at the origin and ~Rn giving the vortex position. We rst
consider the Hamiltonian without the vector potential, which we denote bH0.
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Because the results in the previous section show the lowest energy eigenstates
are overwhelmingly spin up in character, we neglect the spin down component
and express the eigenstates in the system of molecular vortices as
j i =
X
n
cn
 "n ; (5.16)
Here,
 "n is the spin up component of the lowest eigenstate associated with an
isolated vortex at site ~Rn, normalised as h "nj "ni = 1. Only the lowest state
corresponding to m = 0 is considered (we expect the theory can be extend to
other m with appropriate complication), so we have


~r
 "n =  (j~r   ~Rnj)",
where  is assumed to be real. Multiplying from the left of the Schrodinger
equation by h "mj gives
h "mj bH0j i =X
n
cn


 "m j bH0  "n = Eh "mj i (5.17)
or
cnE0   cn+1t  cn 1t = Ecn; (5.18)
where we introduce h "nj bH0j "ni = E0, and h "mj bH0j "ni =  t. In this calculation,
the overlap between isolated vortex states on dierent vortices is assumed to
vanish:


 "m
 "n  = nm. In a system with n-fold rotational symmetry, we have
the coecient cn = e
in (which can be shown in a similar manner to the Bloch
condition in section 4.2.3). Continuity requires cN+1 = c1, so straightforwardly
we get the allowed values of  to be j = 2j=N ; j = 1; 2; 3; :::N . Now, equation
(5.18) and (5.16) can be rewritten as
Ej = E0   2t cosj: (5.19)
j ji =
X
n
eijn
 "n : (5.20)
The above equation shows that if the number of the vortices N is 2, the energy
level E0 will split into 2 levels; E1 = E0 + 2t and E2 = E0   2t in agreement
with gure 5-19 (b) for applied elds up to  0.59 Bc2 when the giant vortex
forms. When N = 3, (5.19) predicts that the interaction between vortices will
result in E0 splitting into 2 levels E1 = E2 = E0 + t (two-fold degenerate) and
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E3 = E0 2t. When N = 4, E0 will split into 3 levels E2 = E0+2t, E1 = E3 = E0
(two-fold degenerate) and E4 = E0   2t. These splitting are not those seen in
gure 5-19 (c) and (d). The reason is that we have so far neglected the vector
potential ~A.
To include the vector potential ~A, we introduce the Peierls substitution [92]
 (~r   ~Rm) = exp
264 ie~
~RmZ
~Rn
~A  d~r
375 exp"ip^  (~Rm   ~Rn)~
#
 (~r   ~Rn): (5.21)
According to the n-fold rotational symmetry, if m = n + 1, we can use Stokes'
theorem to calculate the integrals, as
R ~Rm
~Rn
~Ad~r = 1
N
H
~Ad~r = 1
N
R
~B d~S = =N ,
where  is the magnetic ux passing through the surface S which in this case is
the polygon formed by vortices at the N vortices. We can therefore express the
exponential term as
exp
264 ie~
~RmZ
~Rn
~A  d~r
375 = exp[ i2=N ]; (5.22)
where  = =0 with ux quantum 0 = h=e. The energy quantisation can
be obtained by the same calculation as before, except in this case the Peierls
substitution (5.21) gives the new condition: cN+1 = c1 exp[ i2=0]. If cn =
ei
0n, the allowed values of 0 are 0j = 2(j   )=N ; j = 1; 2; 3; :::N . Therefore,
the energy quantisation and the eigenstates can be obtained by replacing j in
equations (5.19) and (5.20) by 0j,
Ej = E0   2t cos0j; (5.23)
j ji =
X
n
ei
0
jn
 "n : (5.24)
E0 are the \on site energies of single vortex-conned states, which decrease lin-
early with increasing Ba. The hopping term t increases when Ba increases as
the separation between the vortices decreases. The last term cos0j now depends
upon both the number of vortices and the magnetic ux passing through the
vortices, and determines the number of the distinct levels.
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Reconsidering the spectrum in gure 5-19, we see the almost N -fold degen-
erate energies for low Ba are because in this limit the integrals t are very small.
There is little interaction between wavefunctions associated with the separated
vortices and therefore, the energy levels correspond to those of single vortex-
conned states. As Ba slightly increases, the on site energy E0 is still the dom-
inant term and results in the almost N -fold degenerate levels declining linearly
in the gure. A further increase in Ba results in the hopping t becoming large
enough to reveal the splitting which is described by the trigonometric term. To
explore only the splitting energies, we consider E   E0 which is presented in
gure 5-27. If  = 0 when the vector potential ~A = 0, there are two and three
energy levels for N = 3 and 4 respectively as originally discussed. Variation of 
results in additional splitting and a change in the number of levels. Figure 5-28
shows the values of  appropriate to the vortex conguration with 3 or 4 vortices,
calculated by numerically integrating the ux over the approximated area within
the plane of the DMS. The values obtained along with gure 5-28 show that for
N = 3, the degenerate levels will split into 3 levels, with the gap between the
lowest level and the rst excited level wider than that between the rst excited
level and second excited level. For N = 4, the value of  indicates that the
degenerate levels will split into 4, with a distribution corresponding to two pairs
of relatively close levels separated by a more substantial interval. This is exactly
the behaviour seen in the detailed calculation (see gure 5-19 (c) and the inset
in (d)), and indicates that equation (5.23) derived from the tight-binding model
can successfully describe the energy spectrum of the lowest energy wavefunctions,
which are understood to be formed by electrons that are mostly bound under-
neath the individual vortices.
The eigenstates of the tight-binding model in (5.20) and (5.24) which are the
combination of the isolated wavefunctions associated with individual vortices can
be used to describe the phases of the eigenstates induced by the magnetic eld
due to multivortex states shown in gure 5-21, 5-24, and 5-25. Although the
vector potential ~A changes the phases of the wavefunctions from  to 0, we can
roughly explore the phases by ignoring ~A for simplicity. It must be emphasised
again that in this model we only consider the interaction between the lowest en-
ergy wavefunctions. When the number of vortices N = 2, two eigenstates that
arise from the interaction between the lowest energy wavefunctions are
139
j 1i = ei
 "1E+ ei0  "2E j = 1
j 2i = ei0
 "1E+ ei0  "2E j = 2:
As discussed before, the lowest energy state is that with j = 2. The phase of
each single-vortex wavefunction is zero. That means, these wavefunctions are in
phase and can interact to form a bonding state, corresponding to that with n = 0
in gure 5-21. If j = 1, the phases of the wavefunctions are 0 and , resulting in
an antibonding state as seen in the gure for n = 1.
When N = 3, there are three isolated wavefunctions interacting one another
to form three eigenstates,
j 1i = ei 23
 "1E+ ei 43  "2E+ ei0  "3E j = 1
j 2i = ei 43
 "1E+ ei 23  "2E+ ei0  "3E j = 2
j 3i = ei0
 "1E+ ei0  "2E+ ei0  "3E j = 3
For j = 3, all of the phases are 0 and consequently lead to the bonding state in
gure 5-24 when n = 0. For j = 1 and 2 (degenerate states), the phases change
as the sequence 0 ! 2=3 ! 4=3 in clockwise and anticlockwise directions
respectively (assume that sites are labelled in clockwise sense). The change of
phases correspond to the states n = 1 and 2 in the gure. Notice that dierence
between the phases of the neighbouring wavefunctions is 2=3 for the degenerate
states with j = 1 and 2. This illustrates the degree of bonding which is between
bonding and antibonding states found when N = 2.
When N = 4, four isolated wavefunctions interact one another to form four
eigenstates,
j 1i = ei2
 "1E+ ei  "2E+ ei 32  "3E+ ei0  "4E j = 1
j 2i = ei
 "1E+ ei0  "2E+ ei  "3E+ ei0  "4E j = 2
j 3i = ei 32
 "1E+ ei  "2E+ ei2  "3E+ ei0  "4E j = 3
j 4i = ei0
 "1E+ ei0  "2E+ ei0  "3E+ ei0  "4E j = 4
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Again, when j = N (4 here), they always form a bonding state corresponding
to the lowest state shown in gure 5-25. If j = 1 and 3 (degenerate states), the
phases change as the sequence 0! =2!  ! 3=2 in clockwise and anticlock-
wise directions respectively (phase dierence between neighbouring wavefunction
is =2), corresponding to the states with n = 1 and 2 in the gure. Finally, when
j = 2, the dierence between the phase of the neighbouring wavefunctions is 
similar to the antibonding state in the case of N = 2. This phase distribution
correspond to the state with n = 3 in the gure.
We have seen the phases of wavefunctions associated with separated vortices
determine the interaction between them and the energy level of the resulting
eigenstates. When the dierence between the phases of neighbouring single-
vortex wavefunctions is small, the interaction between them resembles that in
bonding states, resulting in a low energy eigenstate. On the other hand, when
the dierence is close to , the interaction between them resembles that in anti-
bonding states, resulting in a high energy eigenstate. If the vector potential ~A is
not zero as assumed in the phase discussion above, the phases of the wavefunctions
will change from  to 0. This does not substantially change the interpretation
of the phase diagrams in gures 5-21, 5-24, and 5-25, but does modify the inter-
actions and causes the splitting of degenerate states as discussed previously.
In this section, the energy spectrum of electrons in the presence of the mag-
netic eld associated with a square superconductor containing a small number
of vortices has been investigated. For a given value of the vorticity L, we nd
almost degenerate states at low applied elds Ba, which split as Ba increases.
Giant vortex-conned states are found when Ba is large enough to transform the
superconductor into a giant vortex state, which resemble a single vortex-conned
states, but with a greater spatial extent. Edge states, which are usually found in
high applied elds Ba, can exist if the magnetic eld concentrated at the edge of
the nite superconductor is suciently strong. Unlike the vortex-conned states,
their energies are less widely separated. To get further insights, we have applied a
tight-binding method to describe the energy splitting of degenerate states which
is not well explained by a picture based only upon eective Zeeman potential
wells. This can successfully explain the distribution of levels as the applied eld
is varied and the interaction between the wavefunctions associated with individual
vortices.
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Figure 5-27: The splitting energies as a function of  for N = 3 and 4 predicted
by the tight-binding model.
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Figure 5-28: The variation of the magnetic ux parameter  associated with (a) 3
and (b) 4 vortex congurations, calculated in the plane of the DMS as a function
of applied eld Ba.
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5.5 Summary
In this Chapter, we have considered the system consisting of the heterostruc-
ture of a square superconductor above a planar dilute magnetic semiconductor,
focusing on the eects of the inhomogeneous magnetic eld due to the vortex
phase of the superconductor on the electronic structure of electrons in the semi-
conductor. We observe many kinds of electron states created in the DMS. We
rst veried that the magnetic eld due to a single vortex is suciently strong
to induce vortex-conned states, which are strongly spin-polarised in the DMS,
similar to that due to an isolated vortex in an innite superconductor. In the
multivortex state, \molecular" vortex-conned states are found. In contrast to
real molecules, here an applied magnetic eld moves the positions of the vortices,
which has the eect of controlling the interaction between vortex-conned states
associated with neighbouring vortices. A tight-binding model has been success-
fully applied to describe the eect of this interaction. If the eld is strong enough
to transform the multivortex superconducting states to giant vortex state, the ar-
ticial molecules transform continuously into giant vortex-conned states which
resemble single vortex-conned states, but with a greater spatial extent. Finally,
edge states are identied that are localised at the edge of the superconductor,
induced by the concentration of magnetic eld that arises there.
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Chapter 6
Conclusion and further work
In this thesis we have investigated the eect of inhomogeneous magnetic elds as-
sociated with superconductors on the electronic structure of electrons in a nearby
DMS plane where the giant Zeeman eect exists. Unlike, a conventional semicon-
ductor, the Zeeman interaction cannot be neglected, but can be considered as an
additional potential which plays a key role in conning charge carriers and ma-
nipulating their spin degree of freedom. It can dramatically change the physics of
the semiconductor in a magnetic eld. Here, we have proposed many possibilities
of using inhomogeneous magnetic elds due to superconductors.
Firstly, the inhomogeneous magnetic eld due to a superconducting disk in a
Meissner state was exploited. To understand the eects in this system, we began
by approximating the magnetic eld with a simple step-like model form, which
only consists of the normal component of the eld. The Zeeman energy due to the
eld has been clearly shown to be a spin dependent eective potential, resulting
in spin dependent states of electrons in the adjacent DMS. Their spatial distri-
bution was classied, and related to their energy. This model eld also enabled
the probability current densities of quantum states conned magnetically to be
intuitively described by classical trajectories of electrons moving in cyclotron and
skipping orbits. The weak point of this model eld is an incorrect description of
the energies of the quantum states that exist mostly far from the superconductor.
Next, we extended the study by using a more realistic magnetic eld consisting
of both normal and radial components. The corresponding energy spectrum of
electrons in the DMS is found to be more complicated, but can be understood
by considering the eect of each component of the eld separately. The normal
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component acts as a spin dependent attractive potential as before, while the
radial component couples spin up and spin down wavefunctions together to form
the eigenstates. The realistic eld also induces edge states, which arise from the
concentration of the magnetic eld at the boundary of the superconductor, and
which were absent in the simple step-like model eld. The results make clear
that the realistic eld satisfying conservation of magnetic ux is more reliable as
it correctly describes quantum states occurring far from the superconductor.
Another option is to use the inhomogeneous magnetic eld due to a supercon-
ducting lm in a vortex state in which an applied magnetic eld is converged to
the centre of a superconducting vortex. The concentrated eld associated with
an isolated vortex can induce nearly spin polarised electron states in the adjacent
DMS. In the presence of an Abrikosov lattice of vortices, the bound states inter-
act with one another, resulting in a band structure. Since each vortex carries a
magnetic ux 0
2
= h=2e, vortex separation can be controlled by the magnitude
of the external eld. Hence the applied eld can control the band structure by
moving vortices, illustrating one benet of using a superconducting lm. The re-
sults found for this system using a basis of Landau states are dierent from those
previously reported by Rappoport et al. [6]. Therefore, to verify the corrections
of our energy bands, a tight-binding theory has been developed to describe the
bands when the interaction between the bound states is weak. This conrms our
numerical ndings.
Finally, we have explored the eects of the inhomogeneous eld due to a
square superconductor in a vortex state. In this case, each vortex in the su-
perconductor interacts not only with neighbouring vortices, but also with the
boundary, resulting in new kinds of superconducting vortex states; a multivortex
and a giant vortex state. Calculations have been performed which show that
the magnetic eld due to a single vortex in a nanoscale square superconductor is
strong enough to induce vortex-conned states in a nearby DMS. Similar to those
due to an isolated vortex in an innite superconductor, the electron states are
spin polarised and exhibit rotational symmetry. In a multivortex state, we nd
molecular vortex-conned states in a DMS, due to interactions between single
vortex-conned states underneath each of the vortices. The gradual transition
from a multivortex state to a giant vortex state in the superconductor leads
to a continuous transition from molecular vortex-conned states to giant-vortex
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conned states, eventually exhibiting rotational symmetries, similar to those sin-
gle vortex-conned states, but with a greater spatial distribution. Edge states
which localised at the boundary of the superconductor are also found when the
applied eld is suciently strong. The physical picture of interacting single-
vortex states has been conrmed by developing a description based upon the
tight-binding method, which successfully describes the energy levels and the in-
teraction between wavefunctions mostly localised underneath vortices when the
superconductor is in a multivortex state.
For future work, it would be interesting to extend this study by exploiting
dierent sources of inhomogeneous magnetic elds. For example, instead of an
uniform external magnetic eld, a magnetic dot with a dipole moment oriented
perpendicular to the DMS plane could be placed on top of a superconducting lm
to generate a magnetic eld for superconductor/DMS systems. There are both
theoretical and experimental works [97, 98, 99, 100] investigating the congura-
tion of the superconducting vortices in the presence of the magnetic eld due to
a magnetic dot. In this system, superconducting vortices exist beneath the dot
region, while antivortices exist around the magnetic dot. The number of vortices,
antivortices and their structure depend on the size and a magnetic moment of
the magnetic dot. On the basis of the ndings reported in this thesis, it would be
expected that spin-up dominant states will be induced by the magnetic eld due
to vortices beneath the magnetic dot (in a nearby DMS) and spin-down dominant
states induced by the magnetic eld due to the antivortices localised around the
dot. Therefore, it may be possible to see \molecular" electron states which con-
sist of spin up and spin down bound states coupled via the in-plane component
of the magnetic eld at the boundary of the dot. The number of vortices and
antivortices could be increased or decreased by varying the magnitude and direc-
tion of an additional external magnetic eld, leading to controllable interaction
between them. Both this system and those described in detail in this thesis could
also be studied experimentally, probing the energy spectrum of the bound states
in the DMS by measuring the longitudinal resistance of the Hall bar geometry
consisting of the superconductor on top of a DMS Hall bar with the same width.
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Appendix A
Analytical solution of Landau
quantisation
In the following, we will solve the dierential equation (2.6) analytically by in-
vestigating the behaviour of the wavefunction when  is close to 0 and innity,
and then nd a suitable substitution for solving it. The idea is actually similar
to the case of the hydrogen atom. Assuming  is a well behaved wavefunction,
we rst consider the limit !1 and nd that (2.6) can be approximated by
 00    
4
= 0
)  () = c1e

2 + c2e
  
2 : (A.1)
Because  (!1) must be nite, c1 = 0. For the limit ! 0,  is expanded in
power series:
 = (1 + a+ b2 + : : :)  
 0 =  1
 00 =  (  1)  2;
and substituted into (2.6) to obtain
(  1) 1 +  1 + ( 
4
+    m
2
4
) = 0
(  1) 1 +  1   m
2
4
 1 = 0; (A.2)
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where in the second equation in (A.2), the higher-order terms which become
negligible when  ! 0 are dropped. Now one can see the solution easily;  =
 jmj =2. Again,  ( ! 0) must be nite, so that only  = + jmj =2 can exist.
Therefore, we can deduce that  can be written as
 () = e 

2jmj=2! () ; (A.3)
whose rst and second derivatives are
 0 = e 

2jmj=2

!0 +
 jmj
2
  1
2

!

(A.4)
 00 = e 

2jmj=2
"
!00 +
 jmj

  1

!0 +
 
jmj
22
+
jmj2
42
  jmj
2
+
1
4
!
!
#
: (A.5)
Substituting (A.4) and (A.5) into (2.6), one get
!00 + (jmj+ 1  )!0   (  + jmj
2
+
1
2
)! = 0: (A.6)
This is Kummer's equation, whose solution is [93]
!() = AM(  + jmj
2
+
1
2
; jmj+ 1; ) +BU(  + jmj
2
+
1
2
; jmj+ 1; ); (A.7)
where M(a; b; ) and U(a; b; ) the a Kummer-M function and Kummer-U func-
tion respectively. A andB are arbitrary constants. When b is an integer, U(a; b; )
is not nite at  = 0, so B must be 0. In general, as  ! 1, M(a; b; ) is pro-
portional to ea b [93]. That is, in this limit, the wavefunction  () is not nite
at  ! 1. However, as noted by Landau [49], when a is a nonpositive inte-
ger, M(a; b; ) becomes a polynomial in , making the wavefunction  () regular
everywhere. Therefore, we get the analytical solution
 () = e 

2jmj=2M( n; jmj+ 1; ); (A.8)
where n =   jmj
2
  1
2
is a nonnegative integer. Finally, we rewrite the wavefunc-
tion  () as a function of r and normalise the wavefunction  (r) by requiring
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the condition:
R1
0
j j2 rdr = 1 to obtain
 nm (r) =
1
`B jmj!

(jmj+ n)!
2jmjn!
 1
2
exp
 r2
4`2B

r
`B
jmj
M( n; jmj+ 1; r2=2`2B);
(A.9)
where `B =
p
~=eB =
p
~=m!c is the magnetic length. The normalisation
factor is obtained by using the relation between the associated Laguerre function
Lmn () and Kummer-M function, and its orthonormality [64]:
M ( n;m+ 1; ) = n!m!
(m+ n)!
Lmn () ; (A.10)
1Z
0
e mLmn ()L
m
n0()d =
(m+ n)!
n!
nn0 : (A.11)
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Appendix B
The general form of the
eigenfunction
Without approximation, we express the eigenfunctions of the Hamiltonian (3.7)
as
	(r; ) =

 "(r; )
 #(r; )

=
X
m
X
p

 "m(r) exp(im)
 #p(r) exp(ip)

: (B.1)
Considering the Hamiltonian bH, note that the vector potential does not change
the symmetry, so we can study the eigenfunctions of bH by ignoring the vector
potential. Next, for convenience we write the Hamiltonian as
  ~
2
2m
r2   1
2
geB
 
Bz Bre
 i
Bre
i  Bz
!
; (B.2)
where Bz and Br are the transverse and radial components of the magnetic eld
~B. Then, the Schrodinger equation is
  ~
2
2m
r2 "
r2 #

  1
2
geB
 
Bz 
" Bre i #
Bre
i "  Bz #
!
= E

 "
 #

: (B.3)
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We separate (B.3) into two equations. The rst equation is
E
X
m
 "m(r)e
im =
X
m
  ~
2
2m

1
r
d
dr

r
d
dr

  m
2
r2

 "m(r)e
im
  1
2
geB
X
m;p
 
Bz 
"
m(r)e
im +Br 
#
p(r)e
i(p 1) ;(B.4)
and the second one is
E
X
p
 #p(r)e
ip =
X
p
  ~
2
2m

1
r
d
dr

r
d
dr

  p
2
r2

 #p(r)e
ip (B.5)
  1
2
geB
X
m;p
 
Br 
"
m(r)e
i(m+1)  Bz #p(r)eip

:
Multiplying (B.4) by exp( il)=2 and integrating the  coordinate from 0 to
2, we obtain
  ~
2
2m

1
r
d
dr

r
d
dr

  l
2
r2

 "l (r) 
1
2
geB(Bz 
"
l (r)+Br 
#
l+1) = E 
"
l (r): (B.6)
Next, multiplying (B.5) by exp( i(l + 1))=2 and integrating over  from 0 to
2, we obtain
  ~
2
2m
 
1
r
d
dr

r
d
dr

 

l + 1
r
2!
 #l+1(r)
 1
2
geB(Br 
"
l (r) Bz #l+1(r)) = E #l+1(r): (B.7)
Then, multiplying (B.6) by eil and (B.7) by ei(l+1) gives
  ~
2
2m
r2 "l (r)eil  
1
2
geB(Bz 
"
l (r) +Br 
#
l+1)e
il = E "l (r)e
il; (B.8)
  ~
2
2m
r2 #l+1(r)ei(l+1) 
1
2
geB(Br 
"
l (r) Bz #l+1(r))ei(l+1) = E #l+1(r)ei(l+1):
(B.9)
151
Equations (B.8) and (B.9) can be combined as."
  ~
2
2m
r2   1
2
geB
 
Bz Bre
 i
Bre
i  Bz
!#
eil

 "l (r)
 #l+1(r)ei

= Eeil

 "l (r)
 #l+1(r)ei

or bHeil  "l (r)
 #l+1(r)ei

= Eeil

 "l (r)
 #l+1(r)ei

: (B.10)
This demonstrates that  "l e
il is only coupled to  #l+1e
i(l+1), so that the eigen-
states of bH have the general from,
	m(r; ) = e
im

 "m(r)
ei #m+1(r)

: (B.11)
It is also straightforwardly to see the orthogonality of the eigenstates:Z
	ym(r; )	m0(r; )d
2~r / mm0 : (B.12)
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Appendix C
B-splines
B-splines are piecewise polynomials that can be used for approximating arbitrary
functions. In computational atomic physics, B-splines basis sets [94, 95, 96, 8]
have been used widely to solve the Schrodinger equation and explore atomic
structure. In this Appendix, we will introduce B-splines briey, describe their
behaviour, and show why we use them.
In this calculation, we will approximate a wavefunction  (x) extending over
an interval [s1; s2] by using a set of n B-splines of order k. The interval is divided
into segments described by the knot sequence ftig; i = 1; 2; 3; :::; n + k, where
s1 = t1  t2  t3:::  tn+k = s2. If the wavefunction  (x) does not vanish at s1
and s2, we need to choose the multiplicity of the knot at the endpoints, s1 and s2,
being k. For example, when k is 3, s1 = t1 = t2 = t3 < t4 < t5::: < tn < tn+1 =
tn+2 = tn+3 = s2. The B-splines of order k, Bi;k(x), and their rst derivatives,
DBi;k(x), are dened by the recursive relation:
Bi;1 (x) =
8<:1 ti  x < ti+10 otherwise; (C.1)
Bi;k (x) =
x  ti
ti+k 1   tiBi;k 1 (x) +
ti+k   x
ti+k   ti+1Bi+1;k 1 (x) ; (C.2)
and
DBi;k (x) =
k   1
ti+k 1   tiBi;k 1 (x) +
k   1
ti+k   ti+1Bi+1;k 1 (x) : (C.3)
The rst order B-splines are clearly step functions and the higher order B-splines,
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Figure C-1: 10 B-splines of order 4, Bi;4(r), over the interval [0; 1] distribute on
(a) a uniform, (b) a concentrated, and (c) an exponential scale.
Bi;k(x) are piecewise polynomials of degree k 1, existing inside the segment [ti <
ti+k). Because the Schrodinger equation is a second order dierential equation,
we choose B-splines of order 4 to approximate the eigenfunctions as their rst and
second derivatives are continuous. Then, the wavefunction  (x) can be expanded
in terms of B-splines:
 (x) =
nX
i=1
biBi;4(x); (C.4)
where bi are the coecients of the expansion. The main reason we use B-splines
is the exible knot distribution. The distribution of knots inuences how fast
eigenenergies and eigenstates converged. The key idea used to choose the dis-
tribution is that the region where wave functions vary rapidly needs more knots
than the region where wavefunctions vary slowly. Figure C-1 illustrates a set of
10 B-splines of order 4 over the interval [0; 1], where the knots distribute on a
uniform, concentrated, and exponential scale respectively. When rst investigat-
ing the eigenstates, one has no idea how they oscillate, so the uniform scale is
used to explore roughly their behaviour. Subsequently, one can choose a suitable
distribution of knots to converge energies faster. The more concentrated scale in
gure C-1 (b) is suitable for the eigenstates that vary rapidly at the centre of the
interval [0; 1]. We choose the exponential scale if the eigenstates vary rapidly at
the rst endpoint s1 = 0.
The B-splines in equation (C.2) are not ready to use. They need to be slightly
154
modied to satisfy the boundary conditions at the endpoints. All Bi;k(x) have to
satisfy the boundary conditions of  (x). In our numerical calculation, the rst
boundary condition is that  (x) is assumed to vanish at a certain distance s2, so
we delete the last B-spline from the summation, which does not disappear at s2.
The second one can be found by the integrals:Z
~r  ( ~r )dV =
Z
(~r   ~r )dV +
Z
 r2 dV
=
Z
( ~r )  d~S: (C.5)
The left side of the equation is the volume integral over the volume V and the
right side is the surface integral over the boundary of the volume V . If the volume
is large enough,  will exist only inside the volume and we could approximate
the left integral,
R
( ~5 )  d~S, to be zero. Thus, we obtain
 
Z
 r2 dV =
Z
(~r   ~r )dV: (C.6)
Simplifying the expression in x coordinate and multiplying it by ~2=2m gives the
kinetic energy:
  ~
2
2m
s2Z
s1
 
@2
@x2
 dx =
~2
2m
s2Z
s1
(
@
@x
 )(
@
@x
 )dx: (C.7)
The left integral can be integrated by parts to obtain
  ~
2
2m
s2Z
s1
 
@2
@x2
 dx =   ~
2
2m
8<:

 
@
@x
 
s2
s1
 
s2Z
s1
(
@
@x
 )(
@
@x
 )dx
9=; : (C.8)
According to (C.7) and (C.8), one can see easily the second boundary condition,
  @
@x
 
s2
s1
= 0. B1;4(x) is the only basis function that does not satisfy the
condition as B1;4(s1) and DB1;4(s1) are not zero (see gure C-1). Accordingly,
we delete B1;4(x) from the summation. Now, we have
 (x) =
n 1X
i=2
biBi;4(x): (C.9)
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However, the set of basis functions above fails to describe the wavefunction that
does not vanish at s1, so we need to dene a new B-spline B
0
2;4(x) and nally get
the summation:
 (x) = b2B
0
2;4(x) +
n 1X
i=3
biBi;4(x); (C.10)
where B02;4(x) = B1;4(x)+B2;4(x) satisfying both boundary conditions; B
0
2;4(s1) 6=
0,DB02;4(s1) = 0, and B
0
2;4(s2) = 0. The expansion (C.10) is now ready to describe
arbitrary wavefunctions, satisfying   @
@x
 = 0 at s1 and s2.
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Appendix D
Gauge transformation
The Hamiltonian describing a free charged particle in a magnetic eld is given
by bH = 1
2m
(p^ Q~A(~r))2; (D.1)
where Q is the charge of the particle. If the vector potential ~A is changed to ~A0,
where
~A0(~r) = ~A(~r) + ~r(~r): (D.2)
The magnetic eld does not change because of the identity ~r  ~r = 0. That
is, ~B = ~r ~A(~r) = ~r ~A0(~r). The Schrodinger equation (D.1) can be written
as
1
2m
(p^ Q~A0 +Q~r)2 = " : (D.3)
After transforming, one would expect the new eigenstate of the new Hamiltonian
to has the same energy as the original eigenstate, since the magnetic eld ~B which
inuences the energy of the particle is unchanged. Therefore,
1
2m
(p^ Q~A0)2 0 = " 0; (D.4)
or
1
2m
(p^ Q~A Q~r)2 0 = " 0: (D.5)
Let us try
 0 = exp(iQ=~) ; (D.6)
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satisfying
p^ 0 = exp(iQ=~)p^ +Q(~r) exp(iQ=~) 
(p^ Q~r) 0 = exp(iQ=~)p^ 
= exp(iQ=~)p^ exp( iQ=~) 0 (D.7)
Next, we return to (D.5) and use (D.6) and (D.7) to derive
1
2m
(p^ Q~A Q~r)2 0 = 1
2m
((p^ Q~r) Q~A)((p^ Q~r) Q~A) 0
=
1
2m
((p^ Q~r) Q~A) exp(iQ=~)(p^ Q~A) 
=
1
2m
[exp(iQ=~)p^(p^ Q~A) 
  exp(iQ=~)Q~A(p^ Q~A) ]
=
1
2m
exp(iQ=~)(p^ Q~A)2 
= exp(iQ=~)" :
) 1
2m
(p^ Q~A)2 = " : (D.8)
Thus, the relation between  and  0 is  0 = exp(iQ=~) .
In short, if the vector potential is changed from ~A(~r) to ~A0(~r) where ~A0(~r) =
~A(~r) + ~r, one could search for  0(~r), which has the same energy as  (~r), as
 0 = exp(iQ=~) .
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Appendix E
Evaluation of ~bN;N 0
In what follows, we will evaluate ~bN;N 0 by rstly considering the integration of
h(y) (4.59) and f(x) (4.60) separately. Firstly,Z bNy
0
h(y)dy = Nybk0y0+Gy ;ky
= Nybk0y;ky0 2b +Gy;
2
b
(E.1)
since ky must be in the rst magnetic Brillouin zone; ky 2 ( b ; b ]. Next,Z +
 
f(x)dx = 
Z +
 
e x
2
HN(x+ `Bky  )HN 0(x+ `Bk0y0   )dx; (E.2)
where  = `Be
 `2BG2=4e i`
2
B
Gx
2
(ky k0y0) and  = `B
2
(ky + k
0
y
0   iGx). Now, we
know that k0y
0 + Gy = ky from the integration of h(y) so that `Bky    and
`Bk
0
y
0    could be written as,
`Bky   = `B
2
(Gy + iGx) = ~xN ; (E.3)
`Bk
0
y
0    = `B
2
( Gy + iGx) = ~xN 0 : (E.4)
From the formula 7.377 in integral tables [71] , we obtainZ +
 
f(x)dx = 2S
p
T !~xS TS L
S T
T (`
2
BG
2=2); (E.5)
159
where S is the greatest of N and N 0, and T is the smallest. In addition, Lmn (x) are
associated Laguerre polynomials. Inserting (E.5) and (E.1) in (4.58), we obtain
~bN;N 0 =
1
N2y b`B
p
2S+TS!T !
X
~G6=0
X

~B ~G(z)2
S
p
T !~xS TS L
S T
T (`
2
BG
2=2)
Nybeikx`2Bkye ik0x`2B(ky Gy)kyk0y ; (E.6)
where  = `Be
 `2BG2=4e i`
2
B
Gx
2
(2ky Gy). Next ~bN;N 0 can be derived straightfor-
wardly by using the standard identity [65]
P
eia(kx k
0
x) = Nykxk0x .
~bN;N 0 = ~k;~k0
p
2S T
r
T !
S!
X
~G 6=0
~B ~G(z)~x
S T
S L
S T
T (`
2
BG
2=2)
 e `2BG2=4einmei(kxGy kyGx)`2B ; (E.7)
where ~G = (n2
a
;m2
b
). It does not matter whether N or N 0 is greater, we can
evaluate
~xS TS =

i
r
g
2
S T 
Gx   iGy
G
N N 0
; (E.8)
where g = `2BG
2=2. Hence, (E.7) becomes
~bN;N 0 = ~k;~k0
r
T !
S!
X
~G6=0
~B ~G(z)(i
p
g)S TLS TT (g)e
 g=2einmei(kxGy kyGx)`
2
B


Gx   iGy
G
N N 0
: (E.9)
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Appendix F
Eigenstates of magnetic
translation operators
Because ei
~k~L are the eigenvalues of magnetic translation operators, which com-
mute with the Hamiltonian, it is said that ~k is a good quantum number. For this
reason, the wavefunction of electrons in the presence of the magnetic eld due to
vortex lattice j i can be label by j~ki. Now, we have
bTM(~L)j~ki = ei~k~Lj~ki; (F.1)
where j~ki  j i = P am ~Rjm; ; ~Ri (see 4.67). From the denition of bTM(~L) in
(4.71), (F.1) can be written as0@ X
m0; 0; ~R0
jm0;  0; ~R0ie  ie~ ~R0 0  ~A(~L)hm0;  0; ~R0   ~Lj
1A0@X
m;; ~R;
am ~Rjm; ; ~Ri
1A
= ei
~k~L X
m;; ~R
am ~Rjm; ; ~Ri: (F.2)
Multiplying from the left by hm00;  00; ~R00j gives
e 
ie
~
~R00
 00  ~A(~L)am00 00 ~R00 ~L = e
i~k~Lam00 00 ~R00 : (F.3)
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Changing  00, ~R00, ~L, ~A( ~L), and m00 to  , ~R,  ~L,   ~A(~L), and m respectively
gives
e
ie
~
~R  ~A(~L)am ~R+~L = e
 i~k~Lam ~R: (F.4)
If ~R = 0, we have
am~L = e
 i~k~Le 
ie
~ ~r  ~A(~L)am0: (F.5)
To normalise the wavefunction, let am0 =
1p
N
am and change ~L to ~R; thus, we
have
am ~R =
1p
N
e i
~k~Re 
ie
~ ~r  ~A(~R)am : (F.6)
Therefore, j~ki can be written as
j~ki =
X
m;; ~R
1p
N
e i
~k~Re 
ie
~ ~r  ~A(~R)am jm; ; ~Ri
=
X
m;
am jm; ;~ki; (F.7)
where jm; ;~ki = 1p
N
P
~R e
 i~k~Re 
ie
~ ~r  ~A(~R)jm; ; ~Ri are orthonormal wavefunc-
tions as shown below.
hm0;  0; ~k0jm; ;~ki = 1
N
X
~R;~R0
ei
~k0~R0e
ie
~ ~r 0  ~A(~R0)e i
~k~Re 
ie
~ ~r  ~A(~R)hm0;  0; ~R0jm; ; ~Ri:
(F.8)
We assume (tight binding) that there is no the overlap of an electron state of
one Zeeman potential well with that of its neighbours when the distance between
vortices is large enough. That is, hm0;  0; ~R0jm; ; ~Ri = mm0~R ; ~R0 0 . Therefore,
(F.8) becomes
hm0;  0; ~k0jm; ;~ki = 1
N
mm0~R ; ~R0 0
X
~R
ei(
~k0 ~k)~R
= mm0~R ; ~R0 0
~k;~k0 ; (F.9)
using
P
~R e
i(~k0 ~k)~R = N~k;~k0 : [65]
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