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1 Introduction
Let Sn denote the set of real symmetric n×n matrices. The standard inner product
on Sn is




We consider the following semi-definite and semi-infinite linear programming prob-
lem (SDSIP):
inf C •X
s.t A(t) •X ≥ b(t), t ∈ B, (1)
X ≽ 0.
Here B is a compact set in R, C and A(t)(t ∈ B) are all fixed matrices in Sn,
b(t) ∈ R (t ∈ B) and the unknown variable X also lies in Sn.
Example 1.1 If B is a finite set, problem (SDSIP) becomes a general semi-definite
programming problem (SDP):
inf C •X
S.t. Ai •X ≥ bi, i = 1, 2, · · · ,m,
X ≽ 0,












 , ∀ t ∈ B.
and x = (x1, x2, · · · , xn)T , (SDSIP) problem is reduced to a semi-infinite linear
programming problem (SILP):
inf cTx
s.t (a(t))Tx ≥ b(t), t ∈ B,
x ≥ 0,
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where c = (c1, c2, · · · , cn)T and a(t) = (a1(t), a2(t), · · · , an(t))T . See [4].







is a solution of (SDSIP). Conversely, if a point X∗ ∈ Sn is a solution of (SDSIP),
the point x∗ = (x11, x22, . . . , xnn)
T ∈ Rn is also a solution of (SILP).
Example 1.3 We consider a quadratically constrained semi-infinite quadratic pro-




s.t. xTQ(t)x+ 2g(t)Tx+ α(t) ≥ 0, t ∈ B,
where B is a compact set in R and, C, Q0 and Q(t), (t ∈ B) are all symmetric ma-
trices in Sn. Note that the objective function and the constraints are not necessarily
convex. Therefore the feasible set of (Q2P ) can be a very “nasty” set. This problem











Then, an equivalent homogenized formulation to (Q2P )y is
min yTP0y
s.t. yTP (t)y ≥ 0, t ∈ B,
y20 = 1,
y = (y0, x
T )T ∈ Rn+1.
It is clear that if (1, (x∗)T )T is optimal to (Q2P )y, then x
∗ is optimal to (Q2P ) and
the values of (Q2P ) at x∗ and (Q2P )y at (1, (x
∗)T )T are equal. Since the values
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of (Q2P )y at (1, (x
∗)T )T and (−1,−(x∗)T )T are equal, we may consider that the
optimal values of (Q2P ) and (Q2P )y are equal. The homogenization simplifies the
notion and opens the way to the semidefinite relaxation since we can rewrite (Q2P )y
using matrix variables:
min P0 • Y
s.t. E00 • Y = 1,
P (t) • Y ≥ 0, t ∈ B,
rank(Y ) = 1, Y ≽ 0,
where E00 is the zero matrix with 1 in the top left corner. Dropping the rank(Y ) = 1
provides a SDP relaxation of (Q2P ):
(P̄ ) min P0 • Y
s.t. E00 • Y = 1,
P (t) • Y ≥ 0, t ∈ B,
Y ≽ 0.
Thus, problem (SDSIP) includes the semi-definite programming problem and the
semi-infinite linear programming problem as special cases. Moreover, quadratically
constrained semi-infinite quadratic programming problems can be transformed to
problem (SDSIP). Conversely, it is well known that a semidefinite programming
problem is a special case of a linear semi-infinite programming problem (see [8]). It
is clear that the problem (SDSIP) also is a special linear semi-infinite programming
problem.
It is well known that semi-definite programming (SDP) is an important research
field. There are good reasons for studying (SDP). First, (SDP) problems directly
arise in a number of important applications, e.g. structural optimization, discrete
(combinatorial) optimization, systems and control problems. Second, many convex
optimization problems, such as linear programming problems and convex quadratic
programming problems, can be cast into semi-definite programming problems. Al-
though (SDP) is a generalization of linear programming problems, the simplex
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method for linear programming cannot be generalized for solving (SDP) and the
primal (SDP) and its dual (SDP) may have a nonzero duality gap. Wolkowicz et
al [15] proved that there is a zero duality gap between the primal and dual (SDP)
problems if a Slater constraint qualification condition holds. Ramana et al [11]-[12]
introduced a kind of the Extended Lagrange-Slater dual problem (ELSD) for (SDP)
and proved that there is a zero gap between the primal (SDP) and dual problem
(ELSD) without any constraint qualification.
Duality theory for semi-infinite linear programming problem (SILP) is also an
important research field (see [2], [3] and [13]). Researchers found that there is, in
general, a nonzero duality gap between (SILP) and its dual problem. Duffin and
Karlovitz [3] obtained a zero duality gap for (SILP) under a canonically closedness
condition and a Slater condition. Duffin et al [2] investigated uniform duality for
(SILP), i.e., a zero duality gap holds between (SILP) and its dual problem for any
cost vector c.
Motivated by the work reported in [15] and [2], we study uniform duality for
(SDSIP). First, we get a necessary and sufficient condition for the uniform duality
of homogeneous (SDSIP) problem. Then, we transform a nonhomogeneous (SDSIP)
problems into an equivalent homogeneous (SDSIP) problem. Under a generalized
canonically closedness condition and a Slater condition we establish uniform duality
property for nonhomogeneous (SDSIP) with the aid of the result of homogeneous
(SDSIP) problem. Moreover, we show that a zero duality gap exists between (SD-
SIP) and its dual problem if a Slater condition holds.
The rest of the paper is organized as follows: In Section 2, Lagrangian dual
problem for (SDSIP) is formulated and uniform duality of problem (SDSIP) is in-
troduced. In Section 3, the uniform duality for homogeneous (SDSIP) problems is
obtained. In Section 4, the uniform duality for nonhomogeneous (SDSIP) problems
is discussed with aid of the results of homogeneous (SDSIP) problems. In Section
5, the uniform duality for (SDSIP) problems is obtained under the Slater condition.
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2 Uniform Duality for (SDSIP)
Let us first introduce some notations. For the compact set B, Let RB =
∏
B R denote
the product space in the product topology, which is a locally convex Hausdorff
topological vector space; see [6]. Then, the topological dual space of RB is the
generalized finite sequence space consisting of all functions g : B → R with finite
support. The set RB+ =
∏
B R+ denotes the convex cone of all nonnegative functions
on B. Then, the dual cone of RB+ is the set
ΛB = {y = {y(t)}t∈B|(∃a finite set F ⊆ B)(∀t ∈ B\F ) y(t) = 0
and (∀t ∈ F ) y(t) ≥ 0}.
We let
Λ1B = {y = {y(t)}t∈B|(∃a finite set F ⊆ B)(∀t ∈ B\F ) y(t) = 0





By X ≽ 0, where X ∈ Sn, we mean that the matrix X is positive semidefinite.
The set K = {X ∈ Sn|X ≽ 0} is called the positive semidefinite cone. For any
S ⊂ Sn, cl(S) denotes the closure of S in Sn. For the set W = {A(t)|t ∈ B},
cone(W ) denotes the cone generated by W , i.e.,




and conv(W ) denotes the convex hull generated by W , i.e.,




For semi-definite and semi-infinite programming problem (SDSIP), we introduce








y(t)A(t) + Z = C, y ∈ ΛB, (2)
Z ≽ 0.
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When the parameter set B is finite, Then, (SDSIP) and (DSDSIP) is a pair of primal
and dual (SDP). See [15].
The program (SDSIP) is said to be consistent if its constraint system (1) has
a solution. It is said to be bounded in value if it is consistent and there exists a
number z∗ such that all feasible solutions X ∈ Sn to (SDSIP) satisfy C •X ≥ z∗. It
is said to unbounded in value if, for each integer n, there exists a feasible solution
X(n) to (SDSIP) with C •X(n) ≤ −n.
Definition 2.1 The system of linear equalities
A(t) •X ≥ b(t), t ∈ B (3)
yields duality with respect to C ∈ Sn, if exactly one of the following conditions holds:
(i) (SDSIP) is unbounded in value and (DSDSIP) is inconsistent;
(ii) (DSDSIP) is unbounded in value and (SDSIP) is inconsistent;
(iii) Both (SDSIP) and (DSDSIP) are inconsistent;
(iv) Both (SDSIP) and (DSDSIP) are consistent and have the same optimal value,
and the value is attained in (DSDSIP).
We say that (SDSIP) yields uniform duality if the constraint system (3) yields duality
for every C ∈ Sn.
Definition 2.2 A(t) (t ∈ B) is said to be generalized canonically closed, if there
exists a set of positive constants k(t) (t ∈ B) such that the set {k(t)A(t)|t ∈ B}








 (t ∈ B)
7
be (n+1)× (n+1) diagonal matrices. Then, there exists a set of positive constants
k(t) (t ∈ B) such that the set {k(t)Ã(t)|t ∈ B} forms a compact set in Sn+1
if and only if there exists a set of positive constants k(t) (t ∈ B) such that the
set {k(t)(a1(t), · · · , an(t), b(t))|t ∈ B} forms a compact set in Rn+1, i.e., the set
{(a1(t), · · · , an(t), b(t))|t ∈ B} is canonically closed. The later is introduced by
Charnes, Cooper and Kortanek [1]. Thus, Definition 2.2 is a generalization of the
definition for canonically closed in [1].
Remark 2.2 If b(t) = 0, ∀t ∈ B, it is clear that Ã(t) =
 A(t) 0
0T 0
 (t ∈ B) is
generalized canonically closed if and only if A(t) (t ∈ B) is generalized canonically
closed.
3 Homogeneous System
In this section, we discuss the homogeneous case in (SDSIP): b(t) = 0,∀ t ∈ B.
Then (SDSIP) becomes the following problem (SDSIPh):
inf C •X
s.t A(t) •X ≥ 0, t ∈ B, (4)
X ≽ 0,





y(t)A(t) + Z = C, y ∈ ΛB, (5)
Z ≽ 0.
Lemma 3.1 The problem (SDSIPh) is unbounded in value if and only if there exists
X∗ ≽ 0 satisfying:
A(t) •X∗ ≥ 0, t ∈ B (6)
and C •X∗ < 0. (7)
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Proof. Suppose that there is X∗ ≽ 0 such that (6) and (7) hold. Without loss of
generality, assume C • X∗ < −1. For each n we have A(t) • X(n) ≥ 0, t ∈ B and
C •X(n) < −n with X(n) = nX∗. Hence, (SDSIPh) is unbounded in value.
Conversely, by the unbounded definition, the case holds. This completes the
proof. 2
It is clear that (SDSIPh) is always consistent as X = 0 is a feasible solution. If
the optimal value of (SDSIPh) is bounded below, then by Lemma 3.1 we must have
that the optimal value of (SDSIPh) is zero. Thus, (ii) and (iii) in Definition 2.1 do
not happen.
Theorem 3.1 (SDSIPh) yields uniform duality if and only if cone(W ) + K is a
closed set.
Proof. Suppose (SDSIPh) yields uniform duality. Let C ∈ cl(cone(W ) + K) and
C ̸∈ cone(W ) +K. Then, there exists no y ∈ ΛB and Z ≽ 0 such that∑
t∈B
y(t)A(t) + Z = C.
Thus, (DSDSIPh) is inconsistent. Since (SDSIPh) is consistent, the problem (SDSIPh)
must be unbounded in value. By Lemma 3.1, there exists X∗ ≽ 0 satisfying (6) and
(7). By (6), we have that
V •X∗ ≥ 0, ∀ V ∈ cone(W ).
Take any S ∈ cone(W ) +K. Then, there exist V ∈ cone(W ) and Q ∈ K such that
S = V +Q.
We have
S •X∗ = V •X∗ +Q •X∗ ≥ Q •X∗.
Since Q and X∗ are positive semidefinite matrices, we have that
Q •X∗ ≥ 0,
and
S •X∗ ≥ 0.
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Therefore, we get that
S •X∗ ≥ 0, ∀ S ∈ cl(cone(W ) +K),
and
C •X∗ ≥ 0.
However, it follows from (7) that C • X∗ < 0, which is a contradiction. Hence,
cone(W ) +K is closed.
Conversely, suppose cone(W ) + K is closed. Let C ∈ Sn be arbitrary. Since
(SDSIPh) is consistent, either (SDSIPh) is unbounded in valued or bounded in
value. If (SDSIPh) is unbounded in value, (DSDSIPh) is inconsistent. If (SDSIPh)
is bounded in value, its value is zero by Lemma 3.1. Now we show that clause (iv)
of Definition 2.1 holds. If (DSDSIPh) is not consistent for C,C ̸∈ cone(W ) +K =
cl(cone(W )+K). By the definitions of cone(W ) and K, we have that cone(W )+K
is a closed and convex cone in Sn. Thus, by the separation theorem [14], there exists
X∗ in Sn such that
C •X∗ < 0 and V •X∗ ≥ 0, ∀ V ∈ cone(W ) +K.
Obviously,
A(t) ∈ cone(W ) +K, ∀ t ∈ B.
Therefore,
C •X∗ < 0 and A(t) •X∗ ≥ 0, ∀ t ∈ B.
Thus, it is necessary that we prove X∗ ≽ 0. Take any Q ∈ K and 0 ∈ cone(W ). We
have
Q •X∗ ≥ 0, ∀ Q ∈ K. (8)
If X∗ is not a positive semidefinite matrix, there exists v ∈ Rn such that
vTX∗v < 0.
Define: Q = vvT . Thus, Q is a positive semidefinite matrix. By (8),
Q •X∗ ≥ 0.
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Nevertheless,
Q •X∗ = (vvT ) •X∗ = vTX∗v < 0,
which is a contradiction. Thus, X∗ is a positive semidefinite matrix. It completes
this proof. 2
Now we give two examples to illustrate the theorem.








The primal problem is defined as
inf C •X
s.t A(t) •X ≥ 0, t ∈ [0, π/2], (9)
X ≽ 0.





 |x ≥ 0
 .
Then, an optimal solution for the primal problem is X∗ =
 0 0
0 0
 , and the
optimal value is zero.





y(t)A(t) + Z = C, y ∈ Λ[0,π/2],
Z ≽ 0.
However, the dual problem has no feasible solution, i.e., the dual problem is incon-
sistent. Thus, the primal problem does not yield uniform duality. Obviously,












 |x22 ≥ 0
 .
Thus,
cone{A(t)|t ∈ [0, π/2]}+K ̸= cl(cone{A(t)|t ∈ [0, π/2]}+K),
i.e., the set cone{A(t)|t ∈ [0, π/2]}+K is not closed.




 , t ∈ [1, 2].
For any C ∈ Sn, the primal problem is
inf C •X
s.t A(t) •X ≥ 0, t ∈ [1, 2], (10)
X ≽ 0.
The feasible set for the primal problem is:
F = K. (11)
If C ≽ 0, we can obtain that an optimal solution for the primal problem is X∗ = 0 0
0 0
 , and the optimal value is zero. If C is not positive semidefinite, then,
there is an X ∈ F such that
C •X < 0.
Thus, the primal problem is unbounded in value.





y(t)A(t) + Z = C, y ∈ Λ[1,2],
Z ≽ 0.
If C ≽ 0, then, the dual problem is consistent as y = 0 and Z = C is a feasible
solution.
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By assumption of A(t), t ∈ B and Z ≽ 0, we have that ∑t∈[1,2] y(t)A(t) +Z is a
positive semidefinite matrix for any y ∈ ΛB. Then, if C is not positive semidefinite,
we get that the dual problem is inconsistent. Thus, by Definition 2.1, the primal
problem yields uniform duality. Obviously, we have
cone{A(t)|t ∈ [1, 2]}+K = K.
Therefore, cone{A(t)|t ∈ [1, 2]}+K is a closed set.





 , Ā(t) =
 A(t) 0
0T a(t)
 , t ∈ B,









 ∈ Sn+1|K is positive semidefinite in Sn, k ∈ R+
 ,
where C,A(t) ∈ Sn, 0 is zero element in Rn and c, a(t) ∈ R, ∀ t ∈ B. Let X̄ ∈ Sn+1.
We can get the following result.
Proposition 3.1 The constraint system
Ā(t) • X̄ ≥ 0, t ∈ B
yields duality for any C̄ ∈ Sn+1 if and only if cone(W̄ ) + K̄ is a closed set.
Proof. The proof is similar to that of Theorem 3.1 and is omitted. 2
Remark 3.1 If cone(W̄ ) + K̄ is closed, then the same happens with cone(W ) +K,
where cone(W ) = {∑t∈B y(t)A(t) | y ∈ ΛB}. Thus, if a system, as it is written in
Proposition 3.1, yields uniform duality, then the corresponding reduced system:
A(t) •X ≥ 0, t ∈ B
also yields uniform duality, where X ∈ Sn.
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4 Nonhomogeneous System
We now establish the duality for the nonhomogeneous constraint system (1) of (SD-
SIP) by reformulating it as a form of homogeneous system (4) and applying Propo-








0 is zero element in Rn and X̃, Z̃ ∈ Sn+1.
Now, we introduce a new semi-definite and semi-infinite programming problem
(SDSIP1):
inf C̃ • X̃
s.t Ã(t) • X̃ ≥ 0, t ∈ B, (12)
X̃ ≽ 0.





y(t)Ã(t) + Z̃ = C̃, y ∈ ΛB, (13)
Z̃ ≽ 0.





y(t)A(t) + Z = C, y ∈ ΛB, (14)∑
t∈B
y(t)b(t) ≥ d, y ∈ ΛB, (15)
Z ≽ 0.
Lemma 4.1 The nonhomogeneous constraint system (1) yields duality with respect
to C ∈ Sn if and only if, for every d ∈ R, the constraint system (12) yields duality
with respect to C̃ ∈ Sn+1.
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Proof. Suppose that the constraint system (1) yields duality with respect to C ∈ Sn
and let d ∈ R. We show that the constraint system (12) yields duality with respect
to C̃.
Since (SDSIP1) is a homogeneous system, we need only show that if its dual
problem is inconsistent, (SDSIP1) has a value of −∞ with respect to C̃.
Assume that (14) and (15) are inconsistent. Note that (14) is the dual con-
straint system (SDSIP), which has duality by hypothesis. If (SDSIP) and (14) are
consistent, then,
inf{C •X|A(t) •X ≥ b(t), t ∈ B, X ≽ 0} =
sup{∑t∈B y(t)b(t)|∑t∈B y(t)A(t) + Z = C, y ∈ ΛB, Z ≽ 0}.
Thus, it follows that at least one of these three conditions holds: (i) the constraint
(14) is inconsistent; (ii) the constraint (14) is consistent, but the problem (SDSIP)
is inconsistent; (iii) the constraint (14) and (SDSIP) are consistent, but
d > inf{C •X|A(t) •X ≥ b(t), t ∈ B,X ≽ 0}.
If (i) holds, then the problem (SDSIP) is unbounded in value by hypothesis.
Thus, for any number n however large, there exists X(n) ≽ 0 such that
A(t) •X(n) ≥ b(t), ∀ t ∈ B,





 and 0 ∈ Rn.
It follows from X(n) that X̃(n) is a positive semidefinite matrix. Thus, we have that
Ã(t) • X̃(n) ≥ 0, ∀t ∈ B,
C̃ • X̃(n) = C •X(n) − d < −n.
Therefore, (SDSIP1) has value −∞.
If (ii) holds, then we have that (SDSIP) is inconsistent and (DSDSIP) is consis-
tent. Since (SDSIP) has duality with respect to C, for any n, there exists a solution
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y ∈ ΛB for (DSDSIP) with
∑
t∈B y(t)b(t) ≥ n. Then, (14) and (15) are consistent for
any d ∈ R, which contradict the assumption that the dual problem is inconsistent.
If (iii) holds, then there exists a point X̄ ≽ 0 with
A(t) • X̄ ≥ b(t),∀ t ∈ B,
and





 and 0 ∈ Rn.
Then,
Ã(t) • X̃ ≥ 0, ∀ t ∈ B,
C̃ • X̃ < 0.
Therefore, by Lemma 3.1, (SDSIP1) has value −∞. We have proved the necessity
of this lemma.
To prove the sufficiency of the lemma, we suppose that, for all d ∈ R and C ∈ Sn,
(SDSIP1) yields duality with respect to C̃. We need to prove that (SDSIP) yields
duality with respect to C.
If (SDSIP) is inconsistent, then, there is only zero to solve (SDSIP1). By the
definition of duality, (14) and (15) are consistent for any d ∈ R. Take d = n. Thus,
there exists y(n) ∈ ΛB such that
∑
t∈B
y(n)(t)A(t) + Z = C, Z ≽ 0, y(n) ∈ ΛB,
and ∑
t∈B
y(n)(t)b(t) ≥ n, y(n) ∈ ΛB.
Therefore, clause (ii) of the Definition 2.1 holds.
If (SDSIP) is consistent, then there are two cases:
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(a) (SDSIP) is unbounded in value. We show that in this case (DSDSIP) must
be inconsistent. If (DSDSIP) is consistent, then take any feasible solutions X and
(y, Z) for (SDSIP) and (DSDSIP), respectively. Thus,









which contradicts unboundedness for (SDSIP). Thus, (DSDSIP) is inconsistent.
(b) (SDSIP) is bounded in value. Let z0 = inf{C •X|A(t) •X ≥ b(t), t ∈ B}.
We first show that (SDSIP1) for d = z0 cannot be unbounded in value.
If (SDSIP1) is unbounded in value, then by Lemma 3.1, there is a solution to
Ã(t) • X̃ ≥ 0, t ∈ B, X̃ ≽ 0,




 , where x ∈ Rn, X∗ ∈ Sn and X∗ ≽ 0. Take X̄ =
 X∗ 0
0T xn+1
 , where 0 ∈ Rn. Obviously, X̄ is positive semidefinite and satisfy:
Ã(t) • X̄ ≥ 0, t ∈ B, X̄ ≽ 0,
C̃ • X̄ < 0.
If xn+1 > 0, then we may assume xn+1 = 1 by homogeneity, and we have
A(t) •X∗ ≥ b(t), t ∈ B, X∗ ≽ 0,
C •X∗ < d,
which is a contradiction to the definition of d.
If xn+1 = 0, then, we have
A(t) •X∗ ≥ 0, t ∈ B, X∗ ≽ 0,
C •X∗ < 0.
17
Let X0 be a feasible solution for (SDSIP). Then, for any λ ≥ 0, X0 + λX∗ is a
solution of (SDSIP). Thus, we have that C • (X0 + λX∗) = C •X0 + λC •X∗ < z0,
for large λ > 0. This is a contradiction to the definition of z0. Then, (SDSIP1) is
bounded in value for d = z0. Since (SDSIP1) has duality, there exists a solution
(y, Z) satisfying (14) and (15). By (14) and (15), we have
∑
t∈B
y(t)A(t) + Z = C, y ∈ ΛB,∑
t∈B
y(t)b(t) ≥ d, y ∈ ΛB.







y(t)A(t) + Z = C, y ∈ ΛB, Z ≽ 0}
≥ inf{C •X|A(t) •X ≥ b(t), t ∈ B}.







y(t)A(t) + Z = C, y ∈ ΛB, Z ≽ 0}
≤ inf{C •X|A(t) •X ≥ b(t), t ∈ B},
i.e., the optimal value of (SDSIP) is equal to that of (DSDSIP). So (SDSIP) yields
duality with respect to C. 2
From Lemma 4.1 and Definition 2.1, we can get the following corollary.
Corollary 4.1 (SDSIP) yields uniform duality if and only if, for any d ∈ R and
C ∈ Sn, the constraint system (12) yields duality with respect to C̃ ∈ Sn+1.
Theorem 4.1 (SDSIP) yields uniform duality if and only if cone(W̃ ) + K̃ is a
closed set, where









 ∈ Sn+1|K ∈ Sn, K ≽ 0 and k ∈ R+
 .
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Proof. By Corollary 4.1, (SDSIP) yields uniform duality if and only if, for any
d ∈ R and C ∈ Sn, the constraint system (12) yields duality with respect to each
C̃ ∈ Sn+1. By Proposition 3.1, for any d ∈ R and C ∈ Sn, the constraint system
(12) yields duality with respect to each C̃ ∈ Sn+1 if and only if cone(W̃ ) + K̃ is a
closed set. Then, the conclusion follows readily. 2
5 The Slater Condition for (SDSIP)
It is well known that the Slater condition is a very important constraint qualification
in the study of dual problem for (SDP). If a Slater condition holds, there is a zero
duality gap between (SDP) and its dual. We naturally ask whether a similar result
also holds for problem (SDSIP). We next discuss the problem. In fact, we establish
that a Slater condition, together with a suitable compact condition, is sufficient for
(SDSIP) to have uniform duality.
Now suppose that there exists an X0 ≽ 0 such that
A(t) •X0 > b(t), t ∈ B. (16)
i.e., Slater condition holds for (SDSIP).
Lemma 5.1 Suppose Ã(t) (t ∈ B) is generalized canonically closed and there exists






By (16), we have
Ã(t) •X∗ > 0, t ∈ B. (17)
Thus, Ã(t) ̸= 0, t ∈ B. Since Ã(t) (t ∈ B) is generalized canonically closed, there
exists a positive constant set {k(t) |t ∈ B} such that V = {k(t)Ã(t)|t ∈ B} is a
compact set. Then, the set Q = conv(V ) is a compact set. Obviously, cone(V ) =
cone(W̃ ). Thus, cone(W̃ ) + (K̃) is closed if and only if cone(V ) + K̃ is closed. To
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show that cone(V ) + K̃ is closed, it suffices to show that X ̸∈ cone(V ) + K̃ implies
X ̸∈ cl(cone(V ) + K̃).
Suppose X ̸∈ cone(V ) + K̃. Whenever λ > 0 and D ∈ K̃, we must have
λX −D ̸∈ Q. (18)
By (17), we have that
U •X∗ > 0, ∀U ∈ Q,
and hence
0 ̸∈ Q. (19)
Set:
M = {λX|λ ≥ 0} − K̃.
Now, we prove that M is a closed convex set. Take any sequence {Zn} ⊂ M with
limiting point Z0. Then, there exist λn > 0 and Dn ∈ K̃ such that
Zn = λnX −Dn.
If sequence {λn} has the converging subsequence, then, Z0 ∈ M .
If sequence {λn} does not have the converging subsequence, we can assume that
λn → +∞. Then,
Zn/λn = X −
1
λn
Dn → 0, (n → +∞).
Thus, sequence { 1
λn
Dn} is a converging one and
1
λn
Dn → X, (n → +∞).
By the closedness of K̃, we have X ∈ K̃, which contradicts X ̸∈ cone(V )+K̃. Then,
M is a closed set. Obviously, M is a convex set. Therefore, M is a closed convex
set.
It follows from (18) and (19) that the compact set Q is entirely disjoint from
the closed convex set M = {λX|λ ≥ 0} − K̃. By the separation theorem and the
definitions of K̃ and Q, there exists a matrix X̄ =
 X1 0
0 x
 ∈ Sn+1, such that
β = inf
U∈Q
U • X̄ > sup
λ>0,D∈K̃
(λX −D) • X̄, (20)
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where X1 ∈ Sn and x ∈ R.
We claim that X̄ is a positive semidefinite matrix. If not, there exists a matrix
D0 ∈ K̃ such that
D0 • X̄ < 0.
Then, the supremum in (20) is +∞ and this contradicts (20).
Moreover, we have that
sup
λ>0
λX • X̄ = 0. (21)
Otherwise we have supλ>0 λX • X̄ > 0, thus the supremum in (20) is +∞, by the
arbitrariness of λ. This contradicts (20).
We reach a contradiction to X ∈ cl(cone(V ) + K̃) as follows. Suppose that









y(n)(t) ≥ 0, (23)
where Dn ∈ K̃.




(n)(t)k(t)Ã(t) → 0. Hence, X ∈ K̃ ⊂ cone(V ) + K̃, which contradicts
the assumption on X. Without loss of generality, we can assume that there is a
scalar ϵ > 0 with δn ≥ ϵ, ∀n. We have, by (22),































k(t)Ã(t) ∈ Q. But, by (21), X • X̄ ≤ 0. This is a contradiction.
Thus, this completes the proof. 2
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Theorem 5.1 Suppose that Ã(t) (t ∈ B) is generalized canonically closed and that
there exists X0 ≽ 0 such that (16) holds. Then, (SDSIP) yields uniform duality.
Proof. By Lemma 5.1, we have that cone(W̃ )+ K̃ is a closed convex set. It follows
from Theorem 4.1 that (SDSIP) yields uniform duality. Thus, this completes the
proof. 2
Corollary 5.1 Suppose that W̃ is a compact set and that there exists X0 ≽ 0 such
that (16) holds. Then, (SDSIP) yields uniform duality.
Proof. If W̃ is a compact set, then, Ã(t) (t ∈ B) is generalized canonically closed.
Thus, it follows from Theorem 5.1 that the corollary holds.
If b(t) = 0 (t ∈ B), then, (SDSIP) becomes homogeneous system (SDSIPh) and
the Slater condition (16) becomes: there exists an X0 ≽ 0 such that
A(t) •X0 > 0, t ∈ B. (24)
Combining Theorem 5.1 and Remark 2.2, we get the following corollary.
Corollary 5.2 Suppose that A(t) (t ∈ B) is generalized canonically closed and that
there exists X0 ≽ 0 such that (24) holds. Then, (SDSIPh) yields uniform duality.
The following three examples illustrate Corollary 5.2.




 |t ∈ [0, π/2]

is a compact set. However, the Slater condition (24) does not hold. We know that
the primal problem does not yield uniform duality. Thus, if the Slater condition
(24) is dropped, Corollary 5.2 may not hold.
Example 5.1 Suppose
a(t) =
 0, t = T1,− 1









The primal problem is
inf C •X
s.t A(t) •X ≥ 0, t ∈ [T1, T2],
X ≽ 0.
We have that A(t) (t ∈ [T1, T2]) is not generalized canonically closed and that the










 . We have that
A(t) •X0 > 0, ∀t ∈ [T1, T2].
i.e., the Slater condition (24) holds.
The primal problem has an optimal solution X∗ =
 0 0
0 0
 , and the optimal value
is zero.





y(t)A(t) + Z = C, y ∈ Λ[T1,T2],
Z ≽ 0.
However, the dual problem has no feasible solution. i.e., the dual problem is incon-
sistent. Thus, the primal problem does not yield uniform duality. This shows that
if the generalized canonically closedness of A(t) (t ∈ B) is dropped, Corollary 5.2
may not hold.




 . Then, X0 ≽ 0 and
A(t) •X0 > 0, t ∈ [1, 2].
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Thus, the Slater condition (24) holds. It follows from Corollary 5.2 that the primal
problem yields uniform duality.
From Theorem 5.1 and Definition 2.1, we obtain the following result.
Corollary 5.3 Suppose that Ã(t) (t ∈ B) is generalized canonically closed and there
exists X0 ≽ 0 such that (16) holds, and suppose that (SDSIP) has finite infimum
M . Then, (DSDSIP) is also consistent and has a finite supremum M ′. Moreover,
M ′ = M and the value is attained.
Next we consider two special cases of (SDSIP): (SDP) and (SILP).
If B = {1, 2, · · · ,m}, (SDSIP) problem becomes the general (SDP) problem:
inf C •X
S.t. Ai •X ≥ bi, i = 1, 2, · · · ,m,
X ≽ 0.








yiAi + Z = C, yi ≥ 0, i = 1, 2, · · · ,m,
Z ≽ 0.
Obviously, Ãi (i = 1, 2, · · · ,m) always is generalized canonically closed. Thus,
by Corollary 5.3, we can get the duality theorem for (SDP).
Theorem 5.2 Suppose that there exists X0 ≽ 0 such that (16) holds and that (SDP)
problem has a finite infimum M . Then, its dual problem (DSDP) is also consistent












 , ∀ t ∈ B,
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and x = (x1, x2, · · · , xn)T , (SDSIP) problem is reduced to a semi-infinite linear
programming problem (SILP):
inf cTx
s.t (a(t))Tx ≥ b(t), t ∈ B,
x ≥ 0,
where c = (c1, c2, · · · , cn)T and a(t) = (a1(t), a2(t), · · · , an(t))T . (DSDSIP) problem










Thus, by Corollary 5.3, we can get the duality theorem for (SILP).
Theorem 5.3 (See [2]) Suppose (a1(t), a2(t), · · · , an(t), b(t))T (t ∈ B) is canonically
closed and that there exists x0 ≽ 0 such that
a(t)Tx0 > b(t), t ∈ B
holds. Let (SILP) problem have finite infimum M . Then, its dual problem (DSILP)
is also consistent and has a finite supremum M ′. Moreover, M ′ = M and the value
is attained.
Remark 2.3 Theorem 5.3 is the same as the duality theorem on pp.127 of [2].
Thus, Corollary 5.3 is a generalization of the duality theorem in [2].
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