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STRUCTURE EFFECTS ON THE GIANT MONOPOLE RESONANCE AND
DETERMINATIONS OF THE NUCLEAR INCOMPRESSIBILITY
Abstract
by
Kevin B. Howard
Giant resonances are archetypal forms of collective nuclear motion which provide
a unique laboratory setting to probe the bulk properties of the nuclear force. One of
the isoscalar compressional modes – namely, the isoscalar giant monopole resonance
(ISGMR) – has been studied extensively with the goal of constraining the density
dependence of the equation of state (EoS) for infinite nuclear matter. For example,
the nuclear incompressibility, K∞, is a fundamental quantity in the EoS and is directly
correlated with the energies of the ISGMR in finite nuclei.
Previous work has shown that interactions with K∞ which reproduce the centroid
energies of the ISGMR in 208Pb and 90Zr well, overestimate the ISGMR response of
the tin and cadmium nuclei. To further elucidate this question as also to examine
when this “softness” appears in moving away from the doubly-closed nucleus 90Zr,
and how this effect develops, the first portion of this thesis consists of measurements
and analyses of the ISGMR within the molybdenum isotopes. The experiments were
performed for 94,96,97,98,100Mo, using inelastic scattering of 100 MeV/u α-particles at
the Research Center for Nuclear Physics at Osaka University. The strength distribu-
tions for the giant resonances were extracted using multipole decomposition analyses
within a Markov-Chain Monte Carlo framework to quantify the uncertainties in the
strength distributions and the ISGMR energies. Comparison of the measured IS-
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GMR strengths with Random Phase Approximation calculations demonstrates that
the molybdenum nuclei have ISGMR energies which are overestimated to a similar
degree as seen in the tin and cadmium nuclei, while the strength of 208Pb is precisely
reproduced. This suggests clearly that the molybdenum nuclei exhibit the same
open-shell softness which has been documented previously.
Studies of the ISGMR in isotopic chains encompassing a broad range of proton-
neutron asymmetries allow for extraction of the dependence of the finite nuclear
incompressibility on the isospin asymmetry, as quantified by the asymmetry term
of the nuclear incompressibility, Kτ . Recent data on the ISGMR in
40,44,48Ca have
contradicted prior results for Kτ . To reconcile the otherwise highly concerning con-
clusion that Kτ = +582 MeV, the second portion of this thesis is focused upon
independently studying this claim. A simultaneous measurement of the ISGMR in
40,42,44,48Ca was completed and has resulted in a high-confidence exclusion of the pos-
sibility of a positive value for the asymmetry term, and indeed has found consistency
with previous data, placing Kτ at −510± 115 MeV.
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CHAPTER 1
BACKGROUND OF THE PHYSICAL PROBLEM
1.1 Properties of bulk nuclear matter
Since its infancy, the field of nuclear physics has endeavored to characterize the
strong nuclear force and to predict the nuclear ground- and excited-state proper-
ties which arise from its features; those emergent phenomena of the nucleon-nucleon
interaction have resulted in great interplay between efforts to constrain both col-
lective properties of finite nuclei as well as observed astrophysical features of bulk
nuclear matter. 1 Along these lines, there has been substantial effort by the nuclear
physics community to constrain properties of the nucleon-nucleon interaction using
limits from both nuclear and astrophysical measurements, while simultaneously con-
straining the microscopic observables which depend on the interactions and are used
as input for benchmarking the theories; these topics have evolved into independent
fields of research in their own rights, with laudable progress over the recent years
[28, 94, 98].
One of the ultimate goals for these fields is the calculation of the nuclear equa-
tion of state (EoS), denoted (ρ, η), which relates the energy per nucleon, , to the
nucleon density, ρ, and the proton-neutron asymmetry, η = (N − Z)/A. This EoS
is a constitutive relationship which is uniquely characterized by the nucleon-nucleon
interaction, and yields a fundamental relation between the particle density and en-
ergy per nucleon. In systems which are well-modeled in the limit of nuclear matter,
1The concept of nuclear matter, as referred to in this thesis work, is the theoretical limit in which
the nucleon number goes to infinity with a fixed proton-neutron asymmetry.
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the EoS provides the full thermodynamic description of the variation of extensive
and intensive properties of the system. Further applications of the EoS and symme-
try energy lie within the fields of heavy-ion collisions [116], modeling of core-collapse
stellar events [94], recent gravitational-wave observations corresponding to GS170817
[74], and modeling the structure of neutron stars [65, 84].
As one example: these equations of state are of especial importance as astrophysi-
cal input for calculating the dynamical properties of neutron stars. Indeed, they serve
as the sole input in solving the Tolman Oppenheimer Volkoff (TOV) equations that
describe the hydrostatic equilibrium between gravitational collapse and the pressure
arising from the nucleon-nucleon interaction within a general-relativistic framework
[30, 65, 84, 94, 98, 106, 124].
The TOV equations are a set of first order, non-linear, coupled differential equa-
tions which arise from the condition of hydrodynamical stability between the inter-
nal pressure and gravitational collapse, and which collectively model the pressure
and mass profile of a stellar body of general-relativistic mass scale. For spherical,
non-rotating neutron stars, the TOV equations are:
dP
dr
= −GE(r)m(r)
r2
(
1 +
P (r)
E(r)
)(
1 +
4pir3P (r)
m(r)
)[
1− 2Gm(r)
r
]−1
,
dm
dr
= 4pir2E(r). (1.1)
Here, G is the gravitational constant, and P , E , and m are, respectively, the
pressure, relativistic mass density, and enclosed mass as functions of the radius, r.
The radial dependence of each of these three quantities is unknown, and the third
equation which allows for simultaneously solving for the functional forms of P , E ,
and m is precisely the EoS of asymmetric nuclear matter.
Given an EoS (ρ, η), in which ρ is the nucleon number density, the pressure P (ρ)
2
is given by
P (ρ) = ρ2
d
dρ
. (1.2)
Moreover, the relationship between the nucleon number density and the relativistic
mass density is:
E(ρ, η) = ρ [m+ (ρ, η)] (1.3)
with m being the nucleon mass. The acquisition of an EoS that relates the den-
sity to the pressure allows one to iteratively solve Eqs. (1.1) for the neutron star
structure. A highly-important relation that can be extracted from these solutions
is the relationship between the mass and radius of a neutron star: the gravitational
compression of the neutron star is directly balanced by the pressure which, in this
case, arises directly from the nucleon-nucleon interaction.
Figure 1.1 shows sample EoS, calculated with some modern nonrelativistic parametriza-
tions of the nuclear force [1–3, 18, 20, 63], for the cases of symmetric nuclear matter
(η = 0) as well as for pure neutron matter (η = 1).
Figure 1.1 also shows a quantity called the symmetry energy, S(ρ):
(ρ, η) = (ρ, 0) + η2S(ρ), (1.4)
which determines the energy cost associated with having a neutron excess within a
bulk collection of nucleons (i.e. the symmetry energy is the difference between the
EoS for pure neutron matter and that of symmetric nuclear matter). Inspection of
the various curves in Fig. 1.1 suggests a general agreement among the various inter-
actions in reproducing the static saturation properties of nuclear matter — namely,
(ρ0, 0) ≈ −16 MeV and the saturation density ρ0 ≈ 0.16 fm−3 — whereas the
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Figure 1.1. Top left: sample equations of state depicting the density
dependence of the energy per nucleon in symmetric nuclear matter as
calculated with various nonrelativistic Skyrme interactions [1–3, 18, 20, 63].
Top right: same, but for pure neutron matter. Bottom: density dependence
of the symmetry energy for each of the Skyrme interactions.
density dependence of each curve (symmetric matter, pure neutron matter, and the
symmetry energy) is heavily interaction-dependent. The implications of this density
dependence are significant: considering again the case of the dynamics of neutron
stars, one finds that each EoS yields, when used in the solution of the TOV equa-
tions, a unique relationship between the mass and radius of a given neutron star
[69].
Simple calculations which relate the mass and radii of neutron stars using these
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Figure 1.2. Neutron star mass-radius relations calculated using various
Skyrme interactions [1–3, 18, 20, 63]. The horizontal line corresponds to
M = 1.4M, the Chandrasekhar limit. The shaded region corresponds to
the constraints placed on the radius of a 1.4M neutron star by the recent
gravitational waves observation GS170817 [74].
sample equations of state as input to the TOV equations for pure neutron matter2
are presented in Fig. 1.2. One should note that these calculations do not include the
effects due to phase transitions in the high-density stellar interior [106] and have been
completed with an assumption of pure neutron matter for the stellar composition.
Nonetheless, even with a fairly narrow selection of interactions, the figure shows
clearly the marked variation of the astrophysical observables which arise due to a lack
of constraint on the density dependence of the EoS. It is thus the charge of terrestrial
2One should note that a more accurate calculation would impose the constraint of β-equilibrium
and thus include the effects of a nonzero proton fraction in the stellar composition. However, such
considerations are outside the scope of this thesis and the presentation of the existing calculations
conveys the salient points.
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nuclear physicists to endeavor to place limits on the possible nuclear equations of
state which then, in turn, better reproduce astrophysical properties.
To these ends, one can isolate properties of the EoS that can be most directly
measured within a laboratory setting. Considering first the case of symmetric nuclear
matter, one can expand in a Taylor series about its minimum at saturation density:
(ρ, 0) = (ρ0, 0) +



>
0
d
dρ
∣∣∣∣
ρ=ρ0
(ρ− ρ0) + 1
2
d2
dρ2
∣∣∣∣
ρ=ρ0
(ρ− ρ0)2 + 1
6
d3
dρ3
∣∣∣∣
ρ=ρ0
(ρ− ρ0)3 + . . .
= (ρ0, 0) +
1
2
1
9ρ20
K∞(ρ− ρ0)2 + 1
6
1
27ρ30
Q∞(ρ− ρ0)3 + . . . (1.5)
wherein we have defined the quantities
K∞ = 9ρ20
d2
dρ2
∣∣∣∣
ρ=ρ0
, (1.6)
Q∞ = 27ρ30
d3
dρ3
∣∣∣∣
ρ=ρ0
. (1.7)
Here, K∞ is the nuclear incompressibility, which is essentially a measure of the
curvature of the EoS of symmetric nuclear matter at saturation density. This quan-
tity, thus, is a characterization of the leading-order energy cost associated with in-
creasing or decreasing the nucleon number density. Similarly, Q∞ is a measure of the
higher-order skewness of the EoS.
Previous work has shown that the combination of Eqs. (1.4) and (1.5) with a
Taylor expansion of S(ρ) around ρ0 is sufficient for modeling the EoS for isospin-
asymmetric nuclear matter [21]. In so doing, one acquires the following:
S(ρ) = J +
1
3ρ0
L (ρ− ρ0) + 1
2
1
9ρ20
Ksym (ρ− ρ0)2 + . . . (1.8)
Here, J , L, and Ksym are respectively the symmetry energy at saturation den-
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sity, the symmetry pressure at saturation density, and the curvature of the sym-
metry energy at saturation density. These saturation properties, in combination
with the corresponding quantities for symmetric nuclear matter, constitute a set of
easily-calculable features of the EoS which can be experimentally probed in carefully-
executed measurements of finite nuclei [19, 26, 34, 81]. Within this context, exper-
imental nuclear physics has the capabilities to simultaneously restrict the classes of
proposed nuclear interactions, in addition to the stellar equations of state, by using
the dynamical properties of the EoS as limiting constraints.
TABLE 1.1
NUCLEAR-MATTER PROPERTIES EXTRACTED FROM SELECTED
INTERACTIONS
Symmetric Nuclear Matter Symmetry Energy
Interaction ρ0 ε(ρ0, 0) K∞ Q∞ J L Ksym K∞τ
[fm−3] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV]
SLy4 [20] 0.160 -15.97 229.91 363.11 32.00 45.94 -119.73 -322.83
SLy5 [20] 0.161 -15.99 229.92 364.16 32.01 48.15 -112.76 -325.38
SLy6 [20] 0.159 -15.92 229.86 360.24 31.96 47.45 -112.71 -323.03
SLy7 [20] 0.158 -15.90 229.75 359.22 31.99 46.94 -114.34 -322.60
SkM [63] 0.160 -15.77 216.61 386.09 30.75 49.34 -148.81 -356.91
SkM∗ [3] 0.160 -15.77 216.61 386.09 30.03 45.78 -155.94 -349.00
GSkI [2] 0.159 -16.02 230.21 405.58 32.03 63.45 -95.29 -364.19
SSk [2] 0.161 -16.16 229.31 375.38 33.50 52.78 -119.15 -349.42
KDE0v1 [1] 0.165 -16.23 227.54 384.86 34.58 54.69 -127.12 -362.78
LNS [18] 0.175 -15.32 210.78 382.55 33.43 61.45 -127.36 -384.55
FSUGarnet [22] 0.153 -16.23 229.50 4.50 30.92 51.00 59.50 -247.3
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For comparison purposes, Table 1.1 shows the static and dynamic nuclear-matter
properties discussed here — as well as the asymmetry term K∞τ , which will be in-
troduced shortly — as calculated with the nonrelativistic Skyrme interactions char-
acterized in Fig. 1.1 and for which the neutron-star mass-radius relations are shown
in Fig. 1.2; a comprehensive listing of modern-day Skyrme interactions and their
associated properties is given in Ref. [28]. This table also shows the corresponding
properties as calculated with the FSUGarnet relativistic interaction [22], as results
for this interaction will also be compared against experimental data in subsequent
chapters.
1.2 Giant resonances and collectivity as lenses for bulk nuclear properties
The epitome of nuclear collectivity is manifest within the giant resonances, which
are high-frequency excitations that typically involve the participation of a majority
of the nucleons which constitute the atomic nucleus [44]. Owing to the bulk nature
of these modes of nuclear oscillation which are generally independent of microscopic
effects, they generate an ideal environment in which the bulk properties of the nu-
cleus can be probed. The resonances are damped, harmonic oscillations about the
equilibrium constitution of the system in which the properties of the strength dis-
tribution of the resonance are directly related to the ground-state properties of the
system and the weak external field, O, that initializes the oscillation [14, 44].
Myriad giant resonances have been observed, and here only a brief presentation
will be made on the general features of the various modes. A polychotomy of the
resonances can be constructed using the quantum numbers of the external field that
induces the oscillation and by characterizing the manner in which the nucleons par-
ticipate in the vibration:
• the electric, isoscalar resonances are oscillations in which the external field
couples neither to the isospin nor the spin projection of the nucleons;
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• the electric, isovector resonances are oscillations in which the external field
couples to the isospin projection, but not to the spin projection;
• the magnetic, isoscalar resonances are oscillations in which the external field
does not couple to the isospin projection, but does couple to the spin projection;
and
• the magnetic, isovector resonances are oscillations in which the external field
couples both to the isospin projection as well as to the spin projection.
The effects of the couplings of these fields to the nucleons is that different nucleons
will oscillate in or out of phase with one another; for example, the electric isoscalar
giant resonances consist of modes in which all nucleons oscillate in phase with one
another. In contrast, the electric isovector resonances consist of oscillations in which
the protons and neutrons oscillate directly out of phase with one another, irrespective
of their spin projections. This thesis work will not dwell further upon features of the
magnetic resonances, as they are not at all a focus of the work which was undertaken
in this study.
Schematics of these different giant resonances are shown in Fig. 1.3. In addition to
the aforementioned organizational schema for the giant resonances, the multipolarity
of the resonance geometry can vary according to the angular momentum transfer
from the external field to the nucleus itself. This gives rise to the classifications
of, for example, the isoscalar giant monopole resonance (ISGMR), isovector giant
dipole resonance (IVGDR), and so on.
In this thesis work, the primary focus is on the electric giant resonances, and
more specifically, the compressional behavior which manifests within the ISGMR.3
As shown in Fig. 1.3, in spherical nuclei, the ISGMR is characterized by a radially
symmetric vibration in which the protons and neutrons rapidly expand and contract
in the nuclear volume. With the particle number remaining constant in such a process,
3The isoscalar giant dipole resonance, which is not shown in Fig. 1.3, is also a compressional
mode. However, this mode was not a significant focus of this thesis work.
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Figure 1.3. Schematic showing various geometries of collective motion.
the nucleon density rapidly oscillates while the incompressibility modulus, or finite
incompressibility, KA of the nucleus gives rise to the restoring force. The value of
KA can be directly related to the driving frequency of the oscillation and in turn, the
excitation energy of the resonance EISGMR:
EISGMR = ~
√
KA
m 〈r20〉
. (1.9)
Here, m is the free-nucleon mass, while 〈r20〉 is the ground-state mean-square radius.
Among the different typical macroscopic models for the density vibration, the ISGMR
energies would be associated with one of the moment ratios
√
m3/m1, m1/m0, or
10
√
m1/m−1, where the moments mk of the strength function Sλ(Ex) are defined as
mk =
∫
Sλ(Ex)E
k
x dEx, (1.10)
with λ being the multipolarity of the resonance in question and Sλ(Ex) its associated
strength distribution [44, 70, 99]. The value of m1 is constrained by the energy-
weighted sum rule (EWSR) [44, 70, 99]. The EWSR will be discussed in greater detail
in Chapter 2; for the moment, it is necessary only to assert that the EWSR depends
solely on the ground-state properties of the nucleus in question and the features of
the external field O, and is model-independent. Furthermore, the percentage of the
EWSR exhausted within a strength distribution is a typical metric of collectivity in
characterizing the giant resonances. The percentage of the EWSR that is found to
be exhausted within a given state is a quantitative measure of the collectivity of that
state, and giant resonances are typically understood to exhaust a large percentage of
the EWSR [44].
1.3 From properties of finite nuclei to those of nuclear matter
Being that KA is itself a measure of the incompressibility modulus of a finite
nucleus, one might expect that its values can be related to the values of the incom-
pressibility coefficients K∞ and Ksym, owing to the commonalities in the nuclear force
which gives rise to the phenomena on both finite and bulk scales. Under such a pre-
sumption, one would expect that as the nuclear incompressibility is the measure of
the curvature of the nuclear equation of state, K∞ and Ksym are bulk properties of
the nuclear force and thus should be invariant to the choice of the finite nucleus one
uses to constrain their values. Indeed, this is the case, provided that approximately
100% of the energy-weighted sum rule (EWSR) is exhausted within the peak of the
ISGMR response [44].
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For a detailed discussion about how one obtains values of K∞ from finite nu-
clei, we refer the reader to Refs. [9, 25]; for further exposition on the ISGMR and
for the models for extracting KA from experimental ISGMR strength distributions,
Refs. [14, 34, 44, 70, 99] are most comprehensive. To summarize the procedure: one
first takes any number of microscopic theories and interactions which are capable of
describing, in a self-consistent way, the ISGMR responses of both finite nuclei and
the bulk properties of nuclear matter (as an example, RPA calculations with a given
effective interaction) [26, 34]. Within each model framework, one then compares the
calculated ISGMR response for a given nucleus, as well as its corresponding moments
and moment ratios, to those which are experimentally available. The prescription is
to then isolate the corresponding interactions which are capable of reproducing the
experimental data and to use their corresponding values of K∞ as “true” values for
the quantity. Extractions of this nature, as well as comparable analyses for other key
saturation parameters in the EoS discussed in Section 1.1, yield direct constraints
on properties of the EoS and in turn, the interactions whence they arise [26]. Figure
1.4 shows some typical calculations for this procedure in the case of 90Zr which were
completed using a class of Skyrme interactions [24].
For slightly more than a decade, the accepted range of K∞ which has been ex-
tracted using this methodology has stood as K∞ = 240± 20 MeV [34, 96]; this value
was obtained from analyses of compressional-mode resonance data on 90Zr and 208Pb
from Refs. [120, 121] which included the effects of variations between relativistic and
nonrelativistic interactions.
In any event, it is the general consensus of the field that microscopic calculations
of K∞ are strongly correlated with the ISGMR response of finite nuclei [9, 34, 37].
Under this assumption, any local structure effects which are shown to influence the
distribution of ISGMR strength — and consequently, the corresponding value of KA
— within a finite system could in turn have implications on the extracted values for
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Figure 1.4. Typical correlation between the calculated K∞ values for
nonrelativistic Skyrme interactions and the corresponding predicted
EISGMR in
90Zr [24].
K∞ and by extension, the density dependence of the EoS.
1.4 Open problems and the status of the field
Along these lines, to date, the only nuclear structure effect which has been ade-
quately described and modeled within the existing collective-model framework is that
of axial deformation on the giant monopole and quadrupole (and to a lesser extent,
the dipole and octupole) resonances [34, 35, 39, 40, 54, 64, 79]. A number of open
problems have existed within the field which are, at present, unexplainable within
existing theory. These problems are the general focus of this thesis work and are
described in greater detail in the following subsections.
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Figure 1.5. Experimental KA values extracted within the scaling model
using the methodology of Refs. [16, 62, 122, 123] for 90,92,94Zr and
92,96,98,100Mo. Shown is the reportedly stark disparity between extracted
values of KA for the A = 92 isobars relative to the other nuclei in this mass
region. Data adapted from Ref. [122].
1.4.1 Anomalous structure of the ISGMR in the A = 90 region
As argued by the Texas A&M (TAMU) group in Refs. [16, 62, 122, 123], the
independence of the bulk nuclear properties to the choice of reference nucleus has
been challenged on the basis of experimental observations of the ISGMR strength
in even-even isotopes of zirconium and molybdenum, namely, 90−94Zr and 92−100Mo.
Figure 1.5 illustrates these results. In particular, the results indicated that for 92Zr
and 92Mo, a large portion of the E0 strength lies above the main ISGMR peak,
resulting in KA values which are commensurately large for A = 92 isobars. While
the structure of the ISGMR in these nuclei is indeed important to the understanding
of collective excitations, it should be kept in mind that the association of KA with
the ISGMR energies demands care, and can become untenable within the framework
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of Eq. (1.9) for multiply-peaked distributions of ISGMR strength.
This question has been resolved in a previous experimental campaign [41, 42]
into determining the nature of ISGMR strength for nuclei within this mass region
seem. The results of Refs. [41, 42] conclusively disagree with the aforementioned
conclusions posed by Texas A&M. Nonetheless, we mention the motivation for the
experimental efforts of Refs. [41, 42], as the reported experimental data provides
a foundation not only for answering the question as to the anomalous structure of
the ISGMR in the A = 92 isobars, but also for the question posed in the following
subsection regarding the softness of open-shell nuclei.
1.4.2 Softness of open-shell nuclei
The aforementioned accepted value of K∞ = 240 ± 20 MeV was produced using
the methodology described by Blaizot et al. [9], wherein a self-consistent Random
Phase Approximation (RPA) calculation is completed using an interaction with the
goal of first modeling the response of the ISGMR in a given finite nucleus [19, 25,
34]. With that same interaction, one then calculates the EoS for an infinite nuclear
system using the same self-consistent framework and extracts the properties which are
correlated with the finite nuclear response for comparison with the experimental data.
Experiments on 208Pb and 90Zr [120, 121] are typically utilized as benchmark cases
owing to their doubly-closed shell structure and commensurate computational ease;
in both cases, the response of the ISGMR is well-developed and in the case of 90Zr,
contributions by the proton-neutron asymmetry to the ISGMR response are small in
relation to the case of 208Pb [106]. From these procedures, K∞ = 240± 20 MeV was
obtained using myriad interactions which adequately reproduced the position and
structure of the ISGMR strength of these nuclei [96].
Figure 1.6 shows the ISGMR strength distributions which were extracted for the
tin isotopes and cadmium isotopes. Inspection of the extracted ISGMR strengths for
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each isotopic chain absent a comparison with theoretical results or the results for other
nuclei would fail to indicate any disagreement with the then-current understanding
and descriptions of the giant resonances. However, examination of the ISGMR ener-
gies presented in Fig. 1.7 paints a different picture: it is evident therein that both
nonrelativistic and relativistic models which are benchmarked in the aforementioned
manner against both ground- and excited-state observables, including the ISGMR of
90Zr and 208Pb, overestimate the ISGMR energies of 108−116Cd and 112−124Sn. The
effect is on the order of ∼ 500 keV, and is clearly present for all nuclei in each of the
isotopic chains.
As a result, in stark contrast to the previously-mentioned assertion that deter-
minations of K∞ ought to be independent of the choice of nucleus, it was clearly
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Figure 1.7. Comparison of the excitation energy of the ISGMR extracted
from Refs. [67, 68, 77] with those resulting from nonrelativistic (Colo´ Calc.
and SLy5) and relativistic (FSUGold) RPA calculations.
observed that the extracted K∞ would be substantially lower than the presently ac-
cepted value of 240±20 MeV [80]. Thus, the tin and cadmium isotopes, were deemed
to be “soft” in comparison to 90Zr and 208Pb [36, 80]. To these ends, a number of
solutions were posed to explain this observation, such as the notion of mutually-
enhanced magicity (MEM) in doubly-closed shell nuclei [59], as well as contributions
due to superfluid pairing interactions [60, 66, 108]. The MEM effect was refuted by
experimental observations by Patel et al. [78], and the exact effects of pairing on the
ISGMR are still somewhat uncertain [60] but nonetheless have been determined to be
insufficient for accounting for the softness of open-shell nuclei. This open question,
aptly posed as: “why are the tin [and cadmium] isotopes so fluffy?” [36, 80] has been
deemed a fundamental open problem in nuclear structure physics and to this day,
remains unanswered [19, 36, 67, 68, 77, 80, 81, 108, 110].
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This question can naturally be extended to the molybdenum isotopic chain as
well: said simply, if the tin and cadmium isotopes (respectively Z = 50 and Z = 48)
are soft in relation to 90Zr (Z = 40) as measured by their ISGMR responses, and the
latter are consistently reproduced by interactions with the same bulk properties and
nuclear incompressibilities as those which well-model the ISGMR response of 208Pb,
then what changes in between zirconium, cadmium, and tin in the nuclear chart, and
where does that change manifest?
To investigate this question, this thesis reports on an experiment on 94,96,97,98,100Mo;
the goal of this endeavor is to determine when, and how, this softness might appear
as one moves away from 90Zr. In combination with previous experimental data on
90,92Zr and 92Mo, the extraction of these ISGMR responses in these nuclei have been
postulated to have the potential to provide substantial insight as to the origin of the
softness open shell nuclei, and are therefore critical for accurately describing features
of collective motion. Even further, these measurements and the resultant theoretical
efforts are critical for maintaining well-founded extrapolations from finite nuclei to
bulk nuclear systems, as the presently-available frameworks are predicated on the
insensitivity of the resulting bulk properties to the choice of benchmark nucleus.
1.4.3 Increasing ISGMR energies within the calcium isotopes
We will now turn our attention to the macroscopic leptodermous expansion of KA
in terms of properties of infinite nuclear matter:
KA ≈ K∞ +KsurfA−1/3 +Kτη2 +KCoul Z
2
A4/3
. (1.11)
Equation (1.11) can be useful in determining the value of the asymmetry term, Kτ ,
for finite nuclei, owing in part to the isolated dependence on η within the expression
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Figure 1.8. Extractions of KA from the calcium isotopes adapted from Ref
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as well as the fairly minimal changes in the surface term, Ksurf, within an isotopic
chain. The general prescription for doing so is detailed in Refs. [67, 68], and involves
quadratically fitting the dependence of KA−KCoulZ2/A4/3 on η with a model function
of the form Kτη
2 + c, with c being a constant. The values of Kτ which have been
extracted utilizing this method are consistent with one another and have been found
to be, for the even-A 112−124Sn and 106−116Cd isotopes respectively, Kτ = −550± 100
MeV and Kτ = −555±75 MeV [67, 68, 77]. Even further, an independent reanalysis
of the combined tin and cadmium ISGMR data was completed by Stone et al., which
eventually came to the conclusion that Kτ = −595± 154 MeV [28].
The corresponding definition of K∞τ in terms of properties of the EoS for infinite
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nuclear matter is [86]:
K∞τ = Ksym − 6L−
Q∞
K∞
L (1.12)
within which Q∞/K∞ is the skewness parameter for the EoS of symmetric nuclear
matter.4 The implications of this are that experimental constraints on Kτ arising
from measurements of KA on finite nuclei are critical on determining the density
dependence of the symmetry energy; this argument is predicated on the smoothness
with which the values of KA vary across the nuclear chart. Indeed, as has been argued
in Ref. [50], any structure effects which arise within a locus of the chart of nuclides
would materially alter our understanding of the collective model upon which decades
of understanding of these resonances is built.
In light of all this, recently-reported results for 40,44,48Ca [17, 72, 119] were very
surprising: the moment ratios for the ISGMR and, therefore, the KA values for
40,44,48Ca increased with increasing mass number. The most immediate consequence
of this, considering Eq. (1.11), is that Kτ is a positive quantity, and it was shown
in Ref. [17] that a large positive value of Kτ models the data well. In a test of
hundreds of energy-density functionals currently in use in the literature, the values of
Kτ extracted were consistently between −800 MeV ≤ Kτ ≤ −100 MeV [90]. Table
1.1, as well as the more comprehensive presentations within Ref. [28], each show
clearly consistently negative values for the asymmetry term. Examination of Eq.
(1.12) also directly suggests that the symmetry energy would nonetheless need to be
extremely soft in order to accommodate Kτ > 0 [85]. Finally, the hydrodynamical
4One should take care to note that K∞τ is not equal to the value of Kτ extracted from finite
nuclei utilizing the methodology of Eq. (1.11), just as K∞ 6= KA. However, through the same self-
consistent mechanisms by which measurements of KA serve to constrain K∞ as described by Blaizot
[9], determining values of Kτ from finite nuclei is critical for constraining the EoS for asymmetric
infinite nuclear matter [77].
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model predicts EISGMR ∼ A−1/3, while the results of Refs. [17, 72, 119] indicated
exactly the opposite: the ISGMR energies increasing with mass number over the
isotopic chain.
In light of such concerns, these results clearly demanded an independent veri-
fication before significant theoretical efforts were expended in understanding, and
explaining, this unusual and unexplained phenomenon. For example, macroscopic
models which have attempted to find consistency with these results have met with
little success in reproducing the other saturation properties of nuclear matter [100].
Even more gravely, inspection of Figs. 1.1 and 1.2 shows how even slight deviations
in the density dependence of the EoS and symmetry energy can result in significant
deviations in predicted astrophysical properties, as illustrated by the given example
of using the EoS to decouple Eqs. (1.1) to extract the mass profile of a neutron star.
The second part of this dissertation deals with experimentally extracting Kτ from
the ISGMR responses within the calcium isotopic chain 40,42,44,48Ca as a means of
independently verifying an otherwise highly-surprising result.
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CHAPTER 2
THEORETICAL TOOLS FOR THE STUDY OF GIANT RESONANCES
2.1 Giant resonances as responses to external fields
As alluded to in Fig. 1.3 and its surrounding discussion, the giant resonances
can be regarded macroscopically as nuclear vibrations of varying multipolarity. The
microscopic basis for this description is rooted in the notion that the external field,
O, which induces the transitions, can be likewise expanded in terms of its multi-
pole moments. The multipole moments M(Eλ;µ) of isoscalar and electric nuclear
transitions of multipolarity λ and projection µ were given by Bohr and Mottelson
[11]:
M(Eλ;µ) = (2λ+ 1)!!
qλ(λ+ 1)
∫
d3r ρ(r)
∂
∂r
[rjλ(qr)]Y
µ
λ (Ω)
+ i
(2λ+ 1)!!
cqλ(λ+ 1)
∫
d3r (qr) · J(r)jλ(qr)Y µλ (Ω). (2.1)
Here, q is the momentum transfer, whereas jλ is the regular spherical Bessel function
and ρ and J are, respectively, the mass and current density. The convention is to
employ the long-wavelength approximation, which is to say that qr  1 (rendering
the first term in the above equation dominant). With this, the expansion of jλ is
jλ(qr) =
(qr)λ
(2λ+ 1)!!
[
1− 1
2
(qr)2
2λ+ 3
+ . . .
]
. (2.2)
In the long-wavelength approximation, the leading-order term in this expansion is
dominant and therefore the corresponding approximation for the multipole moment
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takes the form, for λ ≥ 2:
M(Eλ;µ) =
∫
d3r ρ(r)rλY µλ (Ω). (2.3)
These expressions become trivial for λ = 0 and λ = 1; the monopole case results
in a constant monopole moment (the static nuclear mass) and cannot induce any
transitions, whereas the dipole case corresponds to a center-of-mass translation (e.g.
rY 01 ∼ z). The next-to-leading-order contribution from Eq. (2.2) is required in
deriving the expressions for the electric multipole moments for monopole and dipole
transitions [97]:
M(E0; 0) ≈
∫
d3r ρ(r)
[
1− q
2
2
r2
]
= A− q
2
2
∫
d3r ρ(r)r2
M(E1;µ) ≈
∫
d3r ρ(r)
[
r − q
2
5
r3
]
Y µ1 (Ω)
=
∫
d3r ρ(r)rY µ1 (Ω)−
q2
5
∫
d3r ρ(r)r3Y µ1 (Ω). (2.4)
In these expressions, the second terms are those which are responsible for inducing
the isoscalar giant monopole and dipole resonances.
If the nucleons are considered to be pointlike, the corresponding nucleon density
distribution for the A-nucleon system is of the form:
ρ(r) =
A∑
k=1
δ3(r− rk), (2.5)
and the Eqs. (2.3) and transition terms of (2.4) are (in the latter cases, up to a
momentum-transfer dependent prefactor):
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TABLE 2.1
EXCITATION ENERGIES FOR GIANT RESONANCES [44]
monopole λ = 0 2~ω
dipole λ = 1 1~ω 3~ω
quadrupole λ = 2 (0~ω) 2~ω
octupole λ = 3 1~ω 3~ω
hexadecapole λ = 4 (0~ω) 2~ω 4~ω
M(Eλ;µ) =
A∑
k=1
rλkY
µ
λ (Ωk), (λ ≥ 2)
M(E1;µ) =
A∑
k=1
r3kY
µ
1 (Ωk), (λ = 1)
M(E0; 0) =
A∑
k=1
r2k. (λ = 0) (2.6)
In these cases, one can write the total multipole moment as the sum of the in-
dividual responses of the constituent nucleons to an external one-body operator1,
Oλ,µk :
M(Eλ;µ) =
A∑
k=1
Oλ,µk (rk)
=
A∑
k=1
f(rk)Y
µ
λ , (2.7)
1We will make this clear shortly, but the case of the electric λ = 1 response demands spe-
cial care due to spurious center-of-mass corrections. This has been done by Harakeh et al. [43],
and subsequently in this chapter we will impose the corrections prescribed in the aforementioned
reference.
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Figure 2.1. Shell-model schematic of possible giant resonance excitations.
Shown in red are possible ISGMR excitations corresponding to 2~ω,
whereas blue correspond to possible ISGDR excitations at 1~ω and 3~ω.
where the external field Fˆ is defined as
Fˆλ,µ(r) = f(r)Y
µ
λ (Ω). (2.8)
This formalism has the additional benefit that, within the harmonic oscillator
description of the nucleus, the effect of the operators in Eq. (2.6) on the nuclear
ground-state is to coherently excite particles (and holes) across the major oscillator
shells. In such a case, the possible excitation energies of each multipole operator can
be interpreted within the context of creation and annihilation operators generating
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energy quanta in multiples of ~ω, thereby yielding the excitation energies shown in
Table 2.1; typically, ~ω ≈ 40A−1/3 MeV is used as a coarse estimate for the giant
resonance excitation energies. Furthermore, some possible transitions of nucleons
within this picture are depicted in Fig. 2.1.
2.1.1 Derivations of the energy-weighted sum rules
The impact of writing the multipole moments in this way is somewhat nuanced,
but in no way insignificant. The external field which induces these transitions can be
used to great effect in deriving the energy-weighted sum rules (EWSR) and associated
observables for each of the above-mentioned multipolarities. Owing to a result that is
known as Thouless’ Theorem [10, 105], the total linear energy-weighted strength (with
the strength being a measure of the reduced transition probability) of an operator
acting on the ground2 state |0〉 is related to the nested commutator of the external
field, applied to each constituent nucleon, with the ground-state nuclear Hamiltonian:
∑
n
∣∣∣〈n| Fˆλ,µ |0〉∣∣∣2 (En − E0) = 1
2
〈
0
∣∣∣∣
[
A∑
k=1
Fˆλ,µ(rk),
[
Hˆ, Fˆλ,µ
]] ∣∣∣∣0〉. (2.9)
This result is significant. The left-hand side of Eq. (2.9) is the transition strength
| 〈n| Fˆλ,µ |0〉 |2 (later in the text, this will frequently be referred to as Sλ(Ex) between
the ground and nth excited state (beyond the particle threshold, this summation
passes to an integral) weighted according to the energy of the transition itself. This
energy-weighted strength is the first energy-weighted moment of the distribution,
denoted m1. The right-hand side is a nested double-commutator in which the external
field Fˆ and the nuclear Hamiltonian act only on the ground state of the system. For
a large class of nuclear potentials, the one-body external field commutes with the
2This theorem is actually general insofar that the ground state can directly be replaced with any
excited state upon which one wishes to study a resonance structure.
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interaction potential energy components of the nuclear Hamiltonian (providing that
the nuclear potential energy is translationally-invariant and does not contain velocity-
dependent forces3), as well as each of the other one-body kinetic energies [14, 44]:
∑
n
∣∣∣〈n| Fˆλ,µ |0〉∣∣∣2 (En − E0) = 1
2
〈
0
∣∣∣∣
[
A∑
k=1
Fˆλ,µ(rk),
[
Tˆk, Fˆλ,µ(rk)
]] ∣∣∣∣0〉
=
1
2
A∑
k=1
〈[
Fˆλ,µ(rk),
[
pˆ2k
2m
, Fˆλ,µ(rk)
]]〉
= −1
2
~2
2m
A∑
k=1
〈[
Fˆλ,µ,
[
∇2k, Fˆλ,µ
]]〉
= −1
2
~2
2m
A∑
k=1
〈[
Fˆλ,µ,
[
∇k · [∇k, Fˆλ,µ] + [∇k, Fˆλ,µ] · ∇k
]]〉
= −1
2
~2
2m
A∑
k=1
〈[
Fˆλ,µ,
[
∇k ·
(
∇kFˆλ,µ
)
+
(
∇kFˆλ,µ
)
· ∇k
]]〉
.
(2.10)
Since the gradients of the external fields
(
∇kFˆλ,µ
)
are themselves only functions
of position coordinates, they commute with the external field itself. Equation (2.10)
then becomes:
∑
n
∣∣∣〈n| Fˆλ,µ |0〉∣∣∣2 (En − E0) = −1
2
~2
2m
A∑
k=1
〈[
[Fˆλ,µ,∇k] ·
(
∇kFˆλ,µ
)
+∇k ·
[
Fˆλ,µ,∇kFˆλ,µ
]
+
[
Fˆλ,µ,∇kFˆλ,µ
]
· ∇k +
(
∇kFˆλ,µ
)
· [Fˆλ,µ,∇k]
]〉
3While the addition of velocity-dependent forces technically breaks translational invariance, this
can be corrected by imposing an effective mass, as is commonly done in Skyrme models [14, 28, 44].
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as the middle two terms commute, the outer two terms [Fˆλ,µ,∇k] = −[∇k, Fˆλ,µ] =
−∇kFˆλ,µ. Thus,
=
~2
2m
A∑
k=1
〈
0
∣∣∣∣ ∣∣∣∇kFˆλ,µ∣∣∣2 ∣∣∣∣0〉. (2.11)
The EWSR is a measure of transition strength which depends essentially only
upon properties of the ground state of the nucleus in question as well as those of
the field which is inducing the transition; the interpretation of this is that the total
energy-weighted strength of the transition in question is limited by the momentum
transfer from the external field to the nucleus in its initial state. The gradient of the
external field Fˆ 4 is calculable as
∇Fˆ = ∇ (f(r)Yλ,µ)
=
df
dr
Yλ,µ +
f(r)
r
Ψλ,µ. (2.12)
The Yλ,µ and Ψλ,µ are the vector spherical harmonics, which are orthogonal and
obey normalization conditions such that
∫
dΩ Yλ,µ ·Yλ′,µ′ = δλ,λ′δµ,µ′ (2.13)
4We caution the reader: there is little consistency in the literature as to the exact definitions of the
external field Fˆ , and therefore there are myriad equivalent expressions for the EWSRs that simply
have different prefactors. Which conventions are used are generally of little significance as these
prefactors only influence the magnitudes of the strength distribution and cancel out in subsequent
derived expressions for the transition amplitudes etc., but it is nonetheless always prudent to pay
close attention to this dynamic feature of the literature.
28
and
∫
dΩ Ψλ,µ ·Ψλ′,µ′ = λ(λ+ 1)δλ,λ′δµ,µ′ . (2.14)
Furthermore, each of the vector harmonics satisfy the addition theorem that:
2λ+ 1
4pi
=
λ∑
µ=−λ
Yµλ
†(Ω) ·Yµλ(Ω). (2.15)
With this, the summation over magnetic substates can be completed and the right
hand side of Eq. (2.11) is calculable in generality:
λ∑
µ=−λ
∑
n
∣∣∣〈n| Fˆλ,µ |0〉∣∣∣2 (En − E0) = λ∑
µ=−λ
~2
2m
A∑
k=1
〈
0
∣∣∣∣ (dfdr
)2
(Yµλ)
† ·Yµλ
+ λ(λ+ 1)
(
f(r)
r
)2
(Ψλ,µ)
† ·Ψλ,µ
∣∣∣∣0〉∑
n
∣∣∣〈n| Fˆλ |0〉∣∣∣2 (En − E0) = 2λ+ 1
4pi
~2
2m
A∑
k=1
〈
0
∣∣∣∣ (dfdr
)2
+ λ(λ+ 1)
(
f(r)
r
)2 ∣∣∣∣0〉
(2.16)
After summing over nucleons, one achieves the final EWSR which is proportional
directly to a combination of expectation values of radial moments, calculated relative
only to the ground state of the nucleus in question:
∑
n
∣∣∣〈n| Fˆλ |0〉∣∣∣2 (En − E0) = 2λ+ 1
4pi
~2A
2m
〈(
df
dr
)2
+ λ(λ+ 1)
(
f(r)
r
)2〉
. (2.17)
The conventions for Fˆλ,µ which are used in this thesis work within its formalism
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are given below5:
Fˆλ,µ(r) = f(r)Y
µ
λ (Ω)
= r2, (λ = 0)
=
1
2
r3Y µ1 (Ω), (λ = 1)
= rλY µλ (Ω), (λ ≥ 2) (2.18)
and correspondingly, the EWSRs from Eq. (2.17) are:
∑
n
∣∣∣〈n| Fˆλ |0〉∣∣∣2 (En − E0) = mλ1
=
2~2A
m
〈
r2
〉
, (λ = 0)
=
~2
2m
3
16pi
A
(
11
〈
r4
〉− 25
3
〈
r2
〉2 − 10 〈r2〉) , (λ = 1)
=
~2
8pim
λ(2λ+ 1)2A
〈
r2λ−2
〉
. (λ ≥ 2)
(2.19)
In the case of λ = 1, the center-of-mass contributions have been accounted for as
described in Ref. [43] and 6
 = (4/EISGMR + 5/EISGQR)~2/3mA. (2.20)
For the case of the IVGDR, the EWSR is the well-known Thomas-Reiche-Kuhn
5N.B. Since the operator for the monopole is defined without the factor Y 00 in this work, the
corresponding prefactor (2λ+ 1)/4pi, which manifests in the final line of Eq. (2.16), is absent from
the corresponding EWSR for the monopole transition.
6The shell-model description for EISGMR = 80A
−1/3 MeV and EISGQR = 65A−1/3 are typically
used in this expression.
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(TRK) sum rule [44, 92]:
mIVGDR1 =
9
4pi
~2
2m
NZ
A
e2. (2.21)
2.1.2 Transition densities
A deformed nuclear surface can be parametrized by a multipole expansion, with a
set of deformation parameters, which are the dynamical variables {αλ,µ} that describe
the amplitudes of each multipolarity in the deformed system [12, 91]. The expressions
derived and provided in this section will be in terms of these αλ,µ; the means by
which one calculates their values for each given multipolarity will be presented in the
subsequent section. Within such a description, the nuclear radius R(θ, φ) deviates
from a constant R0 to
R(θ, φ) = R0 +
δR(θ, φ)︷ ︸︸ ︷
R0
∞∑
λ=0
λ∑
µ=−λ
αλ,µY
µ
λ (θ, φ) . (2.22)
Furthermore, the density distribution ρ(r) likewise changes:
ρ(r) = ρ(r + δR(θ, φ))
≈ ρ(r) + δρ(δR(θ, φ)). (2.23)
The quantity δρ is the transition density, and is necessary for the penultimate calcu-
lation of transition potentials and subsequently, for modeling angular distributions
within the DWBA framework.
In the macroscopic scaling model for the ISGMR in a spherical nucleus, for exam-
ple, the Tassie-model [104] transition density δρ can be calculated assuming a radially
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symmetric and uniform scaling of the nuclear surface by a vibrational amplitude β0:
r′ = r(1− β0)
ρ(r′) = N (ρ(r) + δρ) (2.24)
wherein N is a renormalization factor for the transition density. Expanding to first
order:
ρ(r′) ≈ Nρ(r) +Nβ0rdρ
dr
. (2.25)
The transition density δρ can be written in terms of the ground-state density and
the renormalization factor:
δρ = (N − 1) ρ(r) +Nβ0rdρ
dr
. (2.26)
As the integral over all space of ρ(r) does not change — the number of constituent
nucleons is a constant — the following condition on δρ should hold:
∫
d3r δρ = 0. (2.27)
Equations (2.26) and (2.27) allow for the solution of the renormalization factor N ,
and consequently the expression of the transition density in terms of the vibrational
amplitude. Imposing the latter condition on particle conservation and integrating
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the rightmost term by parts:
0 =
∫
d3r
[
(N − 1) ρ(r) +Nβ0rdρ
dr
]
= (N − 1)
∫
dΩ
∫ ∞
0
dr r2ρ(r) +Nβ0
∫
dΩ
∫ ∞
0
dr r2
(
r
dρ
dr
)
= (N − 1)
∫
dΩ
∫ ∞
0
dr r2ρ(r) +Nβ0
∫
dΩ
[

:0r3 ρ(r)
∣∣∞
0
− 3
∫ ∞
0
dr r2ρ
]
. (2.28)
Equating the remaining integrands yields
(N − 1)
∫
dr r2ρ(r) = 3Nβ0
∫
dr r2ρ(r)
N = 1
1 + 3β0
. (2.29)
Insertion of this into Eq. (2.26) yields the desired transition density for the monopole
transitions:
δρ0 = −β0
(
3
1 + 3β
+
r
1 + 3β0
d
dr
)
ρ(r)
≈ −β0
(
3 + r
d
dr
)
ρ(r)
= −β0
r2
d
dr
(
r3ρ(r)
)
(2.30)
wherein the last expression, the binomial expansion of the denominator was used in
combination with the harmonic assumption that β0  1 — that is to say, terms of
order O(β20)→ 0.
An analogous derivation for the Tassie-type transition density for the center-of-
mass-corrected ISGDR was derived, partially by Ref. [27] and later, in its correct and
final form, by Ref. [43], with the result given below in terms of the Fermi half-mass
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radius c and the deformation parameter7 β1:
δρ1 = −β1
c
[
3r2
d
dr
+ 10r − 5
3
〈
r2
〉 d
dr
+ 
(
r
d2
dr2
+ 4
d
dr
)]
ρ(r). (2.31)
These Tassie-type transition densities are most appropriate for compressional
states which exhibit high degrees of collectivity as measured by the percentage of
the EWSR exhausted by the transition [44, 91], and are the standard transition
densities in use for experimental studies of the ISGMR and ISGDR.
For higher-multipolarity isoscalar transitions which are shape vibrations rather
than compressional-mode oscillations, the transition densities which are used most
commonly in giant resonance studies are given by the form derived by Bohr and
Mottelson for surface vibrations [12, 44]:
δρλ = −βλcdρ
dr
. (2.32)
Finally, for the IVGDR, the transition density is given by the Goldhaber-Teller
model [44, 92] as
δρIVGDR = −βIVGDRγ
(
N − Z
A
)[
d
dr
+
1
3
c
d2
dr2
]
ρ(r). (2.33)
This implementation of the Goldhaber-Teller model presumes the same shape be-
tween the proton and neutron densities, but allows for different radial extensions of
the distributions. Here, γ = 3(cn − cp)/(cn + cp)/η is a measure of the difference in
ground-state proton and neutron radii within the isospin-asymmetric (η = (N−Z)/A)
nucleus.
7Henceforth, βλ =
〈∑
µ αλ,µ
〉
.
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2.1.3 Transition amplitudes and deformation parameters
To briefly recapitulate the theory developed so far: as discussed in Section 2.1.1,
the EWSR provides a model-independent metric by which one can characterize the
collectivity of a given excitation; by describing the strength of a particular multipole
transition in terms of multiples of “single-particle” strength, for example, one can
crudely characterize the number of nucleons which participate in that transition.
In Section 2.1.1, the EWSR was shown to put a direct constraint on the amount
of strength, or reduced transition probability, that can be exhausted over a set of
transitions. What will be developed in the following section is a description of how
one calculates the nuclear physics observables which arise when a given fraction of
the EWSR is exhausted within a collective excitation.
A generalization of the EWSR developed in Section 2.1.1 exists as a constraint
on the magnitude of the transition density itself [8, 29, 91, 101]. In examining the
development of, for example, the macroscopic transition density of Eq. (2.30), one
should take note that there is an unspoken-for transition amplitude, β0, which in
the case of the ISGMR can be macroscopically understood to be the percentage
fluctuation in the nuclear radius. As we will see in this subsection, the value of β0 is
itself limited by the EWSR.
A reference value for β0 can be derived under the presumption that the transition
in question exhausts the full EWSR; one can then determine the amount of the
reference value of β0 that is realized in an experimentally-observed transition, and in
so doing, determine the fraction of the EWSR that is exhausted in that transition.
The derivation of the β0 which exhausts the EWSR is the case on which the following
discussion will be focused; similar derivations for the ISGDR, higher-order isoscalar
multipoles, and the IVGDR can be found elsewhere [43, 91, 92].
Let us assume that there is a single state, |k〉, which exhausts the entirety of the
m1 EWSR. If this is the case, and taking the ground-state energy E0 as a reference
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value, then the sum rule simplifies:
m1 =
A∑
n=1
En
∣∣∣∣〈n∣∣Fˆ ∣∣0〉∣∣∣∣2
= Ek
∣∣∣∣〈k∣∣Fˆ ∣∣0〉∣∣∣∣2. (2.34)
Passing to a position-space representation, this can be expressed in terms of the
transition density δρ for the |0〉 → |n〉 transition:
〈
k
∣∣Fˆ ∣∣0〉 = ∫ d3r δρ(r)F (r). (2.35)
Here, we use the previously defined monopole operator of Eq. (2.18). The transition
density δρ(r) is that which was derived in the previous section and is given by Eq.
(2.30). For the sake of analytical tractability, we will assume a uniform ground-state
nuclear mass-density distribution without loss of generality8:
ρ(r) = ρ0 [Θ(r)−Θ(r −R)] , (2.36)
in which R is the nuclear radius9, and Θ is the Heaviside step function. With this,
the transition density takes the form
δρ0(r) = −β
100% EWSR
0
r2
[
3r2ρ(r) + r3 (δ(r)− δ(r −R))] ; (2.37)
upon insertion of Eqs. (2.37) into (2.35) and again into Eq. (2.34), one finds that
m1 = 4
[
β100% EWSR0
]2
A2
〈
r2
〉2
Ek (2.38)
8The result generalizes to arbitrary density distributions; see, for example, the treatments of
[8, 91, 92, 95, 101] for details.
9For the uniform distribution, one should recall
〈
r2
〉
= 3/5R2.
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One should note, for practical purposes, that there is a presumption by coupled-
channels and DWBA codes that the internal and external transition potentials are
normalized by 1/
√
4pi (see, e.g., Ref. [92] for comments along these lines). The
prescription by Ref. [92] in handling this is to pragmatically scale the β2λ 7→ 4piβ2λ in
order to preserve the magnitude of the coupling.10 With this, the value of β0 which
exhausts the monopole EWSR for a transition of excitation energy Ek, and which is
further directly compatible with most modern DWBA codes is:
[
β100% EWSR0
]2
= 4pi
~2
2mA 〈r2〉Ek
=
2pi~2
Am 〈r2〉Ek . (λ = 0) (2.39)
Similar derivations can be done with the transition densities for the ISGDR and
higher-order isoscalar giant resonances to acquire, respectively, the amplitude (λ = 1)
and deformation parameters (λ ≥ 2) which exhaust their corresponding sum rules:
[
β100% EWSR1
]2
=
6pi~2
AmEk
c2
11 〈r4〉 − 25
3
〈r2〉2 − 10 〈r2〉 , (λ = 1)[
β100% EWSRλ
]2
=
2pi~2
Amc2Ek
λ(2λ+ 1)2
(λ+ 2)2
〈
r2λ−2
〉
〈rλ−1〉2 . (λ ≥ 2) (2.40)
Finally, for the IVGDR, the Goldhaber-Teller model yields a transition amplitude
for the exhaustion of the TRK sum rule [44, 92]:
[
β100% EWSRIVGDR
]2
=
pi~2
2mEk
NZ
A
. (2.41)
10Alternatively, one could — perhaps more neatly — omit the factors of 1/
√
4pi in the transition
potential calculation if the entire optical potential is externally calculated. As some optical models
— discussed in greater detail in Chapter 4 — are not amenable to this (e.g. a potential that uses
externally-calculated volume potentials but internally-calculated surface or spin-orbit potentials),
we will instead use the more general solution described by Ref. [92] henceforth.
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2.2 Direct reaction theory, distorted waves, and the distorted-wave Born approxi-
mation
2.2.1 Development of the distorted-wave Born approximation
As will be discussed in Chapter 3, the technique utilized in this work to isolate
the features of the ISGMR in stable nuclei is based upon the analysis of experimental
angular distribution data. In this section, we will briefly outline the general theory of
direct nuclear reactions relevant to our methodology and data analysis. This material
is sourced primarily from Refs. [44, 91]; further exposition into the general theories
of direct reactions relevant for giant resonance studies may be found therein.
For a reaction of the form a(A,B)b, or a + A → b + B, we write the single
particle wavefunctions as ψa(ra), ψA(rA), and the total wavefunction for the incoming
channel in the partition a+A as ψα = ψaψA. The quantity rα is the relative distance
coordinate between a and A; the quantity xα denotes the combination of position
coordinates, xa and xA, in channel α. The incoming reaction channel for a + A,
specified by a set of relevant quantum numbers and denoted by a collective index α,
is asymptotically related to an outgoing channel for b + B, with quantum numbers
specified by β within a spherical basis via:
ξβ(rβ) ∼ exp (ikα · rα) δα,β + fβ,α(kβ,kα)exp (ikβrβ)
rβ
. (2.42)
Here, k is the wavenumber or momentum in the associated channel, and δ is the
Kronecker delta. Equation (2.42) lends itself to the interpretation that the measured
wavefunction is itself a superposition of the incoming plane wave (if β = α) with
a spherical outgoing wave. The quantity fβ,α is the complex scattering amplitude
11
which connects the incoming and outgoing channels and is directly proportional to
11The definition for the transition matrix (T matrix) Tβ,α used here is Tβ,α = −2pi~2fβ,α/µβ ,
wherein µβ is the reduced mass of the outgoing channel.
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the transition matrix element Tβ,α; this quantity also is related to the measured
differential cross section dσ/dΩ by
dσα,β
dΩ
=
vβ
vα
|fβ,α(kβ,kα)|2 . (2.43)
It is upon this basis that we can introduce the concept of distorted waves. In
general, the total wavefunction for channel β is the product of wavefunctions for the
ejectile and recoil nuclei. A similar expansion can be done for the incoming channel.
In any event, one can thus represent the total incident wavefunction Ψ+α (kα) in terms
of the basis of outgoing waves, with amplitudes ξβ:
Ψ+α (kα) =
∑
β
ξβ(rβ)ψβ(xβ). (2.44)
The total Hamiltonian for either channel can be expressed in terms of the internal
Hamiltonians for nucleus b and B, collectively denoted Hβ = Hb + HB, in addition
to the kinetic and potential energies of the relative positions of the nuclei:
Hˆ = Hˆβ + Kˆβ + Vˆβ (2.45)
Examining the form of the time-independent Schro¨dinger equation applied to a
given outgoing channel:
Hˆ
∣∣Ψ+α〉 = E ∣∣Ψ+α〉
0 =
[
E − Hˆβ − Kˆβ − Vˆβ
] ∣∣Ψ+α〉 . (2.46)
Owing to the orthonormality of the {|ψβ〉}, the independence of the kinetic energy
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with respect to the positional coordinates xβ, and Eq. (2.44), we find that upon
multiplying 〈ψβ| to either side:
0 = 〈ψβ|
[
E − Hˆβ − Kˆβ − Vˆβ
] ∣∣Ψ+α〉
〈ψβ| Vˆβ
∣∣Ψ+α〉 = [(E − Hˆβ)− Kˆβ] |ξβ〉
〈ψβ| Vˆβ
∣∣Ψ+α〉 = [Eβ − Kˆβ] |ξβ〉 (2.47)
The interaction potential Vβ within the outgoing channel β is separable into two
terms of the form
Vβ (xβ, rβ) = Uβ(rβ) +Wβ(xβ, rβ). (2.48)
The first term, Uβ(rβ), is an average potential (in practice, the optical potential)
which depends only on the relative inter-nuclear positioning of the nucleons partic-
ipating in the reaction, whereas the second term, Wβ(xβ, rβ) can depend explicitly
upon the internal nucleon coordinates (in practice, serving as the transition poten-
tial); in other words, the Wβ term allows for internal rearrangement within the chan-
nel and is, within this formalism, typically small in relation to Uβ. In contrast, the
potential Uβ is unable to induce transitions during the interaction.
This assumption is the premise of the Distorted Wave Born Approximation (DWBA),
and can be understood in the context that the elastic channel in the scattering pro-
cess (directly modeled by Uβ) dominates over inelastic channels, charge-exchange
channels, etc. which are each modeled by Wβ. The general prescription is to treat
Wβ then as a weak perturbation on the elastic channel that can only induce rear-
rangement or excitation of the participating nucleons, as evidenced by the choice of
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definition for each of the terms:
Uˆβ = 〈ψβ| Vˆβ |ψβ〉
Wˆβ = Vˆβ(xβ, rβ)− 〈ψβ| Vˆβ |ψβ〉 . (2.49)
The DWBA framework essentially models direct nuclear reactions as one-step pro-
cesses; its validity is predicated on the transition amplitudes (equivalently, the cross
sections) being small in relation to those of the incoming elastic channel. The signif-
icance of this is that Eq. (2.47) can be rewritten as an inhomogeneous equation:
〈ψβ|
[
Uˆβ + Wˆβ
] ∣∣Ψ+α〉 = [Eβ − Kˆβ] |ξβ〉
〈ψβ| Wˆβ
∣∣Ψ+α〉 = [Eβ − Kˆβ − Uˆβ] |ξβ〉 . (2.50)
By projecting a complete set of states and resolving the identity with {|ψβ′〉 〈ψβ′|},
and further employing that the diagonal elements 〈ψβ| Wˆβ |ψβ〉 vanish identically
owing to its definition in Eq. (2.49), one finds that
[
Eβ − Kˆβ − Uˆβ
]
|ξβ〉 =
∑
β′
〈ψβ| Wˆβ |ψβ′〉
〈
ψ′β
∣∣Ψ+α〉
=
∑
β′ 6=β
〈ψβ| Wˆβ |ψβ′〉 |ξβ′〉 . (2.51)
Under the aforementioned presumption that Wβ can be treated as a perturbation,
then the solutions to the homogeneous equations can be used for a basis in the
expansion of the inhomogeneous solutions of Eq. (2.51) and therefore used in the
calculation of the transition matrix elements. These homogenous solutions are the
eponymous distorted waves
∣∣χ±β 〉, and in the case of first-order coupling only between
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the elastic and inelastic channels:
(
Eα − Kˆα − Uˆα
) ∣∣χ+α〉 = 0(
Eβ − Kˆβ − Uˆβ
) ∣∣χ−β 〉 = 0 (2.52)
In the asymptotic regime, Green’s-function solutions for Eq. (2.51) exist in terms
of the χ+β and its time-reversed solutions χ
−
β [91]. Using this result, the transition
matrix element for the α → β reaction is given in the DWBA framework, for the
specific case of inelastic scattering (wherein β 7→ α′):
Tα′,α =
〈
χ−α′
∣∣ Vˆα ∣∣χ+α〉
fα′,α(θα′) = − µα′
2pi~2
〈
χ−α′
∣∣ Vˆα ∣∣χ+α〉 (2.53)
One should note that due to the definitions of the optical potential Uˆα and the
transition potential Wˆβ, in the case of inelastic scattering, only the latter transition
term contributes to the inner products of Eq. (2.53).
As the transition matrix elements and scattering amplitudes are directly related,
this argumentation provides a road-map for the calculation of inelastic angular distri-
butions given an optical potential, Uβ. Upon acquisition of such a potential, providing
that the elastic channel is comparatively strong in relation to the inelastic channels
which one desires to model, Eq. (2.53) provides a framework within the DWBA
method to calculate the transition matrix elements given a transition potential that
then acts upon the readily-calculable elastic scattering solutions. As it so happens
— as we will describe in great detail in Chapter 4 — the features of Uβ can be
well-modeled with a correct choice of ansatz for its functional form based on the lim-
iting behaviors of the nuclear force, and subsequently fitted to experimental elastic
scattering data.
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As we will see, Uβ not only provides the set of scattering solutions which constitute
the set of distorted waves on which the DWBA theory is built, but also provides
within the collective model a mechanism for calculating the transition potential itself.
Thus, the problem of calculating the transition matrix elements and equivalently, the
angular distributions for the inelastic channels of interest in this work, is reduced
to determining an adequate characterization of the average optical potential that
reproduces the observables from the elastic channel [91]. 12
2.2.2 Transition potentials
The task of calculating the angular distributions for an inelastic-scattering channel
for which the DWBA is valid is therefore reduced to the calculation of the matrix
element of Eq. (2.53), which is readily implemented by various DWBA and coupled-
channels codes (in this work, we have primarily used PTOLEMY [73]), which handle
the solution for the distorted waves themselves and the calculations of the matrix
elements. The input to these codes are essentially the chosen ansatz for the functional
form of the optical potential (the form of that which was specifically used for the
analysis of this work is discussed in Chapter 4), the transition amplitudes as developed
in Subsection 2.1.3, and the transition potentials which are directly calculable from
the optical potential and the transition densities of Subsection 2.1.2.
Owing to the short-range nature of the effective nucleon-nucleon interaction (the
Coulomb potential is considered separately), the transition potentials Wλ which con-
nect the elastic channel — modeled by the optical model UOM — to the inelastic
12Reference [91] makes the distinction between the DWBA method and the method of distorted-
waves. The former directly calculates the potential by explicit treatment of the coupled channels
problem under the assumption that the off-diagonal terms are fairly small in comparison to the
diagonal terms. The method of distorted-waves, in contrast, fits the optical potential Uβ such that
experimentally-measured angular distributions are well-described in the elastic channel, and then
utilizes that optical potential in the calculation of the transition amplitudes. Our methodology
technically uses the latter methodology, but the distinction made by Ref. [91] is hardly adhered to
in common literature, and so we will instead frequently refer to them interchangeably.
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channel of multipolarity λ are well-approximated as having the same functional form
as the transition densities [44, 91–93]:
Wλ(r) ∝ δρλ(r). (2.54)
This assumption, combined with Eqs. (2.30) — (2.33), yields the radial compo-
nent of the transition potentials:
W0(r) ∝ −βOM0
(
3 + r
d
dr
)
UOM(r), (λ = 0)
W1(r) ∝ −β
OM
1
c
[
3r2
d
dr
+ 10r − 5
3
〈
r2
〉 d
dr
+ 
(
r
d2
dr2
+ 4
d
dr
)]
UOM(r), (λ = 1)
Wλ(r) ∝ −βOMλ R
d
dr
UOM(r), (λ ≥ 2)
WIVGDR(r) ∝ −βOMIVGDRγ
(
N − Z
A
)[
d
dr
+
1
3
c
d2
dr2
]
UOM(r). (IVGDR)
(2.55)
This assumption of proportionality between the transition densities and potentials
is logically equivalent to the stance that the interaction potential adopts the same
deformation as that which is assumed by the nuclear density distribution during a
transition [49, 93]. In practice, this means that the deformation length of the density
distribution, δλ:
δλ = βλc, (2.56)
is equal to the deformation length of the optical model potential, δOMλ [5]:
δOMλ = β
OM
λ R, (2.57)
in which c and R are respectively the half-radii of the density distribution and optical
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potential. In practice, this is done separately for the real and imaginary components
of the optical potential.
To this point, one can begin to characterize the behaviors of the calculated differ-
ential cross sections in terms of the transition potentials. Under these assumptions,
the shapes of the transition densities and transition potentials are essentially inde-
pendent of the strength of the amplitudes βλ. Equations (2.43), (2.53), and (2.55)
suggest that the magnitudes of the transition amplitudes βλ realized in a transition
directly scale the magnitudes of the measured cross sections, without influencing
the structure of the angular distributions. These facts constitute a prelude to the
multipole decomposition analysis that will be discussed in Chapter 4.
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CHAPTER 3
EXPERIMENTAL DETAILS AND DATA REDUCTION
3.1 ISGMR studies in stable nuclei
From an experimental point of view, there are a number of pathways available
for one who wishes to experimentally isolate the ISGMR in stable nuclei. The most
overwhelming hurdle to be crossed in these experimental studies is the simultaneous
excitations of different giant resonances which can then give rise to a structureless
continuum in the detected spectra [44]. The purpose of this chapter is to both
motivate and describe the actions undertaken by modern-day experimental campaigns
— and indeed, this thesis work — to reconcile this issue and extract features of
individual giant resonances (namely, the ISGMR) through both careful experimental
planning and instrumentation.
3.1.1 The importance of forward angle measurements
The first experimental evidence for the ISGMR came in the 1970s from the ex-
perimental efforts of Harakeh et al. [45, 46], wherein 208Pb(α, α′) spectra suggested
that there was a peak at 14◦ which was separate from that of the ISGQR (which
was discovered and characterized several years previously) that was comparatively
stronger than the same peak measured at 12◦. The suggested explanation for the
discrepant angular character of the peaks was that each carried different multipolar-
ities. Ultimately, a definitive assignment of the monopole character of the peak was
later made on the basis of comparison of experimental data with the characteristic
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Figure 3.1. Sample DWBA angular distributions for 94Mo at Ex = 15 MeV.
The angular distributions corresponding to isoscalar momentum transfers
λ = 0 (red), λ = 1 (blue), λ = 2 (green) and λ = 3 (purple) are shown, in
addition to the contributions of the isovector giant dipole resonance (black,
dot-dashed).
λ = 0 angular distribution at extremely forward angles [118]. Just a few years later,
an independent experimental effort probed the giant resonance region using inelastic
deuterium scattering off of 40Ca, 58Ni, 90Zr, 120Sn, and 208Pb, in which monopole
strength was again assigned for each nucleus by inspection of the measured angular
distributions [117]. As will be discussed shortly, in a sense, these angular-distribution
analyses were progenitors of present-day ISGMR studies.
In any event, this chain of events illustrates the main experimental difficulty with
experimentally isolating the ISGMR response of a nucleus. Shown in Fig. 3.1 are
some characteristic angular distributions for 94Mo(α, α′) (with Ebeam = 386 MeV),
for the isoscalar monopole, dipole, quadrupole, and octupole resonances (λ = 0, 1, 2, 3
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respectively), as well as the isovector dipole resonance, at 15 MeV. It is clearly the case
that the ISGMR angular distribution peaks at 0◦, whereas for the ISGDR and ISGQR
distributions, the maxima occur at larger angles. Notably, the angular distributions
for angular momentum transfers which carry the same natural parities (pi = (−1)λ,
with λ = 0, 1, 2, . . .) are very nearly in phase beyond their corresponding first maxima.
To put it simply, although the ISGMR does technically have a measurable response
at larger angles, it is nearly intractable to definitively isolate those measured features
from higher multipolarities which rapidly begin to overlap at larger angles.
The predominant means by which modern-day experiments quantify the isoscalar
giant resonance strength distributions is by measuring angular distribution data to
decompose the responses of the giant resonances over a range of excitation energies
using a multipole decomposition analysis (discussed further in Chapter 4) [41, 42,
50, 54, 67, 68, 77, 78]. In order to optimally constrain the ISGMR response on this
basis, it is further required to acquire forward-angle angular distribution to mitigate
the aforementioned difficulties arising from the overlap of the ISGMR and ISGQR.
3.1.2 Choice of probe for ISGMR studies
As discussed in Chapters 1 and 2, there exist myriad giant resonances (cf. Fig.
1.3) which can be excited in an experiment. Much of this chapter and Chapter 4
discuss in great detail, the instrumental and data-analysis techniques which allow for
isolating a single mode, the ISGMR, among all of the possible oscillations shown in
Fig. 1.3. However, with the aid of selection rules and conservation laws, it is possible
to execute a well-planned experiment which precludes the excitation of certain reso-
nances altogether to optimize the constraints on the ISGMR that can be determined
from the experimental data.
In this lies the reasoning for using α-particles as the primary probe for experiments
on the ISGMR in stable nuclei. As the α-particle carries neither an isospin nor a spin
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Figure 3.2. Schematic of the coupled AVF and Ring Cyclotrons, the WS
beamline which transported the beam, and the Grand Raiden magnetic
spectrometer. Figure originally from Ref. [103].
projection, it primarily excites the isoscalar and electric giant resonances.1 Due to
this fact, in this thesis work, α-particles were our choice of probe for each of the
experiments.
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TABLE 3.1
AREAL DENSITIES OF THE TARGET FOILS USED IN THIS WORK
Nucleus 40Ca 42Ca 44Ca 48Ca 94Mo 96Mo 97Mo 98Mo 100Mo
Areal Density [mg/cm2] 1.63 1.78 1.83 2.20 4.10 4.5 3.2 6.3 3.4
3.2 ISGMR measurements at RCNP
The work undertaken in this thesis was completed at the Research Center for
Nuclear Physics (RCNP). A pair of experiments (E462 and E495) were conducted on,
respectively, the 94,96,97,98,100Mo and 40,42,44,48Ca isotopic chains. The areal densities of
the target foils used in the two experiments are reported in Table 3.1. The α-particles,
which were generated by an electron-cyclotron resonance ion source [47], were first
injected into the Azimuthally-Varying-Field (AVF) cyclotron and then transported
to the Ring Cyclotron as shown in Fig. 3.2. The Ring Cyclotron was operated such
that only single-turn 386 MeV α-particles were extracted to ensure a high-quality
beam, with a typical energy resolution of ∼ 150− 200 keV — this is well below the
characteristic energy scales of any giant resonances [44] and thus proved sufficient for
our experimental purposes. The ability for the coupled cyclotrons to deliver high-
quality beams of this energy is critical, for the ISGMR excitation is a direct reaction
and therefore its associated cross sections scale directly with beam energy [44, 91].
The accelerated α-particles were transported by the West-South (WS) beamline
[113, 114] into the target chamber, where the target foils were bombarded and the
scattered particles were accepted into the Grand Raiden high precision magnetic
1Due to Coulomb excitation and the intrinsic angular momentum carried by photons, it is possible
for α-particles to couple to the IVGDR with measurable effect. This is discussed in greater detail
in Chapters 2 and 4.
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Figure 3.3. Scale drawing of the Grand Raiden spectrometer in the
zero-degree arrangement. Shown in green are the magnetic quadrupoles
and dipoles; we have labelled the momentum-analyzing magnets D1 and
D2. Figure courtesy of Prof. A. Tamii.
spectrometer [33, 103, 113, 114]. Grand Raiden has a design resolving power of
p/∆p = 37000; in our own experiments, this was not realized owing to limits in
the energy resolution of the beam transport injected into the spectrograph. Design
specifications of the spectrograph are given in Table 3.2.
A detailed schematic of the spectrograph in the zero-degree arrangement is shown
in Fig. 3.3. The zero-degree measurements require the beam to be transported
through the spectograph alongside the inelastically scattered α-particles; after the
dipole fields laterally disperse the inelastically scattered particles according to their
reduced momentum along the horizontal focal plane axis, the minimally-dispersed,
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TABLE 3.2
DESIGN SPECIFICATIONS OF THE GRAND RAIDEN
SPECTROGRAPH [33]
Mean Orbit Radius 3 m
Focal Plane Horizontal Length 1.5 m
Maximum Bending Dipole Field 1.8 T
Maximum Magnetic Rigidity 5.4 T m
Horizontal Magnification (x|x) -0.419
Vertical Magnification (y|y) 5.98
Momentum Dispersion (x|δ) 15.45 m
Momentum Byte 5%
Resolving Power (p/∆p) 37 000
Maximum Horizontal Angular Acceptance ±20 mrad
Maximum Vertical Angular Acceptance ±70 mrad
unreacted beam was transported through a pipe in the high-energy side of the focal
plane detector, and into a special Faraday Cup located downstream from the focal
plane in the beam dump. For the 2.5◦ data, a Faraday Cup was located just outside
of the scattering chamber, as the unreacted beam is still very close to the scattered
beam. For higher angle data, a Faraday Cup inside of the scattering chamber was used
for stopping the beam. The focal plane itself was aligned at a Ψx = 45
◦ angle to the
incident beam axis to minimize the effects of second-order ion-optical requirements
that induce abberations that couple the detected focal-plane angle to the focal plane
position, i.e. (x|xθ) + tan Ψx ≈ 0 [33]. Any abberations which were present in
the resulting spectra were corrected for in the offline-analysis in the styles of Refs.
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Figure 3.4. Schematic of an X-plane in the MWDCs, as viewed from
above. A sample charged particle trajectory is shown with a set of possible
ionization drift lengths. In the figure, filled circles denote the sense wires,
while open circles denote the potential wires.
[7, 103].
The focal plane detector system was comprised of a pair of vertical and horizontal
position-sensitive multiwire drift chambers (MWDCs), separated by 250 mm, each
with a plastic scintillator backing which provided a signal to photomultiplier tubes
for the purposes of triggering, timing reference, and particle identification [103]. The
MWDCs themselves were comprised of a pair of anode wire planes, denoted X and U ,
each of which was bounded by a single cathode plane constructed from a polymeric
aramid film. The cathode-anode spacing was approximately 10 mm. The anode wires
are comprised of two types of wires:
1. Sense wires which are made from 20 micron gold-plated tungsten, and
2. Potential wires which are made from 50 micron gold-plated beryllium copper.
Each MWDC was filled with an admixture of argon and isobutane gasses. The role
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played by the potential wires is to generate a well-defined and very-nearly uniform
electric field through this medium, with the goal of inducing a drift of the ionization
electrons which are then detected by the sense wires. Due to the uniformity of the
electric field sufficiently far from the potential wires, the ionized electrons then drift
and are detected by the sense wires which then provide a signal indicating the position
of the electron and thus the trajectory of the α-particle. The aforementioned X and
U anode planes consist of wires stretched, respectively, vertically and ∼ 48.2 degrees
from the vertical axis. Owing to this combination of wire orientations, the horizontal
hit position at the focal plane can be calculated with a high precision on the order
of essentially the sense-wire spacing.
Figure 3.4 shows a possible trajectory of a charged particle moving through an
X plane of the focal plane detection system. As charged particles move through
the gas admixture, they induce ionizations in which the newly-freed electrons drift
along the electric field generated by the cathode plane and anode potential wires,
causing a near-constant-speed drift (∼ 50 µm/ns) directly toward the anode wire
plane. Using the time signals from the plastic scintillator as reference, the TDC
readouts which yielded the times characterizing the transport from the ionization
loci to the sense wires were recorded. With the drift speed being well-characterized
with a given voltage difference between the cathode and anode planes, these drift
times were readily converted into drift lengths, dj, for a hit on the j
th anode sense
wire.
As the horizontal position, pj of each wire is known precisely, for a given charged
particle trajectory, a set of tuples was generated with an entry for each sense wire
hit, P = (pj, dj). Events were only considered for which the set P had three or
greater elements and for which the magnitude of the drift lengths d reaches a global
minimum within the interior of the set P . The collection of these data then allowed
for a least-χ2 minimization using a linear model function. The determination of
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this model function permitted inference of the exact location at which the given
trajectory crosses the anode wire plane, which was then recorded as the true position
of the charged particle at that plane of the MWDC.
Moreover, the extraction of the x1 and x2 positions at the first and second MWDC
anode plans allows for a straightforward calculation of the focal-plane detected angle:
tan
(
θfphoriz
)
=
x2 − x1
L
, (3.1)
wherein L = 250 mm is the inter-MWDC spacing. The horizontal magnification from
Table 3.2 allows for the ready calculation of the scattering angle as
θfphoriz = (x|x)θscathoriz. (3.2)
Equation (3.1) allowed for extraction of angular distribution data from the mea-
sured focal plane angles. To measure the experimental angular resolution as well as
the transfer matrix element (x|x), a sieve slit (a grid with collimated holes 5 mm
horizontally spaced and 12 mm vertically spaced, located at the acceptance of the
spectrograph) was utilized. The measured angular resolution was thus obtained to be
approximately 0.13 degrees for the scattering angle. A θscathoriz histogram so obtained is
shown in Fig. 3.5, alongside the multi-peak fit that allowed for a precise extraction
of experimental scattering angle resolution.
The combination of the plastic scintillator signal with the MWDC signals served
two purposes: the trigger signal was first generated by a coincidence between each
pair of scintillators; later in the offline analysis, the energy deposited into the detector
was utilized to characterize the particle identity (cf. Fig. 3.8(a)). The timing signals
and energy signals from the scintillators were digitized using a LeCroy FERA (Fast
Encoding and Readout ADC) system and then fed to a LeCroy 1190 dual-port
storage module within a VME crate [102, 111].
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Figure 3.5. Sample θscathoriz histogram obtained from a run using the sieve slit
mentioned in the main text. The slit is comprised of a grid of points
separated by horizontal distances of 5 mm at a distance of 585 mm from
the focal plane itself. This constitutes a difference in scattering angle of
approximately 0.489◦ between the holes. Shown also in the figure is a
5-peak fit to the data using Gaussian distributions, with the differences
between the peak centers shown as well as the standard deviation of the
distributions. The latter yields a measurement of the experimental angular
resolution for extractions of the scattering angle, which is approximately
0.13◦.
The signals recorded by the MWDCs were pre-amplified and discriminated by
REPIC RPA 220 cards and the signals were then digitized by CAEN V1190A multi-
hit TDCs in a distinct VME crate; these signals were then stored within the memory
buffer before being transmitted along with the signals from the scintillators to a local
server via an Ethernet connection. The dead times associated with the hardware
described here are typically ∼ 30 µs/event. Further details on the electronics setup
can be found in Ref. [102, 111].
A unique feature of Grand Raiden which is of particular note is its composition of
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ion-optical capabilities which allow for the so-called vertical focusing mode. With the
spectrograph operating in such a setting, scattering events with momentum transfer
occurring within the target chamber are coherently focused in the vertical direction,
whereas events scattering elsewhere in the beamline — thus constituting the instru-
mental background, to be discussed further shortly — are over- or under-focused in
the vertical direction at the focal plane. This feature, coupled with a vertical position
sensitivity of the focal-plane detection system, lends itself usefully to accounting for
the instrumental background in the offline analysis of the data.
To account for fluctuations in beam-intensity over the course of the experimental
run, the integrated charge was utilized in the calculation of the experimental cross
section data. Data were taken at each angle until sufficient statistics were acquired
to reliably extract angular distributions to within ∼ 5% uncertainty; in many cases,
this goal was well-exceeded due to greater beam intensities (on the order of > 10
nA), and statistical uncertainties were on the order of a few percent.
3.3 Energy calibration
The scattered particles were accepted into Grand Raiden and subsequently dis-
persed laterally according to their magnetic rigidity due to the presence of the dipole
fields of the D1 and D2 elements of the spectrometer. The charged particle with mass
m and charge q moving relativistically (γ = 1/
√
1− v2) through and perpendicular
to a magnetic field B will be bent through a circular arc of radius ρ. With the mag-
netic fields and velocity being perpendicular to one another, the Lorentz force results
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in uniform circular motion for a magnetic rigidity [Bρ]:
γmv2
ρ
= qvB
[Bρ] =
γmv
q
=
p
q
. (3.3)
Bearing this in mind as well as the geometry of Grand Raiden (cf. Fig. 3.3) sug-
gests that α-particles which have higher momenta — thereby having transferred less
momentum to the recoiling target nucleus — will have greater radii of curvature in
their trajectories through the spectrometer. Inversely, α-particles which have lower
momenta will have smaller radii of curvature in their trajectory. The observable im-
plication of this is that higher-momentum α-particles, which have left the recoiling
nucleus with a smaller excitation energy, will be detected further to the outside of the
focal plane, whereas lower-momentum α-particles will be detected closer to the inte-
rior edge of the focal plane. In this way, the position at which the incident α-particles
were detected at the focal plane is directly related to the particle momentum, and
further, the excitation energy of the recoiling target nucleus.
The general procedure for the momentum calibration of the focal plane is to take
a species with known excitations, and to calculate the corresponding α-momenta
which would leave the recoiling calibrant nucleus in its excited states. Upon doing so,
one can then empirically determine, with great precision, the functional dependence
of p(Xfp), which describes the dispersion of the focal plane momentum across the
lateral dispersion plane. This is a property only of the magnetic field settings of the
spectrograph, and indeed scales directly with the field strength as seen in Eq. (3.3).
For each experiment, 24Mg was used as the calibration nucleus owing to high-
quality reference spectra obtained from Ref. [58]. Figure 3.6 shows a sample post-
calibration spectrum of 24Mg at the zero-degree setting of Grand Raiden.
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Figure 3.6. Sample 0◦ calibration spectra for 24Mg(α, α′), showing both the
calibrated excitation energy as well as the detected α-particle momentum
after calibration.
For a two-body reaction A1 + A2 → A3 + A4 with the target nucleus A1 starting
from rest, the kinematics are sketched in Fig. 3.7. With the incident projectile
leaving the target nucleus with a recoil 4-momentum p4 and leaving with itself a
4-momentum of p3, the relativistic conservation of 4-momentum holds. The initial
momentum of the system is:
pi = p1 + p2
= (m1,0) + (E2,p2). (3.4)
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Figure 3.7. Sketch of the forward-kinematics scattering process in the
laboratory frame, with the scattering angle θ shown.
Similarly, the final momentum of the system is:
pf = p3 + p4
= (E3,p3) + (E4,p4). (3.5)
The initial momentum of the incident α beam is known from the beam energy at
the scattering site:
E21 = p
2
1 +m
2
1
(Ebeam +m1)
2 = p21 +m
2
1
|p1| =
√
E2beam + 2m1Ebeam (3.6)
With the aforementioned calibration reference spectra of 24Mg, the momentum
p3 is directly measured and in so doing, the total energy E3 of the ejectile is also
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measured:
E3 =
√
p23 +m
2
3. (3.7)
Furthermore, the total 3-momentum of the ejectile and recoiling target is con-
served relative to that of the incident projectile and stationary target. Inspection of
Fig. 3.7 shows that the 3-momenta p3, p4, and p2 = p3 +p4 constitute a triangle for
which the law of cosines defines the recoil momentum in terms of the laboratory-frame
scattering angle of p3 relative to the beam axis:
p24 = (p3 + p4)
2 + p23 − 2 (p3 + p4) · p3
= p22 + p
2
3 − 2|p2||p3| cos θ. (3.8)
Inspection of the energy component of the 4-momentum conservation equations
yields:
m1 + (m2 + Ebeam) = E3 + E4, (3.9)
and the corresponding invariant interval for p4 yields
E24 = p
2
4 +m
2
4. (3.10)
In terms of the excitation energy Ex, m4 = m1 + Ex, and Eq. (3.10) yields the
excitation in terms of the previously derived quantities in Eqs. (3.8) and (3.9):
Ex =
√
E24 − p24 −m2. (3.11)
Equations (3.7) – (3.11) were applied event-wise to each data set using the p3(Xfp)
function constrained by the reference 24Mg spectra taken at the same magnetic field
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and angular settings of the spectrograph. Using Eq. (3.3), any fluctuation in the
dipole field strengths between runs were accounted for in the extracted p3(Xfp) func-
tion via proportional scaling of the fit functions by the dipole strengths. Finally,
despite the energy losses through the target foil being small (∼ 10s of keV), they
were nonetheless accounted for using the statistical SRIM framework [125].
3.4 Data acquisition and reduction
Figure 3.8 shows a series of plots which delineate the steps taken in the data
reduction for these nuclei. The particle identification was completed via examination
of the energy deposited into scintillators located at focal plane. Figures 3.8(a) and
3.8(b) show, respectively, the correlation between energy-deposition and excitation
energy as well as the one-dimensional energy-loss histogram. The enclosed region
in (a) corresponds to α events which were gated on in the offline analysis discussed
hereafter, while the excluded events correspond to proton, deuteron, and triton de-
tections.
Figure 3.8(c) and 3.8(d) show typical vertical focal-plane position spectra en-
countered during the data reduction. Operation of Grand Raiden in vertical focusing
mode allows for true events, which originate from scattering off of the target, to be
coherently focused along the vertical plane. In contrast, events originating up- or
down-stream relative to the scattering chamber due to, for example, scattering off
of the beamline, collimator, or the entrance slit and walls of the spectrograph, are
over- or under-focused in the vertical direction. In Fig. 3.8(d), the black doubly-
hatched region corresponds to events which are focused to the median of the vertical
focal-plane position and thus correspond to a combination of “true” events and those
arising from instrumental background effects. The red and green singly-hatched re-
gions correspond to gates on the off-median focal-plane positions in the spectra, which
arise purely from instrumental background. This property of the measurement allows
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Figure 3.8. (a) Particle identification spectrum, showing the energy
deposited into the plastic scintillator against excitation energy. The
enclosed, strong line shown corresponds to α events, which were gated on
in offline analysis, while the excluded weaker line is comprised of events
corresponding to proton, deuteron, and triton detections. (b) Projection of
the scintillator energy deposition histogram onto the vertical axis. (c)
Two-dimensional histogram displaying the correlation between the
energy-calibrated horizontal focal-plane position versus the vertical
focal-plane position after application of the particle-ID gate of (a). (d)
Vertical focal-plane position of (c) projected onto the vertical axis. (e)
Excitation-energy spectra for each of the hatched regions in (d), as well as
the subtracted spectrum which is comprised essentially of
instrumental-background-free α events. Figure adapted from Ref. [50].
for a nearly complete and unambiguous subtraction of instrumental background.
The background contribution to the spectra is largest near θGR = 0
◦, as the
elastic cross sections are high and thus, elastically scattered particles which subse-
quently scatter off elements in the beamline can contribute to the background at
this spectrometer setting. Further, we make the point that the various background
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Figure 3.9. Left: sample background-subtracted histogram showing the
dependence of θhoriz, relative to θGR = 0
◦, on the calibrated excitation
energy for 94Mo. Right: sample region-of-interest wherein the bins used in
the counts extraction are shown. Shaded is a typical bin region for the 0◦
dataset; for 0◦, the region was restricted to ±0.6◦ relative to the Grand
Raiden angular setting with 3 bins subdividing the angular range. For
finite angle measurements, ±0.8◦ was used with 4 angular bins.
gates shown in Fig. 3.8(d) result in nearly identical background contributions to the
excitation-energy spectra, as evidenced in Fig. 3.8(e).
3.5 Angular distribution extraction
Figure 3.9 shows a sample two-dimensional excitation energy spectrum extracted
for 94Mo, with the scattering angle θscathoriz shown on the y-axis. The left panel shows
this for the entire lateral acceptance of the spectrograph, whereas the right panel
zooms in on sample regions-of-interest for a hypothetical 1-MeV bin. After generating
these histograms, each two-dimensional bin was integrated to determine the yield,
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Y , from which the experimentally-extracted double-differential cross section can be
determined:
d2σ
dExdΩ
=
Y
∆Ex∆ΩNincidentntargetεtotal
(3.12)
The solid angle, ∆Ω = ∆θ∆φ, is determined by the size of the horizontal accep-
tance, and the θscathoriz bin width chosen in the offline analysis; the vertical acceptance of
the collimator was fixed throughout the acquisition of any given data set. The energy
bin width is also chosen manually in the offline analysis (500 keV for 94−100Mo, 200
keV for 40−44Ca, and 1 MeV for 48Ca owing to poorer statistical uncertainties). The
number of incident particles, Nincident, is readily determined from the charge state of
the beam and the integrated beam current which is measured during each experimen-
tal run, whereas the number of target particles per unit area, ntarget, is determined
from the areal density of the target and the molar mass of the species. Finally, the
total efficiency εtotal is calculated in two parts:
εtotal = εDT εMWDC, (3.13)
wherein εDT arises due to dead time of the data acquisition system. The efficiency
εMWDC arises due to occasional losses of scattered α-particles in the middle of their
trajectory through the MWDCs.
As each anode-wire plane serves essentially as an independent detector for the
incident α-particle, the total efficiency of the P = {X1, X2, U1, U2} system of planes
is the product of the independent efficiencies of each element:
εMWDC =
∏
p∈P
p. (3.14)
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Figure 3.10. Background-subtracted energy spectra for 94−100Mo(α, α′) at
Θavg = 0.69
◦, with Eα = 386 MeV.
To calculate the individual p, each event was first enumerated according to the
order in which it was registered by the data acquisition system. The set containing
these numbers will be denoted N . With this, one can define the set of events which
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Figure 3.11. Background-subtracted energy spectra for 40−48Ca(α, α′) at
Θavg = 0.69
◦, with Eα = 386 MeV.
registered signals in any given anode-wire plane via:
Np = {n ∈ N | event #n is registered in p} (3.15)
The p are defined in the following way:
p =
∣∣∣∣ ⋂
p′∈P
Np′
∣∣∣∣/∣∣∣∣ ⋂
p′∈[P−{p}]
Np′
∣∣∣∣, (3.16)
which is to say that it is the ratio of the number of events which hit all anode planes,
to the number of events which hit the other anode planes (and possibly the pth plane).
The values for εMWDC were calculated in this way after each run, and typical values
were between 60%− 75%.
The procedure delineated here allowed for a precise extraction of cross section
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data over the excitation energy ranges of the spectrographic acceptance for each ex-
periment. The assignment of angles for each extracted cross section was made after
averaging over the finite horizontal and vertical acceptance of the collimator; the
expression for Θavg is provided in Appendix A, along with its corresponding deriva-
tion. The forward-angle energy spectra for 94−100Mo and 40−48Ca are respectively
presented in Figs. 3.10 and 3.11 for the forward-most angular bins which correspond
to an average spectrographic scattering angle of 0.69◦.
A comprehensive presentation of the extracted angular distributions (in addition
to their multipole decompositions; this will be discussed in the following chapter) for
each energy bin in each nucleus examined in this dissertation is made in Appendix
B.
3.5.1 Hydrogen and oxygen contamination
During each experiment, small amounts of impurities were found on the foils
which demanded care for one to account for them correctly in the offline analysis.
Many of the angular distributions presented in Appendix B show conspicuous gaps
in the experimental cross sections in certain panels which arose due to the incidence
of 1H(α, α) elastic scattering channel onto the focal plane. These events are, of
course, not filtered on the basis of the particle-identification signals, and originate
from the scattering chamber; as a result, they are necessarily entangled within our
measured spectra. As the ejectile momentum carries a different angular dependence
owing to the kinematics of Section 3.3, however, ejected α particles from lighter-mass
contaminant channels are dispersed to the low-momentum side of the focal plane with
increasing scattering angle, as shown in Fig. 3.12.
This predictable angular dependence for the presence of the contaminant allows
for both identification and removal of each contaminant from the experimental angu-
lar distributions prior to the optical model or multipole decomposition analyses. In
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Figure 3.12. Momentum of scattered α particle as a function of
laboratory-frame scattering angle for various reaction channels. The
dot-dashed line corresponds to the elastic scattering off of 16O, whereas the
solid lines correspond to inelastic scattering off of 48Ca with different recoil
excitation energies. One should note that with increasing scattering angle,
the kinematics of the elastic scattering of 16O overlap with the kinematics
of increasingly-high excitation energy inelastic scattering channels.
most cases, the removal of the contaminant can be implemented by simply omitting
data points in small neighborhoods surrounding the loci of the contaminant within
the inelastic angular distribution, as shown in Figs. 3.12 and 3.13. In the case of
hydrogen contamination, the elastic scattering off of the protons has a cross section
which greatly dominates the inelastic excitation of the intended target nucleus, and
so it is straightforward to identify and remove the affected data points. Further, in
the case of hydrogen contamination, there is no collective structure to excite, and so
the elastic channel is all that must be accounted for. The effects of this treatment
are seen in many of the inelastic angular distributions which will be presented in the
next section, and with completeness in Appendix B.
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Figure 3.13. Two-dimensional (α, α′) scattering spectra measured from a
partially oxidized 48Ca target foil. Top: scattering spectra at a central
Grand Raiden setting of 11.2◦. The excitation furthest to the left
corresponds to the 48Ca(α, α) elastic scattering channel. The measured line
for the 16O contamination is isolated, and the discrepant angular character
relative to the kinematics of 48Ca(α, α′) is apparent. Bottom: same as
above, but for a central Grand Raiden setting of 14.4◦. One sees that the
16O(α, α) elastic scattering channel has migrated to overlap with the
48Ca(α, α′) channel that corresponds to the 0+1 → 2+1 transition of 48Ca (see
the calculations of Fig. 3.12).
In the case of 48Ca, however, the 16O contaminant was present with a substantial
effective thickness. A subtraction of the contribution of 16O to the experimental spec-
tra was completed prior to further analysis. Figure 3.13 shows the two-dimensional
experimental spectra at various angles over the horizontal acceptance of the focal
plane. The strong, vertical lines shown in each panel of this figure correspond to
events which obey the kinematics of a recoiling 48Ca nucleus; those which are askew
originate from scattering off of a contaminant nucleus. A cross reference between the
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intersection of the enclosed and skewed line and the first excited state of 48Ca, and
the angular dependence of the ejected α-momentum shown in Fig. 3.12 indicates
that the strong and skewed excitation that is shown in the former is indeed the result
of elastic scattering off of 16O.
This presence of 16O is non-negligible and would, if it were to remain unaccounted
for, pose major difficulty in the extraction of the ISGMR strength for 48Ca. To
mitigate this contaminant, the cross sections for elastic scattering of 100 MeV/u α-
particles from 16O were taken from Ref. [115] and subsequently used to estimate
the effective target thickness of 16O using the measured counts from the 16O elastic
scattering channel at various angles (cf. Eq. (3.12)). This analysis indicated in an
effective target thickness of ∼ 0.3 mg/cm2 present on the foil.
The 16O spectra have substantial structure and excited states which extend into
the giant resonance region, and therefore in addition to needing to account for the
elastic scattering of the α-particles off of 16O, one needs to further account for the
inelastic scattering channels. To this end, high-resolution 16O(α, α′) cross-sections
were acquired from Ref. [53].2 These spectra were measured using the same beam
energy and at the same scattering angles. After transformation of the kinematics to be
consistent with the measured excitation energies for the 48Ca inelastic spectra, these
data — combined with the effective target thickness extracted from the comparison
of the measured elastic channel with the cross sections of Ref. [115] — allowed for
one to calculate the contribution of 16O to the inelastic cross sections at each of the
angles.
Figure 3.14 shows the results of this subtraction for the spectrum corresponding
to Θavg = 0.69
◦. As the reference 16O spectra were measured with higher resolution
than the spectra acquired in the present experiment, it was necessary to convolve the
2We are very grateful for the measured 16O spectra, which were very kindly provided by Prof.
Masatoshi Itoh.
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Figure 3.14. Background-subtracted experimental spectra for 48Ca at an
average spectrographic scattering angle of Θavg = 0.69
◦. Top: total spectra,
including the contribution from the 16O contamination to the overall
measured counts, as well as the calculated contribution by 16O using the
high-resolution inelastic 16O(α, α′) cross-section data from Ref. [53], using
the effective 16O target thickness extracted from the measured 16O elastic
channel and the cross section data of Ref. [115]. Also shown in the top
panel is the resolution-matched spectra wherein a Gaussian filter of width
100 keV was used to smooth the data from Ref. [53] to match the present
experimental energy resolution. Bottom: resulting post-subtraction
spectrum for only 48Ca(α, α′) events.
present spectra with a Gaussian smearing function to match the resolutions before
subtraction:
σ˜(Ex,Θavg) =
1√
4piω2
∫ ∞
−∞
dE ′ exp
(
(Ex − E ′)2
2ω2
)
σ(E ′,Θavg). (3.17)
The values of the smearing width ω was tuned for each spectra comparison, but
typically was on the order of ∼ 100 keV. This facilitated a smooth subtraction of the
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16O contributions from the measured inelastic spectra. The additional uncertainties in
this contaminant subtraction arising from, for example, the effective target thickness
and the resolution matching between the experimental data, were accounted for by
increasing the size of the energy bin-width — from 200 keV (used for 40,42,44Ca)
to 1 MeV — that was used for the extraction of the experimental cross sections.
The culmination of this procedure resulted in smooth angular distributions for the
48Ca(α, α′) reaction over the energy and angular ranges necessary to extract the giant
resonance strength distributions, as shown in Appendix B.
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CHAPTER 4
ANALYSIS OF EXTRACTED ANGULAR DISTRIBUTIONS
The general post-reduction analysis procedures were fundamentally identical for
all experiments. After extraction of the elastic and inelastic angular distributions
using the data reduction methods of Section 3.5, the analysis of the angular distri-
butions can be partitioned into two branches which will be discussed in this chapter.
The first branch deals with preparing for the multipole decomposition of the angular
distributions by constraining the optical and transition potentials (discussed further
in Section 2.2) that are used in the calculations of the characteristic angular distri-
butions of the giant resonance transitions. The second branch involves employing
the aforementioned characteristic angular distributions to isolate the contributions
of specific multipole transitions to the experimentally-measured cross section data,
using the so-called multipole decomposition analysis [13].
In this chapter, the choice of ansatz for the functional form of the optical potential
will be presented and the means by which its free parameters were constrained on
the basis of experimental data will be described. The details of the multipole de-
composition will then be presented, which heavily draws from the theory presented
in Chapter 2.
4.1 Preparation for multipole decomposition
4.1.1 Optical model extraction
As has been made clear, in order to characterize the features of the giant resonance
strength distributions, it is necessary to have an optical model with which to perform
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Distorted Wave Born Approximation (DWBA) calculations. For these purposes, the
angular distributions for the elastic scattering channels were extracted, as well as
the inelastic scattering channels corresponding to pure transitions characterized by a
unique value for the angular momentum transfer (e.g. the “low-lying” excited states,
2+1 , 3
−
1 . . . ).
The optical model code PTOLEMY was used for the optical model and DWBA
calculations, using an optical model of the general form
U(r) = VCoul(r)− Vvol(r)− iWvol(r), (4.1)
within which VCoul is a point-sphere Coulomb potential, and Vvol and Wvol originate
from a hybrid single-folding optical model with a modified density dependence [93].
For this model, the imaginary volume potential is taken to be the shape of a Woods-
Saxon function:
Wvol = Wvol
1 + exp
(
r−RI
aI
) . (4.2)
The real volume potential takes the form of a realistic point-nucleon Gaussian inter-
action v¯G which is then folded with the product of an empirical model for the target
nuclear density, ρ(r′), and a modified density dependence f(ρ)1:
Vvol(r) = Vvol
∫
d3r′ρ(r′)f(ρ′)v¯G(s). (4.3)
1One should note that, taken out of context, the quantity Vvol has a somewhat limited meaning.
It is associated inextricably with the form of Eq. (4.3) used in the analysis procedure; if one has an
additional prefactor, for example, in the integral of Eq. (4.3) or the definitions of Eq. (4.4), then
the Vvol found in the fitting procedure will be changed accordingly so as to keep the total potential
depth — the more meaningful quantity — constant. In the present case, the values of the folding
integral of Eq. (4.3) — without the prefactor of Vvol — are typically of depth ∼ 2−2.5 MeV, and so
the total depth of the real volume potential ranges typically between 70-100 MeV in our analyses.
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TABLE 4.1
OPTICAL-MODEL PARAMETERS FOR CALCIUM AND
MOLYBDENUM NUCLEI
Optical Model Density [32] 2+1 [88] 3
−
1 [61]
Vvol Wvol RI aI c a Ex B(E2) Ex B(E3)
[MeV] [MeV] [fm] [fm] [fm] [fm] [MeV] [e2b2] [MeV] [e2b3]
42Ca 37.4 31.6 4.53 0.99 3.77 0.523 1.524 0.042 3.446 0.0081
44Ca 37.4 31.1 4.64 0.99 3.75 0.523 1.116 0.047 3.307 0.0076
48Ca 41.2 32.7 4.82 0.94 3.72 0.523 3.831 0.021 4.506 0.0063
98Mo 30.5 47.2 5.19 1.09 5.11 0.523 0.787 0.267 2.017 0.133
Here, Vvol, Wvol, RI and aI are free parameters in the optical model parameter
(OMP) set which were searched upon in the fitting procedure. The inter-particle
separation s = |r− r′|, and
f(ρ′) = 1− ζρβ(r′)
v¯G(s) = exp
(−s2/t2) . (4.4)
The parameters ζ = 1.9 fm2, β = 2/3, and t = 1.88 fm were adopted from Ref.
[93], along with the extension to the calculations of transition form factors within
this model framework. The target nuclear densities ρ(r′) were taken to be two-
parameter Fermi distributions and are available from Ref. [32]; those are shown, for
completeness, in Table 4.1.
The top panels of Fig. 4.1 depict the results of the least-χ2 fits to the extracted
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Figure 4.1. Results of optical model analyses for 42,44,48Ca and 98Mo. Top:
elastic fits to the elastic cross sections, normalized to the Rutherford cross
section, along with optical model parameters. Middle: DWBA calculations
shown along with experimentally extracted angular distributions for the
pure 0+1 → 2+1 transitions for the nuclei. Bottom: same as middle, but for
the 0+1 → transitions.
data, and the parameters are presented in Table 4.1.2 Using the theory of distorted-
waves developed in Chapter 2, this optical model was then used as input to calculate
the angular distributions for inelastic processes for each of the target nuclei.
2Owing to constraints on available beamtime, it was not feasible to extract elastic angular dis-
tribution data for all nuclei over a sufficiently broad angular range. To mitigate this, optical model
parameters for 42Ca were used for all DWBA calculations for 40Ca, and the optical model parame-
ters for 98Mo were used in the calculations for 94−100Mo. One can see by inspection of the calcium
nuclei in Table 4.1 that the optical model parameters change very slightly over an isotopic range
— even when the change in nucleon number is substantial —, and any effect on the resulting giant
resonance strength extractions is certainly within the generous 20% uncertainties which we quote
as arising due to non-uniqueness of acceptable optical model parameter sets for modeling the data
[68].
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4.1.2 Comparison with the inelastic 0+1 → 2+1 and 0+1 → 3−1 reaction channels
The optical model developed by [93] and defined by Eqs. (4.1)—(4.4) has, in total,
4 free parameters in the fitting procedure. Utilizing the optical model constrained
by the elastic scattering data is within the general methodology prescribed by Ref.
[91]; it is cautioned therein that the fitting of an optical potential to recalcitrant
non-elastic data without imposing a constraint that the elastic angular distributions
be simultaneously reproduced is both uncontrolled and arbitrary. Furthermore, it
is stated explicitly and unequivocally that this methodology is unfounded even if it
is the case that the non-elastic amplitudes and transition wavefunctions are indeed
simply not effectively characterized by the same optical potential as that which well-
models the elastic channel. The requirement that the elastic angular distribution be
accurately modeled by the choice of optical potential is somewhat intuitively obvious;
in order to consider the one-step transitions from the ground to excited states as
perturbations/distortions built upon the elastic scattering channel, the latter should
be characterized as well as possible within the model framework. This procedure is
described by Ref. [91] as being justified post facto, in the sense that despite a lack of
a particularly stable theoretical foundation, it has met with success in reproducing
angular distribution data and further, in the extraction of nuclear structure properties
that are in agreement with other forms of experiment.
We thus endeavored to mitigate any issues presented by this lack of rigorous under-
pinning of the distorted-waves method by strengthening the condition on the optical
model parameters we employed in subsequent analysis. We imposed an extension of
the aforementioned constraint on the optical model parameters reproduction of the
elastic scattering channel. In addition to the accurate reproduction of those angular
distributions, it was required that the low-lying discrete state angular distributions
be in excellent agreement with the corresponding DWBA calculations using the tran-
sition potentials calculated from the ground-state optical potential. The degree of
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agreement between the angular distribution shapes for the 0+1 → 2+1 and 0+1 → 3−1
transitions permits one to have confidence in the structure of the extracted giant
resonance strength distributions.
Figure 4.1 shows, in the middle and bottom rows, the corresponding experi-
mental data for these transitions in juxtaposition with the DWBA calculations us-
ing the optical model parameters presented in Table 4.1. One should note that
there is no fitting performed in these panels; the degree of agreement between the
DWBA and experimental data is excellent. Furthermore, Table 4.1 shows the adopted
B(Eλ; 0+1 → λ+,−1 ) reported in [61, 88].3 These coupling parameters were used in the
DWBA and essentially determine the magnitude of the cross section, as discussed
in Section 2.2. Having the capacity to reproduce the structure of the transitions as
well as the magnitude of the transitions with the adopted coupling parameters allows
one to ascribe validity to the magnitude of the extracted giant resonance strength
distributions (as measured by the fraction of the EWSR extracted within each energy
bin).
4.2 Extraction of the giant resonance strength distributions
Modern-day extractions of the giant resonance strength distributions ubiquitously
rely upon decomposing experimental angular distributions into relative contributions
from each individual multipolarity. As discussed previously, the giant resonances lie
in a region in which the response functions of many multipolarities overlap heavily.
With the aid of the optical model described in the previous section and the collective-
model transition densities and potentials of Chapter 2, one can begin to disentangle
the measured distribution into responses of individual angular momentum transfers.
3For 48Ca 0+1 → 2+1 , it is well-established that the isoscalar transition probability extracted from
isoscalar probes is different from the electromagnetic transition probabilities [6]. Thus, the value
shown in the Fig. 4.1 corresponds not to the adopted electromagnetic transition probability, but
that which models the presented angular distributions.
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4.2.1 Definition of the MDA
The multipole-decomposition analysis (MDA) we shall describe here is the presently-
accepted method for facilitating this disentanglement. The methodology endeavors
to take experimental angular distributions as input, which are then decomposed into
a superpositions of angular distributions corresponding to pure angular momentum
transfers of λ = 0, 1, 2, . . .. The set of angular momenta included in the fitting
procedure is truncated at a reasonable value (in this work, λmax = 8 or 10). The
functional form of the MDA is defined as follows:
d2σexp(θc.m., Ex)
dΩ dE
=
∑
λ
Aλ(Ex)
d2σDWBAλ (θc.m., Ex)
dΩ dE
. (4.5)
If the DWBA calculations are completed using coupling parameters which cor-
respond to 100% of the EWSR, then Aλ corresponds to the fraction of the corre-
sponding EWSR exhausted within that particular energy bin [44, 67, 68, 92, 109].
The isovector giant dipole resonance (IVGDR) strengths for these nuclei are known
from Refs. [4, 87], and those, in combination with DWBA calculations incorporat-
ing the Goldhaber-Teller model [92], allow for the IVGDR strengths to be explicitly
accounted for in the MDA procedure. Although multipolarities were included up to
λmax = 10, we report extracted strengths only for λ ≤ 2; the extractions of these
multipole strengths are insensitive to increasing values of λmax beyond the values
employed here [54, 55].
In this technique, the spectra underlying the giant resonance responses can in-
clude physical processes which do not arise from the inelastic scattering channel (e.g.
proton or neutron knockout reactions and three-body channels). Additionally, the
nuclear continuum is comprised of highly overlapping excitations which themselves
have small transition probabilities for population from the ground state, but which
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can be populated in multi-step processes that are theoretically modeled as compli-
cated n−particle, n-hole transitions [44]. Some of these processes can contribute
to the strength distributions at higher excitation energies for the similarly-forward-
peaked multipoles (i.e. the ISGMR and ISGDR), and have been shown to disappear
in particle-decay coincidence measurements which investigated the origin of the ob-
served extra high-energy strength [52, 76] and can be neglected in the considerations
of the extracted strength. The events arising from the nuclear continuum, however,
do not exhibit any coherence in the multipolarity of their angular distributions and
so are then absorbed into the multipoles included within the MDA basis without
favoring any particular multipolarity [54].
4.2.2 Implementation of the MDA
This subsection will, in a brief interlude, describe the spirit of Markov-Chain
Monte Carlo (MCMC) sampling and its extension to model-fitting in the manner
employed in this work. The aforementioned Monte Carlo algorithm of Goodman and
Weare [31, 38] was chosen for implementation of the MDA; its sophistication precludes
a tractable first-sketch of MCMC methods and so we will first begin by presenting
a simpler algorithm, known as the Metropolis Algorithm [75] — see Algorithm 1.
From here, we will expound upon the extension of MCMC with Bayes’ Theorem
to model data; changing the MCMC algorithm itself is trivial as the outputs of
each algorithm are functionally identical, with the differences largely arising due to
the computational timescales of each method. Further development and specialized
discussions of applications of MCMC methodology to scientific computing and nuclear
physics are available in recent literature [48, 71, 89]; the interested reader is referred
there for the presentation of details outside the scope of this thesis work.
In the coarsest sense, MCMC methods are simply those which allow one to sys-
tematically make draws from the domain, X , of a known probability distribution
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function (PDF) with probabilities defined by the PDF range, Z. The Markov-Chain
Monte Carlo techniques are so-named due to the algorithm employing walkers, which
then take steps around the parameter space subject to the PDF that is being sampled.
A Markovian process is one in which the j+1th step depends only on the jth position
of the walker in the parameter space. Owing to this fact, each step of the walker
through the parameter space is an essentially independent draw from the PDF, and
providing that the algorithm runs for sufficiently long, one eventually finds that the
histograms of the walker positions x ∈ X in the parameter space, tabulated at each
step, converge to the (unnormalized) PDF being sampled. In so doing, this allows
for the statistical evaluation of observables f(x) and thus the generation of proba-
bility distributions for those quantities. This treatment yields not only the expected
values of f , but also its variance and spread — thus yielding a statistical measure
of the effect of uncertainties of components of x on the uncertainties in f(x) (i.e.
propagating the uncertainties in xj through to f(x) in a probabilistic formalism).
Algorithm 1 delineates the general procedure for sampling from a known PDF
p : X → Z utilizing the Metropolis Algorithm and a normal proposal distribution.
The summary description of the algorithm is: for each iteration starting from the
current walker position x, to iteratively propose an updated walker position w for each
step4, all the while accepting proposed steps that result in an increased probability
density (i.e. p(w) > p(xk−1)) and occasionally accepting those which reduce the
probability density. The latter allowance permits the walker to explore the entire
parameter space and not to become trapped in the most highly probable regions of the
domain, and is indeed crucial to the walker fully exploring the intended probability
distribution.
4In the Metropolis Algorithm, the values of the various σj for the values of the proposal step
∆j are determined by the values which optimize the convergence of the algorithm as measured by
the acceptance fraction of the proposal steps. Further discussion of the acceptance fraction and its
value as a diagnostic tool are found in Refs. [48, 71, 89].
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1: With x0 =
(
x01, x
0
2, . . . , x
0
j , . . . x
0
N
)
, initialize randomly the initial values of each
xj over an acceptable domain.
2: Evaluate the PDF at x0, i.e. evaluate px = p(x
0).
3: for each k, k = 1, . . . , Nsteps do
4: w← xk−1
5: for each j, j = 1, . . . , N do
6: Draw a random number ∆j from a normal distribution of mean µ = 0 and
width σj.
7: wj ← wj + ∆j
8: end for
9: Evaluate the PDF at w, i.e. evaluate pw = p(w).
10: if pw/px ≥ 1 then
11: xk ← w
12: else
13: Draw random number u from the uniform distribution over [0, 1].
14: if u < pw/px then
15: xk ← w
16: else
17: xk ← xk−1
18: end if
19: end if
20: end for
Algorithm 1: Sample pseudocode for implementation of the Metropolis Algorithm.
The application of the aforementioned MCMC techniques to model fitting requires
some additional formalism in order to precisely define the probability density that will
govern the trajectory of the Markov Chain. The general problem posed is as follows:
one has measured an N -tuple of data, X = {Xj = (xj, yj)}Nj=1, — perhaps with some
uncertainties in the (here, a scalar) yj, denoted δyj — and wishes to determine the
optimal parameters for modeling the data using a model function f(x, a), wherein a
is a set of free parameters that constrain the function shape. Providing that there
are more data points than free parameters, the problem posed is over-constrained (in
the sense that multiple choices of a will reproduce different partitions of the data
with varying success), and thus one endeavors to find the optimal a that reproduces
the entire data set as a whole.
One measure of goodness-of-fit that is frequently used is the weighted χ2, defined
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as follows:
χ2 =
N∑
j=1
(
yj − f(xj, a)
δyj
)2
. (4.6)
Given a set of model parameters a, one can define the likelihood distribution of
the data coordinates X, denoted P (X|a), as:
P (X|a) = exp (−χ2/2)
= exp
(
−1
2
N∑
j=1
(
yj − f(xj, a)
δyj
)2)
. (4.7)
Equation (4.7) contains no information about the bounds of the parameters, and
it is indeed the inverse conditional probability P (a|X), which denotes the probability
distributions of the parameters of interest as constrained by the measured experi-
mental data. The relationship between these two is known as Bayes’ Theorem [56]:
P (a|X) = P (X|a)P (a)
P (X)
. (4.8)
In Eq. (4.8), the distribution P (a) is referred to as the prior distribution, which
is constructed from whatever knowledge one has about the parameters absent the
experimental data. As we lack previous information on the relative contributions from
the EWSR over the experimental energy range, the convention we have employed
is to simply choose a uniform distribution defined over the bounds of acceptable
parameters. In this case, this is the support interval [0, 1] for the Aλ coefficients
denoting the fraction of the EWSR exhausted within any given energy bin):
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P (a) =
∏
j
1
amaxj − aminj
[
Θ(aj − aminj )−Θ(aj − amaxj )
]
, (4.9)
wherein Θ(x) is the Heaviside step function. The quantity P (X) is the prior dis-
tribution of the data itself, which is generally unknown; examination of Algorithm
1, however, suggests that one can conveniently omit the evaluation of the denomi-
nator, owing to the fact that only ratios of the P (a|X) are evaluated and the prior
distribution of the data is constant throughout the MCMC analysis.
Thus, Eqs. (4.7) and (4.9), when used as input to Bayes’ Theorem (Eq. (4.8)),
construct the PDF that is sampled in Algorithm 1 — or in any other MCMC algo-
rithm. Indeed, as is described in Ref. [38], the Metropolis algorithm is reasonably
effective for sampling from distributions that are “normal”, in the sense that they are
not particularly skewed or anisotropic in the parameter spaces. It is further shown
that the computational advantage of using the more sophisticated affine-invariant5
MCMC algorithms presented therein lies with faster convergence and thus limits the
computational encumbrance of the technique. The affine-invariance defined in Ref.
[31] and implemented within emcee has the striking feature that the covariances in
the parameters do not affect the convergence of the MCMC run. So, for the pur-
poses of the MDA, this was the algorithm of choice due to the significant covariances
present in the probability densities of the Aλ coefficients (see the off-diagonal panels
of Fig. 4.2).
As discussed previously, the strength distributions of the IVGDR were taken from
5Affine transformations are a subset of linear transformations which preserve all parallel lines
and the angles subtended between vectors. One example of an affine transformation is a rotation;
one can actively rotate an element of a large class of 2-dimensional PDFs (e.g., the λ = 0, λ = 1
panel of Fig. 4.2) until its principle axes are parallel with the component axes being sampled in
the MCMC. The invariance of the algorithm to these transformations renders such a transformation
unnecessary; the convergence of the MCMC is identical for correlated distributions providing an
affine-transformation exists that maps the covariance to zero [31].
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Figure 4.2. Matrix of probability distributions in Aλ for
94Mo at Ex = 15
MeV for a restricted angular momentum space λ = 0, . . . , 5 to facilitate a
comprehensive visualization of the covariances.
previously extracted photoneutron distributions [4, 87]. Here, the photoneutron cross
sections are a direct measure of the IVGDR strength distribution. In these works,
the distributions extracted from the aforementioned references were modeled with
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Figure 4.3. Sample angular distribution decompositions for 94Mo at
Ex = 10, 15, 20, and 25 MeV, with λ = 0 (red dot-dashed), λ = 1 (blue
dotted), λ = 2 (green dashed) and λ ≥ 2 (magenta dot-dashed) shown [50].
Also visible are the contributions from the IVGDR (black dot-dashed);
these contributions are shown to drop off rapidly in intensity with
increasing excitation energy.
(at least) one Breit-Wigner distribution:
σ(Ex) =
σmax
1 + (E2x − E2cent)2/E2xγ2
. (4.10)
The exact lineshape chosen for the modeling of the cross sections is somewhat ir-
relevant for our own purposes, providing that the experimental distribution is well-
characterized by the fit. The integral of the lineshape over the excitation energy
results yields the Thomas-Reiche-Kuhn (TRK) sum rule of Eq. (2.21), and within
the Goldhaber-Teller model, the fraction of this sum rule exhausted within any exci-
tation energy bin can be related to the transition amplitude that exhausts the TRK
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Figure 4.4. Experimental excitation energy spectra acquired with Grand
Raiden set to θGRlab = 0
◦, with a spectrographic averaged angle of
θavglab = 0.6
◦. Shown are the contributions from the ISGMR (red), ISGDR
(blue), ISGQR (green), IVGDR (gray), and higher multipolarities (purple)
to the experimental spectrum, as determined from the multipole
decomposition analysis.
sum rule (Eq. (2.41)):
βIVGDR(Ex) = AIVGDR(Ex) β
100% TRK
IVGDR (Ex)
and, with dE being the bin width,
AIVGDR(Ex) =
∫ Ex+dE/2
Ex−dE/2
σ(E ′x) dE
′
x
/∫ ∞
0
σ(E ′x) dE
′
x. (4.11)
Upon conclusion of the MDA, the 68% confidence interval of each Aλ probability
distribution — centered at the distribution median — was taken as the uncertainty
in each parameter. For visualization purposes, sample probability distributions ex-
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Figure 4.5. Experimental excitation energy spectra acquired with Grand
Raiden set to θGRlab = 2.0
◦, with a spectrographic averaged angle of
θavglab = 2.2
◦. Shown are the contributions from the ISGMR (red), ISGDR
(blue), ISGQR (green), IVGDR (gray), and higher multipolarities (purple)
to the experimental spectrum, as determined from the multipole
decomposition analysis.
tracted for 94Mo at 15 MeV are shown in Fig. 4.2.6
This procedure was applied methodically to each nucleus and energy bin for which
angular distributions were extracted. Some typical angular distributions and their
associated decompositions are shown in Fig. 4.3; a comprehensive presentation of
the decomposed angular distributions analyzed in this work is shown in Appendix B.
Figures 4.4 and 4.5 show two decompositions of post-reduction energy spectra
of 94Mo using the MDA framework discussed previously. In these figures, the corre-
6As this is a restricted angular momentum space, these results will not correspond exactly to
the EWSR coefficients extracted in the true analysis. Owing to the high dimensionality (λmax = 10
for 94Mo), it proved to be visually intractable to generate a plot including all correlations between
the parameters for inclusion within this dissertation.
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sponding DWBA calculations for 100% of the EWSR at the corresponding laboratory-
frame angles were then multiplied by the extracted Aλ coefficients obtained within
the MDA (or in the case of the IVGDR, as calculated by the TRK sum rule and
the photoneutron distribution data from the literature). With these results, one can
visualize the contributions from each multipolarity to the overall experimental energy
spectra.
Figure 4.4 shows this decomposition for the 0◦ setting of Grand Raiden, at which
the ISGMR response is maximal. In contrast, examination of Fig. 4.5 shows the same
decomposition at 2◦. Inspection of Fig. 3.1 alongside these figures allows for one to
explain the features which are manifest within the spectra on the basis of angular
distribution data. The characteristic angular distribution for the ISGMR is a sharp
minimum, whereas the ISGQR is approaching a maximum, as the scattering angle
approaches 2◦. One sees that the contribution of the ISGMR to the experimental
spectra at this angle is essentially negligible, whereas at 0◦, the ISGMR contributes
overwhelmingly to the detected response owing to its relatively high cross section at
forward angles. Figs. 4.4 and 4.5 demonstrate even further the significance that an-
gular distribution data hold in attempts to characterize the giant resonance responses
due to the overlapping positions and spreads of the giant resonances in experimental
spectra.
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CHAPTER 5
RESULTS AND DISCUSSION
After the multipole decomposition, the strength distributions are determined from
the EWSR fractions Aλ and the full m1 EWSR derived in Subsection 2.1.1:
Sλ(Ex) = Aλ(Ex)
m100% EWSR1
Ex
. (5.1)
Given the ISGMR strength distribution, one can calculate the nuclear incompress-
ibility of a finite nucleus, KA, from the energy of the compressional-mode electric
isoscalar giant monopole resonance [44]:
EISGMR = ~
√
KA
m 〈r20〉
, (5.2)
where m is the free-nucleon mass, and 〈r20〉 is the ground-state mean-square nuclear
mass radius. Generally, the ISGMR energies would be associated with one of the
experimental moment ratios
√
m3/m1, m1/m0, or
√
m1/m−1 [8, 10, 44, 57, 70, 107],
where the moments mk of the strength function are defined as
mk =
∫
dEx Sλ(Ex)E
k
x . (5.3)
These moments are related to the constrained- and scaling-model energies and in-
compressibilities [57, 70, 99, 107], as well as the centroid (energy-weighted average)
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Figure 5.1. ISGMR strengths for 90,92Zr, 92Mo (data originally from Ref.
[42]) and 94−100Mo. For 94−100Mo, a two-peak Lorentzian distribution (Eq.
(5.5)) is also shown; else, a one-peak fit is plotted with the data. Fit
parameters, EWSR percentages exhausted underneath the distributions,
and the corresponding moment ratios are presented in Tables 5.2 and 5.1
[50].
energies of the strength distributions via:
Econstrained =
√
m1
m−1
,
Ecentroid =
m1
m0
,
Escaling =
√
m3
m1
. (5.4)
Utilization of Eq. (5.2) with a corresponding ISGMR energy from Eq. (5.4) is
formally predicated on the assumption that the strength distribution of the resonance
is contained within a single collective peak [44, 50] and that nearly 100% of the
92
EWSR is identified within the peak in question; in cases where the ISGMR strength
distribution is fragmented, multiply-peaked, or found to under-represent the EWSR,
the extraction of technical and meaningful KA values demands care and can in some
cases become untenable. Nonetheless, extractions of KA in finite nuclei are useful in
characterizing the bulk response of the nucleus to density oscillations in the ISGMR,
and when appropriate, we will report the KA values associated with the scaling model
energies
√
m3/m1 [57] to be consistent with contemporary literature.
Strength distributions for the ISGDR and ISGQR have been extracted simultane-
ously from the MDA. Similar analyses of these distributions have been completed and
the moment ratios have been likewise calculated for each nuclei investigated in this
work. A comprehensive presentation and discussion of the results for these higher
multipolarities are presented in Appendix C.
5.1 ISGMR in the A ≈ 90 region
The extracted ISGMR strengths for 94−100Mo, as well as 90,92Zr and 92Mo [42, 50],
are shown in Fig. 5.1 along with with Lorentzian distributions which were fitted to
the data:
S(Ex, S0, E0,Γ) =
S0Γ
(Ex − E0)2 + Γ2
. (5.5)
In further analyses of 94−100Mo, it was found that deformation effects became
manifest in the more neutron-rich nuclei. To account for this, the ISGMR strength
distributions for those nuclei were fitted with a constrained combination of two peaks
to account for possible coupling of the ISGMR strength with the K = 0 component of
the ISGQR [15, 35, 39, 40, 54, 79]. In the cases of 94,96Mo, although a second peak was
included in the modeling of the data, the extracted EWSR for the low-energy peak is
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Figure 5.2. Left: ISGMR strength distributions for the progression from
90Zr — 94Mo. Evident is the structural and positional agreement of the
distributions, especially for the A = 92 isobars. Top right: Various moment
ratios for the nuclei in the zirconium-molybdenum region. Lines connect
90,92Zr and 92−100Mo. Bottom right: TAMU extractions of KA shown
previously in Fig. 1.5 from Refs. [16, 62, 122, 123] (black and green
triangles), juxtaposed with the finite nuclear incompressibilities KA (blue
squares) measured for 90,92Zr, 92Mo [41, 42, 50] and 94−100Mo within these
works. Shown clearly is a consistent scaling-model nuclear incompressibility
for the nuclei in this mass region. In all cases, we have calculated KA from
the resonance energies of Eq. (5.4) over an energy range within which we
have identified nearly 100% of the EWSR, using the resonance energies
listed in Table 5.2. Figure adapted from Ref. [50].
consistent with 0%, as shown in Table 5.1. This would suggest that the deformation
effects (and thus, any shifting of the “main” ISGMR peak) are negligible insofar as a
comparison with the peak energies of 90,92Zr, 92Mo data is concerned for these nuclei,
as pertains to the question posed in Subsection 1.4.1.
The uncertainties in the parameters shown in Table 5.1 are somewhat higher
for 94−100Mo due to the inclusion of a second, highly-correlated peak in the fitting
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TABLE 5.1
LORENTZIAN-FIT PARAMETERS FOR 90,92Zr, 92−100Mo [50] AND
INTEGRATED EWSR BETWEEN 0 — 35 MeV
Low Peak High Peak Total
E0 Γ m1 E0 Γ m1 m1
[MeV] [MeV] [%] [MeV] [MeV] [%] [%]
90Zr - - - 16.8± 0.2 2.4± 0.4 84± 2 84± 2
92Zr - - - 16.4± 0.1 2.2± 0.3 91± 2 91± 2
92Mo - - - 16.5± 0.1 2.3± 0.1 73± 2 73± 2
94Mo 12.7± 0.5 2.4± 0.4 2+3−2 16.4± 0.2 2.4± 0.4 86± 3 88± 4
96Mo 12.7± 0.5 2.3± 0.3 4+3−4 16.4± 0.2 2.4± 0.3 89± 3 93± 4
97Mo 13.6± 0.6 2.8± 0.5 23± 4 16.3± 0.4 2.8± 0.4 86± 4 110± 6
98Mo 13.3± 0.5 2.8± 0.5 16± 4 16.7± 0.4 2.8± 0.4 85± 4 102± 6
100Mo 13.2± 0.4 2.6± 0.6 32± 4 16.8± 0.4 2.5± 0.5 60± 3 93± 6
procedure for these nuclei. The uncertainties in the quantities derived from the fit
distributions (i.e. the moment ratios and assigned EWSRs) were calculated using
the probability distributions from outputs of Algorithm 1 and its surrounding model-
fitting discussion. The uncertainties in the EWSRs themselves are only statistical;
there is up to an additional ∼ 20% uncertainty which is due to ambiguities in the
choice of optical model and transition density input to the DWBA calculations [68,
109]; there is minimal effect on the extracted structure of the ISGMR, and so the
features of the strength distribution are generally insensitive to choice of a given
optical model from the subset of those which reproduce the elastic and low-lying
channel angular distributions well.
95
TABLE 5.2
MOMENT RATIOS FOR FOR 90,92Zr AND 92−100Mo CALCULATED
BETWEEN 0 — 35 MeV FROM THE FIT DISTRIBUTIONS OF TABLE
5.1
Nucleus
√
m1/m−1 m1/m0
√
m3/m1
[MeV] [MeV] [MeV]
90Zr 15.7± 0.1 16.9± 0.1 18.9± 0.2
92Zr 15.2± 0.1 16.5± 0.1 18.7± 0.1
92Mo 15.5± 0.1 16.6± 0.1 18.6± 0.1
94Mo 15.2± 0.3 16.4± 0.2 18.5± 0.5
96Mo 15.2± 0.3 16.3± 0.2 18.4± 0.4
97Mo 14.5± 0.3 15.9± 0.2 18.4± 0.6
98Mo 14.8± 0.3 16.2± 0.2 18.7± 0.7
100Mo 14.3± 0.4 15.6± 0.2 18.1± 0.7
In all cases, the total assigned EWSR underneath the modeled lineshape is found
to be very-nearly 100% over the experimental excitation energy range. The moment
ratios corresponding to the fit distributions are presented in Table 5.2.
5.1.1 Comparison with theoretical calculations for the ISGMR responses and the
question of softness in the molybdenum nuclei
Theoretical efforts to describe the ISGMR response in the zirconium and molybde-
num nuclei are critical to elucidating the origins of the softness of the tin and cadmium
nuclei, as described in Subsection 1.4.2. Nonrelativistic [23] spherical quasiparticle
random phase approximation (QRPA) calculations (using the SLy4 [20] and SkM∗ [3]
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Figure 5.3. Experimental ISGMR strength distributions for 90Zr and
92−100Mo compared to those acquired in QRPA calculations with the SLy4
and SkM∗ interactions, from Ref. [23], as well as RPA calculations with the
FSUGarnet interaction from Ref. [85].
interactions) and relativistic spherical RPA calculations using the FSUGarnet [22, 82]
interaction are shown along with the ISGMR strengths of 90Zr and 92Mo reported in
Ref. [42] and those of 94−100Mo extracted in this work in Fig. 5.3. 1
A close examination of Fig. 5.3 is illustrative in determining the local systematics
of the ISGMR response as one moves away from 90Zr. To quantify the agreement of
the calculated ISGMR responses with the extracted strength distributions, Fig. 5.4
shows a comparison of the main ISGMR peak energy (as determined by a fit to a
Lorentzian — see Eq. (5.5)) over the chain of nuclei 90Zr and 92−100Mo in the top
panel, and the relative difference between the experimental peak centers and those of
1The theoretical calculations presented in this section were very graciously provided by Prof.
Jorge Piekarewicz [85] (for the RPA results using FSUGarnet) and Prof. Gianluca Colo` [23] (for
the QRPA calculations employing Skyrme interactions).
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Figure 5.4. Comparison of the ISGMR peak centers for 90Zr and 92−100Mo
with peak centers from theoretical calculations of the ISGMR strength
using the FSUGarnet [85], SLy4, and SkM∗ [23] interactions.
the theoretical calculations in the bottom panel. Bearing in mind that the effect of
axial deformation on the ISGMR response is to moderately increase the position of
the main ISGMR peak [64], examination of Fig. 5.4 shows that there appears to be a
mild softening of the molybdenum isotopes relative to 90Zr which is later obfuscated
by the manifesting effects of deformation in the higher-mass nuclei; this conclusion
is drawn on the basis of the increase in the discrepancy between the theoretical and
experimental peak positions in the 92−96Mo isotopes, relative to those seen for 90Zr.
The interpretation of this, following the prescription of Refs. [9, 19, 25, 34], is
that the ISGMR of 92−96Mo would suggest that a lower bulk nuclear incompressibility
is appropriate for a microscopic description for the finite nuclei in this chain. Inci-
dentally, the positioning of the ISGMR in all cases seems to prefer a slightly lower
value of K∞ than one within the currently accepted range of K∞ = 240 ± 20 MeV;
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this is particularly evident within the nonrelativistic RPA calculations. SkM∗, with
a relatively soft value for K∞ = 217 MeV, is able to reproduce the ISGMR strength
distributions reasonably well, as is FSUGarnet with K∞ = 230 MeV; even still, the
positioning of the extracted strength distributions seem to tend toward a lower K∞
than the presently adopted values.
At least a portion of this is conjectured to lie with the well-documented disagree-
ment with the ISGMR energies of 90Zr as determined by the present methodology
[41, 42] and those of TAMU [121]. In short, previous constraints on the ISGMR
were obtained on the basis of the latter 90Zr data which placed the centroid energy
m1/m0 ≈ 17.8 MeV [121], which is substantially higher than that reported in these
analyses (see Table 5.2). Indeed, FSUGarnet directly used this 90Zr centroid energy
of Ref. [121] in its calibration [85]. It is therefore possible that the calibration of
an interaction and associated K∞ value using the presently-described 90Zr strength
distribution would remedy a portion of this observed overestimation of the ISGMR
strength position. However, one sees plainly that in a model-independent way, the
ISGMR energy immediately drops in moving from 90Zr to 92Mo. To this end, we
again point out that the molybdenum nuclei seem to be inconsistent with the value
of K∞ which ought to best reproduce 90Zr.
If one endeavors to probe further the question as to whether the molybdenum
nuclei are also soft in their ISGMR responses in the style of the tin and cadmium
nuclei, as discussed in Subsection 1.4.2, it is necessary to examine the systematics of
the ISGMR strength distributions of molybdenum in relation to those nuclei. To this
end, Fig. 5.5 shows the ISGMR strength distributions for the molybdenum nuclei of
this work in comparison to those of 90Zr [42, 50], 112Cd [77], 116Sn [67, 68], and 208Pb
[78]. RPA calculations using FSUGarnet [22, 82] are shown atop the experimental
strength distributions for each of these nuclei across the nuclear chart; this interaction
in particular is designed with a goal of constraining the bulk nuclear properties from
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Figure 5.5. Extracted ISGMR strengths for 90Zr, 92Mo [42, 50], 94−100Mo,
112Cd [77], 116Sn [67, 68], and 208Pb [78], in addition to relativistic RPA
calculations with FSUGarnet [22, 85].
the ISGMR response of doubly-magic or semi-magic nuclei, and so does not include
the contributions due to pairing or deformation effects on the overall ISGMR response
[85]; the effect of pairing on the ISGMR has been shown to generally decrease the
peak energy of the ISGMR in the case of the tin isotopes [66], but has been clearly
shown to be insufficient to fully account for the discrepancy that is attributable to
the softness of the tin and cadmium nuclei [60, 77, 78].
Bearing this fact in mind, a comparison of the theoretical strength distributions
and those extracted from experiment suggests a general qualitative consistency be-
tween the peak positions across the chain of nuclei, particularly considering the es-
timate of typical theoretical uncertainties being approximately 100 keV [85]. Fig-
ures 5.6 and 5.7 show the corresponding ISGMR peak centers and centroid energies
(m1/m0) extracted from the FSUGarnet, SkM
∗, and SLy4 calculations in relation to
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Figure 5.6. Comparison of the ISGMR peak centers for 90,92Zr, 92Mo
[42, 50], 94−100Mo, 112Cd [77], 116Sn [67, 68], and 208Pb [78] using the
FSUGarnet [85] interaction, SkM∗, and SLy4 [23].
the corresponding values extracted from the experimental data on 90,92Zr [42, 50],
92Mo [50], 94−100Mo, 112Cd [77], 116Sn [67, 68], and 208Pb [78].
In the case of 98,100Mo, the peak positions increase whereas the centroid energies
decrease as a result of the development of a low-energy peak in the strength distri-
bution; this effect is believed to be accountable to the manifestation of the afore-
mentioned deformation effects. The presence of axial deformation has been shown to
result in a coupling between the monopole and K = 0 component of the ISGQR as
discussed previously; further theoretical work to examine the properties of the defor-
mation of the molybdenum nuclei as pertains to the giant resonances and warrants
future study outside of the scope of this dissertation. It is nonetheless our position
that the changes in the ISGMR energies of 98−100Mo as presented graphically in this
work should be considered separately in light of this possibility so as to make a crisp
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Figure 5.7. Comparison of the ISGMR centroid energies for 90,92Zr, 92Mo
[42, 50], 94−100Mo, 112Cd [77], 116Sn [67, 68], and 208Pb [78] using the
FSUGarnet [85] interaction, SkM∗, and SLy4 [23].
judgment on the presence of softness.
We first point out that in both the peak-center plot and the centroid-energy plot,
the ISGMR energy of 208Pb is well-reproduced by FSUGarnet and SLy4, and under-
estimated by SkM∗. What is of note in each of these trends, however, is not only
the relative softness that is observed in the experimental ISGMR response of 90Zr,
but the development of the softness in moving from 90Zr to 96Mo for interactions
which are capable of reproducing the energies of 208Pb. It is of even further interest
that the difference between the theoretical energies and those extracted from exper-
iment exhibit striking agreement between 94−96Mo and the previously-studied nuclei
112Cd and 116Sn in the case of the FSUGarnet comparison. This is suggestive that
the molybdenum nuclei exhibit precisely the same open-shell softness that has been
previously documented in the cases of the cadmium and tin isotopic chains.
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Figure 5.8. ISGMR strength distributions for 40,42,44,48Ca [51], in addition
to relativistic RPA calculations for the ISGMR response from Ref. [82].
5.2 ISGMR in the calcium nuclei
Figure 5.8 shows the extracted ISGMR strength distributions for each of the cal-
cium nuclei investigated in E495 [51]. Owing in part to the lighter mass of the nuclei,
the resonances lie substantially higher in energy relative to the extracted molybde-
num nuclei. Furthermore, there is a clear increase in the amount of fine structure
present in the extracted strength owing to the well-documented fragmentation of the
ISGMR in light-mass nuclei [44, 112]. Due to this fact, the ISGMR strength is not
well-characterized by a single (or pair of) coherent peak(s) as were the molybdenum
nuclei; the only means by which the moments of the strength distributions can be
meaningfully characterized is by direct integration of the extracted strength over the
full energy range. Furthermore, this is the same procedure which was followed by
Refs. [17, 72, 119], and we proceeded accordingly while ensuring that all aspects of
103
TABLE 5.3
PERCENTAGES OF THE EWSR (m1) FOR THE ISGMR STRENGTH
DISTRIBUTIONS AND THE CORRESPONDING MOMENT RATIOS
[IN MeV]
RCNP TAMU [17, 72, 119]
40Ca 42Ca 44Ca 48Ca 40Ca 44Ca 48Ca
m1 % 102
+3
−4 89
+3
−3 88
+4
−4 78
+4
−3 97
+11
−11 75
+11
−11 95
+11
−15√
m1
m−1
19.5+0.1−0.1 19.0
+0.1
−0.1 18.9
+0.1
−0.1 19.0
+0.2
−0.2 18.3
+0.30
−0.30 18.73
+0.29
−0.29 19.0
+0.1
−0.1
m1
m0
20.2+0.1−0.1 19.7
+0.1
−0.1 19.5
+0.1
−0.1 19.5
+0.1
−0.1 19.2
+0.40
−0.40 19.5
+0.35
−0.35 19.9
+0.2
−0.2√
m3
m1
22.3+0.1−0.1 21.7
+0.1
−0.1 21.5
+0.1
−0.1 21.3
+0.3
−0.3 20.6
+0.40
−0.40 21.78
+0.84
−0.72 22.6
+0.3
−0.3
the KA extraction that followed were consistent with those of the aforementioned
references.
Also shown in Fig. 5.8 are the corresponding ISGMR responses predicted by
FSUGarnet [22, 82, 85]. It is worth noting that although FSUGarnet seems to over-
predict the ISGMR energies of the calcium nuclei, it predicts a consistently decreasing
ISGMR softening with increasing neutron excess in the stable calcium isotopes [82]
(see Table 1.1).
5.2.1 Leptodermous analysis of the ISGMR in the calcium isotopes
The moment ratios
√
m1/m−1, m1/m0, and
√
m3/m1 that are customarily used
in characterizing the excitation energy of the ISGMR [70] are presented in Table 5.3
[51]. The quoted uncertainties have been estimated using a Monte Carlo sampling
(cf. Algorithm 1) from the probability distributions of the individual Aλ(Ex) and
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Figure 5.9. The incompressibility, KA, for the calcium isotopes investigated
in this work (blue squares). These were calculated within the scaling model
from the experimental data (EISGMR =
√
m3/m1, for consistency with the
presentation of Ref. [17]; see Table 5.3). The expected trend for these
values utilizing the previously documented central value for Kτ = −550
MeV, and K∞ = 220 MeV as input to Eq. (1.11) is presented (blue dashed
line), along with the same calculation but with the value Kτ = +582 MeV
reported in Ref. [17] (red dotted line). A fit to the data leads to a curve
that is nearly identical to that shown above (blue dashed line) and leads to
a value of Kτ = −510± 115 MeV. For comparison purposes, the data from
Ref. [17] are shown (red circles), as well as the KA values calculated from
the ISGMR responses predicted by the relativistic FSUGarnet interaction
(green squares) [82, 85]. The solid lines through the data points are merely
to guide the eye. Figure adapted from Ref. [51].
constitute a 68% confidence interval. The pattern of moment ratios observed in the
calcium isotopic chain (decreasing with A, as expected from the A−1/3 rule) is contrary
to that reported in Ref. [17] viz. increase in the moment ratios with increasing A.
In addition to the moment ratios exhibiting the expected behavior over the iso-
topic chain, the demonstrated trend for the extracted finite incompressibilities, KA,
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is even more illustrative (see Fig. 5.9): The agreement of the extracted KA values
with the behavior modeled by the leptodermous expansion of Eq. (1.11) using the
accepted values for Kτ and K∞ is rather good, and stands in stark contrast to the
results from Ref. [17]. While the extracted KA for
44Ca is consistent with that
which was measured in Ref. [17], the KA for the extrema of
40Ca and 48Ca follow
precisely opposite trends between the two analyses. However, the presence of an
additional data point for 42Ca — which was absent in the TAMU analysis — that
follows the same general trend as the other three isotopes found in the present work
inspires greater confidence in our results. These data, thus, conclusively exclude the
possibility of a positive Kτ value for the calcium nuclei.
Also presented in Fig. 5.9 are the KA values derived from the
40,42,44,48Ca strength
distributions predicted by the FSUGarnet [22, 82, 85] relativistic interaction. TheK∞τ
has a moderate value of −247.3 MeV for this particular interaction and, accordingly,
the KA values are observed to decrease over the isotopic chain, qualitatively similar
to the experimental results. This trend is indeed expected, and observed, for the
overwhelming majority of interactions and models [90].
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
The isoscalar giant monopole resonance is a direct means by which nuclear physi-
cists can constrain the density dependence of the nuclear equation of state (EoS) close
to saturation density. The EoS is a constitutive equation that describes the thermody-
namic link between the particle density and nucleon energy in bulk systems. Figures
1.1 and 1.2 show but a small subset of possible nonrelativistic interactions which yield
unique equations of state and mass radius relations for gravitationally-bound pure
neutron matter; the takeaway from this is that there is an ever-present demand for
increased constraints on the density-dependence of the EoS and specifically, for the
EoS of asymmetric nuclear matter. The theory which underpins modern-day efforts
to extract bulk properties of infinite nuclear matter from finite nuclei is predicated on
a smoothly-varying ISGMR response over the chart of nuclides as predicted by the
hydrodynamical model [44]; it is thus of paramount importance to fully investigate
and comprehend any and all structure effects which manifest in the nuclear chart
which might influence the extrapolation from finite nuclei to nuclear matter.
In this work, we have studied two such structure effects: the first being the
evasive and provocative question as to the origin of the open-shell softness in the
tin [67, 68] and cadmium [77] isotopes, and the second being the highly-unexpected
result of a positive asymmetry component Kτ in the expansion of the finite nuclear
incompressibility as reported by Ref. [17]. The first question was investigated via a
systematic experimental campaign to extract the ISGMR strengths of 94,96,97,98,100Mo
via inelastic α-scattering at the Research Center for Nuclear Physics (RCNP); the
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second study was completed on 40,42,44,48Ca to reproduce the measurement of Ref.
[17] using the same experimental methodology at RCNP.
In either case, inelastic angular distributions were measured for each reaction over
an excitation energy range of 10 − 30 MeV, and with an angular range of 0 − 10◦.
Multipole decomposition analyses (MDA) were completed in which the overlapping
giant resonance responses were disentangled on the basis of characteristic angular
distributions as predicted by Distorted Wave Born Approximation calculations us-
ing optical models which were constrained by contemporaneous measurements of the
elastic scattering channels. The MDA output yielded, for each energy bin, the per-
centages of the energy-weighted sum rules (EWSR) which were exhausted by the
giant resonances as measured by their contributions to the experimental spectra.
This methodology culminated in direct measurements of the strength distributions
of the isoscalar giant resonances for each of the nuclei of interest.
The present results suggest that the ISGMR response of the nuclei in the molyb-
denum region of the nuclear chart prefer softer interactions with K∞ . 230 MeV.
It should be noted that even SkM∗, with K∞ = 217 MeV, is unable to reproduce
the positioning of the ISGMR strength for the molybdenum isotopes. Even further,
inspection of the ISGMR energies extracted from direct fitting and the centroid en-
ergies show that FSUGarnet — which is an interaction carefully designed to crisply
extract properties of bulk nuclear matter — tends to put the responses of 94−96Mo,
112Cd, and 116Sn on similar footing with regards to the value for the nuclear incom-
pressibility which ought to reproduce the ISGMR responses of these open-shell nuclei.
This culminates in the conclusion of the first portion of this dissertation: it seems
that the consistency between the amounts by which the presented interactions tend
to overestimate the ISGMR energies of the molybdenum nuclei — as measured by the
peak centers and the centroid energies — conclusively indicates that the molybdenum
isotopes are soft in the styles of the tin and cadmium nuclei.
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While the experimental results for 94−100Mo suggest clearly that the molybdenum
isotopes are soft in a manner similar to those found in the cases of the tin and cad-
mium nuclei, the explanation for this softness remains elusive. The data presented
here offer a few clues for possible future measurements that may be of use in elucidat-
ing the origin of this softness. First, a close observation of Figs. 5.6 and 5.7 suggests
that 90Zr itself may be soft in relation to 208Pb. Further work in this direction is
clearly necessary to explain this effect; previous works have suggested that perhaps
208Pb instead presents with a stiffer ISGMR response than other nuclei [59, 60], and it
is possible that the responses of 90Zr and 208Pb can be consistently accounted for with
modifications to the symmetry energy which has has been shown to be correlated with
the nuclear incompressibility [80, 83]. It is further possible that measurements of re-
maining isotopes between zirconium and tin, such as the ruthenium nuclei, may shed
further light onto the phenomenon as pertains to the softening which has now been
conclusively documented in three isotopic chains within this region of the nuclear
chart over the past two decades.
In the case of the extraction of Kτ from the ISGMR responses of the calcium nu-
clei, the results conclusively discount the possibility of a positive Kτ and further, are
entirely consistent with pre-existing measurements for the quantity. This result does,
of course, beg the question as to the origin of the egregious differences in the extracted
ISGMR responses for 40−48Ca relative to those obtained by the TAMU group in Refs.
[17, 72, 119]. There have been suggestions that the origin of these discrepancies lies
within the methodology for subtracting the instrumental background and account-
ing for the physical continuum between the two experimental techniques; it would
be supremely helpful if a third-party measurement were completed to serve as an
independent arbiter on these results. Nonetheless, Kτ is extracted from the calcium
nuclei to be −510 ± 115 MeV, and is consistent with the values obtained in the tin
[67, 68] and cadmium [77] nuclei. In summary, the ISGMR strength distributions of
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40−48Ca, and the metrics that are generally used to characterize the excitation energy
of the ISGMR, follow expected trends. It may be concluded, therefore, that there are
no local structure effects on the ISGMR strength distribution in the calcium region
of the nuclear chart and that a positive value for the asymmetry term of nuclear
incompressibility, Kτ , is ruled out.
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APPENDIX A
ANGULAR ACCEPTANCE OF THE SPECTROGRAPH, COLLIMATORS, AND
CALCULATION OF THE AVERAGE SPECTROGRAPHIC SCATTERING
ANGLE
A.1 Angular acceptance and bin choices
It is a feature of spectrographs that they have a finite angular acceptance along
each axis in a two-dimensional angular plane. The solid angle, given a horizontal and
vertical acceptance, is merely:
∆Ω = ∆φ∆θ, (A.1)
where ∆φ and ∆θ are the respective widths of the acceptances in the vertical and
horizontal scattering directions in the calculation.
Experimentally, a series of collimators was employed to constrain the scattered
beam so as to have a well-defined solid angle from which the cross-section could be
extracted. At the exit of the scattering chamber of Grand Raiden, collimators with
vertical acceptance ∆φ = 40 mrad and ∆φ = 60 mrad were used. The horizontal ac-
ceptance was specified via offline analysis gates. For the 0 degree runs, the horizontal
angle θ was subdivided into three equally spaced bins between −0.6◦ ≤ θ ≤ 0.6◦, each
with horizontal acceptance ∆θ = 0.4◦. The symmetric bins from 0.2◦ ≤ |θ| ≤ 0.6◦
were merged due to symmetry considerations and to optimize the statistics of the
zero-degree measurement. For all other runs, horizontal collimation allowed for sub-
division into four bins within the range −0.8◦ ≤ θ ≤ 0.8◦.
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A.2 Angle averaging
The finite acceptances of the spectrograph in both the vertical and horizontal
directions require that the angle assigned to particles scattering into a solid angle ∆Ω
is averaged over all possible polar angles taken by the possible accepted scattering
trajectories. The possible horizontal scattering angles for a given bin were assigned
in terms of the the angular setting of Grand Raiden, denoted θGR, and the bounds
of the horizontal acceptance for the bin, as described in the previous section. So, the
center of the horizontal bin, θcent is given by:
θcent = θGR + mid (θlow, θhigh) , (A.2)
where mid(x, y) = (x+ y)/2, and θlow, θhigh are the lower and upper bounds, respec-
tively, of the horizontal angular acceptance of the bin in question.
Given this, the possible scattering angles θx in the horizontal direction for a given
bin are constrained via
θcent − 1
2
∆θ ≤ θx ≤ θcent + 1
2
∆θ. (A.3)
In all cases, the vertical scattering angles are constrained solely by the vertical ac-
ceptance of the collimator employed during that particular run, as described in the
previous section. Thus,
−1
2
∆φ ≤ φy ≤ 1
2
∆φ. (A.4)
The angles θx and φy uniquely specify, respectively, the horizontal and vertical po-
sitions of the scattered particle at the entrance of the spectrograph, located a distance
L downstream from the scattering chamber. It is to be emphasized that one cannot
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Figure A.1. Schematic of scattering trajectory into acceptance of
collimator. Shown are the coordinate system and origin used in the
derivation in the text and lines of increasing φy and increasing θx, with the
maximum bounds of each angular range shown. Also shown in blue is a
possible scattering trajectory, with its x and y positions decomposed using
the scattering angles and the given geometry.
average these angles directly: the angular space in either direction constitute a space
wherein the angles that define the coordinates are multi-valued. To correctly average
these quantities, they should be mapped to Cartesian space1. In this Cartesian rep-
resentation, one can then average over the bounds of the collimator acceptance and
the offline gates. Following this logic, the horizontal and vertical positions x and y
are given via:
x = L tan θx (A.5)
y = L tanφy. (A.6)
From this, the 2-dimensional distance from the center of the acceptance can be cal-
1For example, particles scattering at horizontal angles ±0.3◦ could be mistakenly taken to have
an arithmetic mean of 0◦, but equivalently, one of 180◦.
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Figure A.2. Overlay of potential assigned-scattering angles for both θcent as
well as Θavg using ∆φ, ∆θ described in the text.
culated:
ρ2 = x2 + y2 (A.7)
= L2
(
tan2 θx + tan
2 φy
)
. (A.8)
The distance from the scattering chamber to the position at the acceptance is denoted
by R. In a spherical coordinate system centered at the scattering point, then ρ is
written in terms of the polar angle Θ,
ρ = R sin Θ. (A.9)
Recall that the relationship between the radial coordinate in cylindrical and spherical
coordinates is ρ = R sin Θ. This, combined with the fact that z = L in our cylindrical
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coordinate system and that in spherical polar coordinates, z = R cos Θ, we have that
L = ρ cos Θ/ sin Θ. Thus, we can write Eq. (A.8) in the form:
ρ2 = L2
(
tan2 θx + tan
2 φy
)
=
ρ2
tan2 Θ
(
tan2 θx + tan
2 φy
)
, (A.10)
and thus we have
Θ(θx, φy) = arctan
(√
tan2 θx + tan
2 θy
)
. (A.11)
Application of the Mean-Value Theorem for integration yields the averaged scat-
tering angle, taking into account the finite acceptance in both the vertical and hori-
zontal directions,
Θavg =
1
∆θ∆φ
∫ ∆φ/2
−∆φ/2
∫ θcent+∆θ/2
θcent−∆θ/2
Θ(θx, φy)dθxdφy. (A.12)
Observation of Fig. A.2 indicates that the difference between an assignment of
the scattering angle as the horizontal bin center, without correctly averaging over
both directions, is largest at forward angles where the bounds of integration in Eq.
(A.12) are most comparable. At all but the most forward angles, θGR is large in
comparison to the vertical acceptance ∆φ, which constrained by the fixed geometry
of the collimator.
As discussed in Chapter 3, in order to optimally constrain the ISGMR on the
basis of angular distribution data, it is necessary for one to have sufficiently forward-
angle cross sections. In order to achieve angular distribution data sufficiently close
to 0◦, it is thus critical to constrain the vertical and horizontal acceptances subject
to Eq. (A.12); this fact, in combination with the constraint on available beamtime
and simultaneous demand for small statistical uncertainties, informed the choice of
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both horizontal and vertical ±20 mrad collimators for the 0◦ measurements of this
thesis work.
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APPENDIX B
RESULTS OF MULTIPOLE DECOMPOSITION ANALYSES
As discussed in Chapter 4, the experimental double-differential cross sections were
decomposed into contributions from the various isoscalar modes (see Eq. (4.5) and
the surrounding discussion)
d2σexp(θc.m., Ex)
dΩ dE
=
∑
λ
Aλ(Ex)
d2σDWBAλ (θc.m., Ex)
dΩ dE
. (B.1)
The results of the multipole decomposition analysis are presented in this Ap-
pendix, for each nucleus (94,96,97,98,100Mo, and 40,42,44,48Ca) for the entirety of the
excitation energy range over which angular distribution data were extracted. For the
molybdenum isotopes, a typical bin width was approximately 500 keV, whereas for
the calcium isotopes, 200 keV bins were utilized (1 MeV for 48Ca).
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Figure B.1. Multipole decompositions for 94Mo (1/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.2. Multipole decompositions for 94Mo (2/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.3. Multipole decompositions for 94Mo (3/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.4. Multipole decompositions for 96Mo (1/4). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.5. Multipole decompositions for 96Mo (2/4). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
122
10−1
100
101
102 19.5 MeV 22.0 MeV 24.5 MeV
10−1
100
101
102 20.0 MeV 22.5 MeV 25.0 MeV
10−1
100
101
102
d
2
σ
/d
E
/d
Ω
[m
b
/s
r/
M
eV
]
20.5 MeV 23.0 MeV 25.5 MeV
10−1
100
101
102 21.0 MeV 23.5 MeV 26.0 MeV
0 2 4 6 8
10−1
100
101
102 21.5 MeV
0 2 4 6 8
θcm [deg]
24.0 MeV
0 2 4 6 8
26.5 MeV
Figure B.6. Multipole decompositions for 96Mo (3/4). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.7. Multipole decompositions for 96Mo (4/4). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.8. Multipole decompositions for 97Mo (1/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.9. Multipole decompositions for 97Mo (2/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.10. Multipole decompositions for 97Mo (3/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.11. Multipole decompositions for 98Mo (1/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.12. Multipole decompositions for 98Mo (2/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.13. Multipole decompositions for 98Mo (3/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.14. Multipole decompositions for 100Mo (1/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.15. Multipole decompositions for 100Mo (2/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.16. Multipole decompositions for 100Mo (3/3). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.17. Multipole decompositions for 40Ca (1/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.18. Multipole decompositions for 40Ca (2/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.19. Multipole decompositions for 40Ca (3/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.20. Multipole decompositions for 40Ca (4/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.21. Multipole decompositions for 40Ca (5/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.22. Multipole decompositions for 40Ca (6/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.23. Multipole decompositions for 40Ca (7/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.24. Multipole decompositions for 42Ca (1/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.25. Multipole decompositions for 42Ca (2/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.26. Multipole decompositions for 42Ca (3/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.27. Multipole decompositions for 42Ca (4/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.28. Multipole decompositions for 42Ca (5/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.29. Multipole decompositions for 42Ca (6/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.30. Multipole decompositions for 42Ca (7/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.31. Multipole decompositions for 44Ca (1/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.32. Multipole decompositions for 44Ca (2/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.33. Multipole decompositions for 44Ca (3/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.34. Multipole decompositions for 44Ca (4/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.35. Multipole decompositions for 44Ca (5/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.36. Multipole decompositions for 44Ca (6/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.37. Multipole decompositions for 44Ca (7/7). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.38. Multipole decompositions for 48Ca (1/2). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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Figure B.39. Multipole decompositions for 48Ca (2/2). Shown are
contributions from the ISGMR (red), ISGDR (blue), ISGQR (green), and
higher multipoles (cyan), alongside the response of the IVGDR
(dot-dashed).
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APPENDIX C
EXTRACTED ISOSCALAR GIANT DIPOLE AND QUADRUPOLE STRENGTH
DISTRIBUTIONS
The multipole decomposition procedure that is described in Chapter 4 is capable
of extracting the strength distributions for the isoscalar giant dipole and quadrupole
resonances in addition to those of the giant monopole resonances. The extracted Aλ
coefficients described in the definition of the MDA (cf. subsection 4.2.1) are scaled
by the full EWSR as described in Eq. (5.1), and the resulting strength distributions
were analyzed in a manner similar to that of the analysis of the ISGMR strength
extracted within each experiment.
C.1 ISGDR and ISGQR in the molybdenum nuclei
In the case of the molybdenum nuclei, the ISGDR shows the characteristic two-
peak structure which has been observed in prior experiments [52, 54, 55, 109], as
depicted in Fig. C.1, with excitation energies approximately given by 1~ω and 3~ω
(cf. Table 2.1). The two-peak Lorentzian distributions that were fit to these distribu-
tions are given in Table C.1. The general features of the extracted distributions and
the corresponding fit parameters are in agreement, subject to the additional ∼ 20%
uncertainties that are necessarily quoted in the extracted strengths [68]; this fact
is especially critical for interpretation of the high-energy component of the ISGDR
strength distributions, as even small statistical fluctuations or systematic uncertain-
ties in the cross sections at higher excitation energies can result in significant changes
in the extracted energy-weighted sum rule.
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Figure C.1. Extracted ISGDR strength distributions for 94−100Mo, in
addition to the fit distributions described in the text.
The nuclear continuum which underlies the experimental spectra, and further,
the extracted strength distributions, exacerbates the quantification of the EWSR
exhausted by the high-energy peak of the ISGDR. The multipole decomposition em-
ployed in this work is insensitive to, for example, pick-up and breakup channels
which open toward the high-excitation-energy end of the spectra. These channels
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are highly forward-peaked, and so can mimic the angular distribution characters of
the ISGMR and ISGDR [76]. Thus, a significant portion of the strengths above 20
MeV reported in this work can be spurious in nature. This conjecture was confirmed
by measurements on the ISGDR [52, 76] on 208Pb, in which both the instrumental
background and nuclear continuum have been suppressed by particle-decay double-
coincidence measurements of the 208Pb(α,α′ p) 207Ti reaction. In this measurement,
the general positioning of the ISGDR was consistent between the singles measure-
ment (conducted with the present methodology) and the doubles measurement, with
the principle difference being the absence of the falsely-attributed ISGDR strength
in the latter measurement.
It is understood that only the high-energy peak of the ISGDR corresponds to a
compressional oscillation (see Ref. [55] and references cited therein). Due to this
fact, while the full distribution of the ISGDR strength is well-modeled in all cases
by the combination of the two peaks, the moment ratios for the ISGDR which are
presented in Table C.3 are calculated in the same manner as was described for the
corresponding 94−100Mo ISGMR moments in Chapter 5, but for only this high-energy
peak.
In the case of the non-compressional ISGQR strengths, 94−100Mo each have broadly-
peaked distributions of strength which slightly widen with increasing mass number.
This is perhaps attributable to axial deformation which causes splitting of the ISGQR
into K = 0, 1, and 2 components; it is possible that the coupling of the K = 0 com-
ponent of the ISGQR to the ISGMR is possible for the double-peak structure in the
ISGMR strength distributions in the higher-mass molybdenum nuclei as described in
Chapter 5.
In the case of 96Mo, a sharp peak was manifest in the ISGQR strength distribution
at ∼ 11.5 MeV; this peak was modeled simultaneously with the broader ISGQR
structure. The fitted Lorentzian distributions for the ISGQR are presented in Table
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Figure C.2. Extracted ISGQR strength distributions for 94−100Mo, in
addition to the fit distributions described in the text.
C.2, with corresponding moment ratios for the fit distributions given in Table C.4.
C.2 ISGDR and ISGQR in the calcium nuclei
For the calcium nuclei, the ISGDR and ISGQR responses were themselves simi-
larly fragmented as was observed for the corresponding extracted monopole strength
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TABLE C.1
LORENTZIAN-FIT PARAMETERS FOR THE ISGDR IN 94−100Mo AND
INTEGRATED EWSR BETWEEN 0 — 35 MeV
Low Peak High Peak Total
E0 Γ m1 E0 Γ m1 m1
[MeV] [MeV] [%] [MeV] [MeV] [%] [%]
94Mo 15.6+0.7−0.6 2.7
+1.8
−0.9 21± 1 27.3+1.0−0.8 8.3+2.2−1.7 153± 6 174± 7
96Mo 15.1+0.3−0.3 2.4
+0.6
−0.5 28± 1 26.8+0.9−0.8 7.9+2.1−1.6 127± 4 154± 5
97Mo 15.7+0.7−0.5 2.7
+2.4
−1.0 24± 1 26.9+1.2−1.0 10.3+3.1−2.4 153± 6 177± 7
98Mo 15.0+0.3−0.3 2.7
+0.6
−0.5 41± 2 27.3+0.9−0.7 7.0+2.8−1.6 132± 4 173± 6
100Mo 15.0+0.3−0.3 2.4
+0.5
−0.5 37± 2 26.7+1.0−0.8 8.9+2.7−1.9 147± 5 184± 6
distributions. As a result, the distributions were not amenable to being described by
any well-founded combination of peaks.
The extracted ISGDR strengths are depicted in Fig. C.3. In contrast to the
molybdenum nuclei, there does not appear to be an abundance of low-energy strength
until ∼ 20 MeV. Beyond this threshold, it is difficult to say conclusively whether the
measured strength is due to the compressional response (high-energy, 3~ω) of the
ISGDR, the non-bulk (low-energy, 1~ω) response, or some combination of the two
modes. With this caveat in mind, Table C.5 reports the moment ratios calculated
from a direct Monte Carlo sampling of the probability distributions for each strength
bin extracted from the multipole decomposition for excitation energies above and
including 20 MeV.
Similarly, the moment ratios for the ISGQR were calculated over the full excitation
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TABLE C.2
LORENTZIAN-FIT PARAMETERS FOR THE ISGQR IN 94−100Mo AND
INTEGRATED EWSR BETWEEN 0 — 35 MeV
Low Peak High Peak Total
E0 Γ m1 E0 Γ m1 m1
[MeV] [MeV] [%] [MeV] [MeV] [%] [%]
94Mo - - - 13.6± 0.1 3.3± 0.2 118± 2 118± 2
96Mo 11.5± 0.1 0.3+0.3−0.1 2+2−1 13.6± 0.1 2.8± 0.1 111± 4 113± 4
97Mo - - - 13.6± 0.1 3.1± 0.3 120± 2 120± 2
98Mo - - - 13.6± 0.1 3.5± 0.3 125± 2 125± 2
100Mo - - - 13.6± 0.1 3.5± 0.2 132± 2 132± 2
energy range in the same way, and are reported in Table C.6.
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TABLE C.3
MOMENT RATIOS FOR FOR THE HIGH-ENERGY COMPONENT OF
THE ISGDR OF 94−100Mo CALCULATED BETWEEN 0 — 35 MeV
FROM THE FIT DISTRIBUTIONS OF TABLE C.1
Nucleus
√
m1/m−1 m1/m0
√
m3/m1
[MeV] [MeV] [MeV]
94Mo 20.5± 0.8 23.5± 0.6 26.8± 0.7
96Mo 20.5± 0.7 23.4± 0.5 26.6± 0.3
97Mo 19.2± 0.8 22.6± 0.6 26.4± 0.6
98Mo 21.3± 0.8 24.1± 0.5 27.0± 0.3
100Mo 19.9± 0.7 23.0± 0.5 26.4± 0.3
TABLE C.4
MOMENT RATIOS FOR THE ISGQR OF 94−100Mo CALCULATED
BETWEEN 0 — 35 MeV FROM THE FIT DISTRIBUTIONS OF TABLE
C.2
Nucleus
√
m1/m−1 m1/m0
√
m3/m1
[MeV] [MeV] [MeV]
94Mo 12.7± 0.1 14.2± 0.1 17.4± 0.6
96Mo 12.7± 0.2 13.9± 0.2 16.8± 0.6
97Mo 12.7± 0.1 14.1± 0.1 17.1± 0.7
98Mo 12.7± 0.1 14.2± 0.1 17.3± 0.7
100Mo 12.6± 0.1 14.2± 0.1 17.5± 0.6
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Figure C.3. Extracted ISGDR strength distributions for 40−48Ca.
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Figure C.4. Extracted ISGQR strength distributions for 40−48Ca.
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TABLE C.5
MOMENT RATIOS FOR THE ISGDR IN 40−48Ca, CALCULATED
BETWEEN 20 — 31 MeV
Nucleus
√
m1/m−1 m1/m0
√
m3/m1
[MeV] [MeV] [MeV]
40Ca 25.6± 0.1 25.8± 0.1 26.4± 0.1
42Ca 25.5± 0.1 25.7± 0.1 26.3± 0.1
44Ca 25.5± 0.1 25.7± 0.1 26.3± 0.1
48Ca 26.1± 0.5 26.3± 0.5 26.8± 0.5
TABLE C.6
MOMENT RATIOS FOR THE ISGQR IN 40−48Ca, CALCULATED
BETWEEN 10 — 31 MeV
Nucleus
√
m1/m−1 m1/m0
√
m3/m1
[MeV] [MeV] [MeV]
40Ca 18.0± 0.1 18.6± 0.1 20.6± 0.1
42Ca 18.5± 0.1 19.1± 0.1 21.2± 0.1
44Ca 18.4± 0.1 19.1± 0.1 21.2± 0.1
48Ca 19.0± 0.2 19.8± 0.2 21.9± 0.3
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