Classification algorithms help predict the qualitative properties of a subject's mental state by extracting useful information from the highly multivariate non-invasive recordings of his brain activity. In particular, applying them to Magneto-encephalography (MEG) and electro-encephalography (EEG) is a challenging and promising task with prominent practical applications to e.g. Brain Computer Interface (BCI). In this paper, we first review the principles of the major classification techniques and discuss their application to MEG and EEG data classification. Next, we investigate the behavior of classification methods using real data recorded during a MEG visuomotor experiment. In particular, we study the influence of the classification algorithm, of the quantitative functional variables used in this classifier, and of the validation method. In addition, our findings suggest that by investigating the distribution of classifier coefficients, it is possible to infer knowledge and construct functional interpretations of the underlying neural mechanisms of the performed tasks. Finally, the promising results reported here (up to 97% classification accuracy on 1-second time windows) reflect the considerable potential of MEG for the continuous classification of mental states.
INTRODUCTION
The non-invasive detection of task-related neurophysiological changes occurring within the human brain is a significant challenge in biomedical engineering. There is a growing interest in using classification techniques to estimate the mental state of a subject, related to a performed task, from multivariate brain functional imaging signals such as functional magnetic resonance imaging (fMRI) (Carlson et al., 2003; Laconte et al., 2006; Haynes and Rees, 2006) or magneto-or electroencephalography (MEG/EEG) (Kubler et al., 2001; Wolpaw et al., 2002; Lal et al., 2005; Lotte et al., 2007) from ongoing, single-trial epochs. In principle, the related algorithms are statistical tools that can be trained to estimate a qualitative variable, the class label, from a set of quantitative variables. Therefore, classification techniques aim at predicting the qualitative mental state of the human brain and come in addition to the estimation of functional brain responses per se.
There are two major reasons why these methods should be considered: first, classification tools let us evaluate the predictive power of functional signals and thus quantify the information they convey about the tasks being performed. Classification methods come in complement to massively univariate statistical tools like Statistical Parametric Mapping (Frackowiak et al., 1997) by mining the information contents of multidimensional signals. These approaches are more powerful than the univariate statistical tests since the former seek information in many variables at the same time whereas the latter can only process each variable independently (Carlson et al., 2003) . The second reason why classification tools are pertinent to neuroscience is their potential applications to real-time prediction of brain states. Their most popular application is undoubtedly Brain Computer Interfaces (BCI) which has witnessed considerable progress during the past decade (Kubler et al., 2001 , Wolpaw et al. 2002 Lebdev and Nicolelis, 2006) . A further promising realtime application is neurofeedback for the treatment of motor or cognitive dysfunctions such as Attention-Deficit/ Hyperactivity Disorders (ADHD) (Fuchs 2003 , Strehl 2006 .
For some of these applications, exploiting directly the invasive recordings of neural populations can be more efficient than using fMRI, EEG or MEG. In particular, invasive neural interfaces have known considerable progress (Taylor et al., 2002; Wessberg and Nicolelis, 2004) ; but a lot of work remains to be done to achieve a safe and stable invasive BCI (Lebdev and Nicolelis , 2006) . Thus, even if they provide a slower information transfer, devices using non-invasive imaging modalities are still competitive for this application. Among these imaging techniques, Magnetoencephalography (MEG) and electroencephalography (EEG) provide the highest temporal resolution making these techniques ideal for the aforementioned real-time applications. Several parameters, however, need to be carefully taken into account when using classification methods with magnetoelectroencephalographic (MEEG) data. First, the choice and design of the experimental paradigm is an important factor that will partially determine subsequent data processing procedures. The most commonly used paradigms involve stimulus-locked subject responses where the spatial and temporal properties of brain responses linked to a stimulus are investigated and referenced in direct relationship to the stimulus onset. In the context of BCI, a synchronous set-up is directed toward evoked brain responses triggered by an external stimulus. By contrast, asynchronous BCI set-ups do not require any external stimulation to infer mental states. Therefore, asynchronous approaches are challenging because they are expected to yield a less tedious and more natural and efficient communication device. In general, such systems operate with data acquired while subjects alternate between two (or more) sustained mental tasks. A major difference between continuous data acquisition paradigms and classical stimulus-locked experiments is that the task is maintained on a longer time span (typically tens of seconds). Henceforth, we will refer to this type of paradigm as a continuous experiment.
The two types of experimental paradigms, stimulus-locked and continuous, involve different types of data processing and investigate different quantitative measures estimated from the signals. Nevertheless, it is noteworthy that while some techniques like the analysis of evoked potentials are only useful for synchronous BCI applications (Farwell and Donchin, 1988; Wolpaw et al., 2002) , other taskrelated phenomena, like sustained oscillatory activities, can be used both with synchronous and asynchronous paradigms (Keirn et al., 1990; Anderson et al., 1998; Pfurtscheller et al. 1997; Borisoff et al., 2004; Milan et al., 2004; Scherer et al., 2004) . To elucidate these task-related brain rhythms, spectral analysis has become a standard procedure with two measurements: (a) power spectral density, (which provides an estimation of signal amplitude at different frequencies or within various frequency bands) and (b) long-range signal correlation in the frequency domain (which can be measured via coherence or phase synchrony). Whether they are performed at the sensor or at the cortical level, power estimations are assumed to reflect the synchronization of local neural populations (Singer et al. 1999) while the long-range signal coupling represents long-distance interactions between two signals recorded in distinct brain regions.
The primary objective of this paper is to provide an overview of the major principles of classification approaches applied to EEG and MEG data, and secondly to investigate the practical behavior of such techniques with real MEG data acquired during a continuous visuomotor task. The results shed some light on important issues such as the selection of a classifier and the evaluation of its performances, as well as the identification of physiologically relevant discrimination features for continuous sensorimotor MEEG data.
The layout of the paper is as follows: In Section 2, we review the general principles of classification methods by considering different classification schemes and various measures generally extracted from MEEG recordings for the purpose of classification. In Section 3, we report on the application of classification tools to MEG data recorded during a continuous visuomotor task and we conclude by discussing the utility, interpretation and limitations of the results obtained.
USING CLASSIFICATION METHODS FOR MEEG

The different steps
Applying statistical analysis tools to MEEG signals usually requires temporal segmentation of the recordings according to precise events of the experimental paradigm. For stimulus-locked paradigms, segmentation bounds are set according to the stimulus onset. In particular, a reference time window preceding the stimulus onset is usually taken as a reference epoch (or baseline) to which the temporal evolution of the cortical signals after stimulus onset is compared. Obviously, this scheme can be temporally reversed if the reference point is the subject's response instead of a stimulus (as in movement preparation or anticipation paradigms). Conversely, if continuous paradigms may contain specific events (for example the beginning of the task), they do not systematically impose a temporal ordering of the whole recording. In this case, if we assume that signal properties are largely invariant over the duration of a given continuous behavioral condition, a long-lasting epoch corresponding to the continuous task can be segmented into successive time windows. This segmentation provides a large number of time windows which can then be processed as multiple trials of the same experimental condition (although all reference-free).
To characterize brain activities from recordings, several features are then computed from the segmented data (details in next section). These features allow representing each segment as a point in a normed vector space, whose entries are feature values. Therefore, by applying this quantification procedure to multiple trials, we obtain a set of distributed points that may form several 'clouds' in the multidimensional feature space (Fig. 1) . Each cloud of points corresponding to the data of a specific behavioral condition represents a class. The next step of the classification procedure consists in exploiting a first dataset as a «training set» to learn to partition the feature space in a way that optimally distinguishes the various classes from each other. Most of the widely used techniques (described below) fit a separation surface, called the decision boundary, between domains corresponding to each class. Once the classifier is "trained", new trials can then be classified as belonging to one class or another according to their position in the feature space. In this study, we will restrict the discussion to binary classification where only two classes have to be distinguished. In this case, the decision boundary is usually determined using a discriminant function (Duda and Hart, 2000) f * (x) with the following rule: if f * (x) > 0 then the trial associated with feature vector x is classified in class 1, else the trial is attributed to class 2. We will briefly present a few classification methods in addition to common problems that arise from these approaches. A schematic overview of the MEEG classification process in the binary classification case of a continuous paradigm is depicted in Figure 1 .
Characterizing brain activity from MEEG measurements
To quantify task-related cortical activations from recordings, the ongoing signals are usually segmented into time windows on which various computations are performed. Most of the estimated parameters can be divided into families depending on the spatial extent of the physiological phenomenon under investigation: local or long range. Local measurements generally provide a measure of task-related activity picked up at a single sensor or electrode. This measure is assumed to reflect the modulation of neural activity at a focal brain area located next to the detector. By contrast, measurements of long distance interactions quantify the coupling between signals detected at two distinct sensors, possibly, although not necessarily, revealing an information transfer between two distant neural ensembles. The physiological interpretation of such long-range phenomena is the focus of a large body of literature ranging from realistic models of neural networks to experimental evidence obtained using both invasive and non-invasive recordings, both in human and non-human primates Varela et al., 2001; Brovelli et al., 2004.; Jerbi et al., 2007; Lachaux et al., 1999) .
Given that the electromagnetic activity recorded on the scalp is an indirect and attenuated signature of the underlying neural processes, the main difference between MEEG and invasive recording techniques, is that the tasks-related effects should be sufficiently strong if they are to be observed non-invasively on the scalp surface. The strength of these signals presumably depends on various parameters including the Signalto-Noise ratio of the system, the size of the neural populations involved, the experimental paradigm and possibly the alertness or motivation of the subject. To help detecting these signals, a large number of signal processing techniques have been (Bashashati et al., 2007) ; but most of them make use of the same physiological phenomena and similar measures to those that will be reviewed in the following sections.
Local activity measurements
Given that stimulus locked experimental paradigms have been widely used both for basic cognitive studies and for BCI applications, a large range of analysis tools have been tested and developed over the years to specifically analyze event related activities. The best-studied family of event related activities is Event Related Potentials (ERP). Even if, to date, the physiological processes underlying ERP generation remain debated, many types of ERP induced by specific stimulation set-ups are robustly observed and can be exploited. For instance, a virtual keyboard, called the P300 speller, has been developed based on a specific ERP arising after the onset of an attended stimulus (Barett, 1996) . Due to baseline fluctuations, ERP can only be detected by averaging data obtained over multiple trials. Although, in theory, this requirement makes ERP unusable for classification of single trial MEEG activities, this problem has been solved in the P300 speller paradigm by cumulating multiple trials before classification (Farwell and Donchin, 1988) .
A further quantification of local modulations is given by measures known as Event Related Desynchronization (ERD) and Synchronization (ERS) (Pfurtscheller and Lopes da Silva, 1999) . ERD (or ERS) represent a decrease (or an increase) of oscillatory power at specific frequencies and in specific locations as compared to the baseline power estimated during a reference period (i.e. a time window prior to stimulus onset or alternatively an epoch during a control condition). Many studies report the presence of task specific rhythms in MEG and EEG recordings; In particular, in the 8-12Hz band occipital alpha rhythms are implied in vision whereas mu rhythms (~11 Hz) are present in the motor cortex in resting states and are suppressed during the execution of a movement (Salmelin and Hari, 1994) . In higher frequency bands, beta rhythms (15-30 Hz) have been shown to be suppressed during movement and to display a strong increase roughly 1-2 seconds after the movement is terminated (a phenomenon known as beta rebound). Finally, gamma band power modulations (30-90 Hz) seem to play an important role in wide range of complex cognitive processes (Tallon-Baudry, 1999) . Historically, the presence of ERS and ERD in specific frequency bands is interpreted as an activation or deactivation of the neural assemblies, but this theory is questioned according to recent studies: the ERD/ERS phenomena are highly dependent of the task and the brain area (Lopes Da Silva, 2006) and rhythms in the same frequency band can both correspond to deactivation or activation of the underlying network (Pfurtscheller, 2006) . ERD in the alpha and beta bands appearing in the motor areas has been extensively used to classify motor imagery tasks (Pfurtscheller, 1997) . The usual way to detect ERD/ERS is to make a baseline normalization and then to compute inter trial averages ; however studies in BCI protocol have demonstrated their measurability in single trial (Pfurtscheller, 97) .
For continuous paradigms, the starting time of the mental process is either not used or not available, which makes ERP too difficult to detect. Moreover the transient nature of ERP is not compatible with the characterization of continuous states. Besides, even though ERD/ERS is usually referenced to a baseline, this phenomenon can be equally considered as induced by an event or as task related activation. Hence a continuous task can also be characterized by ERD/ERS measurements. Technically speaking, the alternative to stimulus-locked ERD/ERS when processing continuous brain activities is to cut original recordings into sliding windows and perform the spectral power measurements on these windows in multiple frequency bands.
The usual tools to extract frequency information from EEG and MEG signals are Fourier transform and band pass filtering. In this case, the feature considered is the spectral power in different frequency bands Thus, the resulting quantity can both reflect the correlation between spectral power of the signal (i.e. amplitude) and a temporal synchronization (phase relationship) of the signals.
By contrast, phase synchrony concentrates on assessing the common phase information between two signals. It is calculated by converting the filtered data of each channel i in the frequency band f, z i (t) into an analytical signal a i (t) by the Hilbert transform H with
This allows to define the instantaneous phase ϕ i (t) of the filtered signal (Pikovsky et al., 2001 ) by the modulus-argument decomposition a i (t) = |a i (t)|e i(ϕi (t)) , where i is the complex number of modulus 1 and argument -. The phase locking value between channels 1 and 2 in a given frequency band f is thus:
, (2) In a previous study , we estimated phase synchrony on surface EEG recordings performed during a visual task. Task-related phase synchrony modulations between widely separated electrodes showed significantly different patterns between "face perception" and "no face perception". Additionally, in an intracerebral study (Le Van Quyen et al., 2005) we provided evidence for the use of phase synchrony to anticipate epileptic seizures. Moreover, recent findings in the field of Brain-Computer Interfaces suggest that combining spectral power measurements with phase synchrony improves accuracy when classifying EEG signals (Gysels et al., 2004 (Gysels et al., ,2005 Wei et al., 2007) .
In the present study, we also investigate the combination of power and phase synchrony measures for classification purposes applied to MEG visuomotor data (details in Section 3). An argument for using both these tools is that they can be considered within the same biological framework of "Resonant Cell Assemblies" f obtained by calculating the average power of the filtered signal z i (t) of channel i during each time window of length T:
(1) These tools can be seen as non parametric spectral analysis methods, as no assumption is made on the power spectrum of the signals. Another method, which has been proved to be efficient for EEG classification, is autoregressive modeling (Anderson, 1998) . This is a parametric approach as it assumes that the power spectrum of the signals is described by a few coefficients (typically 3 to 10).
Spectral measurements are also a convenient tool to detect Steady State Visual Evoked Potentials (SSVEP) induced by repetitive visual stimulations in new BCI paradigms (Middendorf et al. 2000) .
Long distance interactions
It is reasonable to assume that any mechanism for brain integration must involve interactions between the participating local neural ensembles (Varela et al., 2001) . Quantifying these interactions has been investigated via multiple techniques that quantify the presence of common information in the signals that originate from different brain areas. Assessing this functional relationship between distant signals has been named "functional connectivity" by contrast to anatomical connectivity. Functional connectivity investigates the structure of the brain network at a particular time sample and is supposed to characterize the cooperation between many specialized regions. The most widely used measures for long-range interaction quantification are coherence and phase synchrony .
Coherence measures the interaction of two signals in a particular frequency band by computing the correlation between their Fourier transforms Z 1 (f) and Z 2 (f) of two signals at this frequency (bars in the following equations indicate averaging over successive data segments). Varela, 1995) . In recent years, it has become evident that the concept of neuronal synchrony can improve our characterization and our understanding of the global aspect of brain dynamics. Indeed neuroscience has provided abundant evidence of synchronization at all levels of the nervous system (Varela et al. 2001) , ranging from individual pairs of neurons to larger scales within or in between different local neural assemblies. Generally, oscillations are thought to reflect local synchronization of such assemblies, the underlying principle being that it is the phase locked neural activity that predominantly gives rise to measurable scalp oscillations. By contrast, the long range phase synchronization between two electrodes is assumed to be a signature of the phase locked activity between distinct brain regions. Therefore these two measures are complementary in characterizing brain activity and essential for the global integration hypothesis.
Classification algorithms
Data classification is an issue of primary importance in the field of data mining: it consists in estimating a qualitative variable the class label using a set of other variables. Numerous algorithms and methods have been proposed in order to achieve data classification and to improve its efficiency. Most standard classification methods can be broadly described as a twostep procedure which consists first of a learning phase followed by actual estimation of unknown class labels. During the learning phase, a discriminant function is fitted to a portion of the data generally called the training data set and then, in the second phase, the trained model (achieving optimized separation on the training set) is used to discriminate between the classes from new data sets. Two main considerations can distinguish classification algorithms:
-Their decision boundary can be either linear or non-linear -The fitted discriminant function can result from a probabilistic model (model-based or generative algorithms) or be expressed directly using the data points from the training set (data-based or discriminative algorithms).
We will present three algorithms illustrating these fundamental characteristics.
Linear Discriminant Analysis (LDA)
Linear classification algorithms, which represent a large portion of the available techniques, are based on fitting a linear discriminant function to the data. This linear decision is of the form f (x) = wx + b where b is the bias and w the normal vector to the decision boundary f (x) = 0. One approach to fit this linear function to the data is Linear Discriminant Analysis which amounts to fitting a Gaussian probabilistic model to the data (Duda and Hart, 2001 ). In its simplest formulation, assuming the feature vector x has a Gaussian distribution with different class conditional means μ 1 and μ 2 for class 1 and 2 respectively and the same covariance matrix Σ 1 = Σ 2 = Σ in the two cases, the optimal decision function in a Bayesian framework is of the form:
An illustration of this technique on toy data is provided Fig. 2 a) , showing the affine decision boundary between the two clouds of points of the training set. LDA is an interesting algorithm for many reasons: it is fast, simple to implement and to understand. As a consequence it has been widely used in the BCI community (Garett 2003 , Bostanov 2004 , Scherer 2004 .
Linear Support Vector Machine (SVM)
Contrary to LDA, that constructs a probabilistic model for each class using all data points, the underlying principle of linear Support Vector Machines (SVM) is to minimize a linear separation error focusing on neighboring points of the linear separation surface (Vapnik, 1998) . Points that lie sufficiently far from the separation surface are thus ignored in the learning
process. More precisely, the linear discriminant function has the same form as in LDA: f (x) = wx + b; moreover, we denote by (x i , y i ) the i-th data point of the training set of feature vector x and of class label y i (y i = +1 if the point belongs to state or class 1, y i = -1 if the point belongs to class 2). A margin is defined as the domain between two hyperplanes around the decision boundary of equations f (x) = +1 and f (x) = -1. The SVM algorithm tends to maximize the width of that margin (of value ), which amounts to minimizing the Euclidian norm of the vector w, while maintaining most of the data points outside the margin. The optimal discriminant function f of: 
where is the separation error term, is the regularization term and C is a userdefined regularization parameter (Muller et al., 2001) . As represented Fig. 2 b) some points close to the surface are called support vectors and define the boundaries of the margin on both sides of the surface.
K-Nearest Neighbor
A further data driven method is the knearest-neighbors (KNN) algorithm (Hastie et al. 2001) . The principle of this third method is as follows: The class label of an unlabelled point is attributed to the predominant class within the k nearest labeled points belonging to the training set (k is defined by the experimenter). The KNN algorithm does not rely on any model but rather on the metric used to assess the similarity of any pair of points (usually the Euclidian distance). Using the aforementioned notation (x i , y i ) for the points in the learning set the discriminant function associated to KNN is of the form:
where N k (x) is the index of the K nearest neighbors of x in the training set. From an algorithmic point of view, KNN does not require the iterative learning phase since there is no need to fit a model to the data; however the whole training data set has to be kept in memory to classify the new data. Compared to linear methods the decision boundary f KNN (x) = 0 is strongly nonlinear as shown on an example Fig. 2 c) .
Of course, there are a wide variety of other existing techniques that have been used, like neural networks (Hiraiwa et al., 1990 , Anderson et al., 1998 , Haselsteiner et al., 2000 or Hidden Markov Models (Obermeier et al., 2001) . A complete review of the existing techniques exceeds the focus of this paper and the reader can refer to (Duda and Hart, 2001) or (Hastie et al., 2001 ) for a general view of the field of Pattern Recognition and (Lotte et al., 2007) for an exhaustive review of the algorithms already used for EEG based BCI.
Validating classifier performance
Measuring classification accuracy
Training a classifier aims at minimizing classification error generally quantified as the ratio of the number of well-classified samples to the total number of samples. In order to interpret it, one should take the chance level as a reference. When trying to classify one sample by randomly distinguishing between two balanced classes, one may expect a mean accuracy of 50%. By analogy, dealing with a three class problem, chance should not go past about 33% asymptotically. However, given that such a level of accuracy might well be considered as insufficient, other criteria have been introduced. One criterion, known as kappa, represents the rate of well-classified examples after subtraction of the asymptotic chance accuracy (Townsend et al., 2006) . A further measure of classifier performance is Area Under the ROC curve (AUC). The receiver operating characteristic (ROC) curve represents the evolution of the false positive rate versus the true positive rate which results from thresholding a discriminant function as a function of threshold values (Green and Swets., 1974, Duda and Hart, 2001) . A value of the discriminant function above the threshold predicts class 1, whereas a discriminant function below the threshold yields a class 2 prediction. In practice, this measure allows for a control of the acceptable false negative rate of a diagnosis. In summary, the area under the ROC curve is a global measure of the discriminant power of the discriminant function, regardless of the threshold to be chosen and if the area under this curve reaches 1 (i.e. AUC=1) the discrimination is considered to be perfect.
Finally, for BCI applications, it is obvious that the performance of a classifier also depends on the time-length of the data to be classified and the number of classes to be recognized. For example, taking two classifiers with the same accuracies, if the first performs classification on only 1 s timewindows whereas the other uses 2 s windows, then the first can transmit 2 times more information during the same period of
Figure 3: Schematic evolution of learning error (E learn) and validation error (Eval) as a function of the fit to learning data. After a regular decrease, E val reaches a minimum and a better fit to learning data leads to a worse performance on validation data. data (for example by using more and more non-linear discriminant functions). By increasing this fit, classification error on the training data will steadily decrease since the algorithm's aim is to minimize it. But the classifier error on another data set (validation data) will stop decreasing and even start increasing when the increased fit to the training set no longer represents robust properties of the data to classify: this is called overfitting or overtraining. This scenario is illustrated by Fig. 3 where the validation error curve appears useful to select the best step at which the learning process should better be stopped. Due to this issue, classifier performance has always to be computed on a validation or test dataset to assess generalization ability.
Although they appear under various names in the literature, such as cross validation, leave-one-out, leave-k-out, Jack knife (Stone, 1974 , Hastie et al., 2001 , existing generalization ability assessment frameworks share a common principle. They all consist in depriving the training set of some data samples in order to provide two kinds of sets, training sets and validation sets, with several samplings of the whole data set. For each sampling, trained classifier accuracies are estimated with the items of data that were not used by the learning algorithm.
time. Similarly, for equal accuracies, a four class classifier sends two times more binary information than a two class classifier with the same number of trials. To allow comparison of classification results associated to these experimental parameters, the notion of information transfer rate (ITR) has been borrowed from communication theory (Shannon 1964) 
Generalization
Generalization is the crucial notion to truly quantify the performance of a classifier: it corresponds to the ability of a trained classifier to classify accurately new data (out of the training set). In order to illustrate that point, consider a set of learning algorithms with a parameter enabling to increase their fit to the training Complexity A last issue the authors would like to address here is the problem of complexity, a notion related to multiple mathematical quantities. In statistical learning, complexity quantifies the ability of a set of discriminant functions to separate with a perfect accuracy a training set when the clouds of points of the respective classes are very intricate. According to this definition, the discriminant functions of a KNN classifier are clearly more complex than LDA's affine functions. The more complex the discriminant functions of a classifier are, the better they can fit training data and thus the increasing fit to the data can be interpreted as an increase in complexity. As previously mentioned, an overly good fit to the training data may severely impair generalization accuracy of the method. In particular, for affine classifiers such as LDA or linear SVM, complexity increases with the dimension of the feature space. Thus, in MEEG classification, a high dimension due to the huge number of features used to describe each segment of signal may cause problems. This problem is sometimes referred as the curse of dimensionality, arising from the fact that the more dimensions one introduces into the classification problem, the more data is needed to tackle the subsequent increase of possible variability (degrees of freedom). The point is that including an additional dimension would require also adding many more than just one sample to each data set. One should therefore pay attention to the concept of feature selection, which allows us to control the dimension of the feature space. A standard way to select variables is univariate selection: a reduced number of features are drawn from the whole set according to their individual discriminative power. This discriminative power is usually quantified by a Fisher T test. More advanced multivariate selection methods take into account the whole set of features simultaneously in order to choose the optimized subset of variables for the classifier (Garett et al., 2003) . Another method that can be used to limit classifier complexity is Principal Component Analysis (PCA), which reduces the high dimensional data to a few components used for classification.
APPLICATION TO VISUOMOTOR MEG DATA
We will now illustrate and investigate the use of such procedures by applying linear SVM classification to continuous epochs of MEG data recorded during ongoing visuomotor coordination and during resting states. The aim of this analysis was to assess the ability of the classifier to differentiate between the two conditions and thereby demonstrate its application to real data and indirectly investigate possible physiological processes reflected by the parameters shown to provide best discrimination between the two conditions.
Data Behavioral task
The visuomotor experiment required subjects to continuously manipulate a trackball to compensate the random rotations of a cube projected on a display screen. The visuomotor (VM) task was alternated with a resting condition (R) during which the subjects relaxed while looking at a motionless cube. The subjects were cued to switch between the two conditions every 8 to 12 s, yielding continuous epochs of steady-state MEG data. All subjects gave informed consent and the study was approved by the local medical ethics committee (Jerbi et al. 2007 ).
Recordings and Preprocessing
The cerebral activity was recorded with a whole-head MEG system (151 sensors, VSM MedTech Ltd.) and digitized at 1.25 KHz. The acquired data was first low-pass filtered (100 Hz cut-off), down-sampled to 312.5 Hz and subject to visual inspection. All data segments contaminated by eyeblinks or unwanted swallowing, coughing or movement artifacts were rejected and heart-beat artifacts were corrected using template-matching. All 8-12s continuous MEG records of each condition (VM or R) were split into non-overlapping 1s-epochs. This yielded about 150 to 300 artifact-free trials for each of the two conditions per subject.
Methods
Feature quantification
After multiplication by a Hamming window (to avoid edge effects), the 1-s segments of raw MEG signal z(t) corresponding to the k-th time window W_k was band-pass filtered in 6 frequency bands using zerophase FIR filters (computed by frequency sampling (Oppenheim 89)). The Spectral power was determined for each MEG sensor using Equation 1 in each one of the following standard physiological frequency bands: delta (2-4Hz), theta (5-8Hz), alpha (8-12Hz), beta (15-30Hz), gamma1 (30-60Hz) and gamma2 (60-90Hz). In addition to spectral power, we also computed phase synchrony (i.e. phase locking value, (Lachaux 1999)) between each pair of sensors in each frequency band using Equation 2.
Classification process
The many types of features that have been computed to quantify the brain state are separated into 12 subsets: 6 subsets containing spectral power features in each of the 6 frequency bands and 6 subsets containing phase synchrony features, also in each frequency band. An exhaustive comparison of these 12 feature subsets has been carried out by using one feature type at a time to predict the brain state (i.e. the behavioral condition) with one of the 3 classifiers : LDA, SVM and KNN. The regularization constant of the SVM was set to C=.1 (based on a preliminary investigation) and the number of neighbors for KNN has been set to 5. The predictive powers of the power and synchrony features were assessed using two methods: 1) Ten fold cross-validation (intra-session):
the training set of each session of each subject were split into 10 parts, learning was performed on 9 parts and the classifier was tested on the remaining part. 2) Inter-session cross-validation: for each subject, learning was performed on one full session and tested on the remaining session(s). (At least two sessions were available for each subject).
Moreover, the quantity of information about the mental state given by the classifier was evaluated by two quantities: 1) Classification accuracy: this is the average between the percentages of good classified points in each class. This measure gives an average rate of 50% for a random guess of the classifier even if the proportion of each class in the dataset is unbalanced. 2) Area under the ROC curve (AUR): this quantity gives values of the class information of the discriminant function resulting from the classifier regardless of the threshold to be applied to actually predict the class. The advantage of this method is that it allows for an evaluation of the classifier independently of any possible offset between the features of the test set and the training set. For a random guess the value of AUR is .5 and a perfect (i.e. systematically correct) guess gives AUR=1. In our results, AUR is computed from the test set to evaluate the generalization ability of the classifier.
Results
SVM versus LDA and feature selection
To gain preliminary insight into the effect of the number of features (i.e. possible discrimination parameters) on classification accuracy, we first performed variable selection on the features linked to the beta power. Using an intra-session 10 fold cross validation, only the most discriminative features according to a t-test on the training set were fed into a linear SVM. For comparison, the same procedure was carried out with an LDA classifier and a 5 nearest neighbor classifier (KNN, K=5).
The classifier accuracy results of all three algorithms are shown in Fig. 4 . Our findings suggest that, when using a small training set (150 time windows), the accuracy of linear SVM and KNN remains stable as the number of selected variables grows. In contrast, LDA accuracy drastically decreases when more than 100 features are selected. Linear SVM and KNN may therefore be considered to be more robust than the LDA approach with this high dimensional data. Our results also indicate that the drop in LDA accuracy is less important when a larger training set (300 points) is used. This is in line with the idea that high dimensional data is better classified using more data points. Moreover, the results in Fig. 4 also suggest that even when using linear SVM, it might not be necessary to select a high number of features in order to obtain an optimal accuracy with the data at hand. According to these first results from Fig. 4 , in the rest of the study investigating the MEG visuomotor data, we chose to use 36 features (with a Fisher t-test) in each subset before the training of a linear SVM classifier. 
Classifier validation
To assess the stability of classifier performance across time, we estimated the classifier accuracy of SVM derived from each feature subset both within the same session and in between sessions using 10 fold cross-validation and inter-session crossvalidation respectively. The average classification results across the 3 subjects are given Fig. 5 . Our results show that for the MEG visuomotor data used here, the best accuracy was obtained using beta activities as discriminant features. This result did not depend on the type of feature (power or synchrony) nor the type of validation used (inter or intra session). In particular, the highest score (86%) was obtained for beta power in intra session cross-validation (Fig.  5) . Note that nearly all features are less predictive in inter session than in intra session validation. In particular, the classification accuracy based on phase synchrony in the beta and gamma bands was reduced (up to 25%) in inter-session validation. Furthermore, while the predictive power was equivalent for spectral power features and phase synchrony in intrasession validation, spectral power was clearly more predictive in intersession. The information content of each feature set was also investigated with AUR which we computed for the values of the discriminant functions on the test set resulting from each previously computed SVM classifier. The mean AUR across three subjects for each feature subset are given in Fig. 6 . The same general tendency as in Fig. 5 is observed except that the ROC area does not drop in intersession compared to intra session in particular for the beta and gamma1 power features. This confirms that, with the data at hand, beta power clearly carries discriminative information which can be used to infer the mental state from data in another recording session.
The same two cross-validations were also carried out to compute the classification accuracy of feature subsets that combine both spectral power and phase synchrony for a given frequency range. The comparison of the results obtained with classifications based only on power, only on synchrony and on the combination of both are given in Fig. 7 . Our findings suggest that whether this combination is beneficial or not to the classifier strongly depends on the frequency band: in the three lower frequency bands, including phase Figure 6 : Area under the ROC curve of the decision function of classifiers derived from each feature subset in intra and inter-session cross-validation. Upper panel and lower panels depict the results obtained using power and synchrony features respectively in all six selected frequency bands. The mean classifier accuracy obtained using the selected features from all the frequency bands are also represented on the right. synchrony seems to decrease classifier accuracy achieved with spectral power alone, but conversely the combination of power and synchrony in higher frequency bands outperforms the results obtained with each taken separately. Moreover, combining the selected features from all frequency bands also improves classifier accuracy, reaching 97% as shown on the right of Fig. 7 . This accuracy leads to an excellent ITR of 48 bits/minute.
Distribution of classifier coefficients
The final point we investigated in this study using the MEG data set is the spatial distribution of classifier coefficients across the sensor-space. When using a binary linear classifier such as LDA or SVM, the discriminant function is an affine function of the features. Therefore when dealing with features of comparable amplitude, one would expect that the features associated to the coefficients with the highest absolute value are the most discriminant features for the classification. If this coefficient is positive the increase of corresponding feature produces the decision 'class 1' (i.e. VM) while its decrease classifies the data as 'class 2' (Rest). Such interpretations are not completely rigorous as the function is highly multivariate but it may provide useful information on the task-specific features.
To illustrate this with an example, we computed the scalp distribution of the SVM classifier coefficients obtained for delta, beta and gamma 2 power as well as with alpha synchrony for one representative subject on Fig. 8 . The upper row shows the topographic distribution of the classifier coefficients related to spectral power features. The beta band power classifier topography shows that this frequency range is associated with negative classifier coefficients in frontal central areas (blue blob in the central topography). In other words, a decrease in beta power over these sensors draws the prediction towards classifying the state as an ongoing visuomotor state (VM) whereas an increase is associated with the resting state (Rest). Moreover, positive coefficients, which correspond to labeling a data sample VM (i.e. a brain state corresponding to visuomotor control) show prominent peaks over frontal areas contralateral to the moving limb in both the delta and gamma2 frequency bands. In contrast to the rather central beta suppression, the location of these delta and high gamma peaks most likely corresponds to sensors most sensitive to neural activation originating in the contralateral sensorimotor cortex. Furthermore, although one might be tempted to interpret the positive coefficients over posterior regions as being task-related and reflecting induced power increase in all three frequency bands during visuomotor coordination, this should be done with great caution. Indeed, gamma power modulations over posterior occipital areas are thought to be involved in visual processing, but one cannot exclude that the posterior modulations at the bottom of the sensor array are not, at least in part, caused by muscle artifacts. Muscle artifacts are known to be broad band (extending also over gamma, beta and even lower frequencies) and may well be selectively present during the visuomotor task but not during the resting condition and thus picked up by our SVM classifier as a discriminant feature. This said, the classifier coefficient peaks over central and contralateral sensorimotor areas are too far from muscle activities to be contaminated by any such artifacts and they clearly represent taskrelated neural power modulations. Interestingly, these findings are in line with our previous results on task-related power modulation in visuomotor control that were not obtained by any classification procedure but rather by contrasting power topographies across conditions both at sensor level and source level (Jerbi et al. 2004 (Jerbi et al. , 2005 . This converging evidence from analysis of task-related cortical power modulations on the one hand and linear classification based on multi-frequency power on the other, underline the fact that changes in oscillatory power represent a strong candidate for classification methods because they represent fundamental modulations in the neurophysiological processes associated with various states. As far as delta and alpha synchrony are concerned (middle and lower panel of Fig.  8) , the spatial distribution of positive and negative coefficients seems to be more complex than the power topographies. This may be in part due to the high number of features available. The delta synchrony distribution shows a high number of positive coefficients for synchronization couples between the left motor cortex and other areas, also in line with previous results (Jerbi et al., 2007) . Conversely, it is noteworthy that right motor cortex yields negative synchrony coefficients with other distant areas. Whether this reflects the disengagement of the ipsilateral motor cortex (versus the engagement of the contralateral motor cortex) remains to be checked on a complete group of subjects. Also interesting are the positive alpha synchronization coefficients between contralateral parietal cortex and contralateral frontal areas that could reflect the enhanced interactions between visual and frontal areas during the visuomotor task.
Discussion
The results reported here illustrate several important issues related to the classification of MEG states. First of all, we have shown that the number of chosen features can influence classification performance drastically. This is especially true for LDA and any other model-based classifier that requires the estimation of many parameters of the probability distribution of the data. In practice, the number of parameters to estimate has to be small compared to the number of data points in the training set. In LDA for example, all the elements of the covariance matrix of the data have to be estimated: their number is proportional to the square of the number of features. Using LDA in high dimensions thus requires a large amount of data points in the training set. Moreover, even though SVM seems to be less sensitive to the dimension of the data set used here, this is not necessarily true in general. In fact, if we had chosen a larger regularization constant C, classification would have dropped due to the high complexity of the classifier. Finally, a non linear classifier like KNN can achieve competitive classification accuracy levels and may very well be chosen for MEEG classification, but does not clearly outperform a linear SVM. It thus seems that, in the high dimensional feature space considered here, linear classifiers are robust and flexible enough to perform the classification task with acceptable accuracy.
After having chosen a reasonable number of parameters and a reliable classifier, the quality of the results is still subject to the validation method. We have shown for example that predicting the mental state of data from one session after training the classifier on another session is more difficult than predicting across the same session using cross-validation. This can be due to many factors related to the reproducibility of the experiment and session specific artifacts or parameter variations (e.g. variable head position within the MEG helmet). This may lead to significant changes in the MEG recordings that could then impair classification results. In some cases, a simple change of the threshold of the discriminant function may be sufficient to improve classification. This is precisely the case we discussed when we observed that in inter-session validation the ROC area did not drop off whereas classifier accuracy did (i.e. ROC accounts for offset variations related to variable baseline levels in between sessions). Such simple corrections might not be sufficient when using phase synchrony measurements as discriminant features, especially in the higher frequency ranges which can be extremely sensitive to artifacts. A further possible cause for the drop in classification accuracy between recording sessions is a change in the state of the subjects themselves, due to learning, a change of strategy or simply alertness and motivation levels. This is particularly relevant for continuous mental states which are internally paced and thus less stable than exogenous activities triggered by a stimulus. In general, the difficulty to predict one session using another is a crucial and challenging issue which has to be examined carefully for applications such as Brain Computer Interfaces.
In this paper, we discussed the use of power and phase synchrony to perform data classification. A crucial limitation of phase synchrony analysis is that it is extremely difficult to differentiate between true physiological coupling between distinct neural assemblies and false synchronization that appears due to the spreading on the scalp of the electromagnetic field of a unique cortical source. According to Fig. 7 combining power and synchrony features in the upper frequency bands improves classification accuracy which is an argument to say that the recorded synchrony does not carry exactly the same information as power, and thus may not uniquely be explained by diffusion. Whether, and if so to which extent, synchrony between neighboring sensors reflects local amplitude modulations of the same neuronal assembly is not the aim of this specific study and it remains of course an open issue. What is more important, however, is that long-range synchronization between widely separated sensors is less likely to represent a single source especially if one can show that the coupling between the two sensors is not zero-phase (Nolte et al. 2004) . Finally, it might be noteworthy to recall that although insight into the dynamics of local and large-scale synchrony and differentiating the role of the two would be well appreciated from a basic physiological stand point, the ultimate goal of a classification method is above all to separate two or more conditions in the most robust and efficient way possible.
The scalp distributions of classifier coefficients obtained here with the visuomotor MEG data set are in agreement with previous work in the field of ERD and ERS analysis in particular in the sensorimotor cortex using non-invasive (Pfurtscheller and Lopes Da Silva, 1999) and invasive (Crone et al. 1998a (Crone et al. , 1998b recordings. Although the spatial distribution of classifier coefficients was reported here with real visuomotor MEG data in a subset of frequency bands for illustrative purposes, the obtained topographies are in remarkable agreement with our knowledge of the modulation and distribution of cortical oscillatory activity during sensorimotor behavior. First, the distribution of the central negative coefficients for beta power is in line with the known suppression of beta power during movement over bilateral sensorimotor cortices. The power suppression, which seems to be enhanced over the contralateral cortex, probably involves primary sensory, motor and premotor areas, including Brodmann Area 4 (BA4) and most likely the supplementary motor area (SMA) (Jerbi et al. 2004 (Jerbi et al. , 2005 . Furthermore, in the light of the positive coefficients revealed here in the high gamma range over the contralateral sensorimotor area, and bearing in mind previous findings on the presence of focal gamma activity in the activated motor cortex (Crone et al. 1998b) , it is also tempting to suggest that the bilateral beta band activations might be less task-specific or functionally relevant than the gamma power modulations. More studies will be needed in order to systematically address the functional relationship between beta suppression and gamma power increase during motor tasks. Finally, a further frequency range that showed strong positive classification coefficients between visuomotor and resting conditions is the delta (2-4 Hz) band. Although surprisingly low, this frequency band has recently been shown to host slow sensorimotor oscillations related to the ongoing control of hand speed (Jerbi et al. 2007) . Whether an increase in delta-range cortical power changes in the motor cortex represents modulation of an intrinsic sensorimotor rhythm or whether it is rather a direct reflection of task parameters is still an open question. Similarly, it would be difficult to draw qualitative conclusions by visual inspection of the complex synchronization topographies (middle and lower panel of Fig. 8 ), and our observations about enhanced contra-lateral synchronization in the delta and alpha band have to be confirmed by future work on a larger population of subjects. What matters here, is that the classification method we used identified the sensorimotor delta power as one of the major features that best separates the two conditions, a finding fully in line with a separate analysis of the data. Again, these converging findings from basic research analysis and data classification procedures confirm the fact that successful classification inherently relies on distinguishing task-related physiological phenomena.
Moreover, although classification techniques can be improved by taking neuroscience a priori knowledge into account (such as frequency bands or regions of interest), they also hold the potential of indirectly enhancing our understanding of brain dynamics. Indeed, the features revealed by such methods to be most relevant for the optimization of classification may lead to new hypotheses about the dynamics of human cognition in specific tasks.
CONCLUSION
Beyond reviewing the basic principles of BCI-oriented data classification, we used MEG data to illustrate the limitations and differences between several approaches and to shed some light on the effect of various user-defined parameters. Furthermore, the successful MEG data classification reported here in offline analysis, demonstrates that the real-time detection of visuomotor activity using power and synchrony measurements is feasible and suggests that classification of motor or visuomotor imagery (without actual movement) can be obtained using the same methodology developed here. This is particularly the case, since motor imagery is known to activate (although to a lesser extent) predominantly the same areas involved in real movement execution (Beisteiner et al., 1995; Leocani et al., 1999) and the subject's ability to enhance the corresponding oscillatory modulations can also be trained. On the whole, the accuracy of the classification achieved here during a continuous task (i.e. not event-related) suggests the possibility of achieving a high transmission rate asynchronous BCI. In addition, the agreement between the extracted classification features on one hand and the knowledge of the physiological processes underlying the visuomotor control data on the other, suggests that basic neuroscience research can also benefit from M/EEG data classification methods as they may yield novel insights to the study of the mechanisms underlying ongoing brain dynamics during mental tasks.
