Abstract. We generalize the construction of dual BGG complexes in Faltings-Chai and Mokrane-Tilouine-Polo (from the case of Siegel modular varieties) to all smooth integral models of PEL-type Shimura varieties.
Introduction
Shimura varieties are generalizations of modular curves, whose cohomology groups with coefficients in the so-called automorphic bundles set up natural stages for relating automorphic representations to Galois representations. In order to understand the Hodge structures on the de Rham version of such cohomology groups, Faltings introduced the dual BGG spectral sequence (over C) in [6] , following older ideas of Bernstein, I. M. Gelfand, and S. I. Gelfand [2] , and verified its degeneration in [7, Ch . VI] using toroidal compactifications of fiber products of the universal abelian schemes over the Siegel modular varieties.
The geometric construction of compactifications in [7, Ch. VI] is actually carried out over Z, and (parabolic) BGG complexes have been constructed over Z (p) (under a p-smallness assumption on the highest weights) by Tilouine and the second author in [24] . Based on these inputs, Mokrane and Tilouine studied the de Rham cohomology of Siegel modular varieties with coefficients in vector bundles over Z (p) in [22] by constructing analogues of Faltings's dual BGG complexes, and obtained several interesting applications to the cohomology of Siegel modular varieties. (In [5] , Dimitrov applied similar ideas to the cohomology of Hilbert modular varieties.)
The aim of this article is to explain that the constructions of dual BGG complexes in [7, Ch . VI] and [22] have analogues over all (smooth integral models of) PEL-type Shimura varieties.
The main geometric input, generalizing the constructions of toroidal compactifications in [7] , has been carried out by the first author in [17] and [16] . (When the Shimura variety we consider is compact, the shorter article [15] would suffice, because it explains that no compactification is needed.)
In [24] , Theorems 2.8 and 4.3 were stated (and proved) for a connected, split reductive group G such that the derived group D(G) is simply-connected. In fact, these hypotheses can be relaxed, and we will show that a similar result holds when G has factors isomorphic to (type D) orthogonal groups.
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We will review the geometric setup in Section 2, review the representation theory we need in Section 3, explain the construction of differential operators in Section 4, and prove our main results in Section 5.
We shall follow [17, Notations and Conventions] unless otherwise specified. By symplectic isomorphisms between modules with symplectic pairings, we always mean isomorphisms between the modules matching the pairings up to an invertible scalar multiple. (These are often called symplectic similitudes, but our understanding is that the codomains of pairings are modules rather than rings, which ought to be matched as well.) The tuple (O, , L, · , · , h 0 ) will be called an integral PEL datum. It is an integral version of the data (B, , V, · , · , h 0 ) in [13] and related works.
For any Z-algebra R, we set
Definition 2.1 (cf. [17, Def. 1.2.1.5]). Let O and (L, · , · ) be given as above. We define for any Z-algebra R G(R) := {(g, r) ∈ Aut O R (L R ) × G m (R) : gx, gy = r x, y , ∀x, y ∈ L R } .
The assignment is functorial in R and defines a group functor G over Spec(Z). The projection to the second factor (g, r) → r defines a homomorphism υ : G → G m , which we call the similitude character. For simplicity, we shall often denote elements (g, r) in G by simply g, and denote by υ(g) the value of r when we need it. (If L = {0}, then the value of r is uniquely determined by g.)
The homomorphism h 0 : C → End O R (L R ) defines a Hodge structure of weight −1 on L, with Hodge decomposition 
We say that a rational prime number p > 0 is good if it satisfies the following conditions (cf. [13, §5] 
Let us fix any choice of a good prime p. Then any finitely generated B ⊗
for some integers m If we base change to C, then we have
F τ , where F τ is a copy of C on which F acts via τ : F → F 
satisfies n σ•τ = n τ for any σ ∈ Aut(C/F 0 ). This is the same condition as in the statement of the lemma because
Corollary 2.6. Let F 0 be any field extension of F 0 as in Lemma 2.4. Then there exists an 
We shall view M 0 (R) canonically as a quotient of P 0 (R) by 
where each O F,τ can be identified as the O F -algebra R 1 via τ . (3) There exists an isomorphism From now on, let us fix the choice of R 1 and the isomorphism (2.9), and set 
Definition 2.14. The composition
defines by duality a morphism 
, which we call the Kodaira-Spencer isomorphism, and denote again (by abuse of notations) by 
2.3. Automorphic bundles. We shall allow isomorphisms of symplectic modules to modify the pairings up to units. Thus, the group G 1 acts obviously as automor-
represents the value of the pairing. Similar conventions will be adopted in what follows.)
as an additional structure, inherited from the corresponding objects for
Lemma 2.22. The functors E G1 , E P1 , and E M1 have sectionsétale locally. Therefore, they are torsors under G 1 , P 1 , and M 1 , respectively.
Proof. The existence of sections over geometric points of M H,1 is guaranteed by the determinantal condition on Lie A/M H,1 . By the infinitesimal deformation theory explained in [17, Ch. 2] (based on well-known ideas of Grothendieck-Messing and Mumford), we have isomorphisms between
over formal completions of M H,1 at points of finite type over S 1 . Since the sheaves involved are all coherent, we can algebraize the isomorphisms over formal bases by Grothendieck's formal existence theory [11, III-1, 5.1.2], and obtain sections of these functors over complete local rings (at points of finite type over S 1 ). Since the base S 1 = Spec(R 1 ) is a discrete valuation ring (and hence an excellent Dedekind domain), and since these functors are locally of finite presentation (because they are defined by morphisms between coherent sheaves over the scheme M H,1 of finite type over S 1 ), Artin's approximation theory [1, Thm. 1.10 and Cor. 2.5] implies that they have sectionsétale locally over M H,1 , as desired.
Definition 2.23. For any R 1 -algebra R, we denote by Rep R (G 1 ) (resp. Rep R (P 1 ), resp. Rep R (M 1 )) the category of finite R-modules with algebraic actions of
Definition 2.24. Let R be any R 1 -algebra. For any W ∈ Rep R (G 1 ), we define
R associated with W . It is called an automorphic bundle if W is locally free as an R-module. We define similarly for W ∈ Rep R (P 1 ) (resp. W ∈ Rep R (M 1 )) by replacing G 1 with P 1 (resp. with M 1 ) in the above expression (2.25).
) to the category of coherent sheaves on M H,1 .
Proof.Étale locally over M H,1 , the principal bundle E G1 (resp. E P1 , resp. E M1 ) is isomorphic to the pullback of G 1 (resp. P 1 , resp. M 1 ) from S 1 = Spec(R 1 ). Therefore, E G1,R (W ) (resp. E P1,R (W ), resp. E M1,R (W )) isétale locally isomorphic to the pullback of W , and the assignment is functorial and exact because M H,1 → S 1 is flat.
Lemma 2.27. Let R be any R 1 -algebra. If we consider an object W ∈ Rep R (G 1 ) as an object in Rep R (P 1 ) by restriction to P 1 , then we have a canonical isomorphism
Proof. By definition, we have a natural morphism
Reasoning as in the proof of Lemma 2.26, we see that this morphism is an isomorphism, because it isétale locally identified with the identity morphism W → W .
as an object in Rep R (P 1 ) in the canonical way (under the canonical surjection
Proof. This follows from the very definitions of E P1 and E M1 .
Corollary 2.29. Let R be any R 1 -algebra. Suppose W ∈ Rep R (P 1 ) has a decreasing filtration by subobjects 
by the relations as in Definition 
called the extended Kodaira-Spencer morphism, which factors through the canonical quotient Lie 
can be canonically identified with the subsheaf
which coincides with dλ ext .
). The GaussManin connection (2.13) extends to an integrable connection
with log poles along D, called the extended Gauss-Manin connection, such that the composition
induces by duality the extended Kodaira-Spencer morphism (2.30) (and hence the extended Kodaira-Spencer isomorphism (2.31)). by setting
, and the principal bundle E M1 extends canonically to a principal bundle E can M1 over M tor H,1 by setting
.
called the canonical extension of E G1,R (W ), and define
, and E sub M1,R (W ) with G 1 (and its principal bundle) replaced accordingly with P 1 and M 1 (and their respective principal bundles).
The same proofs as before show that: 
Definition 2.38. The integrable connection ∇ in (2.37) above is called the GaussManin connection for E G1,R (W ).
Next let us explain how the extended Gauss-Manin connection (2.33) induces integrable connections on canonical and subcanonical extensions (extending the integrable connections induced by the Gauss-Manin connection (2.13)). Let Ω and Id * , s * :
can is defined only axiomatically, it is convenient that the above objects are uniquely determined by their pullbacks to M H , and that we can define them as induced objects, without having to resort to their interpretations in log geometry. (Certainly, any reasonable theory should be compatible with such extensions.)
The condition (5) 
with log poles. , and fix any choices of the
. Then these choices induce canonically an isomorphism (3.1)
by (2.9), matching the pairing · , · with the pairing
For any R 1 -algebra R, we denote base changes of groups over Spec(Z) to R by subscripts such as G m,R := G m ⊗ Z R. Proof. Let R be any R 1 -algebra. Let t 0 be any element in G m,R1 (R) = R × . In the decomposition (3.1), if we let t 0 act by t 0 on V ⊕ pτ τ , and act trivially on (V
⊕ qτ , for any τ ∈ Υ, then the pairing (3.2) is multiplied by t 0 . This gives an element in G 1 (R) with similitude t 0 and with trivial action on L ∨ 0,1 (1), as desired.
⊕ qτ , and define the canonical pairing
(The two factors L τ and L τ •c of the domain of · , · τ are not the same when τ = τ • c.) Then we see that the pairing (3.2) is simply the sum of · ,
then we obtain a group functor G τ over Spec(R 1 ) which falls into only three possible cases:
(1) G τ ∼ = Sp 2rτ ,R1 , where r τ = p τ = q τ and Sp 2rτ is the (split) symplectic group of rank r τ over Spec(Z).
, where r τ = p τ = q τ and O 2rτ is the (split) even orthogonal group of rank r τ over Spec(Z). (3) G τ ∼ = GL rτ ,R1 , where r τ = p τ + q τ and GL rτ is the general linear group of rank r τ over Spec(Z).
as pairings between L τ and L τ •c , the two group functors G τ and G τ •c are canonically isomorphic. Thus, we obtain a decomposition
where τ ∈ Υ/c means (by abuse of language) we pick exactly one representative τ in its c-orbit in Υ, and where the last factor G m,R1 is given by the cocharacter given by Lemma 3.3 splitting the similitude character. of the second member in (3.1). For each τ ∈ Υ, define group functors P τ and M τ over Spec(R 1 ) by setting for each R 1 -algebra R (3.5)
Then the subgroup P 1 of G 1 can be identified with the subgroup
and the canonical surjection P 1 M 1 has a splitting M 1 ⊂ P 1 given by
For each τ ∈ Υ, we have Hom
3.3. Hodge filtrations. Let R be any R 1 -algebra. Fix any choice of a cocharacter as in Lemma 3.3, and consider its reciprocal H :
indexed by integers. Then the
Hodge filtration F on W is the decreasing filtration
Example 3.8. Since the cocharacter H acts with weight 0 on L ∨ 0,1 (1) (as a submodule of L 1 ) and with weight −1 on L 0,1 (as a quotient module of L 1 ), the Hodge filtration (1) . Note that the choice of H is not unique, but the resulting filtration is independent of this choice.
Lemma 3.9. Let W ∈ Rep R (P 1 ) and let {F a (W )} a∈Z be its Hodge filtration defined in Definition 3.7. Then the unipotent radical U 1 of P 1 acts trivially on Gr 
By Corollary 2.29 and Lemma 2.36, we have Gr
The Hodge filtrations on the complexes
There are respectively subcomplexes of the full de Rham complexes for the Gauss-Manin connections, thanks to the Griffiths transversality (cf. [12, Prop.
1.4.1.6]).
Lemma 3.12. Suppose W 1 and W 2 are two objects in Rep R (G 1 ) such that the induced actions of P 1 and Lie(G 1 ) on them satisfy
respecting the Hodge filtrations on both sides. (Consequently, the same is true with E can G1,R ( · ) replaced with E sub G1,R ( · ) and E G1,R ( · ).) Proof. By Lemmas 2.27 and 2.36, we have by sending (t τ,iτ ) 1≤iτ ≤rτ to ((t −1 τ,qτ +iτ ) 1≤iτ ≤pτ , (t τ,iτ ) 1≤iτ ≤qτ )}. We take T 1 ⊂ M 1 to be the subgroup corresponding to (3.15)
Then the split torus T 1 is a maximal tori in both M 1 and G 1 (by comparing the ranks). Elements in T 1 can be written as t = ((t τ ) τ ∈Υ/c ; t 0 ) = (((t τ,iτ ) 1≤iτ ≤rτ ) τ ∈Υ/c ; t 0 ), and hence elements in the character group X := Hom
be the cocharacter group of T 1 , and let ( · , · ) : X × X ∨ → Z be the canonical pairing between X and X ∨ defined by sending
be the roots (resp. coroots) of the split reductive group scheme G over Spec(R 1 ). The choice of Φ + correspond to the choice of a Borel subgroup B 1 in G 1 . By choosing B 1 to contain the unipotent radical U 1 of G 1 (using the explicit identifications in (3.4), (3.5), (3.6), and (3.15)), we can choose the positive roots Φ + in Φ such that the set X + G1 of dominant weights of G 1 consists of those µ ∈ X as above with µ τ,iτ ≥ µ τ,iτ +1 for any τ ∈ Υ/c and for any 1 ≤ i τ < r τ , satisfying in addition:
( of dominant weights of M 1 consists of those µ ∈ X as above with µ τ,iτ ≥ µ τ,iτ +1 for any τ ∈ Υ/c and for any 1 ≤ i τ < q τ or q τ < i τ < r τ .
It is conventional to say that a root α ∈ Φ G1 is compact if it is an element of Φ M1 , and that α is non-compact if otherwise. We denote the non-compact roots of Φ G1 by Φ M1 , and denote the collection of positive non-compact roots by Φ M1,+ . For negative roots, we replace + with − in the above notations.
Let W G1 (resp. W M1 ) be the Weyl group of G 1 . The realization of M 1 as a subgroup of G 1 containing T 1 identifies W M1 as a subgroup of W G1 . We define
}. Then any element w in W G1 has a unique expression as w = w 1 w 2 with w 1 ∈ W M1 and w 2 ∈ W M1 . For any root α ∈ Φ G1 , we shall denote by α ∨ ∈ Φ ∨ G1 the associated coroot. Let
α be the half-sum of positive roots in Φ G1 . The dot action of W G1
(and hence the subset W M1 of it) is defined by w·µ := w(µ+ρ)−ρ for any w ∈ X G1 .
3.5. p-small weights and Weyl modules.
Definition 3.17. We say µ ∈ X is p-small for
. We denote the subset of X that are p-small for G 1 (resp. M 1 ) by X <p G1 (resp. X <p M1 ), and we set X +,<p G1 
Since G 1 (resp. M 1 ) is split over R 1 , there exists a split reductive algebraic group G split (resp. M split ) over Z such that
that G split (resp. M split ) has the same roots and weights as G 1 (resp. M 1 ), and is a product of G m with the split symplectic, (even) orthogonal, and general linear groups over Z. For µ ∈ X + G1 (resp. µ ∈ X + M1 ), let V [µ],Q (resp. W µ,Q ) be the favored irreducible representation of G split,Q (resp. M split,Q ) containing the dominant weight µ as in Remark 3.16. As in [24, 1.5], a Z-lattice in a Q-representation of a group scheme over Z is called admissible if it is stable under the actions of both the group scheme and the distribution algebra of the group scheme. Let (resp. µ ∈ X +,<p M1 ), then the Z (p) -span of all admissible lattices in V [µ],Q (resp. W µ,Q ), including ones constructed by plethysisms as in [8] or [10] , agree with
Differential operators
4.1. Verma modules. Let U 1 be the unipotent radical of the parabolic subgroup P 1 of G 1 . Then u 1 := Lie(U 1 ) is the unipotent radical of the parabolic subalgebra p 1 := Lie(P 1 ) of g 1 := Lie(G 1 ). Let p − 1 be the parabolic subalgebra of g 1 opposite to p 1 , and let u − 1 be the unipotent radical of p − 1 . All group schemes, and morphisms between them, have split forms over Z, which we shall denote with subscript 1 replaced with split.
Our convention in Section 3.4 is that the weights of u 1 are in Φ M1,+ , and so that the weights of u − 1 are in Φ M1,− . Let U(g 1 ) (resp. U(p 1 ), resp. U(u − 1 ))) denote the universal enveloping algebra of g 1 (resp. p 1 , resp. u − 1 ). As always, for any R 1 -algebra R, we denote the pullbacks of objects from R 1 to R by replacing the subscript 1 with R. Now let us fix the choice of an R 1 -algebra R. We view g R , p R , and u R as objects in Rep R (P 1 ) canonically, and we view u − R as an object in Rep R (P 1 ) by u
Since U 1 (and hence u R ) acts trivially on u R and u − R , we can view u R and u − R as objects in Rep R (M 1 ). Since u R and u − R have weights opposite to each other, they are isomorphic to the dual objects of each other in Rep R (M 1 ).
Definition 4.1. By a U(g R )-P 1 -module, we mean a module with actions of U(g R ) and P 1 that induce the same action of p R . By a morphism between U(g R )-P 1 -modules, we mean a morphism of U(g R )-modules that induces a morphism of U(p R )-modules coming from an algebraic morphism between P 1 -modules. We shall use Hom U(g R )-P1 ( · , · ) to denote the group of morphisms between U(g R )-P 1 -modules.
W with canonical action of U(g R ) on the first component, and with canonical diagonal action of P 1 on both components, is a U(g R )-P 1 -module.
Proof. We need to show that the two induced actions of p R agree. Let ad denote the adjoint action of p R on g R , induced by the canonical adjoint action of P 1 on g 1 . Then the lemma follows from the identity (pu)
, and any v ∈ W .
Definition 4.4. Let W ∈ Rep R (P 1 ). We define the (generalized) Verma module for W to be the
but not in U(p R ) do not act on the second component even when W comes from an object in Rep R1 (G R ).)
Remark 4.5. Such modules are more often called generalized Verma modules because p 1 is seldom the Borel subalgebra of g 1 . Since the choice of parabolic subalgebra p 1 is fixed in what follows, we shall drop the modifier generalized from all terminologies for simplicity.
According to the Poincaré-Birkhoff-Witt theorem over Z for the split forms of the groups, and hence over R 1 and over R by base change, we have a canonical isomorphism m does not split as a morphism of P 1 -modules. Definition 4.6. We say that a P 1 -submodule of Verm(W ) is of bounded degree if it is contained in U(u
We say it is of p-small degree if we can take m < p. We say it is of degree m if it is contained in U(u
. By finiteness of W 1 as an R-module, we know that any morphism in Hom
Definition 4.7. We say that a morphism in
is of p-small degree or of degree m if the image of the induced morphism in Hom P1 (W 1 , Verm(W 2 )) has the same property. 
by local freeness of u − R over R 1 . (We do not need to introduce divided powers because m! is invertible in R 1 , and hence in R.) Then the morphism φ :
Lemma 4.9. For any isomorphism ι :
Proof. This is clear from the definition of P 1 in Definition 2.7. H,R be defined as in the paragraph preceding Definition 2.12. When m = 1, we have the splitting P
, this splitting allows us to identify the O M H,R -dual of P
Since the functor E P1,R ( · ) is functorial, and since Sym
. Since E P1,R ( · ) is exact, it suffices to show that this morphism induces an isomorphism on graded pieces. For any 0 ≤ a ≤ m < p, the induced morphism on the a-th graded piece can be identified with the canonical morphism E P1,R (Sym
by smoothness (and hence differential smoothness) of M H,R → S R . (See [11, 17.12.4] .) Therefore
Proposition 4.12. For any m < p, the above morphism (4.8) corresponds under the functor E P1,R ( · ) to a morphism
between locally free O M H,R -modules. The pre-composition of this morphism with the canonical morphism Proof. This is because all elements in u − have H-weight −1.
4.3.
Standard complexes and de Rham complexes. Let W ∈ Rep R (G 1 ) be locally free as an R-module, which we also consider as an element of Rep R (P 1 ) by restriction to P 1 . Let us identify u − R with g R /p R as algebraic representations of P 1 as usual. Consider the complex of U(g R )-P 1 -modules
with differentials defined by morphisms
of U(g R )-P 1 -modules for any 1 ≤ a ≤ n, any u ∈ U(g R ), any x 1 , . . . , x a ∈ u − R , and any v ∈ W . We omitted the usual terms involving [x i , x j ] (as in [24] ) because u − R is abelian. (When W = R is the trivial representation, this is induced by the standard Koszul complex resolving the trivial U(g R )-module R.) One can check easily (with any free R-basis of u − R ) that this complex is exact. Definition 4.16. The complex (4.14) with differentials given by (4.15) is called the standard complex (of U(g R )-P 1 -modules) for the module W in Rep R (G 1 ), which we shall denote as Std • (W ). Proposition 4.17. Under the functor E P1,R ( · ) (as in Proposition 4.12), the canonical morphism
for any c ∈ R 1 , any e ∈ u − R , any w ∈ W ∨ , and any free R-basis y 1 , . . . , y n of u − R dual to a free R-basis f 1 , . . . , f n of u R , is associated with the canonical morphism
inducing the Gauss-Manin connection defined as in Definition 2.38.
Proof. As explained in the proof of Lemma 4.11, the canonical morphism (s * −Id * ) :
c + e → e for any c ∈ R and any e ∈ u − R . The canonical morphism (4.19) inducing the Gauss-Manin connection is defined by the operator (s 
H,R ), and we obtain a morphism (s * − Id * ) :
For any section v of Der 
Proof. For each 1 ≤ a ≤ n, the morphism d a corresponds to the morphism
for any w ∈ W ∨ , any e 1 , . . . , e a−1 , e a ∈ u − R , any c ∈ R, and any free R-basis y 1 , . . . , y n of u − R dual to a free R-basis f 1 , . . . , f n of u R . (This can be checked using the explicit bases we have chosen.) By Proposition 4.17, the morphism associated with d ∨ a under the functor E P1,R ( · ) is the composition of the canonical morphisms
inducing the Gauss-Manin connection, as desired.
BGG complexes.
Definition 5.1. A complex of U(g R )-P 1 -modules is called a summand of degree zero of another complex of U(g R )-P 1 -modules if both the embedding and the splitting morphisms defining the summand are defined by morphisms of U(g R )-P 1 -modules of degree zero (cf. Definition 4.7).
For any integer a ≥ 0, we denote by W M1 (a) the elements w in W M1 with length l(w) = a. , which is applicable to our context (over R) by base change (using the split forms of the groups over Z). We can decompose as in (5.4) because U 1 acts trivially on each F-filtered piece by Lemma 3.9, and by [24, Lem. 1.11]. The validity of (5.3) as a summand in the category of F-filtered complex of U(g R )-P 1 -modules follow from the fact that the action of the center of U(g R ) commutes with the action of P 1 . The fact that it is a summand of p-small degree follows from Lemma 4.13 (with m 0 = p) and the assumption that µ ∈ X +,<p G1 . As for last statement, first note that the morphisms of U(g R )-P 1 -modules defining Gr F (BGG • (V [µ],R )) as a summand of Gr F (Std • (V [µ],R )) are of degree zero because U R (and hence u R ) acts trivially on F-graded pieces. Since there is no nonzero P 1 -morphism from any P 1 -summand of W Remark 5.14. Suppose R is a field of characteristic zero (as in [6, §3] and [7, Ch. VI, §5]), the morphisms (5.12) and (5.13) have retractions given by differential operators, and hence the left-hand sides can be interpreted as summands of the right-hand sides (in the category of abelian sheaves) without any issue. Suppose R has any residue field of characteristic p. Then differential operators behave pathologically in general, and the left-hand sides of the morphisms might fail to be summands of the right-hand sides for trivial reasons (because the differential operators may annihilate too many elements). This is our apology for not stating Theorem 5.6 and Corollary 5.8 in the conventional way. This can be salvaged by introducing the language of divided powers, which are quite natural because log crystals (realized as coherent sheaves with log HPD stratifications) can be canonically attached to the generalized Verma modules. However, since this has not been necessary in most (if not all) applications, we shall not carry this out in this article. Proof. This is because of the quasi-isomorphisms (5.7) and (5.9), and because the left-hand sides have trivial differentials.
