The thermal differential scattering of some important weakly anisotropic molecules by Boughton, Clive V
THE THERMAL DIFFERENTIAL SCATTERING OF SOME IMPORTANT
WEAKLY ANISOTROPIC MOLECULES
by
Clive V. Boughton
A thesis subm itted  for the degree of Doctor of Philosophy of The Austra lian
National University.
APRIL, 1987
I hereby state that the contents of this thesis were researched by myself, including experimental 
work, analysis and computer programming. Aside from normal supervisory guidance, no other 
persons contributed to the research effort or conclusions of this work.
Signed
C.V. Boughton
ACKNOWLEDGEMENTS
My sincere thanks go to both Dr R.O. Watts and Dr. R.E.Miller (my supervisors) for giving me the 
opportunity of working with them and learning from them. Their enthusiastic drive for scientific 
endeavour encouraged me to apply the mindful effort and energy necessary to produce this thesis.
A particular thank you is extended to Peter Vohralik whose valuable input into serious discussions 
relating to the theoretical nature of this work proved invaluable.
Of course, like many post-graduate students, family support was paramount in obtaining the 
penultimate goal of submitting the research efforts of several years for examination. Without the 
encouragement and support of my wife in particular, this thesis may not have been submitted at all.
The technical assistance given by Keith Jackman, John Gascoyne, Kevin Roberts and Tom 
Halstead in the early stages of experimental development is much appreciated.
Also, I would like to thank the Commonwealth Education Department for financial assistance by 
way of a Commonwealth Postgraduate Award.
CONTENTS
ABSTRACT iv
LIST OF TABLES v
LIST OF FIGURES • vii
CHAPTER 1 BACKGROUND
1.1 Introduction 1
1.2 Data Sources 2
1.3 Rare gas / hydrogen halide systems
and HFD potential models 3
1.4 Methane -  methane potentials 4
1.5 Purpose 5
CHAPTER 2 MOLECULAR BEAM APPARATUS,
LASER AND DETECTION EQUIPMENT
2.1 Introduction 6
2.2 Molecular beam apparatus 6
2.3 Beam sources 7
2.4 Pumping 8
2.5 Nozzle and skimmer construction 9
2.6 Detectors
Mass spectrometer: 9
Bolometer: 9
Pyroelectric detector: 14
2.7 Laser system 15
2.8 Modulation 19
CHAPTER 3 SCATTERING THEORY
3.1 Introduction 21
3.2 Classical scattering 21
3.3 Quantum scattering 23
3.4 Quantum phase shifts 25
3.5 Semi-classical phase shifts 27
3.6 Semi-classical scattering 28
3.7 Diffraction oscillations 33
i
3.8 Small angle scattering 36
3.9 Symmetry aspects for CH4+CH4 scattering 37
3.10 The infinite order sudden approximation 38
CHAPTER 4 INTERMOLECULAR POTENTIAL MODELS
4.1 Introduction 44
4.2 Contributions to the potential
Long range: 44
Short range: 46
Intermediate range: 46
4.3 HFD potentials 46
4.4 He+Ar potentials 51
4.5 He+HF potentials 52
4.6 Methane potentials
Empirical models: 54
Numerical model: 55
Semi-empirical models: 56
4.7 Dispersion coefficients for methane 57
4.8 Summary 57
CHAPTER 5 ANALYSIS AND BEAM CHARACTERISTICS
5.1 Introduction 60
5.2 Velocity distributions 60
5.3 Angular distributions 68
5.4 Averaging calculated differential cross sections 69
5.5 Fitting to experimental differential cross sections 80
5.6 Determination of the rotational population
of HF within the secondary beam 82
CHAPTER 6 The He+HF and Ne+HF INTERACTIONS
6.1 Introduction 87
6.2 Calibration of the molecular beam apparatus 87
6.3 The He+HF interaction:
Results and discussion 89
6.4 The Ne+HF interaction:
Results and Discussion 109
ii
C H A PTER 7 THE METHANE PAIR INTERACTION
7.1 Introduction 118
7.2 Results 118
7.3 Discussion 123
7.4 Conclusions 136
CH A PTER  8 SUMMARY AND CONCLUSIONS 138
R EFEREN CES 143
APPENDIX 1 156
A PPENDIX 2 158
SU PPO R TIN G  PAPERS INCLUDED
iii
ABSTRACT
An in-plane molecular beam apparatus, which has previously been used for high resolution 
spectroscopic experiments employing bolometric detection, is modified for the measurement of 
total differential scattering cross sections. The same method of detection is employed in the 
scattering experiments whilst translational characteristics of molecules within the primary and 
secondary beams are determined by means of time of flight techniques using mass spectrometric 
detection. The performance of the apparatus for scattering experiments is established by 
comparing results with previously reported scattering measurements for the He+Ar system.
The molecular beam apparatus is used to obtain information sensitive enough for determining 
more accurately the potential surfaces of some important, weakly anisotropic, molecular 
interactions, namely He+HF, Ne+HF and CH4+CH4. These systems are of considerable 
theoretical interest and are of paramount importance with respect to the development of a 
universal potential model for anisotropic systems in general. Further fruitful theoretical effort is 
considered to be possible only with the aid of accurate scattering data. Previous experimental 
information for these systems is either non-existent or simply insufficient for the purposes of 
accurate determination of the potential surface. The data presented in this work provides enough 
detail for accurate prediction of the isotropic component of the potentials for each system studied.
iv
LIST OF TABLES
Table 2.1 Beam chamber equipment characteristics and operating
statistics. 8
Table 3.1 The basic differences between classical and quantum features
in the differential cross section. 38
Table 4.1 Dispersion coefficients Cn (in Knmn) for the He+HF
interaction, as accepted by Rodwell et al.. 1981. 55
Table 4.2 Model potentials for the methane pair interaction. 58
Table 4.3 Dispersion coefficients for methane. 59
Table 5.1 Flight times in the quadropole region of the mass
spectrometer for various molecules and atoms. 63
Table 5.2 Information on velocity distributions. 64
Table 5.3 Laboratory to Centre of Mass transformations. 72
Table 5.4 Rotational populations in the HF beam when the source
temperature is 485K. 85
Table 6.1 Measured scattering intensities for the He+Ar system as a
function of the laboratory angle. 88
Table 6.2 Experimental conditions for various differential cross
section measurements. 91
Table 6.3 Measured scattering intensities for the He+HF system as a
function of the laboratory angle. 92
Table 6.4 Summary of parameters and LSS values for the various
potential models used to analyze the He+HF scattering data.
99
Table 6.5 Dispersion coefficients for the AHFD2-B potential. 107
Table 6.6 Measured scattering intensities for the Ne+HF system as a
function of the laboratory angle. 110
v
LIST OF TABLES c o n t’d
T a b l e  6 . 7 I so t ro p ic  p o te n t ia l  well d e p t h s  a n d  c o r r e s p o n d i n g  p o s i t io n  
m in im a  fo r  v a r io us  r a r e  g a s + H F  p a r tn e r s .
T a b l e  7 .1 M e a s u r e d  s c a t t e r in g  in te n s i t ie s  fo r  th e  C H 4+ C H 4 sy s te m  as 
fu n c t io n  o f  la b o ra to r y  an g le .
T a b l e  7 . 2 M o le c u l a r  b e a m  c o n d i t io n s  fo r  m e t h a n e  p a i r  s c a t t e r in g .
T a b l e  7 .3 S u m m a r y  o f  p a r a m e t e r s  a n d  L S S  v a lu es  fo r  th e  v a r io u s  
iso t ro p ic  p o te n t i a l  m o d e l s  u s e d  to  a n a ly z e  t h e  C H 4+ C H 4 
s c a t t e r in g  d a t a .
LIST OF FIGURES
Figure 2.1 Schematic diagram of the in-plane, crossed molecular beam
apparatus. 10
Figure 2.2 Schematic diagram of lower part of helium cryostat and
attached copper mounting block for bolometer. 12
Figure 2.3 Bolometer bias circuit. 13
Figure 2.4 Diagram of FA(II) and Fß (II) type colour centres. 17
Figure 2.5 The typical lasing cycle of an F-centre laser. 18
Figure 2.6 Schematic of the Burleigh FCL-20 20
Figure 3.1 A typical deflection function for reduced energies (E/e)
greater than unity, assuming a non-resonant, non-orbiting 
molecular interaction. 31
Figure 3.2 Atom-Diatom interaction geometry. 41
Figure 5.1 Schematic diagram showing arrangement for velocity
measurements. 61
Figure 5.2 Measured and fitted velocity distributions for the various
molecular beam species. 67
Figure 5.3 Angular intensity distributions for various species in the
primary and secondary beam. 70
Figure 5.4 The in-plane Newton diagram for an elastic collision. 74
Figure 5.5 Geometric representation of detector and scattering zone. 78
Figure 5.6 Projection of primary beam width for calculation of effective
width of bolometer detector. 81
Figure 5.7 Experimental arrangement for measuring rotational
temperature of Hydrogen Fluoride. 84
Figure 5.8 Boltzmann plot of rotational population within molecular
beam of pure Hydrogen Fluoride. 86
vii
LIST OF FIGURES cont’d
Figure 6.1
Figure 6.2
Figure 6.3
Figure 6.4
Figure 6.5 
Figure 6.6
Figure 6.7
Figure 6.8
Figure 6.9 
Figure 6.10
Figure 7.1
Figure 7.2
Figure 7.3 
Figure 7.4
The measured differential cross section for He+Ar of this
work compared with that calculated using the potential
model of Aziz et al (1979b). 90
Theoretical scattering cross sections derived using the
HFD1 and the HFD1-A potentials compared with experimental
results. 94
HF dimer/monomer ratios versus nozzle temperature for a 
beam of pure Hydrogen Fluoride. 95
Model spherial He+HF potentials in the region of the 
minimum. 97
Model spherical He+HF repulsion energies. 98
Theoretical scattering cross sections derived using the 
HFD2-B and AHFD2-B potentials for He+HF compared with 
experimental results. 101
Boltzman weighted (Keesom) pre-averages of the AHFD2-B 
potential. 108
Theoretical scattering cross sections derived using LJ(18,6) 
and BFW potentials for Ne+HF compared with experimental
results. I l l
Spherical potentials for Ne+HF. 114
The effect of the assumed detector efficiency function on 
calculated scattering cross sections for Ne+HF. 116
Comparison of several theoretical scattering cross sections
with the experimental results for CH4+CH4. 121
Model spherical CH4+CH4 pair potentials in the region of
the minimum. 125
Model spherical CH4+CH4 repulsion energies. 126
Second virial coefficients calculated for several CH4+CH4 
potentials plotted as deviations with respect to the 
experimental values of Dymond and Smith, 1980. 127
viii
LIST OF FIGURES cont’d
Figure 7.5 The effect of the temperature factor in a Boltzmann weighted
pre-average of the KRCN and RMK anisotropic potentials. 133
Figure 7.6 Comparison of theoretical scattering cross section, obtained
using IOS method, with experimental results. 135
Figure 7.7 The effect of the assumed detector efficiency function on
calculated scattering cross sections for CH4+CH4. 137
Figure A l . l  Measured bolometer characteristics and determination of
RESPONSIVITY for a bias circuit resistive load of 5MÜ. 157
Figure A 2 .1 Coordinate systems for determination of angular
transformations. 159
Figure A2.2 XZ -  X 'Z' plane coordinate transformation. 164
be
CHAPTER 1
BACKGROUND
1.1 Introduction
Theoretical developments in relation to the van der Waals interactions between certain weakly 
anisotropic molecular species has reached the stage where further understanding of the various 
forms of potential surfaces can be gained only through an injection of new, suitable experimental 
data. Typical of this sort of system are the rare gas -  hydrogen halide (Rg-HX) interactions, 
which display weak anisotropy. Very little quantitative evidence that can be used to clarify and/or 
validate current model potentials is available. One of the main reasons for the increased interest in 
these interactions is that their weak anisotropy is useful in appreciating how to deal theoretically 
with first order deviations from otherwise near spherical interactions. However, interest in Rg-HX 
interactions is not confined to such theoretical developments. Knowledge of these intermolecular 
potentials is of particular value for the study of collision processes involving such species in 
interstellar space (Dalgarno et al., 1974). Also, in the field of chemical lasers, a better 
understanding of collisional energy transfer processes can be accomplished if the potential surface 
is known. In fact, there has been a mounting theoretical interest in relation to energy transfer 
processes in He+HF collisions (Gianturco et al., 1983; 1984; Battaglia and Gianturco, 1981;
Battaglia et al., 1984).
Probably the most interesting among the various kinds of weakly anisotropic van der Waals 
interactions are those containing symmetric molecules where, under certain circumstances, the 
symmetry might easily be equated with sphericity. One such system is methane -  methane which, 
like the Rg-HX systems, lacks suitable experimental data that can be used to help establish the 
future course for further theoretical development.
The reference to suitable data is made with the knowledge that thermal differential scattering 
measurements have been published for very few of the systems described above. Obviously then, 
the provision of accurate scattering data would be most beneficial at this stage even if only to 
confidently establish tolerance values for isotropic potential parameters. Thus, the foundation of 
the work described in this thesis is the measurement of the total differential cross section for some 
molecular systems of the type described above, using a state-of-the-art molecular beam 
apparatus, which has previously been used for laser/molecular beam spectroscopic studies 
(Boughton, Miller, Watts 1982; Fisher, Miller, Watts 1983; Miller 1982; Miller, Fenn, Watts
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1983). All of the interactions studied are between closed shell neutral particles in their ground 
electronic and vibrational states.
1.2 Data Sources
Scattering with well collimated supersonic molecular beams currently provides one of the best 
experimental techniques for accurate determination of intermolecular potential surfaces for van 
der Waals interactions. It has long been established that highly resolved, elastic differential cross 
sections measured at thermal collision energies with crossed supersonic atomic beams has led to 
reliable interatomic potential models for various inert gas partners (Scoles, 1980). Also, 
rotationally and vibrationally inelastic differential cross sections, obtained using molecular beam 
time-of-flight (TOF) techniques, have supplied important data for establishing the anisotropic 
features of potential surfaces for several atom-molecule systems (Buck et al., 1977; Faubel et al. 
1983; Buck et al. 1980; 1981a; Gentry and Giese, 1977; Faubel, Kohl and Toennies 1980; 
1982; Andres et al., 1980). Besides using TOF techniques, accurate state-to-state differential 
cross sections have also been measured using molecular beams in combination with lasers 
(Bergmann et al., 1980; Serri et al., 1980; Serri et al., 1981.) Pertinent to this kind of 
development is the technique described by Boughton et al. (1982) in scattering He from HF which 
has been excited to specific ro-vibrational levels with a tunable infrared laser.
Thermophysical properties of molecular van der Waals partners cannot provide adequate 
information for establishing the anisotropic nature of the potential surface. However, accurate 
data of this kind is very useful for verifying a potential surface obtained from thermal differential 
cross sections. When available, second virial coefficients or spectroscopic information on bound 
van der Waals complexes are probably the most popular supporting data for an intermolecular 
potential derived from scattering experiments (Buck et al., 1973; Aziz et al., 1979a; Feltgen et al., 
1982; Aziz et al., 1983). There are various ways in which a propensity of different data for a given 
interaction can be used to obtain an estimate of the potential surface. For instance, the 
anisotropic potential surface for Ar-HCl was obtained by simultaneous least squares fitting to 
molecular beam microwave spectra, rotational line broadening cross sections, second virial 
coefficients and molecular beam total differential cross sections (Hutson and Howard, 1982). 
However, if available data is limited, often the most reputable information is used for fitting 
potential models before other available data is used as a self consistency check. Presently, when 
little or no experimental information exists, any proposed potential model can only be considered 
as unvalidated. This is the case for He+HF, where none of the usual thermophysical data such as 
second virial coefficients and viscosities are available and no spectroscopic data has been
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published. However, there have been several reports of theoretically contrived potential surfaces 
based on ab initio methods (Collins and Lane, 1975; Rodwell et al., 1981) or electron gas 
methods (Dietrich and Conn, 1976). The inconsistency between these proposed potentials has 
stemmed not only from the differing theoretical approaches but from a lack of relevant 
experimental information. Although not as disparate, a similar situation holds for the 
methane-methane van der Waals ineraction. However, in this case it is not the lack of 
experimental data so much as the fact that most of the existing experimental information is useful 
only for estimating the potential surface. The wide range of potential models for this system 
(Hirschfelder, Curtiss and Bird, 1954; Sherwood and Prausnitz, 1964; Snook and Spurling, 
1972; Matthews and Smith, 1976; Kolos etal., 1980; Righini et al., 1981; Bohmetal., 1984) is 
not only attributable to differing theoretical approaches but also to the variety of ways in which 
existing experimental data has been used or not used (as the case may be) in verifying the theory.
1.3 Rare gas / Hydrogen Halide Systems and HFD Potential Models
As mentioned above, the model van der Waals potentials for many of the noble gases are known to 
a high degree of precision. Of particular note is the fact that many of these potentials are 
represented by the semi-empirical Hartree-Fock-Dispersion (HFD) model. Currently such a 
model offers one of the best means of obtaining a near ab initio potential surface. No doubt the 
proponents of the HFD model are gratified with these initial successes in representing isotropic 
interactions. However, it remains to be determined whether such a model can be easily extended 
to include interactions of at least low anisotropy such as the Rg+HX systems. Already the HFD 
model has been applied to the He+HF and Ar+HF weakly anisotropic van der Waals interactions 
(Rodwell et al., 1981; Douketis et al., 1984). As there are no experimental data available for the 
former, and limited data are available for the latter interaction, it is obvious in the light of what was 
said in the previous section, that measurement of the total differential cross section for these 
systems is important. Especially since all indications are that many of the Rg+HX interactions are 
nearly isotropic at thermal energies (Held et al., 1980; Becker et al., 1979; Barnes et al., 1982). 
It may be assumed then that scattering data for He+HF supplied in this thesis will enable confident 
determination of the isotropic potential parameters (see Chapter 6). Also, in support of 
theoretical developments it will be shown that the isotropic part of the HFD potential models of 
Rodwell et al. (1981) provide a good initial input in the analysis of He+HF scattering data.
In anticipation of the possible need to provide data on an unbroken series of Rg+HF interactions, 
the differential cross section for Ne+HF is also supplied. This will complete a set of scattering 
measurements done in the same laboratory for the He, Ne, Ar+HF series, the last of which is part
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of a separate study (Vohralik, 1986). Currently, determination of the potential surface for Ne+HF 
is mainly of experimental interest (Barnes et al., 1982) although some rudimentary SCF 
calculations have been performed (Fowler and Buckingham, 1983). Once the He+HF and Ar+HF 
interactions are better understood it may be possible to establish a similar model potential surface 
for Ne+HF, perhaps by parametric interpolation. Nonetheless, a semi-empirical isotropic model 
is determined from the measured total differential cross section.
1.4 Methane -  Methane Potentials
The high symmetry of the methane molecule coupled with the anticipated low anisotropy of the 
methane pair potential has provided the subject for much speculative interest for more than forty 
years. Early model potentials were isotropic and took the empirical Lennard-Jones or Kihara 
form (Hirschfelder, Curtiss and Bird, 1954; Sherwood and Prausnitz, 1964). More recently 
semi-empirical models have been reported by Snook and Spurling (1972), and Matthews and 
Smith (1976). Snook and Spurling’s model included anisotropy through the long-range 
octopole-octopole term. However, the most recent studies including anisotropy, are based on 
attempts to establish model potentials using ab initio methods (Kolos et al., 1980; Bohm et al., 
1984). Kolos et al. use an atom-atom site model in an effort to estimate the anisotropy of the 
methane pair potential surface. Similarly, Righini et al. establish a semi-empirical atom-atom site 
potential model incorporating the dispersion coefficients of Thomas et al. (1980) and available 
experimental data.
Although there is an abundance of model methane pair potentials reported in the literature, rather 
surprisingly accurate experimental data on this van der Waals interaction is limited. 
Predominantly, existing potential models have been derived from virial coefficient measurements 
(Dymond and Smith, 1980) and viscosity data (Maitland and Smith, 1972). Righini et al. (1981) 
also used data obtained from dense phase measurements.
Information on the long range interaction has been provided through measurements of 
electrostatic moments (John, Backsay and Hush, 1980; Amos, 1979; Birnbaum and Cohen, 
1975) polarizabilities (Landbolt-Bornstein, 1951) and oscillator strengths (Thomas and Meath, 
1977).
Thermal differential scattering data for rare gas -  methane systems is available (Malik et al., 1980; 
Buck et al., 1981b). However the only scattering measurements for the pure methane system 
seem to be those of Amdur et al. (1961) and Leonas and Sermyagin (1973), who reported results 
for high energy integral and differential scattering cross sections. The latter group used their
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results to obtain the form of the pair potential in the strongly repulsive region between 1,000K and 
10.000K.
Measuring the thermal energy total differential cross section for methane may not enable 
anisotropic factors to be determined accurately. However, if these data exhibit salient scattering 
features that would otherwise not be obvious if the potential surface were very anisotropic, then the 
results can be interpreted in a meaningful way. In fact, it will be shown that the methane pair 
interaction is essentially isotropic at thermal energies so that at least it is possible to obtain a very 
good estimate of the isotropic potential parameters using new scattering data in combination with 
second virial coefficients.
1.5 Purpose
By adapting and using a state-of-the-art molecular beam apparatus, total differential cross 
sections will be obtained for He+Ar, He+HF, Ne+HF and CH4+CH4. These data will then be 
analyzed using existing potential models. If these models prove to be unsatisfactory in reproducing 
the experimental results then alternative semi-empirical potentials will be fitted.
Where possible the short-comings of existing potential models will be discussed with a view to 
suggesting areas that require further development.
Finally, suggested confidence limits of the isotropic potential parameters derived in this work will 
be specified. These restricted ranges should aid a great deal in future theoretical developments of 
potential models for these systems.
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CHAPTER 2
MOLECULAR BEAM APPARATUS, LASER AND DETECTION EQUIPMENT
2.1 Introduction
Since the advent of supersonic molecular beams many apparatuses have been constructed to take 
advantage of their properties in the study of various inter- and intra- molecular phenomena. 
Molecular beam ’machines’ have been built to study elastic, inelastic and total differential cross 
sections (Bickes and Bernstein, 1969; Cavallini et al., 1970; Parson et ah, 1970; Faubel, 1982), 
reactive scattering (Parson and Lee, 1972; Gorry et ah, 1978; Bernstein, 1979a; Mayer et ah, 
1979), high resolution spectroscopy including cluster dissociation (Smalley et ah, 1974; Gough et 
ah, 1977; Hoffbauer et ah, 1978; Casassa et ah, 1981; Geraedts et ah, 1981), and surface 
scattering (Frenkel et ah, 1980; Toennies, 1973a; Bernasek and Somorjai, 1975; Doak, 1981; 
Ettinger et ah, 1982).
Most of these machines have been built for a single purpose and use a single detector of one type 
or another. In this chapter we describe a supersonic molecular beam apparatus and infrared laser 
which, when combined with a quadrapole mass spectrometer and two thermal detectors, provides a 
very flexible system for the study of a variety of collision and spectroscopic phenomena (Boughton 
et ah, 1982).
2.2 M olecular Beam Apparatus
All of the experiments reported in this thesis were performed using the in-plane cross beam 
apparatus depicted in Figure 2.1. Basically this machine consists of a main vacuum chamber 
having a removable top cover and rotatable bottom flange upon which are mounted two 
differentially pumped supersonic nozzle beam sources. The detector systems are connected to the 
side or top of the main chamber and are stationary.
The body of the main chamber consists of a reinforced, flanged, cylinder 475mm high and 800mm 
inside diameter with 10mm thick walls. Four flanged portholes (250mm diameter), situated at 90° 
intervals, facilitate the mounting of detector equipment and/or alignment apparatus.
Closure of the top of the chamber is achieved with a removable cover which is keyed to the top 
flange of the chamber. Vacuum sealing is effected using a single greased O-ring. An opening in 
this cover provides access for various equipment, such as a bolometer detector. The centre-line of
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this opening corresponds exactly with the centre-line of one of the portholes to which is attached 
an auxilliary chamber. An opening in the top of the auxilliary chamber, also on the same 
centre-line as the opening in the top cover, provides a second location for the bolometer detector.
The machined profile of the 50mm thick bottom rotatable plate is such that a concentric 3mm 
raised section fits inside the inner diameter of the main chamber. There are three concentric 
grooves in the bottom plate. The inner and outer grooves retain greased O-rings which serve as 
vacuum and dust seals respectively. Between the two O-rings the third groove contains a bearing 
race designed to simultaneously withstand external forces exerted whilst the system is under 
vacuum and allow easy rotation of the bottom plate. When not under vacuum, the bottom plate 
rests on three journal bearings fixed to the three columns which support the entire apparatus. The 
exposed outer annulus of the bottom plate has been accurately engraved with 1° graduations; a 
vernier scale provides for angle selection to within 0.1°. A variable speed chain drive is used to 
rotate the bottom plate. The entire chamber is constructed of 316 grade stainless steel and all 
inner surfaces and sealing faces are highly polished.
2.3 Beam Sources
Differential pumping is provided by mounting the beam source chambers (compartments) on the 
bottom plate and sealing (except for skimmer orifices) from the vacuum in the main (scattering) 
chamber. Each source compartment has a removable lid for easy access. To form molecular 
beams, gases under pressure are expanded isentropically from small nozzle orifices (within the 
source compartment) and the central portion of the expansion sampled using conical skimmers 
which allow narrow streams of gas to enter the scattering chamber. These molecular beams are 
well collimated, supersonic and near isoenergetic. Dimensions of the nozzle and skimmer orifices, 
etc., are recorded in Table 2.1. The two source compartments are aligned so that the molecular 
beams intersect orthogonally at the centre of the scattering chamber irrespective of angle of 
observation. Hence, the scattering volume does not change as the bottom plate is rotated. Typical
“ 7  —6operating pressures in the scattering chamber range from 2x10 to 1.5x10 mbar.
Nozzles are mounted on XYZ translator tables which are adjustable by means of cables, controlled 
externally. This arrangement enables exact alignment of the nozzle and skimmer orifices. Gas 
supply lines to the nozzles enter the source manifolds through vacuum feedthroughs in the bottom 
plate. These lines are coiled loosely below the apparatus so that rotation of the bottom plate is 
unhindered. Gas pressures are controlled using Matheson regulators (Types B15 and B16) 
connected to high pressure gas cylinders supplied by Commonwealth Industrial Gases or
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Matheson. All chamber compartments were fitted with Varian ionization gauges to monitor 
pressures.
Table 2.1
Beam Chamber Equipment Characteristics and Operating Statistics
Primary Secondary
compartment compartment
Nozzle: aperture (pm) 35 45 to 80
pressure (bar) 1 to 20 1 to 2
Skimmer: aperture (pm) 250 to 500 500
shape (°) 26/30 26/30
length (mm) 25 10
Nozzle-Skimmer distance (mm) 15 to 20 6 to 8
Manifold pressure (mbar) -4 -310 to 10 10 “ 4 to 10 "
2.4 Pumping
The primary beam source is pumped by an unbaffled 5300 litre/sec oil diffusion pump (Varian 
VHS-10) which is mounted on the underside of the bottom plate immediately below the beam 
compartment. Similarly mounted unbaffled 2400 litre/sec and baffled 1600 litre/sec oil diffusion 
pumps (Varian VHS-6) are used to pump the secondary beam compartment and main chamber, 
respectively. A second 1600 litre/sec oil diffusion pump is located in the auxilliary chamber in 
order to provide adequate pumping speed to the scattering chamber. The pumping speed in the 
primary compartment allows for high pressure gas expansions of up to 20 bars with a 35pm nozzle.
The foreline pump ports of the three diffusion pumps attached to the bottom plate are connected 
to a common rotary manifold section located co-axially below the beam chamber. This manifold 
rotates on a fixed foreline section which is connected to a remote 50 litre/sec two-stage rotary 
pump (Edwards E2M175) which maintains the required foreline pressure of 100 mbar. Vacuum 
sealing at the rotary manifold is achieved using greased O-rings. Water hoses and all electrical 
cables are contained in an umbilical cord which is long enough to allow full rotation of the bottom 
plate.
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2.5 Nozzle and Skimmer Construction
Nozzles were constructed of monel using a technique described by Miller (1980). The skimmers 
were machined, and consist of hollow brass or copper cones having internal angles of 26° and 
external angles of 30°. The apexes of the cones are truncated to provide the aperture for beam 
collimation.
2.6 Detectors
Mass Spectrometer:
A quadrapole mass spectrometer (UTI-100C), mounted in a differentially pumped ultra-high 
vacuum (UHV) system as shown in Figure 2.1, was used to determine molecular beam 
composition and velocity distributions. The UHV system could be isolated from the main chamber 
by closing a metal seal straight-through valve (Varian). Co-axial 5mm openings provided entry of 
molecular beams to the consecutive stages of the UHV system. The first (buffer) stage was 
pumped with a 110 litre/sec turbo-molecular pump (Balzers TPU 110) and the second stage, 
containing the beam ionizer, quadrapole assembly and electron multiplier, was pumped with a 170 
litre/sec turbo-molecular pump (Balzers TPU 170). The turbo-molecular pumps were backed 
simultaneously using a 0.28 litre/sec single stage rotary pump (Pfeiffer Duo). Varian nude ion 
gauges were installed in each stage to monitor pressure. Operating pressures in the second stage 
_8
were typically 2x10 mbar.
Bolometer:
Since a bolometer was the principal detector used in all of the experiments performed for this 
thesis, a condensed description of the operation and construction of such a device follows. For 
detailed accounts of the theory and operation of bolometers see Putley (1977) and Zwerdling et al. 
(1968).
Liquid helium cooled bolometer detectors, originally used to detect infrared radiation in the 
lOOjim to 1000|i.m wavelength range (Low, 1961) have proven to be extremely valuable for the 
detection of molecules having translational (Cavallini et al., 1967; Cavallini et al., 1970; Cavallini 
et al., 1971a) and/or molecular rovibrational energy (Gough et al., 1977). The high sensitivity of 
these devices, coupled with the fact that infrared fluorescence lifetimes are long, has made them 
particularly useful in infrared laser-molecular beam applications.
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FIGURE 2.1
Schematic diagram of the in-plane, crossed molecular beam apparatus
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A bolometer is a resistive element constructed of a material having a large temperature coefficient 
of resistance. The material used is usually doped Ge (Low, 1961; Cavallini et al., 1967; Cavallini 
et al., 1970) or Si (Summers and Zwerdling, 1974). More recently superconductive TISe has 
been used (Nayar, 1973; Nayar and Hamilton, 1975; Gallinaro et al., 1978). The important 
physical parameters that determine the construction and dimensions of a bolometer are the heat 
capacity, H, of the detector element and the thermal conductivity, G, to the surrounding constant 
temperature bath. These parameters must be kept as small as possible keeping in mind that G 
determines the magnitude of temperature noise fluctuations, NT , and the ratio H/G determines 
the thermal time response, tt , of the system (Putley, 1977). The final choice of G depends on 
experimental requirements and must be a compromise between having low NT(high tt ) or high NT 
(low tt ) .  The minimum value of G is obtained when the only thermal coupling of the detector 
element to the low temperature bath is via radiative exchange.
The bolometer used in this work comprised a small antimony doped silicon chip 
(4mmx2mmx0.2mm) in thermal contact with, but electrically insulated from, a constant 
temperature (1.7K) bath. The constant temperature bath comprised a liquid helium cryostat 
having a solid copper bottom onto which was attached a copper mounting block, Figure 2.2. Two 
gold wires (0.01mmx5mm) were welded to the back of the chip and indium soldered to two copper 
wires that were electrically insulated from, but in good thermal contact with, the copper mounting 
block and cryostat. The gold wires provide:
(i) support for the chip,
(ii) adequate thermal conduction to the constant temperature bath,
(iii) good electrical contact with copper leads that connect to a bias circuit, Figure 2.3, at 
the top of the cryostat.
Two shrouds, Figure 2.2, attached to the base of the cryostat, surround the bolometer with a low 
temperature surface that acts as a cryopump and infrared radiation shield.
The bias circuit mentioned above is constructed of high quality elements in order to provide an 
accurate, low noise, bias current to the bolometer. An input of energy to the bolometer will raise 
its temperature, providing a small change in its resistance. This will produce an output voltage 
proportional to the bias current and resistance change. Choice of bias current is important for two 
major reasons:
(i) noise fluctuations increase with increasing current;
(ii) generally bolometer elements have negative temperature coefficients of resistance, so 
that increasing current will increase Joule heating and raise the temperature to the point of
11
FIGURE 2.2
Schematic diagram of the lower part of the helium cryostat and attached 
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FIGURE 2.3
Bolometer bias circuit
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thermal runaway.
Hence, the bias circuit depicted in Figure 2.3 was chosen to produce maximum detector 
responsivity whilst avoiding any possibility of thermal runaway. See Appendix 1 for information on 
bolometer characteristics and determination of responsivity, etc.
Total noise associated with bolometer and measuring equipment has several components. The 
major component for low temperature bolometers is usually amplifier noise. However, due to the 
high resistivity of the bias circuit, Johnson noise may also be significant. Thermal noise, radiative 
noise and bias current noise are also present but are considered negligible. The major source of 
noise was probably contact noise at the gold wire junctions. The total noise was measured at the 
output of a lock-in amplifier at a modulation frequency of 37Hz and found to be lp-V/^/Hz. 
Hence the noise equivalent power (NEP) for the bolometer was
NEP Measured noise in V/y/  Hz 
Responsivity in V/Watt
l p W H z
3.7x10 5 V/Watt
Therefore
NEP = 2.7 picoWatts/^/Hz
When performing differential scattering experiments the bolometer was located at position B, 
Figure 2.1. This had the effect of increasing the solid angle (and hence the flux of scattered 
molecules) subtended by the bolometer element. The in-plane angle subtended by the bolometer 
at the scattering centre was 0.75°.
Pyroelectric Detector:
The growing requirement for more sensitive, uncooled, robust, thermal detectors for industrial and 
military applications has led to some significant advances in the development of pyroelectric 
materials. There are many different types of material, now commercially available, such as 
triglycine sulphate (TGS), lithium tantalate (LiTa03), strontium barium niobate, lead zirconate 
titonate (PZT) and various polymer films (e.g. polyvinyl fluoride).
The pyroelectric detector, like the bolometer, is a thermal detector and hence performs a similar
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duty. However the physical method of detection is somewhat different. A pyroelectric material 
possesses an internal dipole moment (due to low crystalline symmetry) which is neutralized by an 
extrinsic charge distribution near the surface of the material. This extrinsic charge distribution is 
relatively stable (in a good pyroelectric medium) so that even very small, slow changes in the 
sample’s temperature produces changes in the internal dipole moment which in turn produces a 
measurable change in surface charge. By connecting a small capacitor across the sample, any 
change in temperature can be detected by measuring the charge on the capacitor. Unlike the 
bolometer, the electrical impedance of a pyroelectric detector is almost purely capacitive so that 
only modulated inputs can be detected. The minimum NEP of a pyroelectric detector is limited, 
due to contributions from various noise sources (i.e. Johnson noise, amplifier noise, thermal 
fluctuations of the pyroelectric crystals) (Putley, 1977). However such detectors, now available
commercially, have NEP values as low as 2x10 11 Watts/-y/Hz.
A recent report (Miller, 1982) demonstrated the usefulness of room temperature pyroelectric 
detectors in association with molecular beams and high resolution spectroscopic experiments. The 
particular detector used (Molectron Pl-70) was windowless and the pyroelectric material was 
LiTa03. For a full description of this type of pyroelectric detector material see Roundy and Byer 
(1973). The NEP of the device was 3x10 ~10 Watts/^/Hz making it two orders of magnitude less 
sensitive than the bolometer detector operating at 1.7K. However, the P l-70 has about the same 
sensitivity as the bolometer operating at 4.2K (Gough et al., 1978). Lacking the bulk of an 
accompanying cryostat, it was possible to locate the pyroelectric detector at any convenient 
position inside the molecular beam apparatus. In fact, the detector was located, as reported by 
Miller (1982), so that rovibrational excitations in a pure secondary beam of HF could be 
monitored (see Chapter 5).
2.7 Laser System
Determination of the rotational population in a pure beam of HF was achieved with the aid of a 
CW colour centre laser (Burleigh FCL-20) having a tunable range of 2.3|im to 3.3|im and a 
maximum output power of 15mW. The optical pumping required to operate the FCL-20 was 
provided by a Kr+ laser (Spectra Physics) operating on 647.lp.rn line and output powers between 1 
and 2 Watts.
The lasing medium of the FCL-20 consists of alkali halide crystals having FA(II) or FB(II) type 
colour centres. Methods for producing colour centres have been reported in the literature by Luty 
(1968). Demonstrations of the use of colour centres as lasing media are reported by Mollenauer
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and Olson (1975), Koch et al. (1979), Schneider and Marrone (1979), Litfin et al. (1977) and 
Mollenauer (1980). Suffice to say that FA(II) centres only are formed in Li+ doped alkali halide 
crystals (e.g. KCL or RbCl) and consist of an F-centre (i.e. an electron trapped at a halide 
vacancy) next to a Li+ impurity, Figure 2.4a. Fß(II) centres are formed when Na+ is the dopant 
and they consist of an F-centre next to two nearest neighbour Na+ impurities, Figure 2.4b. The 
three crystals used to provide the tunable range in the FCL-20 were (i) KCL:Na (2.35 -  2.5p.m), 
(ii) KCL:Li (2.45 -  2.8pm) and (iii) RbCl:Li (2.7 -  3.25pm).
Fa(II) and Fß(II) colour centres have strongly overlapping absorption bands in the 450 -  700pm 
wavelength range. Irradiation of the centres within this spectral range will excite the trapped 
electron from a ground state s-type level to a p-type level. Fast (picosec) thermal relaxation into
a double well configuration then occurs. Further fast relaxation back to the ground state 
configuration occurs after an infrared emission. This four level system is depicted in Figure 2.5 
and represents the lasing cycle of the F-centre. Excitation from the ground state is achieved with 
the Kr+ laser operating well above threshold, at 2 Watts. It should be noted that the F-centre 
fluorescence is homogeneously broadened, allowing for full tunability regardless of the pump 
source.
In order to, (i) maintain F-centre stability, (ii) dissipate the large excess of heat provided by the 
Kr+ laser and, (iii) to increase the fluorescence quantum efficiency, the crystals in the FCL-20 
are mounted on a cold finger kept at liquid nitrogen temperature. This arrangement necessitates a 
separate vacuum chamber as shown in Figure 2.6. The FCL cavity is an astigmatically 
compensated three mirror arrangement in which a diffraction grating acts as the third mirror, 
coarse tuning element, and output coupler. A temperature stabilized, piezo-electric tunable, low 
loss intracavity etalon provides for single mode operation with a 1MHz linewidth. Operating the 
etalon only, enables discrete tuning steps of 0.01cm-1 between cavity modes over a total range of 
0.5cm-1 . Continuous tuning can be accomplished by synchronous operation of the etalon and 
the piezoelectric driver on the folding mirror so that the 1MHz line can be scanned over a range of 
3GHz. The rotational populations in a beam of HF were measured using this mode of operation.
The entire laser system was mounted on a large granite table supported on rubber stoppers on top 
of solid brick columns to prevent vibrations.
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FIGURE 2.4
Diagram of F^(II) and Fg(II) type colour centres
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FIGURE 2.5
The typical lasing cycle of an F-centre laser
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2.8 M odulation
Phase sensitive detection was used in all experiments by modulating either the molecular beam or 
the laser beam at 35 -  38Hz. A micro-computer (Commodore PET) was used to record and store 
output signals from a lock-in-amplifier (Princeton Applied Research Model 124 A or Model 116).
When performing the differential scattering experiments, a 50% duty cycle mechanical chopper 
modulated the secondary beam inside the secondary manifold, Figure 2.1. This final arrangement 
was preferred because; (a) the bolometer did not detect modulated infrared background radiation 
in the relevant scattering angle range and, (b) the bolometer was not detecting molecules scattered 
from the modulated beam and hence there was no background effects to consider when flagging 
the primary beam. A similar mechanical chopper installed in the primary manifold was used when 
measuring the angular divergence of the primary beam.
To ensure that there were no broad angle, low intensity contributions from the primary beam a 
second collimating skimmer was located 50mm downstream of the first skimmer.
All modulation in the laser experiment was achieved using a mechanical mirrored chopper which 
alternately directed the laser light to diagnostic equipment located on the granite table or to the 
molecular beam apparatus.
Velocity distributions in the molecular beams were measured using time-of-flight (TOF) 
techniques. Small slits in a high speed rotating disc (440Hz), located near the centre of the 
scattering chamber, produced 6jisec pulses of molecules that traversed 70cm to the ionizer of the 
mass spectrometer. At this point the width of the pulse had increased to 50psec or more. 
Particles of selected mass were detected by an electron multiplier and signals were fed to a 
multichannel analyzer (Hewlett Packard 2401) and stored at 10p.sec intervals. A full description 
of this experiment and the results will be given in Chapter 5.
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CHAPTER 3
SCATTERING THEORY
3.1 Introduction
In the last two decades there have been significant developments in the use of supersonic 
molecular beams as a research tool for probing the interactive and internal properties of atoms and 
molecules. The molecular beam apparatus described in Chapter 2 is one such state-of-the-art 
research device. This apparatus has been used for high resolution spectroscopic experiments in 
the infrared (Boughton et al., 1982; Miller, 1982; Miller et ah, 1983; Fischer et ah, 1983). 
However, as mentioned in Chapter 1, in the present work it is used, primarily, to measure the total 
differential cross sections for some important, weakly anisotropic van der Waals molecular systems. 
Various empirical and semi-empirical potentials are used to calculate differential cross sections 
which are then compared with the experimental result. The procedure for obtaining theoretical 
predictions of differential cross sections is now standard (Mott and Massey, 1949; Bernstein, 
1960; Harrison and Bernstein, 1963; Smith, 1964; Bernstein, 1966; Fluendy and Lawley, 1973; 
Child, 1974; Hepburn and Leroy, 1978). However, the important relations covering quantum 
and semiclassical scattering are presented in this chapter. Details will be confined to particular 
phenomena that are to be observed in the measured differential cross sections. Before discussing 
the quantum and semiclassical relations, a brief resume of the classical description of scattering will 
be given. For the purposes of simplicity, for the moment it is assumed that the scattering is 
attributed to a spherically symmetrical potential interaction with a long range attraction, attractive 
well of depth e and short range repulsion. Later in this chapter scattering of anisotropic molecules 
will be described in conjunction with the Infinite Order Sudden Approximation.
3.2 Classical Scattering
In purely classical terms, the differential cross section (defined as the number of particles scattered 
in direction x per unit solid angle per unit incident flux) is given as a sum of single trajectory 
contributions as follows,
dcr(X)
dH
b
3.2.1
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where X(b,E) is the classical deflection function, and bj is the impact parameter associated with 
one of the ’n’ possible branches of X.
In an experiment, single trajectories cannot be distinguished. Thus it is only the total effect of all 
the trajectories with the same scattering angle x = |X|, ( 0<X<'tr ), that is observed. At relative 
collision energies (E) which are greater than the magnitude of the intermolecular well depth (e) of 
the colliding species (i.e. E/e > 1.0) it may be assumed that orbiting collisions do not occur 
(Fluendy and Lawley, 1973). In terms of the deflection function this corresponds to - tt < X < tt  . 
A typical deflection function for this case is shown in Fig 3.1 where it can be seen that there is the 
possibility of three different particle trajectories (a,b,c) contributing to the same scattering angle.
X(b,E) can be obtained from the classical equations of motion in the centre of mass (CoM) system 
and is given as follows (Goldstein, 1980; Child, 1974)
X(b,E) 3.2.2
where V(r) is the potential influencing the scattering and E is the initial kinetic energy. rc is the 
classical turning point. In general, this integration must be performed numerically.
Cross sections calculated with equation 3.2.1 display singularities at x = 0 (glory condition) or 
dX/db = 0 (rainbow condition). However, measured differential cross sections of molecular 
particles do not exhibit such effects. This fact is a manifestation of the uncertainty principle which 
can be written in terms of the scattering angle and impact parameter as follows
AbAx ^  h/p
where ’p’ is the particle momentum (Child, 1974). Experimentally, the particle momenta can be 
defined for molecular collisions, however the impact parameter (or trajectory motion) cannot. 
The important aspect of dealing with molecular collisions is whether or not Ab «  b. A classical 
description is possible when the particle trajectory is well defined, that is, when Ab «  b. An 
equivalent verification of the use of classical dynamics is given when the de Brogile wavelength of a 
particle is sufficiently short compared with the distance over which inter-particle forces have 
significant effect. Conversely, the quantum description is necessary when the de Broglie 
wavelength is the same order or greater than the inter-particle separation.
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The breakdown of the classical description of molecular collisions is also exemplified by way of the 
periodic features that are sometimes observed in differential cross sections. Such effects are a 
result of interference phenomena which can only be explained by treating a molecular collision 
through wave mechanical arguments. Thus, the appropriate way to deal with scattering on a 
molecular scale is to use quantum mechanics where a steady state wave function is employed to 
describe the overall behaviour of the system.
3.3 Quantum Scattering
This discussion will be limited to elastic scattering by a spherically symmetric central force field. At 
large r (distance), the particles scattered by the centre of force are represented by outgoing radial 
waves so that the asymptotic form of the wave function K^r) beyond the range of the effect of the 
force field is
Kr) ^:(r) + f ;(x) 7-k k r 3.3.1
where x is the polar angle of r , taking the incident direction k as axis. The first term represents 
the incident plane wave and the second the radial outgoing wave. Since the system is symmetrical 
about the incident direction the scattering amplitude f~(x) depends only on k and the angle of 
scattering. At the other extreme, small r, \|/(r) must approach zero. It can be shown (Bransden, 
1970) that the differential cross section is given by
d o (  X ) 
d H I(X ) I f (X) I 2
3.3.2
As m entioned above, for a spherically symmetric potential and an incident plane wave the wave 
function \j/(r) is axially symmetric about the incident direction k. H ence with the centre of force 
as origin, t|/(r) can be expanded in a series of Legendre polynomials
0 0  _ i
'Kr- X) = Y) r 1 A g (r) P (cosx )  
1=0 1 1  1
3.3.3
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where each term  in the series corresponds to one o f an in fin ite  num ber o f angular momentum
states contributing to the incident plane wave. Each term  is an eigenfunction o f the angular 
- 2
mom entum  operator L  . The wave equation satisfying the radia l function  g^(r) is found by 
substituting equation 3.3.3 into the Schroedinger equation,
v 2 2f i  r
-  V (r)  + k  h H r .x )) 3.3.4
m ultip lying by P.< (cosx) and integrating over x  to give
/ ( / +  1)
-  U (r) + g / 0 ) o
2
3.3.5
where / is the orb ita l angular mom entum  number, k2 = 2p.E/fi2 and U (r)  = 2 jiV ( r ) / f t2 . I f  the 
potentia l is zero or short range and falls o ff more rapid ly than 1/r2, then its e ffect at large r may be 
neglected in  comparison to / ( /+ l ) / r 2 in equation 3.3.5. Two independent solutions o f the resulting 
equations are
g*(r) = k r j^ (k r )  and g^(r) = -k rn ^ (k r)
where (k r) and n^ (k r) are the spherical Bessel and Neumann functions respectively. These 
two independent solutions have the follow ing properties
8 /1(r) r - 0
(k r) / + !
(2/+ 1)!!
s in (k r -  I tt/2) 3.3.6
8X (2 / - 1)!!(kr) « H - c o cos(kr -  I tt/2) 3.3.7
A  general solution can be w ritten as a com bination o f j (k r) and n ( k r ) . Obviously fo r g (r) to 
be fin ite  everywhere only the firs t solution g |( r) is valid when there is no scattering potential. 
’Switching o n ’ the potentia l in  equation 3.3.5 results in  an asymptotic solution o f the form
gy(r) (c o s (^ ) j^ (k r )  -  s in ^ ^ n ^ k r ) } 3.3.8
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(Fluendy and Lawley, 1973) so that
g/ (r) sin(kr - / tt/2 + t \ ) 3.3.9
where r\ is the phase shift introduced by the finite potential. Hence comparing equations 3.3.6
and 3.3.9, the phase shift is the difference between the phases of the solution for the effective 
potential and that containing only the centrifugal term.
To find out the relationship between the phase shifts and the scattering amplitude it is essential to 
determine the coefficients in equation 3.3.3 using the asymptotic condition of equation 3.3.1. 
This procedure is demonstrated in a number of standard texts (Mott and Massey, 1949; 
Bransden, 1970; Fluendy and Lawley, 1973; Child, 1974). Quoting only the final result, the 
scattering amplitude is related to the phase shifts as follows
The essential connection between the potential and the observed cross section is provided through 
this expression. Angular variation in the differential cross section is determined by the 
interference between neighbouring partial waves. The scattering intensity, an observable quantity, 
is given by
3.4 Quantum Phase Shifts
In practice, the radial wave equation 3.3.5 is solved numerically using the Numerov method 
(Fluendy and Lawley, 1973) although there are many other techniques available. A listing of the 
program devised by this author and used in this and other related work is available. Solutions can 
begin well inside the potential barrier and since there is no specific interest in the absolute
3.3.10
+ 3.3.11
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amplitude of the radial wave function, they are rescaled to some arbitrary value as the asymptotic 
result is approached. It is found that solutions are independent of starting points if r < 0.7cr (where 
a is the first zero in the inter-particle potential).
Calculation of the phase shifts commences at radial distances r > 10a. This is done by taking two 
consecutive radial wave solutions, 0.1a apart, and assuming the analytic form of equation 3.3.8 to 
solve for . Thus from the simultaneous solutions at r-| and r2 we have
j/ tkrl) ~n/(kr1) COST|^
-  s' (f2) -
j; (kr2) - n [ (kr2) s in  T)^
from which the solution to the phase shift is,
arctan
g , ( 0  j , (kr )  - g  ( r )  j (kr )  
/  1 /  2f gf (V  J/ (ICr!
I  8; (r2)n ;(kr]j  -  g ^ r ^ n ^ k r ^ ) 3.4.1
Once three consecutive phase shifts agree to within some predetermined limit (usually 0.001 
radians) the solution for the next partial wave is commenced.
The complete quantum solution for the phase shifts must include a correction term that takes 
account of the residual effect of the attractive tail of the potential at large distances (Munn, et al., 
1964; Hepburn and Le Roy, 1978). This small correction requires calculating the phase shifts 
(using the JWKB approximation) beyond the point at which the Numerov solutions converge, so 
that
■n (^true) = ^(Numerov) + At|^ 3.4.2
where
, , ,
r V J
N
where rN is the distance at Numerov convergence; all other variables are as noted previously. 
This simple integral is evaluated numerically using a four point Gauss-Legendre quadrature.
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Before applying the above procedure to any of the systems of particular interest, the computer 
program was tested by evaluating the phase shifts for the H2+Hg interaction using the information 
reported by Bernstein (1960). Phase shifts calculated using the Numerov method were within 1% 
of those determined by Bernstein, who used the Runge-Kutter-Gill method. In the final analysis, 
the quantum mechanical procedure was used only to ensure that phase shifts obtained by the faster 
semiclassical technique, described below, were accurate. As a particular example, the quantum 
and semiclassical phase shifts obtained for He+Ar were found to differ by no more than 1% for the 
low angular momentum values where quantum effects would be most significant.
3.5 Semiclassical phase shifts
Use of the quantum procedure for calculating phase shifts for all partial waves is not always 
necessary and in general a semiclassical approach can be adopted for all but the lowest (say / < 
20) angular momentum numbers. Phase shifts determined by the semiclassical JWKB method are 
given by (Child, 1974).
3.5.1
where rc is the classical turning point and b = ( / + 1/2)/k. This integral can be evaluated using a 
Gauss-Mehler quadrature (Smith, 1964). The specific integral adopted here was equation 3.7 in 
Smith’s paper which, although more complicated than the alternative method he reported, had the 
advantage of not including inverse interpolation and had a wider range of validity. However, the 
effective potential had always to be positive. An alternative form to equation 3.5.1 is reported by 
Bernstein (1966) as follows
-2 ( /  + ■/ , )  + kr 2 L c
3.5.2
where y = r j r .  He suggests dealing with the ’pole’ (1/y2) by expanding the integral around the 
origin and integrating analytically from y = 0 to 8, ( 8 «  1) and integrating numerically from 8 to 
1 .
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For all but the most exacting purposes, the JWKB phases are sufficiently accurate. However, the
deviations from quantum phases do increase with increasing magnitude of "n . Use of the
semiclassical approach for evaluating the phase shifts is approximately two orders of magnitude
faster than the quantum method. Quantitatively, there is another condition which must be fulfilled
*
before equations 3.5.1 and 3.5.2 can be used with confidence. The quantum parameter A must 
obey the following condition for the molecular system of interest,
A* = h / ( j y /  (2jj.E) « 1  3.5.3
where e is the potential well depth and p. the reduced mass of the colliding molecules, o is the first 
zero in the potential. All the systems studied in this work obey this criterion so that, ultimately, 
only the semiclassical method is used to determine the phase shifts.
Calculation of small phase shifts at large /, where the centrifugal term dominates the effective 
potential, is performed using the Born approximation (Pauly and Toennies, 1965),
T' Born = k / fkri / (1Cr)} 2 U(r)dr 3.5.4
This function is evaluated analytically since at large / values the potential is a function of the long 
range dispersion only. Considering the Ce/r6 term alone the following expression for the Born 
phase shift is obtained (Gradsteyn and Ryzhik, 1980),
^Born = 3TTC6(k/2)4{(/+ 5/2)( ' - 9/4)( /-l/4 )p .} /fi 2 3.5.5
Once the required number of phase shifts is evaluated (usually 200-300) equation 3.3.11 is used to 
obtain a differential cross section.
3.6 Semiclassical scattering
The semiclassical approximation is intermediate in character between a full classical and a full 
quantum treatment. This approximation is obtained through the radial Schroedinger equation by 
the JWKB method. The advantage of the method is that angular momentum eigenfunctions are 
treated exactly and the computed phase shifts may be used in the partial wave summation of
28
equation 3.3.11. Hence the processes involving interference effects are maintained. Since it is the 
scattering amplitude function f(x) that contains all the physical information on the particle and 
wave like behaviour of the molecular system it is worthwhile reiterating some of the properties of 
f(x) that enable a better physical understanding of thermal scattering events to be obtained. 
Basically this process supplies a means of explaining the wave mechanical phenomena in classical 
terms.
Provided / »  1/sinx the partial wave summation in equation 3.3.11 can be replaced by an 
integral, on the premise that the number of contributing terms is large and the phase shifts vary 
smoothly with I. Substituting an appropriate approximation of the Legendre polynomial, it can be 
shown that equation 3.3.11 can be expressed as follows (Bernstein, 1966; Child, 1974),
f ( x )
-1
k(2Trsinx) ^
i 4 > _ U )e ) 3.6.1
where
4>+ ( / )  = 2rl/ + / X + 'n'/4 and <j>_ ( / )  = 2 T| — / X — 'nV4 3.6.2
The functions 9+ and 4l represent positive (attractive) and negative (repulsive) regions of phase 
respectively.
Assuming that rapid variation of phase with / leads to destructive interference, then the method of 
stationary phase (Ford and Wheeler, 1959) can be used to determine significant contributions to 
f(x) and hence the semiclassical equivalence relationship can be derived
V. = ix (b ,E ) 3.6.3
* 2
(Bernstein, 1966; Fluendy and Lawley, 1973; Child, 1974). Bernstein was also able to 
demonstrate how the method of stationary phase could be used in equation 3.6.1 to help describe 
a number of phenomena observable in differential cross sections.
When the observation angle (xo^s ) is smaller than the rainbow angle ( x r ). there will be three 
experimentally indistinguishable contributions to the scattering amplitude from the three branches
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a,b,c of the deflection function as seen in Figure 3.1. Accordingly there will be three regions of 
stationary phase. Hence
f ( x )  = f a ( x )  + f b ( x )  + f c ( x ) 3.6.4
where a,b,c correspond to the three angular momenta (or impact parameters) which provide the 
major contributions to the cross section at angle x- Each term in equation 3.6.4 can be 
represented as follows (Bernstein, 1966),
f j (X) ( sinxCdx/dbj ) 1 Ciyi 3.6.5
where y
j
is typically of the form
2ri,
i
+ /  J X 1  OtTT/2
and a  is some multiple of 1/2. Obviously there will be interference among the three terms a,b,c 
due to the presence of the phase factors which yield a nonclassical result. Actually, the 
differential cross section will, in trend, be similar to that obtained through classical arguments but 
with the added feature of superimposed oscillatory behaviour.
Several interesting cases concerning the various contributions from the three scattering branches 
a,b,c were discussed by Bernstein (1966). First, for the case where 0 < x «  Xr < tt/2 the two 
points of stationary phase b and c coalesce and the dominant scattering term is from long range. 
From his analysis, Bernstein showed that in this situation the following identifiable wavelengths in 
the differential cross section become apparent.
Ax
2 tt
I /  +  / ,1 a -  b,c
3.6.6
These being the angular separation between successive maxima (minima) in the differential cross 
section. Ax increases with x and decreases with collision energy.
The second case discussed by Bernstein (1966) was in consideration of approximations relevant in 
the vicinity of the rainbow angle x = Xr where he considered that the two attractive branches 
(a,b) coalesce so that the scattering amplitude could be written as a sum of two terms as follows
30
FIGURE 3.1
A typical deflection function for reduced energies (E/c) greater than unity, 
assuming a non-resonant, non-orbiting molecular interaction
X >  X.
+x —
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f(x) M x )  + fc (x) 3.6.7
It can be shown that the contribution made by the first term in equation 3.6.7 can be written in 
terms of Airy functions, that is
f r (x )
2 tt
k V. ^TTSinx J
i8e q 1/3 Ai(x) 3.6.8
where
2rj^ + / f  -  3tt/4 , x = q ' 3 (x “  Xr ) and q
x"(br ,E)
In short format, equation 3.6.5 can be written as follows
f(x) Or(x))\ ;2 i 8 (.c<x>j'V’=e + 3.6.9
where the second term has a similar form to that given in equation 3.6.5. The scattering intensity 
at angle x is thus
I (X )  = I f (X)I  2 = I C (X) + l r (X)  + 2 (IC I r ) 2 cos(8 - 7  ) 3.6.10
where the last term describes the interference pattern in the vicinity of the rainbow. The scattering 
intensity due to the rainbow exhibits a principal maximum at q 1/3 (x -  Xr ) -1* Hence, 
semiclassically the primary rainbow peak is located at an angle
i / ~
X = x r -  q 3 3.6.11
which is significantly smaller than the position of the classical rainbow x r • In fact, the low 
resolution rainbow peak never approximates the shape peculiar to the classical singularity. The 
classical rainbow, at q 1/3 (x  ~ Xr )= 0. coincides with the point of maximum gradient on the dark 
side of the principal rainbow peak in the differential cross section (Fluendy and Lawley, 1973). 
Whereas, the oscillatory pattern of the Airy function corresponds to the supernumery rainbows
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observable in differential cross sections and is the result of the interference between partial waves 
scattered from either side of the minimum in the deflection function.
Analogous to the discussion concerning the first case above, there is an identifiable wavelength 
which can be observed in the differential cross section (provided experimental resolution is high) 
resulting from the interference of the repulsive trajectory (c) with the attractive rainbow trajectory 
(r) which gives rise to fast oscillations superimposed on the rainbow structure. To observe fast 
oscillations it is necessary to have molecular beams that are highly resolved in both angle and 
energy. If this structure is clearly evident on the dark side of the principle rainbow maximum, 
then useful information regarding the position of the potential minimum (rm ) can be obtained 
through the relation (Pauly, 1979)
A x fast = 3lT/2krm 3-6-12
Conversely, observation of the rainbow maximum in a differential cross section provides important 
information on the well depth (e) of the interaction potential between the species being scattered. 
To a good approximation the position of the classical rainbow angle in the centre of mass 
coordinate system is given by (Fluendy and Lawley, 1973)
Xr = 2e/E 3.6.13
where xr is in radians and E is the relative translational energy of the colliding particles. Usually 
the value of e obtained through this expression is within 10% of the true value. However any
relative error in the measurement of xr will be reflected in the estimate of e (Fluendy and 
Lawley, 1973).
At angles larger than the rainbow (x > Xr ) there is an observable decrease in the amplitude of 
the oscillations in a differential cross section. Eventually single branch (non-interfering) 
monotonic behaviour dominates.
3.7 Diffraction oscillations
The quantum effects discussed in Section 3.6 have been described simply in terms of interferences 
between different ‘classical like’ trajectories. However such a description fails when treating
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Scattering from a monotonically repulsive potential, when the deflection function is also 
monotonic. The method of stationary phase therefore predicts only one contribution to the 
scattering amplitude function. Hence no interference structure is predicted in the differential cross 
section.
However, low frequency diffraction oscillations at X > Xr . are observed in measured cross 
sections. Also, differential cross sections predicted using semiclassical phase shifts in the full partial 
wave summation (equation 3.3.11) exhibit such features, even though only one branch of the 
deflection function is known to contribute to the scattering. Typically, it is systems of low reduced 
mass and relatively shallow potential that exhibit diffractive scattering. In these cases, the rainbow 
is found at very small angles and one can view the scattering in terms of a plane wave passing about 
a solid sphere, with the wavelength of the incoming wave commensurate with the size of the 
sphere. Adopting the optical analogue of this phenomenon, namely Fraunhoffer diffraction, the 
undulations in the differential cross section are then explainable in terms of interference between 
wave trains originating from either side of an impenetrable sphere of diameter a. The periodicity 
of these oscillations is simply (Fluendy and Lawley, 1973)
where k, cr represent the usual quantities. Hence the spacing of diffraction oscillations in a 
measured differential cross section determines the approximate value of cr for the interaction 
potential.
Zahr and Miller (1975) developed a method for describing molecular diffraction semiclassically. 
Basically, they make a simple mathematical extension of the stationary phase method to include 
complex values of angular momentum. As discussed in Section 3.6, there is only one point of 
stationary phase (negative) for a monotonically repulsive deflection function so that the integrand 
e-<^ - is the only significant contribution to the integral in operation 3.6.1. Obviously, real points 
of stationary phase cannot be obtained from the stationary phase condition
X(b,E) = -x  3.7.2
for a purely repulsive potential. However by analytic continuation from regions of positive phase 
(4>+ (/ ))> it is possible to find complex points of stationary phase, i.e., complex roots to equation 
3.7.2. The integral over / in equation 3.6.1 is then deformed into a contour integral in the
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complex /-plane which includes the complex root. The method of steepest descent is then 
applied to obtain the asymptotic approximation of the scattering amplitude. Then the scattering 
amplitudes f , ( x )  and f2 (x)  obtained from the purely repulsive (positive) and complex branches of 
the deflection function, respectively, are of the same form. That is
f ( x )  = f i  ( X )  +  f 2 ( x )
i f f  W1 1 i{2n ( / 1) -  /1 (x )  " v/4}
k U  sin X - ^ ' j  *
i 1,
~  {  \  }’-sinx-'H J
i{2r|(/ ) -  / (x) -  tt/4}) 3.7.3
where /■, is the real point and l2 the complex point of stationary phase. Diffraction effects are then 
manifested as the interferences of the two scattering branches f i ( x )  and f2 (x)  as follows
I ( X )  = Ift ( x )  + f2( x ) ! 2 = I ^ X ) ! 2 + | f 2( x > l 2 + 2 R e { f * ( x ) f 2( x > }  3 . 7 . 4
These effects decrease as molecular systems become more classical where the imaginary 
contributions become negligible.
Diffraction phenomena in molecular differential cross sections can also be explained through other 
methods such as the Regge pole representation (De Alfaro and Regge, 1965; Newton, 1966). In 
this formulation the scattering amplitude is written as a sum of a background and a Regge term. 
Physically the background term describes scattering by the repulsive core of the potential (Bosanac 
et al., 1978), whilst each term in the pole summation describes surface, or creeping waves, that 
propagate around the repulsive core (Connor and Jakubetz, 1978). For cross sections displaying 
diffraction oscillations, it has been shown that only the leading Regge pole (i.e. the pole with 
smallest imaginary part) is required to obtain calculated cross sections that compare favourably 
with those obtained using the familiar partial wave summation (Bosanac, 1978; Connor and 
Jakubetz, 1978). However for systems in which the rainbow maxima become more prominent, the 
single pole approximation is not valid and more poles are needed to obtain better representative 
cross sections. Also, in these cases it is apparent that the Regge pole method is only valid at angles 
on the dark side of the rainbow (Connor and Jakubetz, 1978).
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Bosanac et al. (1978) demonstrate that Regge poles are approximately linear in collision velocity 
and it is therefore possible to predict the energy dependence of differential cross sections. They 
also show that Regge poles can be obtained from the experimental data making it possible to 
extract the S-matrix from the differential cross section, an important process in obtaining the 
interaction potential by inversion. No previous semiclassical inversion technique was applicable to 
diffractive scattering.
3.8 Small angle scattering
At small angles the scattering amplitude can be approximated by (Pauly, 1979)
f(x)
1 0 0
- i S
m = - o o
-im-iT
oo
f x{e—2iT)(X) _ 2im'trX 3.8.1
where X = / + 1/2 and r](X) is determined through the JWKB approximation. It is worth noting 
that this relation also characterizes glory scattering when x = -2rmr defines the regions of 
stationary phase. The forward glory is evident for m = 0 and additional forward glories arise as the 
deflection function passes through multiples of - 2 tt (orbiting or resonance). There is, however, 
aside from the region of stationary phase at m = 0, a second region where the phase r|(X) varies 
slowly with X, due to trajectories of large angular momentum. These paths pass through the long 
range attractive tail of the potential and emerge near the forward direction. Since the major 
contribution from the potential tail will be an inverse power U(r) = -C sr- s , the contribution to the 
scattering amplitude will be
°o t -s+1
i ( x )  = - \ J  Me2ia - 1 } J 0 (Xx) cU  3.8.2
0
Analytically, this integral can be evaluated only approximately (Pauly and Toennies, 1968). 
However for a potential exhibiting typical long range 1/r6 behaviour, the differential cross section 
can be given by
I ( x ) = 0.4275k2r m1{C6g(6)krm €/E}4/5 e ° -6091(krm) {C6g(6)krm 6/E}3/5 3.8.3
C,r 6 6 m and g(6)
V tt T(5/2)
2 T(3)
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Hence, unlike the classical result where 1(0) is infinite, we have 1(0) finite. In fact, Massey and 
Mohr (1933) show that for any potential falling off faster than 1/r2 both the differential and total 
cross sections are finite. The basic differences between classical and quantum features for the 
differential cross section are summarized in Table 3.1.
3.9 Symmetry aspects for CH4+CH4 scattering
In principle, calculations of the scattering of methane + methane molecules should include 
molecular symmetry. For elastic scattering the molecular pair wave function is the product of the 
nuclear spin function and the overall rotational wave function. Methane exists in three different 
nuclear spin states with the following populations and symmetries (Buck et al., 1981c)
Population level Symmetry
0.3125 A
0.1250 E
0.5625 T
Further to this, the high pressure expansion of CH4 molecules relaxes them to rotational 
populations predominant in the ground state with j = 0 for A, j = 2 for E and j = 1 for T symmetry. 
Thus, interference effects manifested through molecular symmetry factors would be averaged out 
due to the multiplicity of simultaneous symmetry events. Certainly, Buck (1984) found that 
calculated state to state cross sections were independent of the inclusion of spin symmetry for CH4 
+ rare-gas combinations. We therefore assumed that the scattering of methane + methane can be 
described adequately through the usual relation
Kx) = lf(x) | 2
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Table 3.1
The basic differences between classical and quantum features in the differential cross
Feature
Rainbow scattering
Low angle scattering
section
Classical
Monotonie infinite 
at Xr
Infinite at x = 0
I(x) <* x - 7/3
Quantum
Oscillating finite 
near xr
Finite at x = 0
I(x) <* e _ c ^ 2
I(x) versus x Monotonie decreasing Oscillating
either
after rainbow fast oscillations
or diffraction
Total cross Infinite Finite g"2/5 :
section 1/r6 potential
Note: g = relative speed
3.10 The Infinite Order Sudden Approximation
Total differential cross sections have been measured for the three anisotropic systems He+HF, 
Ne+HF and CH4+CH4. A Full analysis of the data using anisotropic interaction potentials 
necessitates multichannel methods. However since the great majority of scattering events are 
elastic, and the anisotropies are small, one of two simple methods can be used to analyze the cross 
sections. The first, simplest alternative is to spherically pre-average the anisotropic potential 
before calculating the differential cross section. This should only be done when the anisotropy is 
small, otherwise the spherical average will not account for the quenching of oscillatory features in 
the differential cross section. The second alternative is to use the infinite-order-sudden (IOS) 
approximation.
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Parker and Pack (1978) argue that the IOS approximation should be used as a matter of routine 
when analyzing information from molecular scattering experiments. They show that total 
differential, integral and transport cross sections are exceedingly simple to calculate for anisotropic 
systems, and the method of calculation is a straight forward extension of the procedure used for 
spherically symmetric interactions. Accepting this principle, the IOS technique is used in this work 
to analyze the data obtained for the He+HF and methane + methane differential cross section. It 
should be noted that several authors have used the technique previously (Parker et al., 1979; 
Tsou et ah, 1979). Also Buck and Khare (1977) have compared different IOS schemes used in 
scattering calculations, whilst Green and Chapman (1983) have demonstrated the accuracy of the 
IOS approximation for highly inelastic R-T collisional energy transfer. Before presenting the 
specific formulae used in the analysis, an outline of the development of the IOS approximation 
from the close-coupled description is given for an atom-diatom interaction (Parker and Pack, 
1978).
The interaction of an atom (A) with a vibrating diatomic (B,C) in Figure 3.2 is described fully by 
the close-coupled equations of Arthurs and Dalgarno (1960) where the Hamiltonian for the 
system can be written
H
2 fir 3r ^
r + + Hß c  + V(r.R,7 )
with H „ the Hamiltonian of the isolated diatomic
hSC
R +
2 k R 9R"
^ _ 2
2 k R" vb c (r )
3.10.1
3.10.2
and ji and k the reduced mass of the atom-diatom system and diatom respectively. L is the 
orbital and J the molecular angular momentum operator. The Clebsch-Gordon theorem is used to 
couple the rotational wavefunctions of the diatomic to those of the atom in order to obtain the 
eigenfunctions of the total angular momentum. Expansion of the entire wave function in terms of 
the total angular momentum functions and the separate vibrational wave functions leads to a set of 
coupled radial equations
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(
d 2
— - + k
d r 2
/ , ( / ' + 1) ^ r yiIV n
~ T ~  K / V «
Jj Iv
| — 2  I S  < V l ' v '  J |V | j " / " v " J > G : / / l„ ^  (r)
j"/" v"
j " /" v '
3 .10 .3
where
2
k . ,  ,
J u
2p.
1T
—9 (E
2 J v
3 .10 .4
indicates channel wave numbers and energies, and e j ' y ' represent the rotation-vibration energy 
levels of  the diatomic.
The scattering matrix S J is defined when equation 3 .10 .3  is solved for the radial channel wave 
functions G(r) according to an extension of the usual boundary conditions
Jj / v 
j ' / '  v '
r —>-oo
' /2 fj 'v '
- i ( k . r -  I tt/2) 
8 8 5 e i v
 l j'j n  v'v
j - i ( k . , , r  - I ' tt/ 2) ]
-  S ( j '/'  v ' / j  / v)  e J v J 3 .10 .5
All cross sections can be obtained from the scattering amplitudes which are given by
f ( j ' m v V j m  v / r )
fed" 2j v j'v' J  JM / 1' m^, ( / - / ' +  1) 1/2 i ( 2 /  + 1 )  C ( j / J ;  m.  m z M) '
C(j ' / ' J ; m j, m / , M ) . { 8 j . j 8 <. / 8 v, v -  S J ( j ' / ' v ' / j / v )  } Y «
3 .10 .6
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FIGURE 3.2
Atom-diatom interaction geometry
CoM of system A+BC
Com of BC
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where the C (aß7 ;m ^ m ß> M) are Clebsch-Gordon coefficients.
Replacing the angular momentum operators L and J in equations 3.10.1 and 3.10.2 by their
2 -  -  2 —  —
eigenvalue forms 'ft / ( / + 1) and "ft j ( j + 1) respectively, constitutes the 
infinite-order-sudden approximation. Hence all resulting equations include effects of all terms in 
the potential to all orders. If it is also assumed that the diatomic is a rigid rotor then the R 
dependence (and all v indices) is removed and the following single, uncoupled equation remains
/ ( / + 1) 
2 -^jr V(r,y) ] gk/ (r;y) = 0J
3.10.7
where V(r,y) is the intermolecular potential and
k 2 = —  { E - t f 2 J(T + 1) / 21} 3.10.8
and I is the moment of inertia of the diatomic. Equation 3.10.7 is solved subject to the boundary 
conditions
g ^^ (0 ;y )  = 0
k 7 r “ 1/2 .  -  i (kr -ln 12) k7 i (kr -In/2)g (00,7) —► k { e -  S ( 7 ) e }
whence the scattering matrix is given as
_ k 7. . 2iri—(k; 7 )
S (7  ) = e '/ 3.10.9
where "H j- (k; 7 ) are the phase shifts for a fixed relative orientation of the atom with the diatomic. 
Applying the procedure for spherical interactions, the scattering amplitude is written as
= A Z(2/+ 1) { 1 -  SE r(7 )} P (COSX) 3.10.10
2k 1
Then the single energy total differential cross section can be calculated choosing a set of 
intermolecular orientations (7) and using the standard spherical methods to obtain the 
corresponding phase shifts and then averaging over 7 as follows
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I ( x ) i f « k 2( y ; x )  I d(cos7 ) 3.10.11
-1
The IOS approximation is accurate when, (a) the collision energy is large compared to rotational 
energy spacings (energy sudden approximation) and (b) the rotational energy transitions are 
dominated by low values of orbital angular momentum (centrifugal sudden approximation). A 
sufficient condition for the second criterion to be upheld is for the initial and final collision 
energies to be greater than the maximum intermolecular attraction (Kouri, 1979).
The relation 3.10.11 provides the total differential cross section for a single energy. Hence, before 
a comparison can be made with the measured counter-part, it is necessary to integrate over the 
multiplicity of collision energies and angular spreads in the molecular beams. A procedure for 
accomplishing this average is described in Chapter 5.
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CHAPTER 4
INTERMOLECULAR POTENTIAL MODELS
4.1 Introduction
In recent years much fruitful effort has been expended in gaining a clearer understanding of van 
der Waals forces between atomic and molecular particles (Faubel, 1982). This chapter will cover 
potential models relating to the van der Waals interactions between He+Ar, He+HF and 
CH4+CH4. There has been very little development on a potential function for the Ne+HF 
interaction. Hence further discussion concerning this system will be deferred until the results of the 
scattering cross sections are expounded.
There are many excellent expositions on the subject of intermolecular forces -  Hirschfelder et al. 
(1954), Hirschfelder (1967), Margenau and Kestner (1971), Pauly and Toennies (1965), and 
Bernstein (1979b) -  to name but a few. However before discussing those potential models 
applicable to the molecular systems studied in this thesis, a brief description of the major regions of 
a potential surface will be presented.
4.2 Contributing Terms of a Potential
Long Range: The long range part of an intermolecular potential comprises electrostatic, induction 
and dispersion interactions, all of which can be treated as perturbations of the free molecular 
Hamiltonian because electron exchange and overlap can be neglected in this region (Hirschfelder, 
1967).
a) Electrostatic contributions -  The potential energy between two molecules composed of point 
charges can be written in terms of Legendre functions as described by Margenau and Kestner 
(1971) or Hirschfelder et al. (1954) so that the dependence of the potential energy on the relative 
orientations of the two charge distributions separated by a distance R is indicated explicitly.
There is no electrostatic contribution to the potential for the He+Ar, He+HF and Ne+HF 
interactions. However for methane molecules, whose leading electrostatic moment is the octopole, 
it is common practice either to include the octopole-octopole interaction directly or to place a 
distribution of charges within the molecule. For instance, Righini et al. (1981) place a positive 
charge on each H-atom and four negative charges of the same magnitude on the C-atom in order
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to obtain the correct octopole moment. Snook and Spurling (1972) took the anisotropic part of 
the methane pair potential to be given by the leading terms in the expansions of the long range 
electrostatic and induced electrostatic interactions between assemblies of charges. They also 
included octopole-octopole and octopole-induced dipole terms.
In general, we are interested only in the spherical average of the intermolecular potentials, because 
it is only total differential cross sections that are measured here. An unweighted spherical average 
of two interacting charge distributions has zero electrostatic contribution. However, this is not so 
for a weighted average.
b) Induction contributions -  A static multipole within one molecule can induce polarity in a 
neighbouring molecule which introduces a further energy contribution to an intermolecular 
potential (Margenau and Kestner, 1971).
c) Dispersion interactions -  London et al. (1930) were the first to deduce that in view of the 
uncertainty principle the random fluctuations of charge distributions within neutral molecules or 
atoms having no multipoles can produce virtually instantaneous multipoles which are able to induce 
in-phase polarization in a neighbouring molecule and hence contribute to intermolecular attractive 
forces. Using second order perturbation theory, it was shown that leading terms in such forces 
were proportional to R-6. The following useful approximation to London’s formula for systems 
having isotropic polarizability is given in terms of experimentally derivable quantities.
Vi 2 (r ) “ l a 2 4.2.1
where Ij and öj are the ionization energy and polarizability of molecule i respectively. For 
asymmetric molecules a similar expression can be written using the Drude oscillator model 
(Hirschfelder et al. 1954) or the Unsold two-level approximation. For the particular interaction 
of a spherical atom with a dipolar molecule, the first term contributing to the dispersion energy is 
given by
V12 (R)
2A + 4C A -  C 
A + 2C
(cos 0 ) ) 4.2.2
where P2(cos0) is the second Legendre polynomial and 0 is the angle of orientation of the 
molecular axis with respect to the radial vector connecting the centre of mass of the two particles.
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A and C are given in terms of measurable quantities such as ionization energy and polarizabilities, 
(Buckingham, 1967).
For nonpolar molecules further contributing terms to the dispersion energy progress in order
—7 -9R-8, R-10, ... , whilst polar molecules include odd order terms such as R . R etc..
Short range: Short range or valence forces arise when molecules approach each other so closely
that their electron orbitals overlap and first-order Coulomb and exchange energies dominate the 
potential. These forces are highly repulsive. Often their contribution to the intermolecular 
potential is represented by
V (R) = Ae“b(R/lm) 4.2.3
where A and b are adjustable parameters and r m is the position of the potential minimum. This 
representative form of the repulsion forces is used in the Buckingham, Buckingham-Corner, 
Exp-6, and the Barker-Fisher-Watts potential models (Barker et al. 1971; Watts and McGee, 
1976). The expression in 4.2.3 is often fitted to ab initio data at short range.
Intermediate range: At intermediate separations, in the region of the potential minimum, the
effects of electron overlap and symmetry are dominant. It is particularly difficult to account for 
these effects in pure ab initio models (Margenau and Kestner, 1971) as the arduous task of 
obtaining the correct antisymmetrization of the system wavefunction is yet to be perfected (Tang 
and Toennies, 1984). Complete and accurate ab initio potential surfaces have been provided only 
for the smallest van der Waals systems, such as H(1S)-F1(1S) and He-He (van der Avoird et al. 
1980: Schuster, 1981). Full ab initio potential surfaces typically underestimate the attraction in 
the region of the minimum.
Since the short range and long range ab initio calculations can be considered as reasonable 
estimates, at least for small systems, they are often used in combination with potential surfaces 
obtained experimentally. The most recent development for obtaining potential surfaces from ab 
initio data is the semi-empirical Hartree-Fock plus damped dispersion (HFD) technique which 
will be described in the next section.
4.3 HFD Potentials
The differential cross sections investigated in this work were analyzed using the best available 
potential surfaces. As many of these surfaces were of the HFD form, it is worthwhile digressing to 
review their history and development.
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Accurate self-consistent field (SCF) calculations provide a good estimate of the repulsive part of 
an intermolecular potential. The long range attractive contributions can be determined accurately 
using Rayleigh-Schroedinger perturbation theory. However, neither theory can predict the 
magnitude of the attraction in the vicinity of the potential minimum. The SCF technique, which 
neglects dispersion completely, typically predicts a potential that is much too positive in this region 
and the perturbation theory at short range fails due to the problems with respect to electron 
exchange and overlap of charge distributions (Tang and Toennies, 1984).
The basis of the semi-empirical HFD method is to merge the ab initio SCF and dispersion energies 
using either an exponential damping function or additional correction terms to reduce the 
magnitude of the dispersion energy at intermediate intermolecular separations. This style of 
potential is not new. Consider for a moment the empirical Buckingham-Corner 
potential
V(R) = Ae bR/rm 
V(R) = Ae“bR/rm
(ci R~6 
(ci R~6 + C2 R-8
for R < rm
for R > rm
4.3.1
where A, b, C1t C2 are parameters. The first term on the right-hand-side represents the repulsion 
whilst the second term contains the long range attraction with appropriate damping at 
intermolecular distances close to the potential minimum. A progressive history of damping 
functions can be followed by reading the papers of Kreek and Meath (1969), Koide (1976) and 
Tang and Toennies (1984).
Toennies (1973b) made one of the earliest attempts at contriving an HFD model by introducing ab 
initio SCF and dispersion energies into the modified Buckingham-Corner potential, viz..
Vl 2 (R) = Ae-bR - ( C J T 6 + CgR~8 + C^R-10) 4.3.2
Here A and b are determined from a fit to the SCF data and the dispersion coefficients (C6, C8, 
C10) are obtained from reliable second order perturbation calculations. Using this simple approach 
for the rare gases, Toennies predicted the position of the potential minima, rm, and first zero, cr, 
to within 5% of the experimental values. However, estimated well depths were poor, being 5% to 
25% in error of those obtained from experiment. Hepburn et al. (1975) noted the insufficient
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accuracy of this ‘first order’ model and extended the Toennies model to include a ‘universal’ 
damping function as follows
v,„ (R) SCF C6R C8R
,-8
c ioR_1j f(R) 4.3.3
where f(R) = exp{-[1.28(r m /R) -  1]} for R < 1.28rm
and f(R) = 1.0 for R > 1.28rm
The damping function was obtained by substituting the known Hartree-Fock repulsion and 
dispersion coefficients for H23£+ and fitting to the accurate Cl calculations of Kolos and 
Wolniewicz (1974) for the same system. The semi-empirical HFD model of equation 4.3.3 was 
used very successfully on the noble gas systems (Smith et al. 1977; Aziz et al. 1979a: Aziz et al. 
1979b; Aziz et al. 1983).
Since these initial successes with the HFD model, there have been a number of different 
approaches towards developing improved representations for application to both spherical and 
anisotropic potential surfaces (Tang and Toennies, 1977; 1978; 1981; 1982; Ahlrichs et al.
1977; Faubel, 1982). This has culminated in two slightly different HFD models, that of Douketis 
et al. (1982) and Tang and Toennies (1984).
Douketis et al. (1982) developed an HFD potential model in which the central ideas described 
above are maintained but the damping function was extended to operate on each dispersion term 
independently. They adopt the usual energy partitioning,
V(R) VSCF (R) + vc o r r (r) 4.3.4
where VSCF is the self-consistent field interaction energy calculated at the Hartree-Fock limit, 
obtained from the best available data. ^CORR t i^e interaction energy arising from electron 
correlation and is given by
VCORR(R) = -  ( Z nCn R""«n<P R)}  f(pR) 4' 3'5
where n = 6, 8, 10, 12, 14,..... and the Cn are the best available dispersion coefficients. Both gn
and f(pR) are ’universal’ damping functions. The former corrects the various dispersion terms for 
charge overlap and the latter corrects for exchange overlap, p is a system dependent scaling factor
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and provides for the transferability of the damping functions between different systems. 
Justification for using a scaling factor was based on ‘a posteriori’ observation. Once again, the 
accurate Cl calculations for the H23£+ interaction were used as a comparison for determining the 
final form of vcORR • F°r H23£+ the following expressions were obtained
Sn(R)
('
1 -  exp(-2.1R/n -  0 109R 2 / n /2)) 4.3.6
« 1.68 (-0.78R)f(R) = 1-R ev ’ 4.3.7
For systems other than H2, the scaling factor p was determined using the empirical 
rule
P
x 0.66 H -0.66
U p '  U p ' 4.3.8
where I p is the ionization energy of substance x and I p = 13.6 ev. The arithmetic mean 
rule
2 p p ( p + p )
1 2  1 2
-1 4.3.9
was used to obtain the scaling factor for mixed interactions.
Using accurate C6, Cg, C10 dispersion coefficients and the following dimensionless ratios to 
estimate the higher order C12, C14 terms
C 12 = 1 028C6 ( C1 0 /C8> 4.3.10
C1 4 = ° '975C6 (C12/C1 0 r 4.3.11
Douketis et al. (1982) demonstrated the success of their HFD potential model for He2, Ar2, HeAr 
and NaAr by comparison with the corresponding potential surfaces that had been determined 
experimentally.
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Tang and Toennies (1984) produced an HFD model different from that of Douketis et al. as 
follows
V(R) = Ae bf -  Z  °° n=3 H Z ^ 0 {bR/k!}k 2n 4.3.12
where A and b are determined by fitting to the SCF potential. There is no requirement to obtain a 
scaling factor or parameter from some other physical property of the interacting species. However 
a Born-Mayer fit to the SCF repulsion is necessary and may be a disadvantage if such a fit is not 
accurate. For the particular systems chosen to test their model, Tang and Toennies used the first 
three dispersion coefficients C6, C8, C10 from Tang et al. (1976). Higher order terms were 
estimated using similar empirical recursion relations to those given in 4.3.10 and 4.3.11.
Tang and Toennies (1984) found that available SCF data usually underestimated the repulsion. 
So, in their final modelling the parameters A and b were adjusted to compensate for these 
deficiencies in the SCF data. It was found that parameter A depended strongly on changes in the 
well depth and its position, whereas, parameter b did not. In fact the final value of b was nearly 
the same as that obtained from a fit to the SCF data. Application of the Tang-Toennies model to 
the systems H23£+ He, Ar, LiHg and NaK3£ demonstrated its accuracy. There are a number of 
advantages in using this model, the principal one being that all parameters have a simple physical 
meaning and each term is estimated directly from either ab initio calculations or experiment. 
Also, as in the model of Douketis et al. (1982), the attractive and repulsive contributions are 
separate.
Another semi-empirical potential model proposed recently for van der Waals interactions (Ng et 
al. 1979) is also based on the use of accurate SCF calculations and damped dispersion energies. 
This model, which has been used successfully for the inert gas partners (Ng et al. 1979; Koide et 
al. 1980; Aziz et al. 1983), is written as a summation of exchange (Vx) and Coulomb (Vc) 
interaction energies
4.3.13
The Coulomb interaction is further divided into a first and second term, i.e.,
4.3.14
where it is assumed that Vc  is directly related to the calculated SCF repulsion. is an 
approximation and is represented as the following damped dispersion energy
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f(R) 4 . 3.15
where f(R) = exp[- ß (1 .2 8 ^ /R -l)2) , 
,f(R) = 1.0.
R < 1.28r,
R > 1.28r,
m
m
ß = 0.4 independent of the interacting partners. Except for the parameter ß, f(R) is the same as 
the damping function used by Ahlrichs et al. (1977).
Ng et al. (1979) assumed the exchange energy for the van der Waals interaction to be simply 
related to the first Coulomb energy as follows
where y is a system dependent parameter and provides the balance between the exchange and 
Coulomb contributions. Koide et al. (1980) demonstrated that y could be determined reliably by 
fitting the second virial coefficients. They also showed that when this semi-empirical model was 
used to represent the Ar2 potential then other transport coefficients could be calculated to a degree 
of accuracy as good as or better than with previous potential models. A similar study obtaining 
similar conclusions was undertaken for Ne2 (Aziz et al. 1983).
Having discussed the most recent semi-empirical potential models, attention is now turned to 
specific model potentials available for some of the molecular systems studied in this work.
4.4 He+Ar Potentials
Several empirical potentials have been used to represent the He+Ar interaction (Chen et al. 1973; 
Maitland and Smith, 1973; Parker et al. 1979). However the best available potential is a 
semi-empirical HFD model, the form of which was first given by Smith et al. (1977). With the 
production of high quality differential scattering data for the He+Ar system (Aziz et al. 1979b) 
came a refinement of the parameters in the potential of Smith et al.. Hence the latest form of the 
HFD potential for He+Ar is
Vx  = - y  (1+0.1R)V* 4.3.16
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V(R) = Ae f(R) 4.4.1
-bR g8r- 8 + c ioR
,-10
where f(R) = exp[- (1.28rm/R -l) 2 ], R < 1.28r
f(R) = 1.0, R > 1.28r
in which R and r m have their usual meanings. Current values of all the potential parameters in 
equation 4.4.1 are as follows
A = 2.3279 x 105K 
b = 0.35953 nm 
r m = 0.348 nm 
cr = 0.3104 nm 
e = 29.8 ± 1.5K
C6 = 6.809 x 1 0 '12 Knm6
C8 = 2.98 x 10"3 Knm8
C-io = 1.766 x lO"4 Knm10
This potential for He+Ar gives excellent agreement between calculated and experimental transport 
coefficients.
4.5 He+HF Potentials
As mentioned in Chapter 1, the He + Hydrogen Halide interactions provide for the study of van 
der Waals systems that are weakly anisotropic. The first member of this series is the He+HF 
interaction for which the anisotropic potential surface of Rodwell et al. (1981) is considered the 
best available (Battaglia et al. 1984). Other available models include the semi-empirical potential 
of Collins and Lane (1975, 1976) in which the SCF part is based on an integrated 
pseudo-potential. Also, there is an electron-gas model (Deitrich and Conn, 1976). However, it 
has not been considered here since this style of potential has not been particularly successful for 
other molecular systems. More recently Raimondi (1984) has proposed an alternative HFD model 
to that of Rodwell et al. (1981).
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Rodwell et al. (1981) have reported a potential surface for He+HF with the HF molecule treated 
as a rigid rotor. They generated the Hartree-Fock repulsion (from accurate SCF calculations) for 
nine equispaced intermolecular orientations. Basis sets were sufficiently saturated so that 
superposition errors were expected to be insignificant. The polarity of the HF molecule produced 
a negative region in the SCF interaction so that the task of fitting, directly, to the usual 
Born-Mayer functions was impossible. To aid scattering calculations, Rodwell et al. used the usual 
Legendre polynomial expansion to represent the anisotropy of the potential surface, 
i.e.
OO
V(R, 7 ) = Z  V, (R)P (cos0 ) 4.5.1
k=0 x x
where R is the distance between the He atom and the center of mass of the HF molecule, and is 
the angle between the vector R and the HF bond, y = 0 corresponds to the atomic sequence 
He-H-F.
The long range dispersion interaction was also given in terms of a truncated Legendre series as
V (R, y ) = - I 14 R_n Z C k P fcosG) 4.5.2disp n=6 k n k
Each of the C„ were calculated using Rayleigh-Schroedinger perturbation theory with the 
Hamiltonian partitioned according to the scheme of Moller-Plesset (1934). However, as isotropic 
C6, C8, C10 coefficients for pure (HF)2 and He2 were available (Mulder et al. 1980; Meyer, 1976) 
Rodwell et al. used the relations of Douketis et al. (1982) to calculate the higher order C12 and C14 
terms for the pure systems and then obtained all the dispersion terms for the mixed system He+HF 
implementing the combination rules reported by Mulder et al. (1980). The magnitude of these 
isotropic C°n coefficients were more acceptable than their own corresponding ab initio values so 
Rodwell et al. scaled the higher (non-zeroth) order coefficients accordingly. The decision to 
reject their own ab initio dispersion factors was based on the fact that the Moller-Plesset 
partitioning regularly underestimates the magnitude of these long range coefficients. Also, the 
generalized Unsold model used by Mulder et al. provided values of the C6, C8 and C10 terms (for 
pure (HF)2 ) that conformed best to the empirical rule C6C10/(C8)2 = 49/40. Table 4.1 contains 
the as reported by Rodwell et al.
To model the electron correlation contribution to the potential energy in the region of the
minimum, Rodwell et al. used the damping function of Douketis et al. (1982). They also discussed
two methods for obtaining a series of scaling factors p corresponding to the various terms of the
n
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dispersion series. Because of the two choices of p , Rodwell et al. report two HFD potentials
(HFD1 and HFD2).
4.6 Methane Potentials
Empirical potentials: The simplest empirical potential model reported for the methane pair
interaction is the Lennard-Jones 12,6 representation (Flirschfelder et al. 1954; Clifford et al. 
1977). An extension of this rudimentary form was reported by Snook and Spurling (1972) (SS) 
who used the spherical shell model of De Rocco and Hoover (1962). The SS model represents 
two polyatomic molecules by point interaction sites of the LJ(N,M) type uniformly distributed over 
the surface of a sphere of diameter d. A spherically symmetric potential is obtained by averaging 
the interactions over the surfaces of both spheres. Snook and Spurling (SS) showed that the 
generalized form of the spherical shell model could be written as follows
V (R)
f r (M-2) (M-3) -i (N-3) f (N -2) (N -3) i (M -3)^. ( { ( M - 3 ) r m P^ C p '  } p0 -  { ( N - 3 ) r m P^ t  p J } ? '  ' J
f (N-2) (M-3)
{ (N-3)P p P„o o
(M -2) (N -3) ,
(M-3)P0 P0 }R
4.6.1
where P (r ) = P = (r -d) N -  2R N + (r +d) N N m  0 v m  '  v m  '
and e and r m are the potential minimum and its position respectively. Snook and Spurling used 
N = 8, 9, 12 and M = 6 in equation 4.6.1 to model possible spherical potentials for methane pairs. 
In their model, the angle dependent part of the methane pair potential is determined by the 
leading terms in the expansions of the long range electrostatic and induced electrostatic 
interactions arising from the molecular octopole moments. Since CH4 is isotropically polarizable, 
the C6 dispersion term is isotropic. However higher order terms are not.
Yasuda (1980) proposed an anisotropic potential for methane pairs based on atom-atom potentials 
of the Buckingham Exp-6 type. He was able to include explicit angular dependence using two 
two-center expansions which he had derived for power functions and exponential functions 
respectively. Using the atom-atom potential parameters of Bartell (1960), Kitiagorodskii (1970, 
1973) and Wasiutynski and Luty (1974), Yasuda presented five possible pair potentials for 
methane pair interactions. He also calculated sublimation energies from these potentials. 
However, the molecular motions in solid methane at high pressure and the thermal expansion of
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the solid could not be explained using any of these models. Yasuda suggested that it may be 
incorrect to exclude electrostatic multipole-multipole contributions.
Table 4.1
Dispersion coefficients C n (in Knm0 ) for the He+HF interaction, as accepted by Rodwell
et al. 1981
c° C1n C2 C3 C4
c 6 (xio‘3) 36.05 - 3.19 - -
C7 (xlO-3) - 1.98 - 0.587 -
C6 (XlO'3) 1.16 - 0.373 - 0.089
v*oot-Hou 48.87 - 15.66 - -
c12 (xio 6) 2.62 - 0.838 - -
c14 (xio 6) 0.19 _ 0.061 _ _
Many other empirical potentials have been proposed for methane pairs. However, only the Kihara 
model of Sherwood and Prausnitz (1964) seems worthy of consideration here, as this potential is in 
good agreement with the second virial data. Mention is made of some of the other empirical 
models in Table 4.2 much of which is reproduced from a similar table presented by Matthews and 
Smith (1976).
Numerical model: A numerical isotropic intermolecular pair potential for methane was obtained 
by inversion of second virial coefficients (Matthews and Smith, 1976) (MS) using the method 
described by Gough et al. (1972). The final form of the potential could not be represented 
accurately using analytic models. However, a reasonable approximation was provided using a 
LJ(20,6) empirical form having the same e and r m values as the numerical form. This alternative 
form predicted second virial data very well. Calculated viscosity coefficients were also in 
agreement with experiment. At the time of writing this thesis, the MS potential was thought to be 
the best available isotropic model for methane pairs. However this prediction turned out to be 
incorrect as shown in Chapter 7.
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Semi-empirical models: Righini et al. (1981) (RMK) report a semi-empirical potential model
for methane pairs. Short range repulsive forces were represented in the atom-atom Born-Mayer 
form as follows
V = A e xy xy } 4.6.2
where x,y represent C or H atoms. However intermolecular C-H interactions were assumed 
negligible so that A ^ ,  bCH = 0. The other coefficients were obtained from fits to the second 
virial data and the sublimation energy of the phase II solid. Electrostatic interactions were 
included by placing charges of +Q = 0.143e on each H atom and -4Q on the C atom. Such an 
array of charges reproduced the calculated octopole moment of methane reported previously by 
John et al. (1980) and Amos (1979). The attractive part of the potential was represented by an 
isotropic damped dispersion series
where
W R) = -  {C6R ’ 6 + C8R“ 8 +  C10R ‘ ^ f(R)
f(R) = exp[-(0.518-R)/R2] 
f(R) = 1.0
for R < 0.518nm 
for R > 0.518nm
4.6.3
The C6, C8, C10 coefficients were chosen from Thomas et al. (1980). Calculated second virial 
coefficients and the sublimation energy agreed well with experiment. A reasonable description of 
the phase I and phase II solid was obtained from molecular dynamics calculations where the RMK 
model was used to represent the methane pair potential. However the RMK potential model did 
not give a correct description of the phase III solid.
Kolos et al. (1980) (KRCN) have developed a potential surface for neutral methane pairs using the 
SCF LCAO MO method. They produced potential curves for six different mutual orientations of 
the methane partners. Also, a number of different basis sets were employed. The SCF results 
were ultimately represented by a sum of exponentially decaying interactions between bond centres 
of the methane molecules. The form used was the same as that previously reported by Catlow et 
al. (1975), that is
V(R) = A Z k 1 e "bRkl 4.6.4
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The repulsive centres (k,l) were localized on the C-H bonds at an optimized distance of 
0.04554nm from the C-atom. This distance and the parameters A and b were all treated as 
variable when fitting this expression to the SCF data.
Electron correlation and charge overlap effects were represented by the isotropic damped 
dispersion function of Ahlrichs et al. (1977), that is equation 4.3.3. The C6, C8, C10 coefficients 
were taken from the paper of Matthews and Smith (1976).
The KRCN potential surface was more anisotropic than the RMK model. Righini et al. (1981) 
indicated that this difference between the two models was due to the presence of a large 
zero-point energy contribution from molecular librations which was not taken into account in their 
own model.
4.7 Dispersion Coefficients for Methane
As seen in Table 4.2 the various available methane pair potential models offer a wide range of 
estimates of the well depth, position minimum etc. This broad variation is partly due to the general 
disagreement between theoretical estimates of the dispersion coefficients which can be calculated 
using one of several different techniques. Many of these estimating techniques and corresponding 
estimates are reported in Table 4.3 where it is seen that values of the C6 coefficient differ by as 
much as a factor of two.
Making the assumption that the ’’reliable” values reported by Thomas et al. (1980) are currently 
the most acceptable, then it would seem that the magnitude of the C6 coefficient obtained earlier 
by Dalgarno (1967) is incorrect. However, as seen in Table 4.2, several authors have derived C6 
values corresponding closely to that of Dalgarno.
4.8 Summary
From the previous descriptions it is apparent that the potential model of Rodwell et al. (1981) is 
probably the most acceptable for describing interactions between He-atoms and HF molecules. 
Methane pair interactions are probably best represented by the potential model of Righini et al. 
(1981). In both cases further improvements in the potential models can only be gained through an 
injection of new data that probes the attractive region of these intermolecular interactions. On the 
other hand relatively new ground is being broken both theoretically and experimentally in the case 
of Ne+HF.
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Table 4.2
Model potentials for the m ethane pair  interaction
Model e
(K)
cr
(nm)
r m 
(nm)
Authors
LJ(12,6) 159.7 - 0.3706 Clifford et al. (1976)
Electron gas 237. 0.3593 0.4032 Tabisz (1977)
E x p -6 182.6 - 0.4172 Yasuda (1980)
” 246.5 - 0.4172
» 222.2 - >»
” 202.1 - ”
» 223.8 - » ”
Spherical Shell 222.8 0.356 0.3848 Snook & Spurling (1972)
” 232.0 - 0.384 »
» 237.2 - 0.3845 »  >» »»
Pseudo-HFD 173.8 0.368 0.414 Righini et al. (1981)
Semi-empirical 149.5 0.380 0.423 Kolos et al. (1980)
Numerical 217.0 0.3559 0.3867 Matthews & Smith (1976)
LJ(20,6) » " 0.3879 » »* >»
11-6-8 168.0 0.368 0.4101 Hanley & Klein (1972)
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Table 4.3
D ispersion coefficients for m ethane
Source Technique c 6
K (nm 6)
c 8
K (nm 8)
Cio
K (nm 10)
Dalgarno (1967) Sum rules and 1.04 - -
oscillator model
Lekkerkerker et al. Variational 1.109 - -
(1977)
Thomas et al. (1980) Kirkwood 1.1 0.101 0.01
Thomas et al. (1980) Unsold 0.936 0.083 0.008
Thomas et al. (1980) Reliable 0.8985 0.0753 0.000694
Matthews and Smith Interpolation
*ot-H 0.055 0.004
(1976)
Fontana (1961) Oscillator model 0.819 0.0224 0.0008
Beattie & Stockmayer Fitted to virial 1.83 - -
(1942) coefficients
Hirschfelder et al. Fitted to 1.88 - -
(1954) viscosities
Salem (1960) Semi-empirical 1.35 _ —
* Dalgarno’s value
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CHAPTER 5
ANALYSIS AND BEAM CHARACTERIZATION
5.1 Introduction
A calculated differential cross section should be compared with the corresponding measurement 
only after it has been averaged over the energy distributions and beam divergence appropriate to 
the experimental conditions. Therefore in addition to measuring the differential cross section it is 
necessary to obtain an accurate measure of all the relevant apparatus and molecular beam 
parameters. These parameters not only act as input to an averaging procedure but also provide 
insight for developing possible approximations to such a procedure. We are able to measure the 
velocity and angular distributions of both beams relatively easily because the molecular beam 
configuration is in-plane.
5.2 Velocity distributions
The schematic in Figure 5.1 shows the arrangement used to measure the velocity distributions in 
each molecular beam. As described in Chapter 2, either beam can be aligned to pass directly into 
the mass spectrometer detector by rotating the bottom plate. A mechanical beam chopper is 
positioned approximately 700mm upstream of the ionizing region of the mass spectrometer. The 
circular chopper blade is constructed of very thin stainless steel into which has been machined two 
diametrically opposed slits through which beam molecules can pass. Hence, when the blade is 
rotated at 400Hz, molecular beam pulses of 6jisec (FWHM) are produced at intervals of 
1250jxsec. The mass spectrometer is set to the desired mass and the output signals from the 
electron multiplier are amplified and input to a multi-channel analyzer (MCA). As one slit in the 
chopper blade passes a short pulse of molecules the other slit uncovers a light beam from a small 
LED. The light pulses so formed are monitored by a fast photo-detector. Output signals from this 
detector are amplified to supply the triggering pulse for the MCA. As it is very difficult to position 
the light-beam/photo-detector assembly so that triggering occurs at precisely the same moment 
that the molecular beam is pulsed, it becomes necessary to obtain, for each gas, two TOF 
measurements, corresponding to opposite directions of rotation of the chopper disc. The time 
difference between the peak intensities of these two measurements is found to be approximately 
60jisec. Each TOF distribution is appropriately shifted in time to account for this discrepancy.
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Using the accepted form for a supersonic velocity distribution, namely
f(v)dv = Ay • • e ® v (v u) dv 5.2.1
(Anderson and Fenn, 1964) and taking into account the 1/v dependence of the detector, all the 
TOF data are fitted to
f(t)dt
A
i  e - B t ( T - C> 5.2.2
(Anderson and Fenn, 1964) using a nonlinear least squares fitting routine. Before fitting the Ar, 
Ne, HF or CH4 distributions the well known stream velocity of a high pressure, room temperature, 
helium beam (1760 m/s) is used to calibrate the flight distance from the chopper disc to the 
ionizing region of the mass spectrometer. To obtain an accurate value of the flight time ( tu)to the 
ionizer, we subtract from C-1 the period (tq ) that a singly ionized helium atom spends in the 
quadropole region (see Table 5.1). The actual flight time then is 396jxsec (Table 5.2) so that the 
flight distance (d) to the ionizer is 697.4mm. Here we have assumed very fast electron multiplier 
response and amplification risetime of input signals to the MCA.
Figure 5.2 shows a representative sample of the measured and fitted velocity distributions for each 
molecular beam species. The fitted distributions are plotted using the form in equation 5.2.1 
where Bv and u are calculated as follows
2 10By = Bt /(d • 10 ) (d in metres) 5.2.3
u = d /tu 5.2.4
It should be noted that no deconvolution of the initial pulse shape is attempted because this 
contribution to the absolute width of the velocity distributions is always less than 10% of the final 
widths and such differences are within experimental error.
From the isentropic condition (Anderson, 1974), the theoretical maximum of the stream velocity 
in a supersonic molecular beam is given by
5.2.5
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Table 5.1
Flight tim es in the quadropo le region of the mass spec trom eter for various molecules and
atom s
M olecule/atom Flight tim e (|is)
He 6.7
Ar 21.2
HF 15.0
c h 4 13.4
Ne 15.0
These times were determ ined for a singly ionized atom/molecule having an energy of 15eV at the 
entrance to a quadropole region of length 180mm. The final correction times used were rounded 
to the nearest 10ps which corresponded to the same accuracy as the recorded TO F’s
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Table 5.2
Information on velocity distributions
Prim ary beams Secondary beams
Gas He He Ne c h 4 HF Ar c h 4
Nozzle temp. (K)
*
300 78
♦
300 300 * 485 300 300
Pressure (bar) 12 10 15 10 1 2 2
TOF param eters - fitted (equation 5. 2.2) and m easured
A t (8) sec4 1.33 17.3 33.7 9.86 5.52 125. 8.65
B t (5) sec2 4.36 4.09 72.3 6.62 1.92 37.7 4.56
C(-2) sec-1 2.46 1.29 1.13 1.51 1.73 0.81 1.52
t q psec 10 10 20 20 20 20 20
t = C_1 - t 396 763 865 644 570 1222 636
Most probable
velocity m/s 1770 935 804 1093 1255 575 1110
Width of vel.
distr. ( % )
*  *
10.8
*  *
19.8 5.7 14.1 21.1 10.8 16.9
Quantities calculated from the fitted param eters
Stream
velocity m/s 1760 915 803 1083 1224 571 1096
Bv (-6) (m/s)"2 89.6 84.2 1487. 136. 39.5 776. 93.8
Stream velocities calculated using equation 5.2.7
u (m/s) 1760 899 786 1094+ 1245 558 1094'
* The temperature of the primary beam nozzle at room conditions was unable to be
determined as accurately as for the secondary beam. In fact it was observed that the themocouple 
readings fluctuated between 300K and 31 OK. For the purposes of the calculations, the 
temperature of 300K was chosen to be consistent with the more accurate temperature 
measurement obtained for the secondary nozzle.
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Table 5.2 con’t
** These anomalously high spreads in the He beam are probably due to an inadequate
pumping speed for this gas. This explanation seems correct since the widths of the Ne and Ar 
distributions are smaller. Numbers in parentheses denote power of ten factors by which the 
corresponding row must be multiplied.
+ a specific heat ratio of 1.35 has been assumed.
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as is the speed of sound in the source and is given by
as = ( k B V  / m ) ' 2 5.2.6
where k ß is Boltzmann’s constant; Ts the source temperature; y the specific heat ratio (Cp /Cv) 
and m the mass of the particles in the source. Substituting equation 5.2.6 into equation 5.2.5 gives 
an alternative expression for the stream velocity, namely
Using this relation we can calculate the stream velocity for each molecular beam species and 
compare the results with the measured value. This provides an approximate check of the 
measurement. For instance, substituting the appropriate information for neon into equation 5.2.7 
we obtain
which is only 2% less than the measured value. Table 5.2 contains all the information pertaining 
to the velocity distribution of each beam species, including quantities calculated from equations 
5.2.3, 5.2.4 and 5.2.7.
As has been published previously (Boughton, Miller, Watts; 1982) the coupling of infrared lasers 
with molecular beams provides a technique for studying several different inter- and intra­
molecular phenomena. In that paper it was demonstrated how the F-centre laser (FCL) could be 
employed with bolometric detection to provide an alternative method for measuring the stream 
velocity and velocity distribution in a molecular beam containing a mixture of 10% HF in He. This 
method is possible because the FCL has a line-width of 1 -  2 MHz in high resolution mode which 
is commensurate with the Doppler width determined by the divergence of the molecular beam.
Besides the FCL and bolometer the other essential piece of equipment required to perform the 
experiment is a small mirror. Boughton et al. (1982) mounted the mirror directly under the 
primary beam so that the laser beam, directed orthogonally through the molecular beam, was 
reflected back through the molecular beam at an angle of 46°, downstream of the orthogonal 
crossing. By scanning the laser over a frequency range of 600 MHz around the R(0) transition 
frequency the spectrum shown in Fig. 2 in the appended paper by Boughton et al. was obtained. 
The narrower transition is a result of the 90° laser/molecular beam crossing and its width is
5.2.7
2 x 300 x 5 x 1.380662 x 10 23 
2 x 20.19 x 1.66 x 10 ~27
= 786 m/s
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determined by the residual Doppler broadening due to the finite width of the detector. The broad 
peak is due to the 46° laser/molecular beam crossing and is representative of the energy 
distribution of HF particles in the molecular beam, estimated to be about 25K at HWHM. Using 
the etalon trace to determine the frequency difference between the two peaks and applying the 
Doppler condition
v' = v (1 + ~  • sin8 )
for the frequency shift, the stream velocity (u) for a beam of 10%HF in He was calculated to be 
approximately 1550m/sec. This value is anticipated to be an underestimate of the actual speed of 
HF molecules in the beam. However, since the method for obtaining the He-HF mixture can not 
be described as accurate it may be that the concentration of HF in the beam is an underestimate. 
In which case the speed estimate above is plausible because higher HF concentrations will reduce 
the ultimate speed of the He particles.
Although not as accurate as the mass spectrometric method, the laser technique described above 
does offer a means of establishing molecular beam properties within the realms of experimental 
error currently accepted for the study of inter- and intra- molecular properties within the 
molecular beam.
5.3 Angular distributions
Molecular beam angular intensity profiles are obtained using the bolometer detector. 
Concommitant with this measurement one must ensure that the source nozzles are aligned with the 
skimmers and the primary and secondary beams cross orthogonally. A pure helium beam is used 
to measure the angular spread of the primary beam. Since there are no changes in nozzle and 
skimmer sizes or nozzle-skimmer distances and a collimating skimmer is located outside the 
source, it is assumed that measured divergences with helium are the same for the other gases. 
However this is not the case for the secondary beam, since the nozzle-skimmer distance is 
changed depending on the gas used in the source. Figure 5.3 shows the measured angular spreads 
for He in the primary beam, and for Ar and HF in the secondary beam. The divergence of the 
secondary beam of CH4 is the same as that for Ar. No attempt is made to deconvolute the finite 
viewing angle of the bolometer detector from the measured profiles as this contribution is small.
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5.4 Averaging calculated differential cross sections
The number of particles scattered from an element of volume dVs in the collision zone of two 
crossed molecular beams and arriving within an element of solid angle d at a detector of finite size 
in unit time, is given by
dI(V V  = n i n 2 - * " 5 5 L d v s d n  5'41
where ^  , n2 are beam number densities, g the relative velocity before collision and dcr/dtoLis the 
laboratory frame differential cross section. As mentioned previously, a calculated cross section 
must be averaged over all the relevant physical parameters appropriate to the corresponding 
measurement. For elastic scattering processes, averaging requires an integration over the beam 
velocity distributions and spatial conditions (which include the finite beam spread, scattering 
volume, and detector size). Included in this process are the centre-of-mass (CoM) to laboratory 
(lab.) transformations. The equivalent form of the lab. differential cross section is given in terms 
of the CoM cross section as follows
der
du L
der do)c
dco dwT c L
5.4.2
Integrating equation 5.4.1 we have
' ( V  V  = J dvs J d n  / dvi / dv2 ' f(vi ) f(v2 } • 4
V1 v2
do- (g, 0L) dcjc
dco dcoTc L
E(v) 5.4.3
where the n } (i=l,2) have been replaced by their respective distribution functions. dcoc /dcoL is 
the Jacobian of the CoM to lab. solid angle transformation and der /dco is the calculated CoM 
differential cross section. The 1/v-, factor accounts for the non-stationary target particles (Pauly 
and Toennies, 1968). E(v) represents any velocity dependence of the detector efficiency.
The bolometer is an energy detector and hence has a v2 dependence. For molecular scattering 
events the detector efficiency is well represented by
5.4.4
where Vj is the average velocity of primary beam particles before collision and vJf is the 
post-collision velocity of a primary beam particle. This form for the detector efficiency is chosen
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FIGURE 5.3
Angular intensity distributions for various species in the primary and secondary
beams
* He (primary beam)
* HF (secondary beam) 
° Ar (secondary beam)
ANGLE (in degrees) ABOUT BEAM DIRECTION
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in order to maintain proper units for the scattering intensity. If mass spectrometric detection had 
been used, then the detector efficiency factor would have been given by E(v) = Vj/ v]f because of 
the 1/v sensitivity of the mass spectrometer. For elastic collisions of the type considered in this 
work, cross sections measured using bolometric detection must be scaled by a factor of
_ a
(vi f /vj ) to be compared with those measured using a mass spectrometer.
Since the bolometer operates at 1.7K, the overall detector efficiency should include a component 
to represent the surface adsorption energy of condensable gases. However if the translational 
energy of a condensable beam particle is large compared to its surface adsorption energy, as is the 
case for He, then we need only consider a detector efficiency factor of the form discussed above. 
For condensable gases such as Ne and CH4 the contrary may be true, in which case E(v) would be 
approximately constant. Assuming all other physical attributes constant, the observable 
differences in a scattering measurement when using a detector efficiency of E(v) <x v2 as compared 
to one having E(v) = constant are manifested in an ever increasing difference in the magnitude of 
signals at large angles. Signals obtained with the detector of constant efficiency are always smaller 
than those obtained with a detector having a v2 dependence. As will be shown in Chapters 6 and 
7, it is not difficult to ascertain whether the detector efficiency is solely dependent on either the 
translational energy or adsorption energy provided there is some feature in the measured 
differential cross section that is directly attributable to a potential parameter. A more difficult case 
to discern is when the surface adsorption energy is approximately equal to the translational energy 
of the particles arriving at the bolometer. In such instances, it may be necessary to determine the 
detector efficiency experimentally. In principle this could be done by measuring the bolometer 
signals as the source temperature is varied for a supersonic beam of constant flux. Plotting these 
signals against v2 should then produce a straight line graph that can be extrapolated to v=0 where 
the intercept with the vertical axis will indicate the contribution that the surface adsorption energy 
has made to the signals.
The integration in equation 5.4.3 is performed in two separate steps. Prior to angular averaging, a 
velocity averaged cross section is provided as follows
M 6L’ + I> I I
V1 V2
1 V1
e -<B l (v! - U1 >2 + B2 <v2 -u2 L .  da . dwc -
dw dooT c L
E(v) dvl dv2
5.4.5
It is not computationally economical to perform the velocity integration according to the exact 
form of equation 5.4.5. Choosing a grid of k1,k2 integration points for velocity variables v1tv2
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Table 5.3
Laboratory to centre of mass transformations
Angular and velocity variables correspond to those depicted in Figure 5.4. See Appendix 2. for 
detailed derivations.
(i) 8 in terms of £
tan8
v2 sin £
Vj sin£ 0 < 8  < 77
(ii) 7 in terms of £
tan7 ______ sin£______cos£ +(m1v1/m2v2)
(iii)
where m, ,m2 are beam particle masses.
the stretching coordinates in terms of lab. coordinates only
A .  A '
where D = cos0Lcosy -  sin0Lcos4>siny
= cos(7~0l ) for in-plane scattering.
vl
and
vl
■ (Ai- * -or
^ m ^  +  2 m 1 m 2 - ^ - c o s ^  +  m 2 ^ ~ y j  J  / ( m ^ m ^
A > 0
Note that the ratio v2/vt can be expressed in purely angular form
v2 _ sin 8 
Vj “ sin(8+£)
(iv) the in-plane CoM scattering angle in terms of lab. angles
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0  <  0 £  <  TTtan9c
A  V, V(B-A2) 
U j  ( 1 + A V j / U j )
(v)
where A = cos(0 l+8) -  (cos8)/A 
B = sin26L + C2 
C = cosöL -1/A
the solid angle transformation
dcoL
dioc = h ( -
4 A [ (AB + C) +A I +cos8A ^ l U1
(vi) an unambiguous scattering event (i.e. one CoM angle contributes to one lab. angle)
will occur if
 ^ ITU
v2
> 2— cos£ 
vl
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would in general give k1xk2 different energies at which to calculate a set of 200 -  300 phase shifts. 
Since the phase shifts are only energy dependent, and the lab. to CoM angular transformations 
require little computational time, it is better to make a variable transformation from v-i, v2 space to 
g,8 space where g is the relative velocity and 8 is the angle lying between the g and vectors in 
the Newton diagram, of Figure 5.4. It should be noted from Figure 5.4 that the primary and 
secondary beam directions are not necessarily orthogonal. This extra parameter is included to 
allow for the large angular divergence of the HF beam. Hence the number of integrations is 
increased to account for the width of the secondary beam. In terms of the new variables the 
velocity averaged cross section is written
° T.' dj dgd8 d£ 5.4.6
i 8 S
where J(:::) is the Jacobian of the transformation. This procedure is similar to that reported by 
Cavallini et al. (1971b) and Bickes et al. (1975). From Figure 5.4 the following trigonometric 
relations can be deduced
g- sin(£ +8) 
sin I
sin 8
v 7  =  g ' ~ T  1 sin£
5.4.7
from which the Jacobian is obtained as
Vg 8
g/sin I 5.4.8
Equation 5.4.5 then becomes
max 5 max I  max . 2/ c . 2 C7 sin (8 + £) - sin 8J>  8 ___
( 6 L - V  = I  I  I  8 '
£min 8min ^ min
sin6£
• exp {-Bi( sin (8 + £)sin£ - u 0
- B 2 ( g -
sin 8 
sin I
\ 2 I d£(g,C0c )
2 )  I dwc
Ä . E(v)-dgdSd5
d“ L
5.4.9
The numerical evaluation of this integral is carried out in the following order:
(a) Obtain integration limits 8m in ’ 8max an<^ ^min » 8 max assuming negligible contributions 
from molecules having velocities outside the 5% (of peak) cutoff levels.
(b) Set £min , £max according to the angular divergence (FWHM) of the secondary beam.
75
(c) chose a number (N) of g and 8 values and a number (M) of £ values within the above limits 
according to a Gauss-Chebyshev numerical integration procedure.
For each gj, 200 to 300 semiclassical phase shifts are calculated using equations 3.5.1, 3.5.2 and 
3.5.4. Also, for each gj the full set of and corresponding set of 8j is used to supply all the lab. 
to CoM angular transformations, and detector efficiences (E(v)). The CoM angles are then used 
in the partial wave summation (equation 3.3.11) to produce the differential cross sections 
da(g  ,0 )/dco which are substituted into 5.4.9 together with the integrand contributions. In 
general an appropriate level of smoothing is attained if the number of integration points (N and M) 
is around 9. A full set of N x 300 phase shifts is produced in approximately 1 minute of CPU time 
(UNIVAC 1100) and the velocity averaged cross section is calculated in about 4 minutes.
After I v (0^ , 4>l ) is produced one proceeds with the angular averaging. The procedure followed 
is similar to that discussed by Bordenave-Montesquieu et al. (1980). They assumed, (i) a 
non-divergent (pencil) primary beam, (ii) the out-of-plane scattering to be negligible and (iii) 
the target density in the secondary beam to be constant. By comparison with the more 
sophisticated technique of von Busch (1975), they showed that such assumptions are acceptable 
provided the detector size and beam divergence are small.
Unfortunately, the direct application of the method of Bordenave-Montesquieu et al. (1980) does 
not produce the desired smoothing, especially at small angles. This problem is resolved by 
including the finite divergence of the primary beam, which is achieved simply, by incorporating the 
primary beam width at the scattering zone into the detector size. Before discussing the angular 
averaging in detail it is important to note that the finite scattering volume should be contained 
within the umbral view of the detector, independent of observation angle. If this condition is 
violated then, as the angle of observation is increased, an increasing amount of the scattering 
volume is not viewed by the detector. Measuring differential cross sections under these conditions 
results in an under-estimate of the scattered intensity at large angles. In this work the only time 
that these experimental conditions become of concern is when the secondary beam is HF and the 
nozzle-skimmer distance has to be reduced in order to improve the signal-to-noise ratio. 
However, the detector only begins to ’lose sight’ of 1% of the total scattering volume when viewing 
from angles greater than 28°. This small loss of scattered intensity is well within experimental 
error.
Ensuring that the scattering volume is contained within the umbral view of the detector means that 
all intermediate orifices can be omitted from the development of an angular acceptance function. 
Following a similar procedure to Bordenave-Montesquieu et al., we start, as displayed in Figure 
5.5, by considering a pencil primary beam traversing a target region the width of the diverging
76
secondary beam and determine the general form of the acceptance function. The element of solid 
angle dH in the direction 9 subtended by the area element dS of the bolometer at point P(z) in the 
scattering zone is given by
dfl = RdS/R3 5.4.10
where R is the vector from P(z) to the area element dS; dS is the normal to this surface. In terms 
of the angles in Figure 5.5, equation 5.4.10 can be rewritten as follows
dfl = dS-cos3acos^ß/a^ 5.4.11
where,
and
Also note that
and
so that
a = R-cosacosß 
= L -  z-cos0^
dS
cosß
dr|d£
, 2 r i  2a (a + g cos a )
T) = a-tana
5.4.12
5.4.13
5.4.14
5.4.15
dti a-da/cos 5.4.16
Then equation 5.4.11 can be expressed in terms of the horizontal angular deviations (a) at the 
scattering centre and the detector height (g) by substitution of equation 5.4.15 and equation 
5.4.16. That is
dfl = a cosa (a + £ cos ß) 2dadg 5.4.17
After velocity averaging, equation 5.4.3 can be written in the following equivalent form
,(V dfl -  I v ( 6  +<*) 5.4.18
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where d\^ becomes dZ for the case of a pencil beam passing through a target of constant density. 
However to represent the case where the target density varies substantially one should include a 
functional form describing the angular spread in the secondary beam. In the final analysis this is 
done by representing the intensity of the secondary beam as a Gaussian distribution in the angle £. 
An alternative, approximate approach assumes that the angular divergence is represented by a 
rectangular function of width equivalent to the measured FWHM. Then the final form of the 
integral 5.4.18 becomes
+z m „“A )
I (0 p  = f dz J*dc* J* 2a^(z)-cos a(a^(z) + g^cos^a) 2 I (O^-t-a)df; 5.4.
~z m “ lW 0
If a(Z) »  cosQ! then the expression in parenthesis can be approximated by
(1 -  3£^cos^a/2)/a ^(z) 5.4.20
The integration range a ^ ( Z ) ,  cx2( Z ) is set by each chosen point, P(z), in the scattering zone, h is 
the half height of the detector. A four point Gauss-Legendre quadrature is used to integrate 
5.4.19 numerically. The necessary interpolation of the velocity averaged cross section is achieved 
using a Lagrange procedure.
The procedure described above assumes a pencil primary beam. However, because of the large 
distance between the primary skimmer and the scattering region, even this well collimated beam 
makes a significant contribution to the collision volume. To avoid further integrations and yet 
maintain a physically meaningful approach to the angular averaging, the finite primary beam 
contribution is included as an addition to the detector width. This ’effective’ detector width is 
obtained by adding to the real detector width the projection of the finite FWHM primary beam 
width at the scattering centre, Figure 5.6. Thus the ’effective width’ is given by
b cc = b + b cos0T 5.4.21eff sc L
where
bsc = zssctanA (See FiSure 5-6)
This new width is then used to determine the new limits of integration a-i(Z), a 2(Z). An 
’effective height’ is determined similarly as
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h + b 5.4.22heff sc
which becomes the new integration limit in place of h in equation 5.4.19.
When calculating the differential cross section for the test system He+Ar, the procedure described 
above provides cross sections in good agreement with the experiment. In this case, the divergence 
of the primary and secondary beams are such that they are about the same width at the scattering 
zone and the large proportion of scattering events occur in very close proximity to the actual 
scattering centre. However, the large angular spread of the HF beam produces a higher level of 
out-of-plane scattering. To compensate for this it is necessary to provide an input primary beam 
width slightly larger than the measured value and at the same time adjust the effective height of the 
bolometer. These two parameters are therefore made variable for the purposes of determining 
their optimum input values for a good fit to the scattering data. The optimum value for the 
primary beam width is 0.95° FWHM and the expression for the ’effective height’ becomes
5.5 Fitting to experimental differential cross sections
Theoretical potential surfaces already exist for most of the van der Waals systems studied in this 
work. However, no measured differential cross sections were available at the time when 
measurements took place. Most of the available potentials for methane have been tested against 
various transport properties, giving some measure of their validity, but the potential surface 
proposed for He+HF had very little experimental support.
To determine the acceptability of the various available intermolecular potential models, calculated 
and measured differential cross sections are compared using a ’goodness of fit’ test based on the 
usual sum of squares procedure. Other potentials are fitted by trial and error with the aid of the 
’goodness of fit’ test, which has to obtain a minimum value before the potential parameters are 
accepted. In all cases, the number of trials never exceeds ten before an excellent comparison is 
obtained between the calculated and measured differential cross sections.
There are several ’goodness of fit’ tests that can be used to compare calculated differential cross 
sections with their experimental counterparts. The most commonly used measure as indicated by 
Bevington (1969), for example, is given as
h rr = h + 2b /3 eff sc 5.4.23
X2 5.5.1
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where Cj are calculated values, Ej the corresponding experimental values, and A E ; is the 
uncertainty in E. Minimizing x2 provides the best fit. In general, the measured cross sections are 
not absolute, so some scaling is necessary before equation 5.5.1 can be applied sensibly. To this 
end Buck et al. (1980) suggested an RMS test as follows,
where the scaling factor, X, is optimized to obtain a minimum RMS value. Of course both 
equations 5.5.1 and 5.5.2 require a good knowledge of the experimental uncertainties in order to 
be of use. Incorrect estimates of AEj may lead to misleading interpretation of the results.
For differential cross sections the important requirement for any ’goodness of fit’ test is to have 
approximately equal weighting to every point of comparison. Certainly, in this way the procedures 
of Buck et al. (1980) and Bevington (1969) are successful. Since a differential cross section often 
has a negative exponential trend, a very simple way to achieve near equal importance for each 
point is to take the logarithm of each ordinate data point and effectively eliminate the orders of 
magnitude difference between the high and low intensities. Therefore, the following ’least sum of 
squares’ (LSS) expression for testing calculated differential cross sections quantitatively is used in 
this work.
LSS = 5.5.3
The scaling factor, X, performs a similar duty as in equation 5.5.2. This test presumes no 
knowledge of the experimental uncertainty. However, any measure of experimental and 
systematic errors should be used to ensure that calculated curves lie within the bounds of 
uncertainty. Caution should be exercised when there are large proportions of either high or low 
intensities in the data. In these cases there will be an automatic weighting of that part of the data 
having the greatest number of similar intensities. Where possible the scaling factors obtained from 
the RMS and LSS procedures were compared. In all cases the differences were less than 4%.
5.6 Determination of the rotational population of HF
within the secondary beam
The experimental arrangement for determining the rotational populations of HF within the 
secondary beam is depicted in the schematic of Figure 5.7. A mirrored chopper is located so that
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light from the F-centre laser (see Chapter 2.) can be modulated and directed alternately to the 
beam apparatus and to a small gas cell containing a few millibar of HF. An indium arsenide 
detector is used to monitor selected HF ro-vibrational absorptions within the gas cell. Laser light 
directed to the beam apparatus is focussed and crossed orthogonally with the secondary beam. 
Detection of ro-vibrational excitations within the beam is achieved with a small, room 
temperature, pyroelectric detector (see Chapter 2.) placed in the beam path 70mm downstream of 
the laser crossing. As mentioned by Miller (1982), the vibrational accommodation of HF on the 
surface of the pyroelectric detector is very good. For this experiment, the F-centre laser is 
operated in the high resolution mode so that ro-vibrational lines observed in the molecular beam 
can be scanned slowly (lOOsec) over a small frequency range by ramping the end mirror and 
intracavity etalon together. In this way the resolution is limited, mainly by the residual Doppler 
broadening within the beam. As all of the observed line widths are the same, the populations can 
be determined by correcting the measured peak intensities by only the transition probability 
(Townson and Shawlow) and laser power. Table 5.4 summarizes the results obtained from the 
R-branch of the fundamental vibrational band. It should be noted that measurements were also 
made for the P-branch, obtaining similar results.
Finally, assuming a Boltzmann distribution over the rotational states in the beam, i.e.
- J = (2J+l ) e - BJ(J+1)/kTR
N0
a rotational temperature of TR = 7 IK is obtained. This information is used to study Boltzmann 
weighted spherical averages of an anisotropic He+HF potential in relation to the calculation of total 
differential cross sections (see Chapter 6.).
The estimate of the rotational temperature is based on the assumption that the rotational 
population in the molecular beam can be represented by a Boltzmann distribution. In fact, this is 
only an approximation. This is borne out in Figure 5.8 where it can be seen that deviations from a 
linear plot of In[ /Nq(2J+1)] vs J(J+1) persist at the higher rotational states where the
population levels exceed those expected for an equilibrium condition. This phenomenon is 
expected since the free jet expansion is not an equilibrium process. Put simply, free molecular 
flow ensues before the appropriate number of rotationally inelastic collisions can occur to obtain 
rotational equilibrium in the collision zone of the free jet expansion.
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Table 5.4
Rotational populations in the HF beam when the source temperature is 485K
R o ta t io n a l R - b r a n c h M e a s u r e d M e a s u r e d C o r r e c t e d P o p u la t i o n
q u a n t u m t r a n s i t io n in ten s i ty la ser in te n s i ty
n u m b e r p ro b a b i l i ty
J J - kJ+1
( J + 1 ) / ( 2 J + 1 )
( a r b .u n i t s ) ( a rb .u n i t s ) (%)
O 1 2 8 0 0 7 .8 359 3 5 .6
1 2 /3 2 3 4 0 8 .2 2 8 5 4 2 .5
2 3 /5 650 6 .4 102 16.9
3 4 /7 125 5 .5 2 2 .7 3.8
4 5 /9 22 3 .2 6 .7 1.2
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(N
./
Nn
{2
J+
l}
)
FIGURE 5.8
Boltzmann plot of rotational population within molecular beam of pure
Hydrogen Fluoride
--  J(J+l)
Slope of extrapolated 'equilibrium’ 
curve for R-branch is:
-B/kT-5.8/14
so that::
*3*1014*20.5*6.626*10
5.8*1.38*10
71.3K
R-branchP-branch
Rotational quantum number 
Rotational constant (for HF)
k - Boltzmann's constant
T - Rotational temperature for r
’equilibrium’ rot. population.
Nj _ Population density for rotationa 
level J.
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CHAPTER 6
He+HF AND Ne+HF INTERACTIONS
6.1 Introduction
As mentioned in Chapter 1 the inert-gas/hydrogen halide intermolecular interactions have 
attracted a great deal of theoretical interest recently, (Collins and Lane, 1976; Dietrich and Conn, 
1976; Rodwell et al., 1981; Hutson and Howard, 1982; Battaglia and Gianturco, 1981; 
Gianturco et al., 1983; Tennyson and Sutcliffe, 1983; Battaglia et al., 1984; Douketis et al., 
1984; Raimondi, 1984), whereas experimental effort has only begun to gather momentum 
recently. This has meant that the theoretical developments on the potential surfaces have not 
been well tested.
Measuring the total differential cross section for two of these systems, namely He+HF and Ne+HF, 
provides data that is a sensitive probe of the attractive part of these intermolecular interactions and 
an effective test is supplied for the corresponding potential surfaces currently available. These data 
may also furnish relevant information for future work on ab initio models for weakly anisotropic 
systems. In this work all differential cross sections are measured by crossing the primary and 
secondary beams at the centre of the molecular beam apparatus and rotating the bottom plate until 
the bolometer detector is located at the desired angle with respect to the primary beam. For 
reasons discussed in Chapter 2, noise reduction of extraneous signals produced by background 
particles is achieved by modulating the secondary beam within its source chamber.
Scattered particle intensities are recorded by alternately flagging and unflagging the primary beam. 
All other beam characteristics such as the velocity distributions, angular spreads and rotational 
populations of HF are determined according to the methods described in Chapter 5.
6.2 Calibration of the molecular beam apparatus
To obtain a measure of the performance and accuracy of the molecular beam apparatus, the 
differential scattering cross section for He+Ar was measured at room temperature (Table 6.1) and 
the result compared with the calculated cross section obtained using the accurate HFD potential of 
Aziz et al. (1979b). Figure 6.1 demonstrates the excellent agreement between these two 
functions. The calculation includes appropriate beam and detector parameters for obtaining a 
properly averaged differential cross section. Experimental conditions for the He+Ar, He+HF and 
Ne+HF differential scattering measurements are all summarized in Table 6.2.
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Table 6.1
Measured scattering intensities for the He+Ar system as a function of laboratory angle.
Collision energy = 750K
Obs. angle Intensity Obs. angle Intensity
(degrees) (arb . units) (degrees) (arb .un its)
3.0 109.0 14.5 1.41
3.5 74.5 15.0 1.09
4.0 55 .3 15.5 0 .87 (0 .02)
4.5 39.9 16.0 1.0 (0 .04)
5 .0 2 7 .2 16.5 1.23
5.5 16.1 17.0 1.38 (0.03)
6 .0 8 .46 (0 .25) 17.5 1.42 (0.07)
6.5 4 .40 (0 .12) 18.0 1.42 (0.05)
7 .0 3.59 (0 .04) 18.5 1.22
7.5 5 .02 (0 .03) 19.0 1.04
8.0 6.61 (0 .25) 19.5 0 .90 (0 .01)
8.5 7 .58 (0 .12) 20 .0 0 .92 (0 .04)
9 .0 7 .04 (0 .12) 2 1 .0 1.0 (0 .06)
9.5 5.34 (0 .10) 2 2 .0 1.01 (0 .05)
10.0 3.32 (0 .04) 23 .0 0 .96
10.5 1.74 (0 .02) 2 4 .0 0 .82
11.0 1.10 (0 .02) 25 .0 0 .78 (0 .01)
11.5 1.19 (0 .03) 26 .0 0 .82
12.0 1.87 (0 .05) 27 .0 0 .85
12.5 2 .45 (0 .04) 28 .0 0 .78 (0.01)
13.0 2 .79 (0 .05) 29 .0 0 .72 (0 .02)
13.5 2 .57 (0 .02) 30.0 0 .74 (0.02)
14.0 2 .15 (0 .01) 32.0 0 .66
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When compared to other available scattering data on He+Ar (Keil et al., 1979; Smith et al., 1977; 
Chen et al., 1973; Aziz et al., 1979b) the present result is slightly better than all except that of 
Aziz et al.. Therefore future measurements of elastic differential cross sections in the present 
machine can be viewed with confidence.
6.3 The He+HF interaction: Results and discussion
The results of the measurement of the differential cross section for He+HF at two energies are 
tabulated in Table 6.3. These same results are plotted in Fig 6.2 where, for clarity, the lower 
energy differential cross section has been arbitrarily displaced from its high energy counterpart. 
Also shown in the figure are differential cross sections predicted, according to the method 
described in Chapter 5, from two slightly different intermolecular potential surfaces. These results 
will be discussed in detail later.
The need to minimize contributions to the scattering of He atoms by HF clusters is a principal 
concern here. So, to establish an appropriate operating condition for the HF beam source the 
ratio of the HF dimer and monomer levels were monitored with the mass spectrometer whilst the 
source temperature was slowly increased. The results of this study are shown in Fig 6.3 where it 
can be seen that the HF dimer/monomer ratio falls to a relatively constant low level at source 
temperatures above 150°C. Consequently an operating condition of 210°C was chosen for the HF 
beam source to ensure a low dimer/monomer ratio. To support this decision, the HF trimer signal 
was also monitored with slowly increasing source temperature and was only observed at 
temperatures below 100°C. Of course, the level of fragmentation of the HF polymers within the 
ionizing region of the mass spectrometer is unknown. Hence the dimer/monomer ratio is purely an 
indicator of the presence of polymers. However, as there is very little dimer and no higher 
polymers observed at the elevated source temperatures, the conclusion is that these clusters make 
an insignificant contribution to the He+HF scattering measurements.
It is not feasible to develop a useful anisotropic potential from the data presented here. However 
assuming the level of anisotropy to be low, empirical models can be used to form a good 
representation of the isotropic part of the He+HF interaction. To this end it is important to glean 
relevant information from the experimental data. For example, the frequency of the diffraction 
oscillations provides a good estimate of the position of the first zero (cr) in a spherical potential. 
From equation 3.7.1 a is estimated from the collision energy and the spacing of the oscillations as 
follows
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FIGURE 6.1
The m easured differential cross section for He+Ar of this work com pared with 
tha t calculated using potential of Aziz et al. (1979b)
(degrees)LAB. ANGLE
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Table 6.2
E x p e r im e n ta l  cond it ions  for  va r ious  d if fe ren tia l  cross section  m e a su re m e n ts
P r im a ry  B eam s S eco n d a ry  Beam s
Gas He Ne Ar HF
Source pressure (bar) 11 15 2 1
Source tem perature  (K) 300/78 300 300 485
Stream velocity (m/s) 1760/915 804 571 1224
Velocity spread (%) 10/20 6 11 20
Beam divergence (degrees) 1.5 1.5 5 9
Nozzle d iam eter  (pm) 35 35 40 80
Skim m er orifice (pm) 200 200 500 500
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Table 6.3
M e a s u re d  sca t te r in g  in tensities  for the H e+ H F  system  as a func tion  of l a b o ra to ry  angle
Collision e n e rg y  = 950K Collision en e rg y  = 495K
Obs. angle Intensity Obs. angle Intensity
(degrees) (arb.units) (degrees) (arb.units)
3.0 128.2 (7.1) 2.5 51.8
3.5 93.8 (2.8) 3.0 38.2 (3.8)
4.0 64.9 (4.2) 3.5 28.1 (1.6)
4.5 43.3 (1.7) 4.0 20.5 (0.9)
5.0 25.4 (2.2) 4.5 15.6 (0.4)
5.5 12.7 (0.5) 5.0 12.7
6.0 6.5 (0.3) 5.5 10.0 (0.4)
6.5 5.9 (0.9) 6.0 8.0 (0.8)
7.0 7.8 (1.0) 6.5 5.9 (0.8)
7.5 10.0 (1.3) 7.0 4.2 (0.6)
8.0 10.8 (0.8) 7.5 2.7 (0.5)
8.5 9.6 (0.6) 8.0 2.0 (0.3)
9.0 7.1 (0.4) 8.5 1.7 (0.3)
9.5 4.4 (0.2) 9.0 1.8 (0.4)
10.0 3.0 (0.2) 9.5 2.1 (0.3)
10.5 2.7 (0.5) 10.0 2.2 (0.5)
11.0 3.2 (0.5) 10.5 2.3 (0.2)
11.5 3.9 (0.5) 11.0 2.1 (0.2)
12.0 4.3 (0.3) 11.5 1.8 (0.3)
12.5 4.1 (0.2) 12.0 1.4 (0.4)
13.0 3.5 (0.2) 12.5 0.96 (0.18)
13.5 2.9 (0.1) 13.0 0.82 (0.18)
14.0 2.4 (0.2) 13.5 0.90 (0.12)
14.5 2.2 (0.2) 14.0 0.89 (0.28)
15.0 2.3 (0-2) 14.5 1.0 (0.1)
15.5 2.5 15.0 1.1 (0.1)
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Table 6.3 cont’d
Collision energy = 950K Collision energy = 495K
Obs. angle Intensity Obs. angle Intensity
(degrees) (arb.units) (degrees) (arb. units)
16.5 2.6 (0.2) 16.0 0.95 (0.16)
17.0 2.2 (0.3) 16.5 1.0 (0.1)
17.5 2.1 (0.2) 17.0 0.91 (0.24)
18.0 2.0 (0.2) 17.5 0.81 (0.12)
18.5 1.9 (0.1) 18.0 0.81 (0.16)
19.0 1.9 (0.1) 18.5 0.67 (0.22)
19.5 2.0 (0.1)
20.0 1.9 (0.1)
20.5 1.8 (0.1)
21.0 1.9
21.5 1.8 (0.1)
22.0 1.8
22.5 1.7
23.0 1.8 (0.1)
23.5 1.8
24.0 1.7
25.0 1.7
26.0 1.7 (0.1)
27.0 1.6 (0.1)
28.0 1.6
29.0 1.5
30.0 1.4 (0.2)
Note: Figures in brackets denote 95% confidence limits.
Absence of bracketed figure indicates inadequate statistics.
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FIGURE 6.2
Theoretical scattering cross sections (curves) derived using the HFD1 and 
H FD 1-A  potentials com pared with experim ental results (sysmbols)
He + HF1 0 0 0
-- HFD1
HFD1-A
950K
495K
LAB. ANGLE (degrees)
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where k = pg/fi and 0diff is the spacing of the diffraction oscillations in the CoM frame. From 
Figure 6.2, at E = 950K 0diff = 4.2° which transforms to 5.68° in the CoM frame. Similarly, 
at E = 495K 0diff = 5.5° in the lab. frame or 7.98° in the CoM frame. When substituted 
separately into equation 6.3.1 the estimate of a is consistently 0.277nm. Note that it is possible to 
measure the wavelength of the diffraction oscillations to within 0.25° in the lab. frame which 
represents an error in the o-estimate of less than 4%.
It is well known that reasonable estimates of the major potential parameters can be obtained using 
simple LJ(m,6) models when fitting scattering data (Pauly, 1979). Of course the main drawback 
associated with this type of empirical potential is that it is too inflexible and the repulsive and 
attractive portions are too strongly coupled. However, using the fitting procedure described in 
Chapter 5 a ’best fit’ Lennard-Jones (12,6) potential having a well depth of e = 36.5K located at 
r m = 0.314nm is obtained. The value of cr (0.280nm) is in close agreement with the estimate 
obtained from the experimental data.
Pictorially, the region of the potential minimum is shown in Figure 6.4 whilst the repulsion is 
depicted in Figure 6.5. Table 6.4 contains a summary of the potential parameters and the value of 
the LSS fitting coefficient described in Chapter 5.
In Chapter 4 it is reported that the best available potential surface for He+HF is probably that of 
Rodwell et al. (1981). The two potential surfaces described in that paper differ only in the way in 
which the damping function is determined. They nominate these potentials HFD1 and HFD2 and 
that terminology will be maintained here. The dashed curves in Figure 6.2 are the result of 
calculating the differential cross section, at the specified energies, when using the isotropic part of 
the HFD1 potential. It is apparent from the frequency of the diffraction oscillations that the 
repulsive wall of the HFD1 potential is well located. However, the fact that the ratio of intensities 
between small and large angles is smaller than the experimental counterpart indicates that the 
attractive part of the potential is too weak. This result reinforces the conclusion drawn from the 
LJ(12,6) model.
Although arbitrary, one method of increasing the strength of the attractive forces is to increase the 
magnitude of the C6 dispersion coefficient in either the HFD1 or the HFD2 model. As seen in 
Figure 6.2, and correspondingly in Table 6.4, increasing C6 by 18% in the HFD1 potential ensures 
good agreement between calculated and measured differential cross sections at both collision
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FIGURE 6.4
Model spherical He+HF potentials in the region of the minimum
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Table 6.4
S u m m a ry  of p a r a m e te r s  an d  LSS values  for  the  va r io u s  p o ten tia l  m odels  used  to analyze
the  H e + H F  sca t te r in g  d a ta .
P o t e n t i a l Source cr(nm)
H FD 1 Rodwell et al. (1981) 0.282
H F D 2 99 99 99 ** 0.285
H F D 1 -A Increase by 18% in
HFD1
0.277
H F D l - p Increase p by 11% in 
HFD1
0.276
H F D 2 -A Increase by 24% in
HFD2
0.279
H F D 2 -B Increase by 16% in
H FD 2 & recalculate all 
o ther C q ’s
0.279
H F D - y New global damping fn. 0.280
A H F D 2 -B Scale all ’s using
C°n ’s of H F D 2 -B
A H F D 2 -B 99 99 99
L J(12 ,6 ) This work 0.280
BFW This work 0.282
H F D - d Shift H F  by -0 .0 1  nm 0.280
3 /-—
\
3 J3
, e (k) LSS
E =950K E=495K
0.316 29.4 39 48
0.320 27.5 42 52
0.311 35.7 34 45
0.309 33.5 34 -
0.313 35.2 25 39
0.313 34.7 25 39
0.314 31.6 32
Boltzmann wtd. at 70K 30 -
IOS 23 32
0.314 36.5 29 -
0.316 36.0 27 41
0.314 30.5 34 _
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energies. The HFD1 potential and this variation (HFD1-A) are plotted in Figure 6.4 and 6.5 
where obvious differences are observed in the region of the minimum. Again, the main potential 
parameters are given in Table 6.4 where it can be seen that the well depth for HFD1-A is 35.7K 
which is 6.3K deeper than for HFD1.
Although the well depth of the HFD1-A potential agrees favourably with that of the LJ(12,6) 
model it can be seen in Figure 6.5 that the value of a for HFD1-A agrees exactly with that 
estimated from the experimental data. However it can also be seen in Figure 6.2 that the spacing 
of the diffraction oscillations predicted with the HFD1-A potential are slightly large, implying that 
the magnitude of cr is too small. The better fit obtained with the LJ(12,6) potential is quantified by 
the lower LSS coefficient reported in Table 6.4.
Even better agreement between calculated and measured differential cross sections is obtained if 
the C6 dispersion coefficient in the HFD2 potential is increased by 24%. As noted from the 
information in Table 6.4, this variation of the HFD2 potential (HFD2-A) not only provides the 
best agreement with experiment so far but also obtains a cr value close to that estimated from the 
experimental data. Shown in Figure 6.6 are differential cross sections predicted using a second 
variation of the HFD2 potential, nominated as HFD2-B. This potential is obtained by increasing 
the C6 term by 16% within the HFD2 model and recalculating all other dispersion terms 
according to the recipe described in the paper by Rodwell et al. (1981). The HFD2-B model 
perhaps offers a better choice than the HFD2-A potential because the empirical ratio C6Ci0/(C8)2 
is not changed. Differential cross sections predicted with these latter two potentials are almost 
exactly alike, as verified by the same LSS values in Table 6.4. The HFD2-A and HFD2-B 
potentials are not compared in Figures 6.4 and 6.5 because the major differences occur only in the 
region of the well. As for the HFD1-A model, the short range forces of the HFD2-A and 
HFD2-B potentials are less repulsive than for the LJ(12,6) model. It is also interesting to note 
that, although the isotropic distance parameters (cr and r ) are the same for the HFD2-A and 
HFD2-B potentials, the well depth of the HFD2-B model is shallower by 0.5K (see Table 6.4).
It would be incorrect to presume from this analysis that the dispersion coefficients alone are wrong 
for He+HF potential. As discussed in Chapter 4, the HFD model presently offers one of the best 
means of obtaining an ab initio estimate of the potential for an intermolecular interaction. This 
potential model consists of three distinct components. The short range repulsion and the long 
range attraction, which are both determined using accurate ab initio methods, and the function 
that damps the dispersion in the region of the well, which can be represented in several different 
ways (Douketis et al., 1982; Tang and Toennies, 1983). It may be that each region of the HFD 
potential contains several sources of error. However, despite the fact that proponents of this
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FIGURE 6.6
Theoretical scattering cross sections derived using the HFD2-B and AHFD2-B 
potentials for He+HF compared with experimental results
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model argue that the damping function should be assumed universal in its application to varying 
molecular systems, it remains the most likely source of significant error when applied to the 
He+HF system. This statement is made in the light of the evidence taken from Rodwell et al. 
(1981) and Douketis et al. (1982). That is, the uncertainty in the damping function arises because
(a) the HFD1 and HFD2 potentials differed only due to the damping function 
containing a system-dependent scaling factor derived in different ways, and
(b) of the a posteriori method by which the form of the scaling factor is chosen by 
Douketis et al. (1982).
Obviously then, an alternative method for changing the attractive part of the HFD potentials is 
supplied if the scaling factor p in the damping function is assumed to be an adjustable parameter.
It is interesting to note that a 4% change in the scaling factor (p) is responsible for the 6-7% 
difference between the well depths of the HFD1 and HFD2 potential models. To demonstrate the 
use of the scaling factor as a single adjustable parameter, p is increased by 11% in the HFD1 
model. As displayed in Figure 6.4 and Table 6.4 this new potential (HFDl-p) has a well depth of 
33.5K located at 0.309nm. Any further increase in p only makes o too small causing diffraction 
oscillations in the differential cross section to become too widely spaced compared to the 
experimental results. The differential cross section predicted with this potential is very similar to 
that obtained using the HFD1-A model, as verified by the LSS values in Table 6.4. Adopting the 
attitude that the damping function be flexible, the term dependent damping factor used by Rodwell 
et al. can be replaced with the following global function which is similar to that originally devised 
by Hepburn et al. (1975),
f(R) = e_7{1-28  ^ rm/R) “ 1} 6.3.2
and is applied as follows
V(R> = VSCF + { C a  (C2n /R2n)} f(R) 6'3'3
Here y is a single variable parameter. An optimum value of y = 1.75 is obtained by fitting to the 
measured cross sections. As shown in Figure 6.4 the well depth of this new potential, HFD-y, is 
31.6K. This value of e is somewhat less than that obtained in the other fitted potentials above. 
However the differential cross section calculated with the HFD-y potential is virtually
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indistinguishable from that obtained with either the HFD1-A or HFD l-p models, see Table 6.4 
for comparative LSS values.
So far it has been demonstrated that there are at least two different methods to scale the potential 
of Rodwell et al. (1981) in order to obtain a well depth in close agreement with that expected from 
experiment. In so doing, a number of similar He+HF potentials have been developed, any of 
which can be used to provide a differential cross section that fits closely to experimental results. 
However, the two potentials that give the best representation of the data are the HFD2-A and 
HFD2-B models.
Obviously a third method of modifying the original HFD potentials of Rodwell et al. is to scale the 
SCF part of the potential whilst maintaining the damped dispersion in its original form. In fact, to 
perform this task it may be expedient to adopt one of the alternative forms of the HFD model, 
such as that of Tang and Toennies (1984), or preferably, the similar single parameter model of Ng 
et al. (1979).
However, rather than introduce another HFD type model attention is maintained on the potential 
of Rodwell et al.. Although not physically satisfactory, an indication of the sensitivity of the well 
depth to the Hartree-Fock contribution is gained by shifting that component in position to obtain 
an optimal fit to the scattering data. It is found that shifting the HF part of the HFD potential of 
Rodwell et al. by -0 .0 lnm obtains a favourable fit to the scattering measurement (Table 6.4). 
Further negative shifts in the SCF component did not improve the agreement with the 
experimental results.
As a realistic alternative to the isotropic form of the HFD potential a semi-empirical 
Barker-Fisher-Watts (BFW) model (Watts and McGee, 1976) is chosen to represent the He+HF 
potential interaction. Until recently a BFW model provided one of the best representations for 
some of the noble gas interactions; the most notable of which is probably the Ar2 potential, (Aziz 
and Chen, 1977; Koide et al., 1980). Specifically, the following form was adopted for the BFW 
potential
V(R) b(l-X ) KoAP-ij - Ko 2i+6X2i+6 + 8 6.3.4
where X = R/rm. For the purposes of fitting to experimental data the coefficients Aj, e, b, rm 
and 8 are adjustable. The zeroth order C6 and C8 terms are those of Rodwell et al. (1981). The 
values of the other parameters that give an optimum fit to the scattering data are as follows
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A0 = 0.318112 e = 36.OK
A, = -4.33305 r m = 0.316nm
A2 = -11.2492 b = 13.0
A3 = -18.4462 8
t-H
oÖII
The LSS values given in Table 6.4 indicate that at the higher energy this BFW potential gives a 
slightly better prediction of the differential cross section than the LJ(12,6) model. Agreement at 
both energies is only slightly worse than for the HFD2-B potential, and plotted cross sections are 
not discernibly different when compared visually.
From Figures 6.4 and 6.5 it is noted that there are important differences between the three better 
fitting spherical potentials (HFD2-B, LJ(12,6), and BFW). The HFD2-B potential has a 
shallower well than either the LJ(12,6) or the BFW and its position minimum is smaller. Also, the 
repulsive part of the HFD2-B model is softer, whilst its attractive region is broader. Conversely, 
the BFW potential has a steeper repulsive wall and narrower attractive bowl than either the 
LJ(12,6) or HFD2-B, and its minimum position is greater. Obviously, more experimental 
information (not presently available) is required before the exact shape of the isotropic part of the 
He+HF potential can be determined. Nonetheless, by measuring the total differential cross section 
at two energies we have been able to describe the general shape of the potential more clearly. 
Considering just the three better isotropic potentials above, it is evident that the following values 
and corresponding tolerances should apply to the three major potential parameters,
<7 = 0.280 ± 0.003nm
r = 0.315 ± 0.003nmm
e = 35.5 ± 3K
On the basis of these determinations we have not attempted to investigate the other available 
potential models of Collins and Lane (1976), Dietrich and Conn (1976) or Raimondi (1984) 
where the well depths are either much too shallow or much too deep.
The previous discussion relates to the spherical component of the He+HF potential, which is 
equivalent to assuming a simple spherical average where all molecular orientations are weighted 
equally. Such a smoothing out of the intermolecular anisotropies assumes an infinite rotational 
temperature of the HF molecule. However, contrary to this situation, the HF molecule has a finite 
rotational temperature (TR ) of 71K as reported in Chapter 5. This result is consistent with the 
high level of cooling that occurs in a free jet expansion. One of the reasons for measuring TR was
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so that it could be used to test the effect of the Keesom technique for pre-averaging anisotropic 
potentials (Hirschfelder et al., 1954) i.e.,
2tt 7TJ  J  V(R,e,4>)e-V R^,e,<^ /kT sinede d<f>
V(R) ■= ^ ------------------------------------------------  6.3.5
J  J  e_V R^’e ’^ ) sin Öde d«t>
0 0
Application of equation 6.3.5 for finite rotational temperatures provides a means of weighting, 
specifically, the most probable configurations of an intermolecular interaction. Note that the 
simple equally weighted orientation average is obtained as T approaches infinity.
This method has been applied to intermolecular potentials for (H20 )2, (Watts, 1977) and (NH3)2, 
(Duquette et ah, 1977) which have been used in scattering calculations. However, the featureless 
nature of the measured differential cross sections for H20+H20  and NH3+NH3 coupled with the 
insensitivity of the predicted cross sections to the potential well depth, made the task of choosing 
suitable temperatures for the Boltzmann factor difficult. Since the rotational temperature (TR) is 
known, we are provided with an obvious value of T that can be substituted into equation 6.3.5. 
However, before implementing this procedure it is necessary to obtain a suitable anisotropic 
potential. An obvious choice is the anisotropic equivalent of the HFD2-B model which is 
produced by applying the same scaling factors to the non-zeroth order dispersion terms within the 
HFD2 model as were applied to the C°n coefficients. This method of scaling the isotropic and 
anisotropic terms together seems justifiable in the light of the experience of Norman et al. (1985) 
with the H2+H2 interaction where inelastic data are available, and the various contributions appear 
to scale together. If this assumption is correct, it is apparent that the valence bond potential of 
Raimondi (1984) is incorrect because his potential surface is considerably more anisotropic than 
either the HFD1 or HFD2 models. A comparison of the dispersion coefficients for the HFD2 
potential and its anisotropic variation (AHFD2-B) are given in Table 6.5.
Equation 6.3.5 is used to pre-average the AHFD2-B potential at the measured rotational 
temperature of TR = T = 7IK. This result is compared with the isotropic component of the 
AHFD2-B potential in Figure 6.6. The main differences are that the repulsive wall of the low 
temperature pre-average is located at a smaller intermolecular separation. Differences in the 
attraction are only marginally significant around the minimum. The differential cross section 
predicted with this Boltzmann weighted pre-averaged potential is less satisfactory than that 
obtained with the HFD2-B model as seen by comparing LSS values in Table 6.4. This is
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attributed to the reduction in slope and position of the repulsive wall of the Keesom-averaged 
AHFD2-B potential causing the diffraction oscillations to become more widely spaced.
Although this study of the Keesom averaging technique is more comprehensive than in previous 
applications (Watts, 1977 and Duquette et al., 1977) it is inconclusive for two reasons:
(i) the small anisotropy of the He+HF intermolecular potential causes this 
technique to become rather insensitive to the choice of Boltzmann temperature, and
(ii) the uncertainties in the potential parameters lead to greater variation in the 
potential than any due to the choice of temperature in the Keesom average.
Intuitively one would expect the Keesom technique to apply only when the translational collision 
time between two interacting molecules is much greater than the time for a single rotation of either 
molecular. In these experiments the period of contact between a He atom and an HF molecule is 
typically on the order of 0.2 to 1.0 picosec and the time for one rotation of the HF molecule is 
similarly 1 picosec. This situation closely parallels the condition for using the infinite order sudden 
approximation. Hence, it would seem that a low temperature pre-average of the potential is not 
suitable.
The infinite-order-sudden (IOS) approximation described in Chapter 3 assumes a fixed relative 
orientation during the entire collision event. Hence calculation of the angle dependent scattering 
amplitudes is performed using the single channel method at several specified intermolecular 
orientations (see Chapter 3). Finally, the resulting set of scattering amplitudes is substituted into 
equation 3.10.11 to obtain the total differential cross section. Only minor alterations were made 
to the computer code to include the integration scheme of equation 3.10.11. Calculating the total 
differential cross section by the IOS technique with the AHFD2-B potential provides the best 
agreement with experiment at both collision energies, as seen in Figure 6.7 and in Table 6.4. It 
should be noted that this result can only be viewed qualitatively in that application of the IOS 
technique to collisions involving molecules having high rotational constants is generally inaccurate.
In the main, analysis of results has been done using variations on an existing potential model. This 
has been justified since, in order to obtain predictions that were in close agreement with 
experiment, the theoretical potential of Rodwell et al. (1981) needed only slight changes.
The analysis has been presented in such a way as to make clear that the failure of the potential in 
its original form is not due to errors, or formal problems in just one particular component of the 
HFD model.
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Table 6.5
Dispersion coefficients for the AHFD2-B potential
c° c 1^  n c 2^  n c 3^  n c 4^  n
c 6 (-3) 41.81 - 3.67 - -
(36 .05) (3 .19)
C 7 (-3) - 2 .27 - 0 .675 -
(1 .98) (0 .587 )
C 8 (-3) 1.32 - 0 .423 - 0 .102
(1 .16) (0 .373) (0 .089)
C 10 ( -6 ) 54 .69 - 17.51 - -
(48 .87) (1 5 .66 )
C 12 ( - 6 ) 3.03 - 0 .969 - -
(2 .62) (0 .838 )
C 14 ( - 6 ) 0 .219 - 0 .0 7 0 - -
(0 .190) (0 .061 )
Note: Negative numbers in parentheses denote multiplicative powers of ten. The original
values as reported by Rodwell et al. (1981) are bracketed. Units are in Knmn
107
PO
TE
NT
IA
L 
EN
ER
GY
 (
K)
F IG U R E  6.7
B o ltz m a n n  w e ig h ted  (K eeso m ) p re -a v e ra g e s  o f  th e  A H F D 2 -B  p o te n tia l
i M i 11 i I 11 M M | I i i i | i i I 11 11111 11 11 1 1 Ii 11 i | I I I
11 1 1 1 11 1 1 111 11 LUi i i i I i i i 1 1 i i i 1 1 i i i 1 1 i I I I I I I I I 1 l 1 1 1
DISTANCE (nanometers)
108
The fact that little quenching of the diffraction oscillations occurs when the IOS technique is 
applied indicates that elastic collisions dominate in scattering He from HF at thermal energies. A 
similar observation was made by Becker (1979) for Xe+HF, so it may be that all of the rare-gas 
+HF interactions can be considered as isotropic for the purposes of analysis at thermal energies.
6.4 The Ne+HF interaction: Results and Discussion
There is very little known about the interaction of neon with hydrogen fluoride. Current 
information is limited to a measurement of the relative R4-+T inelastic cross sections at several 
super-thermal energies, (Barnes et al., 1982). The results of that experiment suggest that, except 
for the Aj = l^O  rotational transition the relative R-m-T cross sections for Ne, Ar, Kr+HF are 
independent of the vibrational state of HF, the collision energy and the inert gas partner. This 
insensitivity suggests a low level of anisotropy in the repulsive wall of the various inert gas +HF 
intermolecular potentials. For the downward Aj = 1++0 transition the R-1-+T cross sections are 
dependent on collision energy and inert gas partner. For a given inert gas partner, the R++T cross 
sections decrease with increasing energy. However, for a given energy, the cross sections increase 
with increasing size of inert gas partner. These effects are attributed to the relative differences in 
the depth of the potential well.
To the author’s knowledge, the only available theoretical information on the potential for NeHF is 
that of Loronczy et al. (1974) and Fowler and Buckingham (1983). Both these sources report an 
SCF model. Unfortunately this information is not adequate for developing a suitable anisotropic 
HFD potential model. It would seem, however, that as for HeHF, the NeHF potential is not 
highly anisotropic. As shown in Table 6.2, experimental conditions similar to those for the high 
energy He+HF scattering measurement, are maintained when measuring the total differential cross 
section for Ne+HF the results of which are shown in Table 6.6. The collision energy is 1300K. As 
mentioned in Chapter 1, measurement of the total differential cross sections of other members of 
the inert gas +HF series have been performed. Hence, this experimental information enhances the 
overall collection of data required for this series.
Unfortunately the measured differential cross section, shown in Figure 6.8, does not contain 
sufficient information for either the well depth or its position to be determined accurately. It is 
apparent, however, that a primary rainbow exists at low angles indicating a shallow well. 
Measurement at a lower collision energy would aid in revealing this feature. However, as it would 
not be possible to decrease the temperature of the HF source, it would be necessary to lower 
significantly the temperature of the Ne source. Of course, this may lead to insurmountable 
problems with clustering but these difficulties could be overcome by using a high resolution mass
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Table 6.6
M easured scattering intensities for the Ne+HF system as function of laboratory angle.
Collision Energy = 1300K.
Obs. angle Intensity Obs. angle Intensity
(degrees) (arb .un its) (degrees) (arb . units)
2.5 121.8 16.0 3.97 (0.18)
3.0 78 .0 (1.7) 17.0 3.82 (0.21)
3.5 46.7 (1 .8) 18.0 3.66 (0 .14)
4 .0 32.5 (0.1) 19.0 4 .03 (0.10)
4.5 22.1 (0 .5) 2 0 .0 3.95 (0.13)
5 .0 16.0 21 .0 4 .05 (0.04)
5.5 12.2 (0 .1) 22 .0 3.97 (0.04)
6.0 9 .93 (0.4) 23 .0 4 .17
6.5 8.08 (0.2) 2 4 .0 4 .08 (0.06)
7.0 7 .05 (0 .02) 2 5 .0 4 .15
7.5 6.08 2 6 .0 4 .12 (0.06)
8.0 5.83 (0 .15) 2 7 .0 4.03
8.5 5.35 (0 .25) 2 8 .0 4 .17 (0.10)
9 .0 5.04 (0 .17) 29 .0 4.11
10.0 4 .62 (0 .17) 30 .0 4.35 (0.12)
11.0 4.25 (0 .19) 32 .0 4 .19 (0.05)
12.0 4 .08 (0 .27) 34.0 4 .34 (0.02)
13.0 4.04 (0 .26) 36.0 4 .28
14.0 3.89 (0 .10) 38 .0 4.38 (0.04)
15.0 4.03 (0 .20)
110
I(
0)
*s
in
O»
0 
' 
(a
rb
. 
un
it
s)
FIGURE 6.8
Theoretical scattering cross sections derived using LJ(18,6) and BFW
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sensitive detector to identify HF molecules scattered from a seeded primary beam of Ar/HF with a 
secondary beam of pure neon.
Once again, as a preliminary step in the analysis, a ’best fit’ LJ(m,6) potential is obtained using the 
procedure described in Chapter 5. In this case it is necessary to set m = 18, e = 70K and r m = 
0.325nm. The differential cross section predicted with this potential is compared with the
4 / o
measurement in Figure 6.8 where relative intensities are weighted by sin0.0 in order to 
highlight any primary rainbow contributions. Also, using the information available on the C6 and 
C8 dispersion coefficients for Ne2 (Aziz et al., 1983) and (HF)2 (Mulder et al., 1980) the 
following simple combination law is used to estimate the corresponding coefficients for the mixture, 
Ne+HF.
CNeHF = ^ CNe2’ C(HF)2 6-4-1
Hence, the following dispersion coefficients are predicted for Ne+HF
C6 = 0.07836 Knm6 
C8 = 0.00268 Knm8
With these coefficients and the initial estimates of e and r m it is possible to generate a ’best fit’ 
BFW potential having the same form as that in equation 6.3.4. The final values of the various 
parameters are
A0 = 0.24484 e = 70K
At = -4.81508 r m = 0.325nm
A2 = 45.52922 b = 13.0
A3 = -200.359 8 = 0.01
The LJ(18,6) and BFW potentials for Ne+HF are compared in Figure 6.9 and the differential 
cross section predicted with the BFW potential is shown in Figure 6.8 to be compared with the 
result due to the LJ(18,6) model.
During the process of analysis it was noted that the angular position of the differential cross section 
was more sensitive to the well depth than to the position of the minimum. Increasing e to 80K in 
the LJ(18,6) model displaced the predicted cross section 2° -  3° to higher angles. Reducing the 
well depth had the opposite effect with the added feature that the low angle inflection in the cross 
section began to disappear. As would be expected, the large angle scattering was dependent on
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the nature of the repulsive part of the potential. The LJ(18,6) repulsion is not strong enough to 
predict exactly the level of scattering at large angles. This information was useful for establishing 
the repulsion within the BFW potential, that correctly predicted the large angle scattering.
Since HF has a permanent dipole (ji) and quadropole (Q) moment and is itself a molecule of low 
anisotropy it is interesting to compare the well depths of the rare gas +HF potentials in conjunction 
with induction effects. Table 6.7 contains data which is based on this work, the work of Vohralik 
(1986) and the study of Becker et al. (1979). Dipole polarizabilities of the inert gases are also 
listed in Table 6.7.
On the basis of the permanent multipoles of HF the attraction due to induction forces between this 
molecule and the various rare gas (Rg) partners is given by (Margenau and Kestner, 1971).
V(R) ind
^ H F ^ R g  2 
---------7 °(3cos 7 + 1) -
6 ll Q a  
^H F  HF Rg 3 ------------ ------ &cos 7 6.4.2
This inductive factor is maximized at 7 = 0° and 180°. Viewing the dipole polarizabilities of the 
rare gases ( a Rg) in Table 6.7 it is obvious that the barrier to rotation of the HF molecule is 
increased with the size of rare gas partner. Hutson and Howard (1982) have reported that the 
induction term in the Rg+HF interaction accounts for approximately 70% of the anisotropy in the 
potential surface. The well depths also increase substantially as a function of the size of inert gas 
partner. Thus at a given temperature, the likelihood of the existence of a stable Rg+HF 
configuration also increases with the size of Rg, making the possibility of molecular beam 
spectroscopy experiments on the heavier Rg+HF complexes increasingly feasible.
As mentioned in Chapter 5, using the bolometer detector in conjunction with condensable gases is 
complicated when, as is the case here, the surface adsorption energy of the detected species is not 
known. The detector efficiency E(v), will be a constant if the adsorption energy is much greater 
than the translational energy to the bolometer surface. However, if the adsorption energy is 
insignificant, then the detector efficiency will be dependent solely on the translational energy and 
is not constant with observation angle in a differential cross section measurement.
Shown in Figure 6.10 are two differential cross sections (curves) calculated using the same Ne+HF
potential but with different detector efficiency factors. The dash curve is obtained assuming E(v) =
.  -  ,2
constant whilst the solid curve assumes E(v) = (v]f / v}) (see Chapter 5). Since the potential is 
fitted assuming the latter detector efficiency, the important thing to note in Figure 6.10 is that the 
scattering signals at large angles are grossly underestimated when E(v) = constant when using the 
same potential.
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Table 6.7
Isotropic potential well depths and corresponding position m inim a for various
ra re-gas+ H F  partners .
P a r tn e r e r m A uthor
(K) (nm)
He+HF 35.5 0.315 This work
Ne+HF 70. 0.325 This work
Ar+HF 155. 0.35 Vohralik, 1986
Xe+HF 186. 0.377 Becker et al., 1979
Dipole polarizabilities of the inert gases (McDaniel and  M ason, 1973).
Atom (A)
He 0.205
Ne 0.395
Ar 1.64
Xe 4.04
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There are two possible adjustments to the potential that would aid in obtaining a better fit to the 
differential cross section assuming E(v) = constant. Firstly the well depth could be reduced. 
However, as mentioned earlier the angular position of the cross section is sensitive to the 
magnitude of e and this parameter would have to be reduced substantially in order to ’raise the tail 
of the cross section’. Secondly, the slope of the repulsive wall and its position could be increased. 
Comparing the differences in the repulsion of the potentials in Figure 6.9 to the effect on the 
differential cross sections in Figure 6.8 indicates that a physically unrealizable increase in the 
gradient of the repulsion would be necessary in order that the calculated large angle signals 
approach the measured result.
Without a lower energy measurement of the Ne+HF differential cross section, it is not possible to 
determine e or r m accurately, nor is it possible to obtain an exact estimate of the influence of the 
surface adsorption energy on the detector efficiency. However, it is apparent that the error in e is 
less than 10K and E(v) can be described as depending mainly on translational energy.
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CHAPTER 7
THE METHANE PAIR POTENTIAL
7.1 Introduction
The scarcity of physical data for the He+HF and Ne+HF van der Waals interactions is to be 
contrasted with the relative abundance of both experimental and theoretical information on the 
methane pair interaction. However, as discussed in Chapter 1, much of the available experimental 
information for methane has limited value in accurately determining even the spherical part of the 
inter-molecular pair potential. Some data have been used in support of various model potentials 
for (CH4)2, (Righini et al., 1981). Other data have provided information on the long range terms.
One would expect that measurement of the inelastic differential cross sections and the dimer 
vibrational spectrum would, besides supplying a superior test for any of the anisotropic potentials 
proposed of late for the methane pair, also provide direct information on the anisotropic nature of 
the intermolecular interaction. Both these experiments are currently very difficult to perform 
because of the relative complexity of the methane molecule. However by measuring the total 
differential cross section for this interaction useful information can be obtained, especially if some 
prominent scattering feature is revealed. Otherwise the result may be no more useful than that 
provided by previous data.
Measurement of the total thermal differential cross section can only be worthwhile if the influence 
of the anisotropy at these energies is not significant. Naturally, analysis of a total differential cross 
section can be performed in a variety of ways. The simple approach, of assuming an isotropic pair 
interaction, can be useful in establishing the spherical component of an otherwise anisotropic 
potential surface. It would be very difficult if not impossible to determine the entire potential 
surface for methane pairs from a total differential cross section. Thus the level of anisotropy may 
only be estimated. Nonetheless models containing what may be considered to be appropriate 
eccentricities in the potential surface can be tested using the IOS approach. Both these methods 
are used and will be elaborated on in the following sections.
7.2 Results
As with the HF beam the methane beams were monitored for clusters and impurities using the 
mass spectrometer (Chapter 5). However in this case the nozzle temperatures were kept constant
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at 300K whilst the source pressures were changed. The lower pumping speed in the secondary 
beam chamber limited the operating pressure of the secondary nozzle to 2 bar. Hence the primary 
beam is the most important source of information from which to draw conclusions concerning 
clustering in either beam because of its higher operating pressure capability. This assumption 
became obvious when no clustering was detected in the secondary beam.
The highest pressure that can be sustained in the primary beam source, without choking the 
diffusion pump, is about 22 bar. At this nozzle pressure dimer clusters are detected. However, 
the associated mass spectrometer signals are about two orders of magnitude lower than the 
corresponding monomer signals. No higher level clusters are detected. The operating source 
pressure was set at half the highest possible value for the scattering experiment.
Clustering is assumed to be insignificant for this condition. This conclusion is supported by the fact 
that there are no secondary peaks detected in the velocity distribution (Chapter 5). Further 
support is given by the more sophisticated analysis of Buck et al. (1981b) who used a pure 
methane beam operating at 4.0 bar and found no suggestion of clustering. At least from these 
results it can be confidently assumed that there is no clustering in the secondary beam.
The total differential cross section for CH4+CH4 has been measured at a collision energy of 1175K.
Results of this experiment are summarized in Table 7.1 and represented graphically in Figure 7.1
4/3
where relative intensities are weighted by sinO.O to accentuate the obvious primary rainbow. 
Experimental conditions are described briefly in Table 7.2. Figure 7.1 displays several copies of 
the experimental results offset for ease of comparing theoretical curves. The way in which these 
various curves are obtained will be discussed shortly.
The prominence of the well resolved primary rainbow, which peaks around 6°-7° in the 
laboratory frame of reference, not only provides direct information on the isotropic well depth of 
the methane pair potential but also lends support to the premise that the interaction is nearly 
isotropic at thermal energies. As described in Chapter 3, the position of the ’classical rainbow’ is 
located at the point of steepest descent on the dark side of the primary peak and supplies a direct 
estimate of the well depth (e) of the isotropic component of the intermolecular potential through 
the relation given by equation 3.6.13
e = Ey /2 7.2.1
a R
where XR is the centre of mass angle for the classical rainbow and E the collision energy. Using 
Figure 7.1 XRis found to be 19.5° so that
e ~  200K 7.2.2
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Table 7.1
M easured scattering intensities for the CH4+CH4 system as a function of laboratory
angle.
Collision Energy = 1175K
Obs. angle In tensity Obs. angle Intensity
(degrees) (arb .un its ) (degrees) (arb .units)
2.5 113.9 (0 .4) 16.5 2 .54 (0.10)
3.0 77 .9  (0 .6) 17.0 2 .30 (0 .06)
3.5 64 .7  (0 .4) 17.5 2 .24 (0 .01)
4.0 56.1  (0 .1) 18.0 2 .25 (0 .09)
4.5 53 .2  (1 .0) 18.5 2 .18 (0.06)
5.0 47 .0 19.0 2 .08 (0.03)
5.5 4 2 .7  (0 .2) 20 .0 2 .01 (0 .07)
6.0 38 .2  (0 .8) 20.5 1.98 (0.05)
6.5 32 .2  (0 .2) 21 .0 1.93 (0 .10)
7.0 2 7 .7  (0 .1) 2 2 .0 1.84 (0 .05)
7.5 23 .7  (0 .2) 23 .0 1.81 (0 .07)
8.0 20 .1  (0 .1) 24 .0 1.81 (0 .08)
8.5 16.7 (0 .1) 25 .0 1.77 (0 .05)
9.0 14.0 (0 .1) 26 .0 1.73 (0 .08)
9.5 11.5 (0 .1) 2 7 .0 1.74 (0.03)
10.0 9 .91 (0 .14) 28 .0 1.67 (0 .04)
10.5 8 .18  (0 .17) 29 .0 1.62 (0 .08)
11.0 7 .08  (0 .05) 30.0 1.63 (0.06)
11.5 6 .23 (0 .01) 31.0 1.56 (0 .05)
12.0 5 .37  (0 .06) 32.0 1.61 (0 .14)
12.5 4 .67  (0 .02) 33.0 1.51 (0 .05)
13.0 4 .27  (0 .01) 34.0 1.57 (0 .05)
13.5 3 .72  (0 .03) 35.0 1.49 (0 .05)
14.0 3.41 (0 .05) 36.0 1.51 (0 .14)
14.5 3.09 (0 .13) 37.0 1.46 (0 .01)
15.0 2 .96  (0 .08) 38.0 1.43 (0 .01)
15.5 2 .73  (0 .04) 39.0 1.50 (0.09)
16.0 2 .62  (0 .10) 40 .0 1.44 (0.05)
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Table 7.2
M olecular beam conditions for methane pair  scattering
Prim ary  beam Secondary beam
Pressure (bar) 11 2
Temperature (K) 300 300
Angular spread (FWHM) 1.5° 5°
Stream velocity (m/s) 1083 1096
Width of velocity distribution (%) 14 17
Nozzle diameter (pm) 35 80
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Since the De Boer factor, A (equation 3.5.3), is much less than unity for methane this estimate 
of e should be accurate to within 5%, if eccentricities in the potential are ignored. This expected 
tolerance could also be influenced significantly by the value of cr.
7.3 Discussion
From the available potential models, only those of Sherwood and Prausnitz (1964) (SP) and 
Yasuda (1980) have well depths within the range suggested above. However only the former of 
these potentials was considered for analysis because that model produced virial coefficients in good 
agreement with experiment.
Four other available models were also selected for a preliminary analysis. These are listed below 
with corresponding selection criteria.
(i) Matthews and Smith, 1976 (MS): Numerical model obtained by inversion of second 
virial data. Viscosities are predicted accurately and the long range dispersion interaction has the 
correct functional form. They use the C6 coefficient of Dalgarno (1967) and C8 and C10 terms 
derived from the work of Starkschall and Gordon (1972) and Fontana (1961). Specifically, the 
equivalent LJ(20,6) form suggested by Matthews and Smith is used in this work.
(ii) Snook and Spurling, 1972 (SS): Spherical Shell model which predicts well the second
virial and viscosity coefficients. The long range dispersion corrections suggested by Snook and 
Spurling were not included in the analysis.
(iii) Righini et al., 1981 (RMK): Atom-atom Born-Mayer repulsion combined with
damped dispersion coefficients of Thomas et al. (1980). The Born-Mayer exponential repulsion 
parameters were obtained by fitting to second virial data and sublimation energies. Solid state 
phase I and phase II properties are well represented. This potential is probably the best available.
(iv) Kolos et al., 1980 (KRCN): represents the current anisotropic semi-empirical HFD 
model. Their exhaustive Hartree-Fock calculations include several basis sets and a wide range of 
relative orientations and molecular separations. The SCF results were fitted using an analytic 
site-site potential of the form reported by Catlow et al. (1975). The final HFD surface includes a 
damped dispersion term of the form suggested by Ahlrichs et al. (1977) in which the dispersion 
coefficients are obtained using a London-type formula.
The first part of the analysis assumes spherical potentials so that it is necessary to obtain a spherical 
average of the RMK and KRCN potentials before attempting to calculate the corresponding 
differential cross sections.
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This is done by adapting the computer program used by Evans and Watts (1974) to evaluate the 
following integral at each of a chosen set of intermolecular carbon-carbon distances (R),
V(R) = J  sin 0d6
0 0 0 0 0
where r represents the relative position coordinates of the interaction centres in each molecule, 
whilst the Euler angles (i = 1,2,3) and spatial angles 6,4> define the relative orientation of the 
two methane molecules. Concomittant with this spherical averaging the second virial coefficients 
were also calculated using the integral,
d<J> I daj I sina2d a2 I d a 3V(r, ä) 7.3.1
B2(T)
-  — i f ' * 2* /16tt2 j  j
OO
r 2dr
- T
sin 0 d0
0 0
2 tt 2 tt 
J d<t> f da<t J , J  
0 0
sina2d a 2 da 3 f(f; 5) 7.3.2
where f(i\ ä) = exp{ -V(f, ä)  /kT} -  1
The MS, SS, SP and spherically averaged RMK and KRCN potentials are compared in Figures 7.2 
and 7.3 whilst second virial coefficients are plotted in Figure 7.4 as deviations from the accepted 
experimental values of Dymond and Smith (1980). It should be noted that the B2(T) values 
predicted from the KRCN model are not within the bounds of the figure.
Total differential cross sections predicted with the Kihara potential of Sherwood and Prausnitz, the 
MS, SS potentials and the isotropic components of the RMK and KRCN potentials are shown in 
Figure 7.1. For reasons discussed in Chapter 3, the aspects of symmetry are ignored when 
calculating these cross sections. The sensitivity of the primary rainbow position to the well depth is 
demonstrated particularly well with the SS, MS and KRCN potentials. Well depths of the SS and 
MS models are both significantly deeper than the experimental estimate of 200K given in Section 
7.2. Correspondingly, in the calculated differential cross sections the position of the primary 
rainbows are located at larger angles. For similar reasons the rainbow peak obtained using the 
isotropic component of the KRCN potential is located at smaller angles than observed 
experimentally. The SP model, which has a well depth commensurate with the experimental 
estimate, provides a reasonable prediction of the scattering data, especially in respect of the 
rainbow position.
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The RMK model also closely reproduces the position of the primary rainbow even though the well 
depth is 13% less than the experimental estimate. At first sight this may seem anomalous. 
However it is the position of the ’classical rainbow’ from which the level of maximum attraction of 
an intermolecular potential may be estimated. A closer study of the dark side of the primary peak 
obtained with the RMK potential indicates that the classical rainbow is located at a lab. angle 
slightly less than 9.0°. The estimated value of e is then 180K which, as expected, is in close 
agreement with the pre-averaged value of 173.8K. A second, slightly different form of the RMK 
potential has been produced by Meinander and Tabisz (1983). They increased the repulsion of 
the carbon-carbon interaction and showed that this improved the accuracy of the calculated 
second virial coefficients. Their pre-averaged potential has a slightly deeper well (176.4K) located 
at an increased intermolecular separation of 0.4173nm. The difference in the differential cross 
sections calculated with this ’new’ and the ’old’ RMK model are virtually indistinguishable.
In an attempt to obtain a better spherical representation of the methane + methane interaction a 
’best fit’ empirical LJ(n,6) and a semi-empirical Barker-Fisher-W atts (BFW) spherical potential 
are developed. Both the LJ(n,6) and the BFW model are obtained by fitting simultaneously to the 
second virial data and the differential cross section data. This method proved very successful and 
demonstrated the need to have accurate experimental data that probed different regions of the 
potential.
To obtain the final values of the parameters of the LJ(n,6) spherical potential, namely
Firstly e was fixed at the value estimated in Equation 7.2.1 and n and r m varied until calculated 
second virial coefficients agreed well with the experimental values of Dymond and Smith (1980). 
Finally n was fixed and e and r m adjusted to obtain, simultaneously, the best prediction of the 
second virial data and the scattering data. The final product is a LJ(18,6) potential with e = 196K 
located at r m = 0.395nm. In Figure 7.4 it can be seen that deviations of the calculated second 
virials from the accepted experimental values for this empirical model are smaller than those 
obtained using any of the available potentials.
Having obtained a rudimentary spherical representation of the (CH4)2 pair potential, this 
information is then used as the template for determining the parameters of a semi-empirical BFW 
intermolecular potential that assumed a form similar to that discussed in Chapter 6. The 
dispersion coefficients are selected from Thomas et al. (1980) who present sets of coefficients 
calculated according to the Kirkwood and the Unsold methods as well as ’’reliable” coefficients
V (R) 7.3.3
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determined from dipole oscillator strengths. Although the Unsold coefficients are generally 
considered more acceptable, the Kirkwood results were chosen initially because the C6 term was in 
closer agreement with the widely accepted value of Dalgarno (1967). However, it is found that use 
of the Kirkwood results in the BFW model prevents a close simultaneous fit to the second virial 
and scattering data. In fact, a very close simultaneous fit of the two sets of experimental data is 
obtainable only by using the reliable dispersion coefficients of Thomas et al. (1980) in the BFW 
model. Thus, the following parameters for a BFW potential are obtained.
Ao
A,
A2 
A3
C6 = 0.8985 K(nm)6 
C8 = 0.0753 K(nm)8 
C10 = 0.694xl0"3 K(nm)10
0.90149 b = 11.0
-3.11529 e = 205.OK
30.4668 r m = 0.396nm
-88.0 8 = 0.00
This methane pair potential gives the best prediction of the total differential cross section as 
demonstrated in Fig. 7.1 and verified quantitatively in Table 7.3.
Studying Figure 7.2 it can be seen that the widths of the spherical potential ’attractive bowls’ vary 
somewhat for most of the potentials shown. Quantitatively the bowl widths at half well depth of the 
potentials used in the analysis are shown in Table 7.3 where it is apparent that the BFW and 
LJ(18,6) forms display the narrowest widths.
In Figure 7.3 it is obvious that the slope of the repulsive ’walls’ of the RMK and KRCN 
pre-averaged potentials are similar at intermolecular separations less than 0.37nm. However, the 
magnitude of the gradient in the repulsive region is less for these two potentials than for the other 
models. The SS and MS potentials have the greatest slopes in this region of the potential. 
Digressing, it is interesting to note in Figure 7.3 that at 0.3nm the repulsion energy of all these 
potentials is much greater than that determined by Leonas and Sermyagin (1973) from their results 
of high energy scattering. Their apparent under-estimate in the prediction of the repulsive part of 
the potential may be due to the presence of significant inelastic contributions in the high energy 
scattering data as opposed to very small inelastic contributions at thermal energies.
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Table 7.3
S um m ary  of p aram ete rs  and LSS values for the various isotropic potential models used to
analyze the CH4+CH4 scattering data .
Model e(nm) cr(nm) r m (nm) a v 2 LSS A uthor
RMK 173.8 0.368 0.414 0.120 58 Righini et al., 1981
RMK 176.4 0.373 0.417 - - Meinander et al.,1983
KRCN 149.5 0.380 0.423 0.115 107 Kolos et al., 1980
MS 217 0.356 0.388 0.094 76 Matthews & Smith, 1976
SS 222.8 0.356 0.385 0.094 96 Snook & Spurling, 1972
SP 204.3 0.362 0.406 0.127 53 Sherwood & Prausnitz, 1964
LJ(18,6) 196.0 0.361 0.395 - 30 This work
BFW 205.0 0.364 0.396 0.098 21 This work
N ote :-  ^ 1/2 *s t i^e width °f  the bowl of the potential at half the well depth.
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Observing the shape of the primary rainbow in conjunction with the shape of the potentials it would 
seem, at first sight, that it is the gradient of the repulsive wall that influences the amplitude of the 
rainbow peak. Certainly the MS, SS, BFW and LJ(18,6) potentials all have similar positive 
repulsion and all predict correspondingly similar amplitudes of the rainbow peak. However, the 
repulsive walls of both the RMK and KRCN potentials are significantly softer and both similarly 
over-estimate the amplitude of the primary rainbow.
Before reaching any conclusions, the correlation of the amplitude of the rainbow peak in the 
predicted differential cross sections with the bowl widths of the corresponding model potentials 
should be noted. For instance, the SP potential closely resembles the BFW model on the repulsive 
side of the bowl but is significantly wider at the half well depth. The amplitude of the rainbow 
peak predicted by this model is greater than the measured counterpart. On the other hand, a 
similar result is noted for the MS potential which has a softer repulsive wall than the BFW model 
but has a similar width. It is obvious that no definite conclusions can be drawn as to the effects 
that various potential shapes have on the amplitude of the rainbow peak in the predicted 
differential cross section for methane collisions. It is apparent though that both the gradient of the 
repulsive wall and the bowl width together have a significant effect.
The analysis assumes unweighted pre-averages of the RMK and KRCN potentials. However using 
the same reasoning as in Chapter 6 the pre-average could include a Boltzmann weighting. Of 
course in this instance the rotational populations within the pure beams of methane are not known. 
Nonetheless rotational temperatures can be estimated from the measured velocity distributions by 
rearranging the energy balance equation (Gallagher and Fenn, 1974) to obtain the energy 
contained within the molecular internal degrees of freedom as follows,
E int 7.3.4
Here y is the specific heat ratio of methane in the source and is assumed to be 1.305 at 300K 
(Perry and Chilton, 1973). k is Boltzmann’s constant, u is the measured stream velocity and T0 
the source temperature. T/f is the parallel beam temperature and can be calculated from known 
experimental conditions such as source pressure, nozzle diameter etc. However T// can also be 
estimated simply from the HWHM value of the measured velocity distribution. For example, the 
velocity distribution of the primary beam of methane has a HWHM of 7% and the most probably 
velocity is 1093m/s. Therefore, an estimate of the parallel beam temperature is
0.07mv
7 /
mp 20K 7.3.5
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This estimate agrees to within 10% of the value obtained using the more conventional approach 
(Anderson, 1974). Similarly, the parallel temperature in the secondary beam was estimated to be 
12K.
Assuming that the internal degrees of freedom are purely rotational, then an estimate of the 
rotational temperature is given by
Tn 2 y3 y-1 0
~  1 2 TA -  A mv -  T/ / 7.3.5
Using this expression TR in the primary and secondary beams are expected to be 90K and 60K 
respectively. These values agree well with the results of Brusdeylens and Meyer (1979) and 
Gallagher and Fenn (1979).
The effect of pre-averaging the anisotropic KRCN and RMK potentials by the Keesom method 
with Tr set to 50K or oo is demonstrated in Figure 7.5. The greater anisotropy of the KRCN 
model has the effect of producing an enormous difference in the two averages, indicating that this 
pre-averaging technique is very sensitive to the temperature in the Boltzmann factor. Although 
the difference in the two pre-averages are not as great for the RMK model, they are nonetheless 
significant especially since the choice of Boltzmann temperature effects both the well depth and 
the position of the repulsive wall. This analysis of the Keesom method indicates that the major 
problem in using the technique is the choice of temperature (TR ) at which the average should be 
performed. It has been shown that the sensitivity of this choice becomes more crucial with 
increasing anisotropy of the potential. Unless some fool proof method can be contrived to obtain 
this temperature accurately, then the Keesom technique has limited application.
In an attempt to further establish that the methane pair interaction at thermal energies is near 
isotropic, the total differential cross section is calculated using a multichannel method. The main 
interest in doing this is to observe whether such a calculation results in a significant reduction in the 
predicted rainbow amplitude when compared with the single channel counterpart using the 
isotropic part of the same potential. The obvious choice of potential for this analysis is the RMK 
model since its degree of anisotropy has been well characterised (Righini et ah, 1980) and the 
calculated total differential cross section predicted with the isotropic part resembles the 
experimental result with the major difference being that the amplitude of the rainbow peak is 
over-estimated.
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Once again the lOS technique (Chapter 3) is chosen. However in this case the method is 
complicated by the necessity to represent intermolecular orientations with five angular coordinates. 
That is, the total differential cross section has to be calculated using the corollary of Equation 
3.10.11 as follows,
2tt tt. 2tt 7t 2tt
I(x) = f  f  f f f  If (0 ,4*,OKj ,a 2,(*3 ; x)l^ d4>sin0d0dQ:1sin a2do^ 2dQ;3 7.3.7
0 0 0 0 0
where f (,,,,;) is the scattering amplitude. In evaluating this integral a pseudo-Monte Carlo 
technique is adopted in that a set of angles are chosen at random for each angular coordinate and 
no weighting is incorporated. Thus, the integral above is represented as the following summation
i=1,N k 2
J(x) = 2 2 2 2 2 lf (0j ,4>i •Q!li>a 2i’a 3i ; x)l sin0isina2i 7.3.8
°i *i °di <*2i a 3i
If N in Equation 7.3.8 is set to 4, then there are 1024 separate scattering amplitude functions to 
calculate. Increasing N to 5 increases the computational effort three-fold. In the final analysis the 
total differential cross section is calculated with sets of N = 4 and 5 random angles for each angular 
coordinate. The results are almost identical. Figure 7.6 compares the total differential cross 
section calculated with the IOS method, using the whole RMK potential surface, with experiment. 
The high frequency oscillations evident in Figure 7.6 are a result of the IOS calculation being 
performed at a single energy. Ignoring these oscillations, the overall trend of the curve is similar to 
that obtained using the single channel method (see Figure 7.1). Obviously the anisotropy of the 
potential would have to be much greater than for the RMK model in order to significantly reduce 
the amplitude of the rainbow in scattering calculations.
Given that we are dealing with collisions at thermal energies and the rotational temperature is not 
zero, it is most unlikely that any scattering event can occur without the intermolecular orientation 
changing. This is contrary to the assumption of the IOS technique. Thus a determination of 
anisotropy in the potential surface may be difficult. Nonetheless our observations coupled with the 
evidence of Righini et al. (1981) suggests that the RMK potential surface has approximately the 
correct degree of anisotropy.
As for Ne+HF, the analysis of the CH4+CH4 differential cross section has been undertaken 
assuming a detector efficiency factor that is solely dependent on the translational energy of the 
molecules arriving at the bolometer surface. Surface adsorption energy is ignored. Shown in 
Figure 7.7 are two calculated cross sections (assuming the LJ(18,6) potential) which are compared 
with the measurement. The upper curve is obtained assuming the detector efficiency E(v) «  (v ^ 2
134
I(
O)
«s
in
O*
0 
1 
(a
rb
. 
un
it
s)
FIGURE 7.6
C om parison  of the theoretical scattering cross section, obtained using IOS
m ethod, with experim ental results
LAB. ANGLE (degrees)
135
whilst the lower curve assumes E(v) = constant. The first assumption predicts smaller bolometer 
signals at large angles. Given that in both cases the rainbow is reproduced well, and this feature is 
very sensitive to the magnitude of the well depth, then the repulsion in the potential would have to 
be increased significantly in order to raise the magnitude of predicted bolometer signals at large 
angles if E(v) = constant.
It is obvious that E(v) = constant cannot be assumed since the relevant potential parameter cannot 
be altered the required amount to overcome the under-estimate of the large angle bolometer 
signals. Especially since the potential model is reinforced by the reproduction of the second virial 
coefficients. It is, however, possible that E(v) is not entirely dependent on the translational 
energy. Viewing Figure 7.7 it is apparent that E(v) is determined largely by the translational 
energy but there could be a small contribution from the adsorption energy. Evidently when using a 
bolometer in differential scattering experiments, it is desirable to measure the adsorption energy of 
molecules onto its surface, particularly when there are no other experimental data available.
7.4 Conclusions
At the time that the results of this analysis were published (Boughton et al., 1985) there were no 
other models of the methane pair potential available in the literature that were capable of 
predicting agreement with both the second virial coefficients and the scattering data presented in 
this work. However, shortly after the publication of Boughton et ah, Reid et ah (1985) reported 
on a similar analysis of the methane pair potential, the results of which are in close agreement with 
those of this work.
It has been shown in this work that the best spherical representation of the (CH4)2 potential is a 
semi-empirical Barker-Fisher-Watts model. This potential not only reproduces the second virial 
coefficients but also gives the best prediction of the total scattering cross section at thermal 
energies. Also, it is apparent from the experimentally well resolved rainbow and the IOS analysis 
that this potential provides a very reasonable foundation for the isotropic part of the total potential 
surface.
These results have placed substantial doubt on the accuracy of the high energy scattering data of 
Leonas and Sermyagin (1973) in that their model for describing the repulsion is much softer than 
all other reported models.
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CHAPTER 8
SUMMARY AND CONCLUSIONS
In this thesis it has been shown how a multifunction molecular beam apparatus was completed to 
include a differential scattering capability. The basic principle for measuring in-plane scattering is 
no different to that used in other molecular beam laboratories. However, the use of the bolometric 
method of detection for this geometry has not been used before. Also, other scattering 
measurements using bolometric detection have relied heavily on the cryogenic pumping capacity of 
the liquid helium cryostat. This was not the case in this work.
The results for the He+Ar differential scattering measurement verify the excellent performance of 
the apparatus. The close correspondence of the calculated differential cross section demonstrates 
how simple beam energy and angle averaging techniques based on real, measurable factors can be 
employed. Essential to the simplicity of the averaging technique was the requirement that the 
geometry of the beams be set up so that the bolometer detector viewed the entire scattering zone. 
The major beam properties were measured using known methods. Energy spreads within both 
beams were measured using standard TOF techniques. Calibration of the beam energies were 
dependent on the measurement of the temperature of the beam sources. This measurement was 
accurate to 1.5%. Any differences caused by the maximum extremes of the measured source 
temperature can be observed by comparing the results reported in this thesis for the He+HF 
potential with those in the supporting paper (Boughton et al., 1986). Although there are minor 
differences in the analyses, the overall conclusions are exactly the same.
Verification of the apparatus performance and technique for analysis of differential scattering 
results enabled the study of some important weakly anisotropic molecular interactions. Of 
particular importance were the He+HF and CH4+CH4 systems both of which had been the subject 
of recent theoretical work. However, in both cases little or no experimental studies had been 
undertaken that could verify the theoretical findings. As both systems were expected to be weakly 
anisotropic, the measurement of the differential scattering cross section for each system should 
prove adequately sensitive for probing the isotropic part of the potential surface. The results in 
both cases were gratifying especially since the structure in the measured differential cross sections 
allowed both qualitative conclusions about the level of anisotropy and quantitative conclusions 
about the isotropic part of the potential surfaces.
In the case of the He+HF interaction the measured differential cross sections revealed well 
resolved diffraction oscillations so that a fairly accurate measure of the first zero in the isotropic 
part of the potential could be made, i.e. 0.277nm ± O.OOlnm. The theoretical work of Rodwell et
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al. (1981) had concluded a well depth (e) of 27.5K or 31 .OK dependent on the choice of damping 
factor in an HFD type potential surface. Analysis of the measured differential cross sections 
concentrated on potential surface of Rodwell et al. for two reasons,
(i) the superiority of the Hartree Fock calculation and
(ii) the obvious closeness of experiment and calculated differential cross sections when 
using the HFD1 potential surface.
Part of the study included fitting a Barker-Fisher-Watts semi-empirical potential and an empirical 
Lennard-Jones potential both of which demonstrated that the well depth should be of the order of 
36K. The HFD potential of Rodwell et al. (1981) provided an excellent starting point for an 
analysis that included a full potential surface. Not only did that potential surface provide an 
isotropic well depth within 20% of that estimated from the preliminary analysis but also displayed 
weak anisotropy, as expected for many of the He + Hydrogen Halide interactions (Chapter 1). 
Consequently it was shown how the potential of Rodwell et al. could be altered to allow a closer fit 
of the calculated and measured differential cross sections.
Although a better measure of the isotropic part of the He+HF potential has been determined, the 
anisotropic structure of the full potential surface remains in doubt. However, it is evident that the 
potential interaction of He+HF is weakly anisotropic, otherwise the oscillatory features in the 
differential cross section would not be as well defined. When considering the full surface for the 
purposes of calculating differential cross sections using the IOS method, it was demonstrated that 
the anisotropic dispersion coefficients could be scaled with the well depth in the HFD1 or HFD2 
models of Rodwell et al. The assumption that such a procedure was applicable was founded on the 
work of Norman, Watts and Buck (1985).
Obviously this experimental work does not provide enough data to establish accurately the 
structure of the full potential surface for He+HF. However, the foundation for further 
experimental and theoretical attempts to unravel the van der Waals nature of this interaction has 
been well laid. Areas in which future work should be focussed include:
(a) low energy high resolution spectroscopy of the van der Waals He-HF complex to 
determine intermolecular ro-vibrational energy levels and develop at least part of the potential 
surface in detail.
(b) low energy state-to-state scattering experiments using molecular beam/laser 
techniques to control HF ro-vibrational populations and collision energies.
(c) determining virial coefficients and other transport properties.
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(d) re-examine both the universal damping function and the values of the dispersion
coefficients.
This list of proposals for future thrust of research on the van der Waals molecule He+HF does not 
make mention of the known difficulties researchers will have in such experiments. However, it is 
believed that all of these experiments are possible with adaptation of current technology.
The success of the HFD model with inert gas systems has made it an obvious candidate for 
determining ab initio potential surfaces for all types of systems. However the successes concerning 
inert gases are not attributable to theory alone. The process of determination of the exact form of 
the universal damping function have relied on accurate experimental input to test the model and to 
supply the a posteriori mechanism for determining the form of the universal scaling factor. In 
some cases the modelling of the HFD potential demonstrated the need for more experimental 
input. Therefore, one of the reasons for undertaking the study of the He+HF scattering cross 
section was to supply more information for determining the applicability of current HFD model 
potentials to weakly anisotropic interactions as opposed to purely spherical systems.
At this point it is worth making further comment concerning the application of the HFD model of 
Douketis et al. (1982) to the He+HF system in the light of some of the results of this work.
The analysis of the potential of Rodwell et al. (1981) demonstrated that errors of the order of 10% 
in the determination of the universal scaling factor in the damping function, or of the order of 
15% in all the isotropic dispersion coefficients, could account for the lack of good agreement with 
experiment. It is certainly not unreasonable to expect errors of the order of 10% in the dispersion 
coefficients especially when empirical rules have been used to obtain coefficients for the mixture 
from those of the pure interactions, as was done in the case of He+HF (Chapter 4). The HFD2-B 
potential was produced simply by assuming that the isotropic dispersion coefficients were 
under-estimated by 16%. This assumption did not change the physical basis of the potential of 
Rodwell et al. (i.e., the ratio C6C10/(C8)2 was not altered) and demonstrated a possible source of 
error. On the other hand, the HFD1-A and HFD2-A potentials could not be viewed in the same 
light because the C6 alone was assumed to be incorrect.
The attention given to changes in the universal scaling factor in the damping function of the 
potential of Rodwell et al. (1981) highlighted another possible source of error. The HFD-p 
potential was obtained by assuming no error in the Hartree-Fock and Dispersion regions of the 
He+HF potential and adjusting the universal scaling factor p for an optimum fit to the 
experimental results. Although the adjustment to p was not based on any empirical rule (a 
posteriori or otherwise) the physical nature of the potential was not changed. It appears that if p 
were the sole source of error in the potential of Rodwell et al. then its determination is more
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complicated than the simple empirical rules offered by Douketis et al. (1982) or Rodwell et al. 
Evidently the damping function itself needs to be re-examined in the light of the information 
reported in this work concerning a weakly anisotropic system as opposed to one that is purely 
spherical.
It is apparent, with the construction of the HFD-7  potential model, that application of a global 
damping function of the type reported by Hepburn et al. (1975) may be appropriate. However as 
it does not separate the terms for charge and exchange overlap, or contain dispersion term 
dependent scaling, it would seem that it has less physical significance than the damping function of 
Douketis et al. (1982).
Besides supplying an estimate of the well depth and first zero in the He+HF potential, the 
introduction of the Lennard-Jones and Barker-Fisher-Watts empirical and semi-empirical 
potential models served to demonstrate the increasingly better fits to experiment, and 
corresponding trends in the shape of the potential, that are obtained by progressing from the 
purely empirical model to the more physical HFD model. It may be concluded from both the 
He+HF and CH4+CH4 analyses that the LJ(n,6) and BFW potential models provide potentials that 
feature more repulsive walls, deeper wells and less attraction at long distance than potentials 
derived ab initio.
It is expected that the HFD like models of Tang and Toennies (1984) and Ng et al. (1979) will 
produce fits to the experimental scattering data for the He+HF system similar to that of Rodwell et 
al. (1981). However, as both these models also contain empirical parameters the conclusion is 
that little more light would be shed on the subject of the HFD model than was offered by that of 
Rodwell et al. No attention has been given to atom-atom site models, however there is no 
particular reason why such a theoretical study should not be undertaken.
In relation to the HFD model of Rodwell et al. (1981) it is apparent from this work and the work 
of Douketis et al. (1984) on the Ar+HF system that there may be significant errors in the way in 
which the dispersion coefficients are calculated, albeit the values for the pure systems involved may 
be accurate. However it also appears that, in its present form, the universal damping function 
applied in the region of the minimum may not be suitable for weakly anisotropic molecular 
interactions. Therefore, after any errors in the dispersion coefficients have been deduced, 
attention should be given to determining a more appropriate damping function that is universal to 
both spherical and weakly anisotropic systems. Perhaps effort should be first given to determining 
a different form of the universal scaling factor (p)based on ab initio physical inputs. If this 
approach fails then a reconstruction of the entire damping function may be necessary. Whatever
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the case it is obvious that theory and experiment should go hand in hand in order to find an ab 
initio universal damping function which allows universal applicability of the HFD potential model.
As opposed to the He+HF interaction little has been learned about the Ne+HF interaction. The 
measured differential cross section displays essentially no structure at a collision energy of 1300K. 
A good fit to the experimental results has been obtained using a BFW potential model, the 
parameters for which were determined using information about the He+HF and Ar+HF properties 
and the results of the work of Barnes et al. (1982). Existing theoretical information was inadequate 
for undertaking an in-depth analysis. Essential to further speculation on the nature of the Ne+HF 
potential surface would be the need for more experimental information based on the list of 
requirements discussed above for He+HF. It is obvious that despite certain short comings the 
results pertaining to Ne+HF in this work provide a very good basis for further research into its van 
der Waals nature.
Prior to the publication of Reid et al. (1985) the isotropic methane pair potential produced in this 
work was the best available. However it is to be noted that the conclusions of Reid et al. support 
those of this work closely. It has been shown that at thermal energies the CH4+CH4 interaction is 
essentially isotropic. The BFW potential obtained from the analysis incorporated simultaneous 
fitting of the measured differential cross section and the second virial coefficients reported by 
Dymond and Smith (1980). An extension to the study undertaken in this work would be to include 
anisotropic features based on the potential model of Righini et al. (1980). Righini’s anisotropic 
model is preferred because it is apparent from the IOS analysis of the differential cross section that 
the anisotropic nature of the methane pair interaction is not as extreme as Kolos et al. (1980) 
would have us believe. It is difficult to suggest what future work should be done to learn more 
about the CH4+CH4 interaction. Although the methane molecule has a simple three dimensional 
symmetry it is this symmetry which causes difficulties when considering calculations of collisions of 
two such 3D molecules. To cover all possible angles of interaction requires an immense increase in 
computational effort. Of course it is not symmetry alone that plays the important role with respect 
to computational difficulty. Inclusion of possible ro-vibrational properties complicates the 
calculational picture further. However, experimentally it would be advantageous to study the 
methane dimer in detail, possibly using laser-molecular beam techniques or matrix substrates. Of 
course high resolution, inelastic scattering experiments should be performed with methane pairs. 
However, the results of such an experiment may be difficult to interpret without the inclusion of 
spectroscopic information. Nonetheless experiments of this type will further enlighten scientists 
about the anisotropic nature of the methane pair.
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APPENDIX 1
Determination of bolometer responsivity
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FIGURE Al.l
M easured  bolom eter characteristics (symbols) and determ ination  of RESPONSIVITY
for a bias circuit resistive load of 5MÜ
Load line for R.
and V = 18V. . batt
Load line for 
\ R = 5Mft and8.0 —
batt
RESPONSIVITY
op op
2.88V
2*5.43*0.7*10 Watts
3.7*10 Volt/Watt
CURRENT (micro-amperes)
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APPENDIX 2
Deta i led  de r iva t io n  of a n g u l a r  t r a n s f o r m a t i o n s
158
FIGURE A2.1
Coordinate systems for determination of angular transformations
Y
The XZ plane defines the collision plane of the molecular 
beam apparatus.
This coordinate system is the same as that defined by 
Helbing (1968) and Duquette (1977).
The intent of this appendix is to demonstrate in more 
detail than expressed in Chapter 5 how all the necessary 
lab. to CoM angular transformations can be derived.
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( i )  5 i n  te rm s  o f  a
From F ig u r e  A2.1 t h e  f o l lo w in g  r e l a t i o n s h i p s  a r e  e v i d e n t .
2 2 2
+ g -  2gv^cos6 w here  g = lu ^ -h ^ l
2 2 2a l s o  g = v^ + v 2 + ^ V j ^ c o s a
and V2/ s i n ö  = g / s i n a
Thus i t  e a sy  to  show t h a t
v s in a
tan ö  = ----------------  f o r  0<<5<tt A2.1v^-V2Cosa
O b v io u s ly ,  when a = tt/ 2 th en
tan ö  = v 2/ v i
( i i )  y i n  te rm s  o f  a
C o n s e r v a t io n  o f  momentum d i c t a t e s  t h a t
(m1+m2)vo = + m2v2
from w hich  th e  f o l l o w in g  e x p r e s s io n  can  be d e r i v e d  when 11I2V2 r e s ° l v e d 
i n t o  com ponents  w i t h  r e s p e c t  to  th e  XYZ a x e s .
v = (mv *z + m „v .cosa*z  -  m0v 0s i n a * x ) /  (m. + m„) 
o 1 Z Z Z Z  1 Z
S i m i l a r l y  v^ can  be r e s o l v e d  i n to  th e  f o l l o w i n g  com ponents
A2.2
v = v c o s y z  -  v s i n y x  
0 0  o
A2.3
N o t in g  t h a t
ta n y
-v  x o 1
V z  o 1
w hich  r e s u l t s  in
ta n y
11^2 s in a
m^v^ + m2V2Cosa A2.4
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F o r  a  = tt/ 2
t a n y
m2v2
Y i
( i i i )  The s t r e t c h i n g  r a t i o  i n  t e r m s  o f  l a b ,  c o o r d i n a t e s  o n l y
From F i g u r e  A 2 .1  i t  s h o u l d  be  n o t e d  t h a t  t h e  CoM o r i g i n  o f  t h e  
X’Y ’ Z* c o o r d i n a t e  s y s t e m  w i t h  r e s p e c t  t o  t h e  l a b .  o r i g i n  i n  t h e  
XYZ f r a m e  i s  l o c a t e d  a t
X = - v  s i n y
Y = 0 °
Z = v  c o s y  o
The c o o r d i n a t e s  o f  a  d e t e c t o r  l o c a t e d  a t  t h e  p o i n t  P w i t h  r e s p e c t  
t o  t h e  l a b .  o r i g i n  a r e
X(P) = v ' s i n 0  cosij)
JL JL  J- j
Y(P)  = v ' s i n ©  sincf>
JL JL» J—*
Z(P)  = v j c o s 0 L
The f i n a l  s p e e d  o f  p a r t i c l e s  i n  t h e  CoM f r a m e  t h a t  a r r i v e  a t  p o i n t  P 
f r om  t h e  p r i m a r y  beam i s  g i v e n  by
u ’ 2 = (Xu1) 2= ( v ' s i n 0  cosij) +  v  s i n y ) 2
-L L 1 L .L O
2
+ ( v ’ s i n 0  sin4> )
JL JL  L i
2
+ ( v ’ co s0  -  v  c o s y )
1 L O
2 2
= v '  +  v  -  2 v !v  ( c o s 0 Tc o s y  -  s i n 0 T c o s  d>T s i n y )  A2 .5  1 o 1 o L L L
H e r e  A i s  t h e  s t r e t c h i n g  r a t i o ,  r e p r e s e n t i n g  t h e  d i f f e r e n c e  i n  
m a g n i t u d e  o f  t h e  i n i t i a l  ( p r e - c o l l i s i o n )  and  f i n a l  ( p o s t - c o l l i s i o n )  
s p e e d  o f  t h e  p r i m a r y  beam p a r t i c l e  i n  t h e  CoM f r a m e .  I n  t h e  l a b .  
f r a m e  t h e  s t r e t c h i n g  r a t i o  i s  d e n o t e d  by A. R e a r r a n g i n g  A2 .5  we 
h a v e
P I
2 9 rv 'i2
= A2 + M -  2AD
f V  'i
o
K J K J K J
w h e r e
and
D = c o s 0  c o s y  -  s i n 0  coscf) s i n y
Li Li Li
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A v 1
Bringing A to the LHS produces the following expression
v
-A)
V1
r ( V ' i 2 2
I —  (D - 1) + X' f e n A2.6
Expression A2.6 can be further reduced to include only lab. quantities
as follows. From expression A2.2 the following relation can be derived
by noting that = v *v o o o
CNI r -o> f 2 ^  _ r ? j 2 V ?1 2^m^ + im^m^ •cosa + m^ jJ / ( m l + m2^
A2.7
Also, from Figure A2.1, the following relationship is evident
2 v 
o °- 2—  COSY 
V 1
( u i 12 (V1
l v j
= 1 + o
[vj
A2.8
into which the previous expression can be substituted for v /v..o 1
The cosy term in expression A2.8 can be replaced by the following 
relation taken from the z terms in A2.2 and A2.3.
cosy II m. +  m_ v 2 cosaV o l 1 2
/(m + m2) A2.9
Ultimately we have
v 2
2
m2 ' '
+  m r
V rv
1+ —  (—  - 2cosa
VI V^1
A2.10
Returning to the expression A2.6 it should be noted at this stage 
that the ± sign sets the range of possible stretching ratio values 
that can occur over the full range of scattering angles. The smallest 
possible value of A occuring for the case of elastic collisions (A=l) 
is zero. This being the case, it is apparent that when m^ < m^ some 
ambiguity occurs in that it is possible for two CoM angles to contribute 
to a single lab. angle.
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( i v ) D e t e r m i n a t i o n  o f  6^ an d  (p^ i n  t e r m s  o f  6^ an d  <j>^
F i g u r e  A2.2  d e p i c t s  t h e  XZ(X’ Z ’ ) p l a n e  f o r  t h e  l a b . ( C o M )  c o o r d i n a t e  
s y s t e m s .  To e x p r e s s  XZ q u a n t i t i e s  i n  t e r m s  o f  X ' Z ’ v a l u e s  r e q u i r e s  
a  t r a n s l a t i o n  o f  l a b .  t o  CoM o r i g i n  an d  a  r o t a t i o n  o f  t h e  new t r a n s ­
l a t e d  c o o r d i n a t e  s y s t e m  o n t o  t h e  X’Z '  a x e s .  F i r s t l y ,  t h e  t r a n s l a t i o n  
o f  t h e  l a b .  o r i g i n  t o  t h e  CoM o r i g i n  i s  r e p r e s e n t e d  a s  f o l l o w s
X = X + u , s i n 6
new 1 A2.11
Z = Z -  v , +  u . c o s d  new 1 1
w h e re  a l l  t h e  t e r m s  on t h e  RHS o f  A 2 . l l  a r e  o b t a i n e d  f r o m  F i g u r e  A 2 .2 .  
S e c o n d l y ,  t r a n s l a t i n g  t h e  new c o o r d i n a t e  s y s t e m  t o  t h e  X ' Z 1 f r am e  i s  
a c h i e v e d  a s  f o l l o w s
X’ = X co sd  -  Z s i n d  = Xcosd -  Z s i n d  +  v . s i n d  new new i
and
Z'  = X s i n d  + Z co s d  = X s in d  +  Z cosd  -  v . . c o s d  + u. new new 1 i
Hence t h e  c o o r d i n a t e s  o f  t h e  p o i n t  P ( F i g u r e  A 2 .1 )  w h i c h  w e r e  g i v e n  
p r e v i o u s l y  i n  t h e  l a b .  f r a m e  a r e  now g i v e n  i n  t h e  CoM f r a m e  a s
X* (P) = v | s i n 0 ^ c o s ( f ) ^ c o s d  -  v ^ c o s ö ^ s i n d  + v ^ s i n d  
Y ’ (P) = v ’ s i n 0  sin<f>
JL L i Li
Z ’ (P) = v | s i n 0 ^ c o s ( J ) ^ s i n d  +  v | c o s 0 ^ c o s d  -  v ^ c o s d  + u^
I n  t e r m s  o f  A t h i s  l a s t  s e t  o f  e x p r e s s i o n s  become
X’ (P) = A v ^ s i n O ^ c o s ^ c o s d  -  A v ^ c o s O ^ s in d  +  v ^ s i n d  
= Av ( s i n 0  coscj) c o s d  -  C s i n d )
1 Li Li
Y’ (P)  = A v ^ s i n 0 Lsin<})L
A 2 . 12 
A2 .13
Z ’ (P) = Av^sin0^cos< | )^s ind + A v ^ c o s 0 ^ c o s d  -  v ^ c o s d  + u^
= Av^A + u^ A 2 . 14
w h e r e A = s i n 0  i
Lj
and C =  C O S 0
Li
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FIG U R E A2.2
XZ -  X'Z'  plane coordinate t ransformat ion
v-ucos<5
-u s in 6
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As observed in Figure A2.1
tan0c = (X'(P)2 + Y ’(P)2}^/Z'(P)
After substitution of A2.12 - A2.14 into the above expression and 
performing some further mathematical manipulation, the following 
relationship is obtained
where
tan6c
B . 2 s m
2 ^ ( B - A ; 2
(1+AAv /Ul)
0 + CJLi
A2.15
To complete the set of relationships required to carry out all of the 
angular transformations needed for the calculation of differential 
cross sections it only remains to find a useful representation of the 
solid angle transformation. To begin this process it should be noted 
from Figure A2.1 that an element of area dA at point P normal to the 
direction of the CoM will subtend a solid angle at the CoM of
doo^  = dA/u|2
whilst subtending a solid angle at the centre of the lab. frame of
dwL = dA[cos£[/v’2
From Figure A2.1 it is easy to see that
|cos£|
2uiVi A2.16
At this point it should be noted that the aim of any further manipu­
lation with A2.16 is to express |cos£| in terms of the four functions 
A, B, C, A derived above. To this end the following relationships are 
noted in Figure A2.1.
Also note that
hence
2 2 2= u. + V. - 20^,0030o 1 1 1 1
2 2 2
ll = Vo + V 1 - 2v.v COSY 1 o
v /sinö = u n/sinY o 1
v = u^inv/sinö o 1
A2.17
A2.18
Substituting the first expression of A2.17 and this last relation into 
A2.5 provides the following
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2 2 2 2 s i n  6
u ’ = v j  + U1 + V1 -  2u^v^cos6 + 2 u ^ v ’ —r^— ( s i n G ^ s i n ^ s i n y  -  cosG^cosy)
,2= v ! “ + u7 + vT + 2u v A(sinGT sin<j)T s i n ö  -  cosGT —? -S~- s i n ö -  -VrW.Jw ) 1 1 1 1 1  L L L s m y  A '
. . .  A2.19
To o b t a i n  t a n y  i n  t e rm s  o f  Ö we r e a r r a n g e  t e rm s  i n  A2.17 and A2.18
cos6
tany
rv i / u i -  cosö -1
s in d A2.20
S u b s t i t u t i n g  t h i s  l a s t  e x p r e s s i o n  i n t o  A2.19 y i e l d s
2 2 2 1 
u! = v ’ 4- v .  + 2 u . v 1A(A -  cosG —  )1 1 1 1 1  L U  ^ A2.21
Now s u b s t i t u t i n g  A2.21 i n t o  A2.16 and u s i n g  t h e  e x p r e s s i o n  f o r  vq i n  
A2.17 we o b t a i n
cos C l _LAA
2 1(A -  Acos6t ) —  + AA + cosöL u^ A2.22
A2.22 can  be f u r t h e r  r ed u c e d  by n o t i n g  t h a t
2cos6,
B = 1 - L A
when t h e  r e l a t i o n s h i p  f o r  C i s  s u b s t i t u t e d  i n t o  t h e  o r i g i n a l  r e l a t i o n  
f o r  B. Us ing t h i s  e x p r e s s i o n  i t  i s  e a s y  t o  show t h a t
A2 -  AcosG = A2B -  1 + AcosG = A(AB + C)
J-i JLi
so t h a t
1 I 1
c o s ^ l  = —  A ({AB + C}— + A) + cos6
A A u ..
A2.23
F i n a l l y  t h e  s o l i d  a n g l e  t r a n s f o r m a t i o n  i s  w r i t t e n  a s  f o l l o w s
dcOj
dm.
,2
1
,2
COS£ I _ i  -A
2 A:V ,  A
A{(AB + C) —1 + A} + cosö 
U1
A2.24
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For in-plane scattering 6 and <b both become 180 which means that 
A = -sin0 sin6+ Ccos6 and D = cos(y-0 ).
X-t Lj
Further to the derivations of the various angular transformations given 
above it is important to demonstrate under what conditions non-ambiguous 
scattering events occur.
Now Vo = (m1v1 + m v )/(m + m2)
and v q is given by expression A2.7. Also
U1 = m2^Vl “ v2^^mi + m2^
and 2 2 2 2 2 U1 = m2^ Vl + V2 _2v V^2cos + m2^
2 2For non-ambiguity we must have u. > v . Hence u. > v so that1 o 1 o
using the relationships defined above we ultimately obtain the following 
requirement for the situation where one CoM angle contributes to a single 
lab. angle.
ml V21 ----> 2»— -cosotm2 vx A2.25
When a = tt/2 the requirment for non-ambiguity reduces to m^ > m^.
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Infrared Laser Spectroscopy 
of Molecular Beams
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Abstract
A newly constructed crossed molecular beam apparatus-and'tunable infrared laser system is described. 
The Doppler effect has been used to measure the narrow.velocity distribution rn a molecular beam 
formed from a free jet expansion and to study the translational relaxation which occurs downstream 
of the nozzle orifice. In addition a laser-crossed molecular beam experiment is described which is 
designed to measure the rotational and vibrational state dependence of the total scattering cross 
section of hydrogen fluoride with helium.
1. Introduction • -
A molecular beam technique provides a method for preparing a stream of atoms 
or molecules that are widely separated and that are largely in a single internal energy 
state. Although these methods have recently been applied in a wide variety of fields, 
they have been best exploited as a tool for studying molecular collision processes. 
Until fairly recently the low beam intensities from effusive sources largely restricted 
applications to measurements of total scattering cross sections for inert gas atoms 
(Amdur and Mason 1954; Amdur and Harkness 1954). The high sensitivity of hot 
wire detectors enabled the first accurate measurements of elastic differential cross 
sections to be made by scattering alkali metal atoms from a variety of atoms and 
molecules (Rothe and Helbing 1968; Barwig et al. 1966). At about the same time 
major advances in the construction and understanding of supersonic jet sources 
(Anderson et al. 1965, 1966) permitted scattering techniques to be applied to other 
systems. The major advantages of these sources compared with effusive sources 
include substantial increases in beam intensities as well as considerable reduction in 
the energy distribution. These characteristics are ideal for high resolution differential 
scattering experiments and have been applied to a wide variety of. systems. The 
quality of the data provided by elastic scattering experiments of this type has continued 
to improve to the present time.
Among the earlier high resolution differential scattering measurements were those 
on the Ar/N2 system by Bickes and Bernstein (1969) who were able to resolve the 
primary rainbow oscillation. Later, Cavallini et al. (1970) resolved the quantum 
oscillations in He/He scattering and Parson et al. (1970) resolved both the primary 
and supernumary rainbows in the noble gas systems. The following year Siska et al. 
(1971) used the same methods to measure symmetry oscillations in both the He/He 
and Ne/Ne systems. Recently several molecular beam experiments have been per-
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formed which make use of time-of-fiight techniques to obtain information concerning 
rotational energy transfer. Results have been obtained as a function of scattering 
angle and collision energy for several systems (Buck et al. 1977; Gentry and Giese 
1977) and provide very stringent tests for non-spherical intermolecular potentials.
The usefulness of molecular beam methods in the above fields relies as much on 
the development of detection systems as it does on the introduction of improved 
beam sources. Quadrupole mass spectrometers give a remarkably efficient method 
for detecting neutral species (Fluendy and Lawley 1973) and have been traditionally 
used in molecular beam studies. This system has the added advantage that when 
coupled with time-of-flight techniques it provides' a method for studying energy 
transfer processes. A significant disadvantage is the requirement of ultra-high vacuums 
in the immediate area of the ionizer. This constraint can be satisfied by introducing 
two or more stages of differential pumping after the collision region.
Cavallini et al. (1967) have developed a sensitive detection system based on the 
use of an infrared bolometer (Low 1961). Their system can also detect extremely low 
beam fluxes and has a signal-to-noise level comparable with that of a standard 
quadrupole system. The bolometer detector does not require an ultra-high vacuum 
system to achieve this end although cryogenic facilities are needed. As the bolometer 
is an energy detector it does not give mass discrimination; however, when combined 
with a tunable infrared laser system it provides a method for the state selective 
identification of different molecular species (Gough et al. 1977).
With the advent of new tunable visible and infrared .laser systems it has recently 
become feasible to combine the advantages of spectroscopy and molecular beam 
techniques. In the visible region of the spectrum, where dye lasers can be used to 
obtain laser-induced fluorescence spectra, a large number of experiments have 
recently been performed. These can be divided into two categories, namely experi­
ments which make use of the internal cooling and collision-free .nature of the beam 
to improve the quality of the spectra obtained (Smalley et al. 1974) and experiments 
which use the laser to probe particular quantum states before or after a collision 
event (Serri et al. 1981). Although these methods have wide applications to the 
spectroscopy of complex molecules, the number of simple molecules having absorp­
tions within the tuning range of available laser systems is limited. As a result, in 
the case of collisional studies, the number of systems for which there is an overlap 
between theory and experiment is rather small.
In the infrared region of the spectrum, where the number of simple systems that 
can be studied is considerably larger, the technique of laser-induced fluorescence 
becomes ineffective. This, is a result of the long fluorescence lifetimes-and the lower 
sensitivity of detectors in this spectral region. The use of liquid helium cooled bolom­
eter detectors provides a very sensitive method for observing laser-induced ro- 
vibrational excitation in molecular beams (Gough et al. 1977, 1978, 1981). This is 
done by using the bolometer to detect directly the increase in molecular energy resul­
ting from laser-induced vibrational excitation. As the bolometer is operated at 2 K 
essentially all of the molecules reaching its surface will condense, releasing their 
translational energy, any internal energy, and the adsorption energy. This process 
increases the temperature of the detector and the resulting change in its resistance is 
proportional to the energy released. In the case of a molecule, where the laser can 
be used to excite vibrational states, the spectrum can be obtained from the correspon­
ding change in bolometer signal.
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Fig. 1. Schematic diagram of the crossed molecular beam apparatus. In the elevation view,
A and B represent cryostat positions, C is the chopper, F a Hag, N the nozzle, S the skimmer 
and A.T. the alignment telescope. In the plan view, B is the bolometer, PBC the primary beam 
chamber and SBC the secondary beam chamber.
In this paper we describe a new apparatus that allows the infrared laser/bolometer 
technique to be used to study a variety of collision phenomena. It consists of two 
supersonic molecular beam sources, a tunable infrared laser and a variety of detection 
systems, including a quadrupole mass spectrometer and a cryogenic bolometer. The
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flexibility of the system is demonstrated by describing applications to the study of 
relaxation processes in a supersonic expansion as well as to the measurement of the 
internal state dependence of the total scattering cross section for HF-He.
2. Experimental Apparatus
Fig. I shows a schematic diagram of the in-plane crossed molecular beam apparatus 
used in the present study. The main vacuum system consists of a stainless steel cham­
ber to which is fitted a rotatable bottom flange. A rotary seal is provided by a con­
ventional O-ring and a ball-bearing track located outside the vacuum system. Two 
1600 1. s“ 1 diffusion pumps are used to maintain a background pressure in the chamber 
of less than 1 x 10“6 Torr (1 Torr = 133 Pa). Inside the main chamber, and mounted 
on the base plate, are two molecular beam source chambers. The primary and secon­
dary beam chambers are pumped by 5300 and 2400 1. s“ 1 diffusion pumps respectively. 
Typical operating pressures in these chambers are in the range 10“ 3-10“4 Torr. Two 
conical skimmers (26°/30°), having 500 /.rni-Kliameter holes machined at their apex, 
are used to sample the beam expansions. In the experiments discussed here the 
primary (secondary) beam was formed by expanding gases through a 40 /<m (45 pirn)  
diameter room temperature nozzle. This configuration allows the nozzle sources to 
be rotated relative to various fixed detection systems.
Etalon trace“ D v i n n  if
----- 150 MHz !-—
Fig. 2. Spectrum for the R(0) transition of hydrogen fluoride measured in the beam, demon­
strating a method for measuring stream velocities and energy distribution (see Section 3).
A liquid helium cooled cryostat, housing the bolometer detector, can be mounted 
in one of the two positions A or B, shown in Fig. 1. In position A the bolometer is 
used to monitor the primary beam. This geometry is used either to characterize the 
initial beam conditions or for high resolution spectroscopic studies. For differential 
scattering measurements, the cryostat is moved to position B to increase the solid 
angle subtended by the detection system. The bolometer itself is an antimony-doped 
silicon chip (2 by 6 by 0-5 mm) onto which are spot welded two gold wires. These 
leads are indium-soldered to copper wires that are in good thermal contact with, but 
electrically insulated from, the copper bottom of the liquid helium cryostat. The 
temperature of the detector is maintained near 2 K by continuous pumping on the 
helium. Under these conditions the bolometer has a response time of approximately 
20 ms and an N.E.P. of 2 x 10“12 W Hz“*.
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A second thermal detector is used to monitor the secondary molecular beam. This 
device is a commercially available room temperature pyroelectric detector (Molectron 
PI-71) and has an N.E.P. of 3 x 10 10 W Hz“ -. Its use as a detector in molecular 
beam experiments, particularly to study relaxation processes during a supersonic 
expansion, is described in detail elsewhere (Miller 1982).
The laser system consists of an F-centre laser (Burleigh FCL-20) pumped by the 
647-1 nm line of a K.r+ laser (Spectra Physica 171). This system provides continuously 
tunable radiation in the wavelength range 2-2-3-l /.mi with an output power of 
approximately 10 mW (Mollenauer 1975; Beigang ct al. 1978). The laser has a 
linewidth of 1-2 MHz and this is well matched to the residual Doppler width deter­
mined by the divergence of the molecular beam. This consideration is important 
since it is the power per unit band width that determines the efficiency of the excitation.
3. Results and Discussion
As indicated in the Introduction, a supersonic nozzle source can be used to 
produce high intensity monoenergetic molecular beams. Traditionally, the stream 
velocity and energy distribution in the beam have been measured using time-of-flight 
techniques. Recently a method for measuring these quantities that is based on the 
Doppler shift of absorption lines has been developed (Bergmann et cd. 1975, 1978).
Fig. 2 demonstrates how this technique is applied using the molecular beam-laser 
system described in the previous section. This spectrum shows the R(0) transition 
for hydrogen fluoride and was determined for a 10% mixture of hydrogen fluoride 
in helium expanded from a source pressure of 2 atm (1 atm = 101 325 Pa). It was 
obtained by adjusting the apparatus to provide 90° and 46° crossings of the laser and 
molecular beams. The narrower transition is a result of the 90° crossing and its width 
is determined by the residual Doppler broadening due to the finite width of the 
detector. Some idea of the power of this method as a spectroscopic tool can be 
obtained by comparing the linewidth of this measurement, 8 MHz, with the value of 
330 MHz expected for a gas at room temperature. The broad peak shown is due to 
the 46° crossing and is representative of the velocity distribution in the beam. Making 
use of the etalon trace that is also shown, and the frequency difference between the two 
peaks, we And the stream velocity to be 1*55 kms-1. The width of the 46° crossing 
transition is proportional to the energy distribution in the beam and corresponds to 
a translational temperature of 25 K. Although this method can only be applied to 
systems that absorb within the tuning range of the laser, it does provide the interesting 
possibility of obtaining state-dependent velocity distributions.
As previously indicated, the idea of using a thermal detector to observe the increase 
in molecular energy resulting from laser excitation is a very attractive one. We have 
recently examined the possibility of using a thermal detector operating at room 
temperature (Miller 1982) in order to remove the need for liquid helium. Although 
such detectors are less sensitive than the bolometer, they are inexpensive, simple and 
compact, and can be incorporated into an existing apparatus. In this study the 
pyroelectric detector described in the previous section was placed 7 cm downstream 
of the secondary beam skimmer, as shown in Fig. 3. The laser was focused to a 
450 /tm (FWHM) waist just upstream of the skimmer orifice. The distance between 
the laser crossing and the secondary nozzle was varied by moving the nozzle on an 
xyz translation stage (see Fig. 1).
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Kr+ laser
Gas cell
F-centre laser
Mirrored chopperEtalon
---- Lens Laser system
Bolometer
Molecular beam
Room temp. 55- 
detector Sec. nozzle
Prim, nozzle
Fig. 3. Schematic diagram of the laser system showing how it is interfaced with the molecular beam 
S, skimmer; M, mirror; D, detector; BS, beam splitter.
Etalon
trace
150 MHz —
Fig. 4. R(0) transition, 
of hydrogen fluoride 
measured as a function of 
nozzle-laser crossing distance X  
(measured in nozzle diameters):
A , X  =  53 £>n;
B, X  =  2i  Dn\
C, X =  13 D n-
D, X =  8 D n.
Frequency
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Spectrum A in Fig. 4 shows the R(0) transition for a mixture of 10% hydrogen 
fluoride in helium obtained at large laser-nozzle crossing distances and demonstrates 
the sensitivity of this technique. The spectrum obtained in this way is comparable 
with that given in Fig. 2, showing that the device provides an attractive alternative 
to the bolometer under circumstances where the reduced sensitivity can be tolerated. 
One example is in laser-induced chemistry where the device could be used to monitor 
the amount of vibrational excitation in the beam of reactants. Since the molecules 
in the beam do not stick to the surface of the room temperature detector, as they do 
on the bolometer, vibrational accommodation with the surface is not assured. How- 
ever, the spectra shown in Fig. 4 suggest that the vibrational accommodation coefficient 
is quite large.
•  Experimental width
“  Calculated widths
Fig. 5. Linewidth as a function of nozzle-laser crossing distance X  (in units of Dn). The 
solid curve represents calculated values based on a smooth transition from continuum to 
free molecular flow. The dotted curve represents calculated values based on the sudden 
freeze model.
Having demonstrated the usefulness of the pyroelectric detector in spectroscopic 
beam experiments let us now consider what effect crossing the laser within the collision 
region, close to the nozzle, has on the observed spectra. As shown in Fig. 4 the 
linewidth of the transition increases as the nozzle-laser crossing distance {X) is 
decreased. Fig. 5 gives the experimentally determined linewidths as a function of 
X  (in units of nozzle diameter Z)n) together with the results of two theoretical calcula­
tions.' The linear behaviour at large distances represents the residual line broadening 
due to the finite detector size and shows that the laser excitation occurs within the 
free molecular flow regime. Any deviation from this linear behaviour, as seen at 
small distances, can be attributed to collisions in the expansion. In the absence of 
collisions, molecules that at the time of excitation have large velocities perpendicular 
to the beam miss the detector and hence do not contribute to the linewidth. However, 
if these molecules undergo a number of collisions after excitation, their perpendicular 
velocities can be altered such that they reach the detector. Consequently the increased 
Doppler width observed for short distances gives a measure of translational relaxation 
in the expansion region. If excitation occurs sufficiently far upstream, so that the 
number of collisions experienced by the excited molecule is sufficient to scramble 
the molecular velocities, then the observed width is representative of the translational 
temperature at the point of excitation.
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The calculated linevvidths shown in Fig. 5 were obtained from an expression for 
the translational temperature as a function of distance downstream of the nozzle. 
This expression is based on an empirical equation for the Mach number (Ashkenas 
and Sherman 1966) and the isentropic equation relating the temperature to the Mach 
number (Zucrow and Hoffman 1976); A detailed discussion of these calculations is 
given in the paper by Miller (1982). It is found that the Doppler width resulting 
from this calculation of the translational temperature is substantially greater than 
that determined by geometrical factors out to distances beyond the point where 
collisions cease. Consequently we expect the experimental results to follow the 
calculated curve to distances where the collision rate is no longer sufficient to scramble 
the molecular velocities. Beyond this point a transition to the curve determined by 
geometrical effects must occur. The solid curve shown in Fig. 5 was calculated assu­
ming that this transition occurs smoothly, whereas the dotted curve was obtained 
assuming that the collision rate falls suddenly to zero (Anderson et.al. 1965). Clearly, 
the experimental results indicate that there is a smooth transition from hydrodynamic 
to free molecular flow.
Fig. 6. Laser-induced 
bolometer signal 
as a function of X  
for the R(0) and P(l) 
transitions of HF. 
The dashed curve 
represents the size 
of the laser spot.
Laser spot size
In addition to using the apparatus to study relaxation processes we have also used 
the above techniques to examine collision processes between atoms and state-selected 
molecules. Fig. 3 shows schematically the experimental geometry used in this work. 
A primary beam of helium is formed by expanding the gas from a stagnation pressure 
of 14-5 atm. It is attenuated by a secondary beam formed from a mixture of 10% 
hydrogen fluoride in helium. As discussed above, the laser can be used to modulate 
the relative populations of the hydrogen fluoride ro-vibrational states. If the HF-He 
total scattering cross section varies with the internal state of the molecule, then this 
dependence can be obtained by measuring the corresponding change in the bolometer 
signal. We present here preliminary results for the variation in cross section resulting 
from R(0) and P(l) excitations of hydrogen fluoride at a collision energy of 0*09 eV. 
This energy has been estimated using the hydrogen fluoride stream velocity determined 
from Fig. 2 and an estimated helium stream velocity of 1 *76 km s“ 1.
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Before .discussing the experimental data we must consider several factors that 
complicate the interpretation of the results. These are associated with the fact 
that the laser-molecular beam crossing occurs upstream from the skimmer. The 
reason for choosing this geometry was to maximize the efficiency for exciting hydrogen 
fluoride molecules that subsequently enter the scattering volume. However, as seen 
earlier, if the laser excitation occurs close to the nozzle it is necessary to take into 
account the collisions which occur downstream from this point. In this case at least 
part of the laser-induced change in attenuation of the primary beam can be caused 
by density fluctuations in the secondary beam. These result from the relaxation 
of the laser-excited internal energy of the molecules. On the other hand, if the laser 
excitation occurs sufficiently far downstream so that there is free molecular flow, any 
laser-induced change in the attenuation must be attributed to the dependence of the 
scattering cross section on the internal state of hydrogen fluoride. The results reported 
in Fig. 5 suggest that both the collisional and free molecular flow regimes are covered 
by scanning X  over the range shown.
Fig. 6 shows the laser-induced bolometer signal as a function of X  for the R(0) 
and P(l) transitions of hydrogen fluoride. The bolometer signals plotted here have 
been normalized by the corresponding signal from the pyroelectric detector to remove 
effects due to variations of the excited state populations in the secondary beam. A 
positive bolometer signal represents a decrease in the primary beam attenuation as 
a result of the laser-induced excitation. The large positive signals observed at small 
distances can be explained in terms of vibrational relaxation in the collision region. 
This leads to an increase in the translational temperature and a corresponding decrease 
in the density. Ellenbroek et al. (1981) have reported measurements on a pure hydrogen 
fluoride beam which indicate that the major relaxation mechanism in the expansion 
region is due to vibrational-vibrational energy transfer from HF to (HF)2. We 
have examined the possibility of this mechanism being significant for the mixture used 
here by heating the nozzle to a temperature in excess of 500 K. No changes were 
observed in the normalized bolometer signals. As this heating will obviously change 
the (HF)2 concentration significantly we conclude that the dominant relaxation 
mechanism is vibrational-translational energy transfer.
As X  increases, both signals decrease rapidly, with the R(0) result remaining 
positive and the P(l) becoming negative. At large distances both signals tend 
towards zero due to the fact that the nozzle-skimmer separation is increased. This 
in turn leads to a decrease in the attenuation of the primary beam.
If we assume that laser excitation occurs entirely within the collision-free regime, 
as is suggested by Fig. 5, these positive and negative effects can be explained in terms 
of the state dependence of the HF-He total cross sections. For the R(0) transition, 
the bolometer signal is proportional to the difference between the cross sections for 
ground and excited state hydrogen fluoride and can be written as
*Sr(0 ) — c{a(J—0, u = 0) — c(J= 1, u = 1)} ,
where c is a constant.
Since the observed bolometer signal is positive at large values of X we conclude 
that
<j(/=0, v = 0) > <r(J= 1, v= 1).
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Similarly, for the P(l) transition we have
S'R(0) =  c{g(J=  1, v = 0) — g(J=0,  a =  ] )}  
and, as the bolometer signal is negative, it follows that
o{J — 1, u = 0) < = 0, ü=1).
These conclusions are supported by coupled-states calculations we have performed 
using an accurate ab initio potential surface (Rodwell et al. 1981). This approximation 
has been shown to give accurate cross sections for systems similar to the one con­
sidered here (McGuire and Kouri 1974; Bernstein 1979). The calculations were 
performed under the assumption that the hydrogen fluoride molecule is rigid, giving 
values for the cross sections of o(J=0) = 50-9 Ä2 and o{J = 1) = 49-7 Ä2. Clearly 
these calculations agree in sign with the experimental results. However, before 
quantitative statements can be made it will be necessary to ensure that contributions 
to the signal from collisions within the secondary beam are indeed negligible. It is 
quite clear from the results shown in Fig. 6 that the vibrational relaxation channel 
vanishes rapidly as X  increases. It is possible, however, that some rotational-trans­
lational energy transfer processes extend out to large distances and may contribute 
to the observed signals. Experiments are now being planned in which the laser 
excitation will occur downstream from the skimmer to ensure that the collision 
effects are absent. In addition, further coupled-states calculations are in progress 
which will include the vibrational dependence in the potential surface.
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An in-p lane  crossed molecular beam appara tus  has been used to m easure  
the m e th an e -m e th an e  total differential scattering cross section. A clearly 
resolved rainbow oscillation enables an effective isotropic well d e p th  to be 
d e te rm in ed  rather accurately. T h e  data is analysed using a n u m b e r  of  s p h e r ­
ical and  anisotropic  potential functions and is also fitted to an analytic  semi- 
em pirica l spherical model. N one  of the potentials cu rren tly  in the lite ra ture  
give scattering cross sections and second virial coefficients which are in good 
ag reem en t with experimental data.
1. Introduction
T h e  fo rm  of the m ethane pair potential has been a subject of considerable 
in te res t  for m any  years, in part  due  to the fact tha t  the molecule is h ighly  sym ­
m etr ic  and  anisotropic  interactions are small. Recent theoretical w ork includes the 
ab initio calculations of Kolos et al [1] and of B öhm  et al. [2], and the  d ispersion 
coefficients of T h o m a s  et al. [3]. In addition, sem i-em pirical po ten tia ls  have been 
rep o r ted  by  Snook and Spurling  [4] and M atthew s and Sm ith  [5] am ong  others 
[6]. Efforts have also been m ade to determ ine  the anisotropy of the  potential 
surface, w ith  Kolos et al. [1] fitting their  calculations to an a to m -a to m  site 
in te rac tion  m odel and Righini et al. [7] de te rm in ing  a similar m odel on the basis 
of d ispers ion  coefficients and experim ental data for the crystal.
A ccura te  experim ental data on the m ethane pair interaction is ra ther  scarce. 
A p a r t  from  virial coefficient m easurem ents  [8] and viscosity data  [9 ],  empirical 
in fo rm ation  on the pair potential has been derived only from  dense  phase m ea­
su re m e n ts  [7 ].  In addition, data is available on the electrostatic m om en ts  [10], 
polarizabili ties  [11] and oscillator s trengths  [12] of m ethane. A lthough  good 
differential scattering data for rare gas-m ethane  system s are available [13], the 
only rela ted  m easurem ents  for the m eth an e-m eth an e  system of  w hich  we are 
aware are the  high energy data of Leonas and Serm yagin  [14]. T h e se  au thors  
have repo r ted  both  integral and differential scattering cross sections and used 
their  resu lts  to de term ine  the form  of the pair potential in the strong ly  repulsive 
region, be tw een  about 1000 K and 10000 K. N o  therm al energy scattering  data 
appears  to have been reported.
t  P resen t  address:  D epartm ent of Chem istry , U niversity  of N o r th  Carolina, Chapel 
Hill, N o r th  Carolina, U .S.A.
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In this paper we report m easu rem en ts  of the total differential scattering cross 
section for C H 4- C H 4 at a collision energy near 1200K . A clearly resolved 
rainbow oscillation enables the well dep th  of the  spherical pa rt  of the potential 
function to be determ ined . T h e  data is analysed in term s of bo th  ab initio and 
sem iem pirical potential surfaces, using scatter ing  calculations based on both 
single channel and IO S [15] m ethods. A flexible spherically  sym m etric  potential 
of the form  used by Barker and co-w orkers [16] is fitted to bo th  the scattering 
data and  the second virial coefficient of m ethane . In  the case of the anisotropic 
potentials, it is shown that the m odel of Kolos et al. [1] is too shallow and 
anisotropic. However, the sem iem pirical m odel of Righini et al. [7] is closer to 
the correct form. So far as existing spherically  sym m etr ic  m odels  are concerned, 
the K ihara  potential of Sherw ood and P rausn itz  [24] gives a reasonably satisfac­
tory  representation of the scattering data.
2. E xperim ental  details
T h e  appara tus  has been described  in detail e lsewhere [17]. Briefly, it consists 
of two differentially p u m ped  supersonic  beam  sources, a cryogenic bolom eter 
de tec tor  and a quadrupo le  mass spectrom eter .  T h e  beam  sources are m ounted  on 
a com m on  rotatable base plate and the two de tec to rs  are fixed in the laboratory 
fram e and  lie in the plane defined by the two m olecu lar  beam s. T ab le  1 su m ­
m arizes the operating conditions and the p roper t ie s  of the  m olecular beam. T he  
s tream  velocities, which were de te rm ined  using  tim e-of-f ligh t techniques, corre ­
spond  to a collision energy of 1 1 7 5 K .  M ass sp ec tro m e try  was used on both 
beam s to determ ine  that the concen tra tion  of c lusters  in the beam s was negligible 
so tha t  the only im portan t  collisions were those be tw een  single m ethane  m ol­
ecules.
M easurem en ts  of the scattering in tensity  were m ade  be tw een  2-5° and 40" at 
intervals of 0-5°. At least three independen t  m easu rem en ts  were m ade at every 
angle, and the appara tus was periodically reset to a chosen  reference angle (5°), to 
check for any systematic experim ental drift.  T h e  resu lting  m easurem ents  were 
averaged, after accounting for variations at the  reference angle, and are reported 
in table 2. Reproducibili ty  was good, and the data  is se lf-consistent to T 0  02 in 
the  a rb itra ry  units reported  in the table.
As is shown in figure 1, w hen the data  is w eigh ted  by 04/3 sin 6 it exhibits a 
clearly resolved p rim ary  rainbow. H ow ever, there  is no sign of any supernum ary  
rainbow and no other oscillations are resolved. T h e  position  of the classical 
rainbow is taken to be the poin t of s teepest descen t on the  dark  side of the 
p r im ary  peak, and is 9-75°. F ro m  this result it is possible to estim ate  the isotropic
Table hr"' Conditions used in the scattering experiments.
Primary beam Secondary beam
Pressure/(kPa) 1100 200
Temperature/(K) 300 300
Angular Spread, FWHM/Degrees 1-5 5
Stream velocity/(m s -1) 1083 1096
Width of velocity distribution/(%) 14 17
Nozzle diameter/(/^m) 35 80
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T ab le  2. M easured  intensities tor C H 4 4- C H 4 scattering  at a collision energy of 1 175 K.
Obs. angle 
degrees
In tensity  
(arb. units)
O bs. angle 
degrees
Intensity  
(arb. units)
2-5 113 9 16-5 2-54
3 0 77-9 17-0 2-30
3-5 64-7 17-5 2-24
4-0 56-1 1 8 0 2-25
4-5 53-2 18-5 2-18
5-0 47-0 19-0 2-08
5-5 42-7 20-0 2-01
6-0 38-2 20-5 1-98
6-5 32-2 21-0 1-93
7-0 27-7 22-0 1 -84
7-5 23-7 23-0 1-81
8-0 20-1 24-0 1 -81
8-5 16 7 25-0 1-77
9-0 14-0 2 6 0 1-73
9-5 11-5 27-0 1-74
10-0 9 91 2 8 0 1 -67
10-5 8-18 29-0 1-62
11-0 7-08 30-0 1 -63
11-5 6-23 31-0 1-56
12-0 5-37 32-0 1 -61
12-5 4-67 33-0 1-51
13-0 4-27 34-0 1-57
13-5 3-72 35-0 1-49
14-0 3-41 36-0 1-51
14-5 3-09 37-0 1-46
15-0 2-96 3 8 0 1.43
15 5 2-73 39-0 1-50
1 6 0 2-62 4 0 0 1-44
well dep th ,  using the form ula [18]
e = E X R/2  (1)
with E  the collision energy and X R the ra inbow  angle in the centre  of mass frame 
(1). T h is  estimate gives a well dep th  of abou t  200 K  and  as q u a n tu m  effects are 
quite  small in this system, it is p robab ly  accurate  to +  10 per cent.
3. Interaction potentials and experimental analysis
T h e  anisotropic  pair potentia l of Kolos et al. [1] is based on an exhaustive 
S C F  calculation, in which several basis sets and  a wide range of relative orien ta­
tions and  m olecular separations were used. A n analytic s ite -site  potential of the 
same form  as that reported by Catlow  et al. [19] was fitted to the o u tp u t  from the 
S C F  calculations. T h is  surface was supp lem en ted  by a dam ped  dispersion term, 
of the form  recom m ended by A hlrichs et al. [20], w ith  dispersion coefficients 
calculated using a L ondon -type  form ula. A t long distances, Kolos et al. found 
that their  num erical value for the  dispersion coefficient C 6 was close to that 
reported  by Dalgarno [21].
B öhm  et al. [2] have also reported  an an iso trop ic  m odel for the  m ethane pair 
potentia l, based on an S C F  kernel de te rm in ed  using calculations of the inter-
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^  Kolos e t qI
Righiru e t ol
Sher wood-Prausnitz
P resen t potential
Scattering Angle/Degrees
F igu re  1. C om parison  of theoretical scattering cross sections w ith  the experim enta l data. 
Potential functions used in the calculations are indicated  on the  figure.
action betw een a nitrogen atom  and a range of su b s t i tu te d  m ethanes. T h e ir  
approach , which gives an interaction site m odel with pa ram ete rs  tha t  are t ra n s ­
ferable between molecules, has been successfully  app lied  to o th e r  d im ers  [22]. 
Again, Böhm  et al. included dispersion in terac tions in th e ir  total surface using the 
d a m p in g  term  of Ahlrichs et al. [20] and  w ith  d ispers ion  ceofficients de term ined  
by fitting their full potential to second virial coefficient m easu rem en ts .  T h e  
m odel of Böhm et al. is similar to tha t  repor ted  by Kolos et a l.y and we have not 
investigated  its properties  independently .
A th ird  anisotropic model is that o f  Righini, M aki and  K lein  [7] who use a 
sem iem pirical a tom -a tom  interaction de te rm in ed  from  solid state data, virial 
coefficient m easurem ents, and the long range d ispers ion  te rm s  of T h o m a s  et al. 
[3 ] .  Again, the dispersion interaction is dam ped  by the  functional form of 
A h lr ichs  et al. [20]. T h is  potential is significantly less an iso trop ic  than  that of 
Kolos et al.
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M any spherically sym m etric  surfaces have been proposed  for C H 4- C H 4 , 
usually with param eters  de term ined  from either  virial coefficient data or viscosity 
m easurem ents . M atthew s and Sm ith  [5] give a useful sum m ary  of available 
m odels  up to 1976, from which we chose two for m ore  intensive study. T h e  
num erica l potential of M atthew s and Sm ith  [5] was ob ta ined  by inversion of 
second virial coefficient data and also gives a good accoun t of the viscosity m ea­
surem ents . It has the correct functional form  for the  long range dispersion in te r­
action and uses the C 6 coefficient of D algarno  [21] together  with estimates of C 8 
and C 10 based on the work of Starkschall and G o rd o n  [26] and Fontana  [27], 
T h e  well dep ths  of two models, one due to S herw ood  and  P rausnitz  [24] and the 
o ther  due  to Yasuda [25], are close to tha t  es t im a ted  from  the position of the 
rainbow  oscillation in the scattering cross section. W e have chosen to analyse the 
scattering  data in term s of the K ihara  potentia l repo r ted  by  S herw ood  and P raus­
nitz as their  m odel agrees well with virial coefficient data. I t  is a fully empirical 
m odel and does not have the correct asym pto tic  form . O th e r  m odels  considered 
by M atthew s  and Sm ith , such as the  spherical shell m odel of Snook and Spurling 
[4] and the m—6-8  potential of H anley  and K le in  [28], were also taken into 
account b u t  none has its well dep th  sufficiently close to tha t  estim ated  from the 
rainbow  oscillation to w arran t detailed investigation.
As well as investigating the above m odels , a spherically  sym m etric  potential of 
the form  described by Barker and co-w orkers  [16]  was fitted sim ultaneously  to 
bo th  the scattering data and the second virial coefficient m easu rem en ts  [8]. T h is  
potential has the form
00 ) =  £
c6 cH c,
exp [a( l  -  Ä)] I  A ,(R  1)' -  - f  -  - f  -
1 =  0
( 2)
with A 0 = 0-90149, A l = - 3 -1 1 5 2 9 ,  A 2 =  30-4668, A 3 = - 8 8 - 0 ,  a =  11-0, and 
R — r /R m. Values of £, cr, and R m are given in table 3. T h e  dispersion coefficients 
used in this function were those classified as ‘re l iab le ’ by  T h o m a s  et al. [3] and 
are de te rm ined  from  dipole oscillator s treng ths  [3 ] .  T h e y  are smaller in value 
than  those used by M atthew s and Sm ith  [5] and  by B öhm  et al. [2], W e also 
fitted a Barker m odel to the scattering data  using  d ispers ion  coefficients d e te r­
m ined  by  T h o m a s  et al. using the K irkw ood  fo rm ula  [3 ].  T h ese  coefficients are 
close to those used by M atthew s and  Sm ith  [5] and  by B öhm  et al. [2] which are 
based on the value of C 6 reported  by D algarno  [21], H ow ever, in this case we 
were unable  to fit bo th  sets of data s im ultaneously .
Table 3. Parameters and sum of squares values for the isotropic potentials used.
Model £/(K) <r/(nm) ^m/(nm ) A1/2/(nm) LSS Reference
RM K (oo) 173-8 0-368 0-414 0120 0-060 [7]
RM K (oo) 176-4 0-373 0-417 — — [29]
RMK (50) 195-0 0-355 0-405 0-125 — This work
KRCN 149-5 0-380 0-423 0115 0-111 [1]
MS 217 0-356 0-388 0-094 0-076 [5]
SP 204-3 0-362 0-406 0-127 0-053 [24]
Barker 205-0 0-364 0-396 0-098 0-021 This work
The number in brackets in RKM (x) is the rotational temperature used in the Boltz­
mann average. A1/2 is the width of the bowl of the potential function at half the well depth.
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T w o  m eth o d s  are used to calculate the scattering cross-sections for the aniso­
tropic potentia ls . For  the potential of Righini et al. an IO S  calculation [15] is 
carried ou t  with the orientations of the m olecules chosen using a M onte  Carlo 
m ethod . T h e  second m ethod  begins by calculating the isotropic pa rt  of the p o ten ­
tial surface using the m ultid im ensional in tegration algorithm  of Evans and W atts 
[23]. T h is  spherical potential is then  used in a single channel calculation and 
com pared  with the IO S  result. A greem ent betw een the two calculations at a 
single energy  is very satisfactory, indicating that it is not necessary to use IO S 
calculations w hen averaging over the d is tr ibu tion  of collision energies charac te r­
istic of the  experim en t  [17]. A lthough  the m odel of Kolos et al. is m ore aniso­
tropic  than  that of Righini, M aki and  Klein, we assum e that the  testing of both  
aniso tropic  potentia ls  can be done using only their  isotropic com ponents . T h is  
a ssum ption  is reasonable since the well resolved rainbow  oscillation indicates that 
the an iso tropy  o f  the potential is small.
T h e  cross-sections calculated for all of the spherically  sym m etric  potentials 
are com pared  with  experim ental results  using the analysis p rogram  reported  else­
w here [17]. F o r  a given collision energy, phase shifts, and hence scattering cross- 
sections, are calculated using a single channel, semiclassical, W K B  
approx im ation . T h e  observed energy d is tr ibu tions  in the two beam s, see table 1, 
are sam pled  using a num erical in tegration  procedure . Finally, after accounting for 
the cen tre-o f-m ass  to laboratory  fram e transform ation , the angular  divergences of 
the beam s are included  in the  averaging procedure . As part  o f  this process it is 
necessary to account for the energy dependence  of the  de tec tor  response. T h is  
function has some influence on the form  of the  pred ic ted  cross-sections, pa rt icu ­
larly at large angles, and will be considered  in m ore  detail du r ing  the Discussion.
Values of the  well depths , position of the m in im um , and o th e r  relevant p a r ­
am eters  for all the  m odels d iscussed above are given in table 3. In  addition values 
of the sum  of squares of the differences betw een the logarithm s of observed and 
calculated cross-sections,
L S S  =  y  (log E, -  log C,)2, (3)
are given, with  E { being the experim ental m easu rem en t  and C { the  corresponding  
theoretical result.
4. D iscussion
In add it ion  to the experim ental data, figure 1 also shows cross-sections p re ­
dicted by  the M a tth e w s-S m ith  [5] and the S h e rw o o d -P rau sn i tz  [24] potentials 
and  by the Barker model tha t  was fitted to the p resen t m easurem ents . Clearly, the 
M a tth ew s—Sm ith  potential p red ic ts  the rainbow  to be at too large an angle. T h is  
is a reflection of the fact tha t  the  well dep th  in this m odel is significantly deeper 
than the value of 200 K  estim ated  earlier. On the o ther  hand, the K ihara  potential 
of Sherw ood  and Prausnitz  is in fairly good agreem ent with the  scattering data 
and  has a smaller value of L S S  than  any o ther  potential m odel curren tly  in the 
literature . T h e  fitted potential, for obvious reasons, is in excellent agreem ent with 
the experim ental data. Potentials such as the m -6-8  model o f  Hanley and Klein 
[28] w hich have well dep th s  smaller than 200 K  (168 K  in this case) usually 
p red ic t too small a value for A"R.
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As expected, the second virial coefficients that are pred ic ted  by the three 
spherical potentials used to generate figure 1 are in good agreem ent with experi­
m ent. How ever, the fact that only the Barker form reproduces  the scattering data 
indicates that care m ust be taken w hen using a spherical surface that is d e te r ­
m ined  largely from  virial coefficient and viscosity data.
Before considering  the anisotropic m odels, we will re tu rn  to the question of 
de tec to r  efficiency and its effect on calculated cross-sections. T h e  bolom eter  is an 
energy  detector, and hence is sensitive to changes in the velocity of particles in 
the m olecu lar  beam. A lthough the cen tre-o f-m ass  velocity is conserved du r ing  an 
elastic scattering  event, the  laboratory  frame velocities of scattered  molecules 
d ep en d  upon  the scattering angle [17]. C onsequen tly , the calculated cross- 
sections m u s t  be weighted by the quan ti ty  V((6), where  v {(6) is the laboratory 
fram e velocity at angle 6 following the collision. How ever, there  is an additional 
co m p o n en t  to the energy released at the bolom eter, nam ely  the  adsorp tion  energy. 
T h is  qu an ti ty  is independen t of velocity so that the bo lom eter  response function 
is of the  fo rm  A E a +  B v j  . If  A E a is very m u ch  larger than  B v j  , the response 
function  is a constant, independen t  of scattering angle. H ow ever, if Bv(  is d o m in ­
ant, then  the detec tor efficiency varies with laboratory  fram e scattering  angle.
As a result the shape of the pred ic ted  scattering cross-section depends upon 
the relative m agnitudes  of these two com ponents . In particu lar, if the velocity- 
d e p e n d en t  te rm  dom inates, the  h igher  angle scatter ing  signal is increased relative 
to the  small angle scattering. T h is  rescaling is show n in figure 2, where cross- 
sections for the two cases A — 0 and  B  =  0 are com pared . Both calculation are 
based on the M a tth e w s-S m ith  potential. Clearly, there  are significant changes in 
the  p red ic ted  cross-section beyond  X R . Since the  relative m agn itudes  of the two 
te rm s  is no t known, their  effects on the calculations given earlier in this section 
requ ire  fu rthe r  investigation.
Scattering Angle / degrees
Figure 2. The effect of the assumed detector efficiency function on calculated scattering 
cross-sections. A =  0 corresponds to neglecting the absorption energy term in the 
bolometer response function.
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It is im p o r tan t  to note that the form  of the response function does not greatly 
influence the  position of the pred ic ted  ra inbow  angle. C onsequen tly , our  assess­
m en t  of the  well dep ths  for various m odels  on the basis of A'R does not depend 
upon  the form  assum ed for the response function . Rather, the significant changes 
in the p red ic ted  cross-section occur at large angles and co rrespond  to scattering 
from  the repulsive wall. In particular, if the  response function is constan t with 
angle, then  the repulsion has to be increased drastically over that used in the 
M a tth e w s -S m i th  model. As will be discussed shortly, the slope of the repulsive 
wall also effects the am plitude  of the p red ic ted  rainbow oscillation. C onsequently , 
if a co n s ta n t  bo lom eter  response function  is used, then, it is no t possible to fit 
s im ultaneously  the large angle scattering  cross-section and the position and 
am p litu d e  of the rainbow  oscillation. C onsequen tly ,  we conclude that for the  case 
of m e thane  the de tec tor  response function  is largely de te rm ined  by the  t ra n s ­
lational energy  of the  particles.
F igu re  1 also com pares the scattering  cross-sections obtained  using the  aniso­
tropic  poten tia ls  of Kolos et al. [1] and  of Righini et al. [7] with  the experim ental 
data. Both  theoretical results were calculated from  the spherically  averaged p o ten ­
tial using the  single channel analysis p rog ram  [17]. T h e  well dep th s  of the  two 
spherically  averaged potentials are given, along w ith  o ther  param eters ,  in table 3. 
Both m odels  have isotropic well dep ths  tha t  are significantly smaller than  the 
value p red ic ted  from  the rainbow  angle and, as a consequence, the  m axim a in the 
p red ic ted  ra inbow  oscillations lie at smaller angles than  tha t  observed  ex p e r im en ­
tally.
T h is  resu lt  indicates that the potential of Kolos et a l., in particular, is m uch 
too shallow. T h e  second virial coefficients for this m odel w hich were calculated 
using the m ethod  of Evans and  W atts  [23], lie well above the experim ental 
values, again indicating that the  a ttractive in teractions are under-es tim a ted . Given 
this result, together with the poor represen ta tion  of the scattering data, we c o n ­
clude tha t  the surface construc ted  by Kolos et al. [1] is inaccurate. W h e th e r  the 
p rob lem s are due to errors  in the S C F  calculation, to defects in the analytic 
function  used  to in terpolate  this data, or to inadequate  m odelling  of the d isp e r­
sion term s, we cannot say.
T h e  situation is m ore satisfactory in the  case of the sem iem pirical m odel of 
Righini, M aki and Klein [7]. As figure 1 dem onstra tes , the  position of the 
ra inbow  oscillation is fairly close to tha t  observed  experim entally . In addition, the 
second virial coefficients calculated using this surface are in satisfactory agree­
m en t  w ith  experim ent [7, 29] except at low tem pera tu res . T h e  isotropic part  of 
the  po ten tia l reproduces reasonably well the position of the p r im ary  rainbow, bu t  
the  am p litude  of this oscillation is too large. A modified version of this potential, 
pub lished  by M einander  and  T ab isz  [29], has a slightly s tronger  repulsive wall 
and gives an im proved  representa tion  of the  second virial coefficient.
Before discussing reasons for the discrepancies in the am plitude  of the  p re ­
dicted ra inbow  oscillation, som e rem arks on the use of a spherically  averaged 
potentia l in these calculations are requ ired . T h e  am plitude  of the IO S  cross- 
section calculated using the potential of R ighini et al. is s im ilar to that ob tained 
using a single channel calculation with the isotropic pa rt  o f  this potential. 
H ow ever, neither of these calculations allows for the fact that, due to the  an iso­
tropy  o f  the surface, there m ay be a p referred  orientation d u r ing  the collision. 
O ne  m eth o d  for exam ining  this possibility is to replace the spherically averaged
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potentia l by a s im ilar form in which the orientations are weighted by their Boltz­
m ann  factors
<?t(K)
dO. (p(R, f t )  exp ( - ( f ) /kT)
d f l  exp ( — (f)/kT)
..
(4)
T h is  is a form  of K eesom  potential and has been used with  some success in earlier 
s tud ies  of w a te r -w a te r  scattering [30]. T h e  p roblem  is to de te rm ine  the tem ­
p e ra tu re  to be used in the calculation. An obvious value is the ro tational te m ­
pe ra tu re  in the m olecular beams, which from  energy balance considerations  is 
e s tim a ted  to be T Ro( ~  50 K. Consequently , spherically sym m etric  Boltzm ann 
w eigh ted  poten tia ls  were generated  at this tem pera tu re  for bo th  the anisotropic  
po ten tia ls .  T h e  function  generated  for the m odel of Kolos et al. [1] is found  to be 
ra the r  sensitive to the  value of TRot, p resum ably  as a consequence  o f  its rather 
large an iso tropy . H ence  little m ore  could be learned abou t this m odel by using a 
K eesom  average. H ow ever, the smaller anisotropy of the Righini et al. surface is 
co m p le m e n ted  by  a relative insensitivity of the B oltzm ann averaged potentia l to 
the value of T Rot. In  this case, a value of TRot =  50 K  gave a spherically  sym m etric  
po ten tia l  whose well dep th  was 195 K, which lies w ith in  the uncerta in ty  associ­
ated w ith  the value estim ated from  the rainbow  angle.
In  o rd e r  to discuss p roblem s associated with rep roduc ing  the am p litude  of the 
ra inbow  oscillation, it is necessary to consider the shapes of the various potential 
functions. F igu re  3 shows the repulsive regions of the three isotropic potentials 
and  the spherical parts  of the two anisotropic forms. T h e  attractive regions of all 
five poten tia l  functions  are shown in figure 4. T ab le  3 gives the  w id ths  of the 
various bowls at ha lf  the well depth . Exam ining  this data in conjunc tion  with 
figure 1 confirm s the well known result that the rainbow  angle increases with  well 
dep th .  Also, the  figures indicate that the am plitude  of the rainbow  oscillation is 
co rre la ted  with bo th  the slope of the repulsive part  of the potential and  the w id th  
of the  bowl. In general, the height of the oscillation is increased as the  bowl of the 
po ten tia l  is softened  and increased in w idth . T h u s  the K ihara  m odel of Sherw ood 
and  P rausn itz  [24] closely resem bles the fitted Barker m odel on the repulsive side 
of the  bowl, b u t  is significantly wider. T h e  am plitude  of the ra inbow  oscillation 
p red ic ted  by this potentia l is greater than tha t  found experim entally . O n the  o ther 
hand , the  M a tth e w s -S m ith  potential is softer than  the Barker m odel b u t  has a 
s im ilar w id th .  Again, the am plitude  of the rainbow oscillation p red ic ted  using this 
m odel is too large. As well as these correlations, it is also found tha t  the position 
o f  the  zero in the  potential, a, influences the value of the rainbow  angle. W hen  <7 
increases the  ra inbow  moves to smaller angles. T h is  type of correla tion is 
responsib le  for the  uncerta in ty  in the well dep th  es tim ated  using equation  (1).
T h e  large angle scattering is m ore sensitive to the  strongly repulsive part  of 
the  po ten tia l function . As well as showing the repulsive parts  of the various 
m odels , figure 3 also contains predictions based on the high energy scattering  data 
of L eonas  and Serm yagin  [14] and of  A m dur,  L ongm ire  and  M ason  [31]. 
Clearly , all five m odels  used in the p resen t analysis are very m uch  ha rde r  than 
e ithe r  o f  those based on the high energy data. F u r th e rm o re ,  the m ost repulsive of 
the  five m odels  at short  distances is that fitted by us to the virial coefficient and
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Figu re  3. Repulsive region of the potential functions V(r) used in the  sca ttering  ca lcu­
lations (1 A = 0-1 nm , k =  Boltzmann constant).  ---------- , presen t m odel;  O  O  O,
Sherw ood  and Prausnitz  [ 2 4 ] ; -------------- , Kolos et al. [1 ] ;  — x — , Righini et al.
[ 7 ] ; ---------- , M atthew s and Sm ith  [5 ] ;  A A A ,  A m d u r  et al. [3 1 ] ;  □  □  □ ,  L eonas
and  Serm yagin [14].
the  p resen t  scattering data. It  is clear that there  is a fundam en ta l  d isagreem ent 
be tw een  the various sets of scattering m easu rem en ts . O ne  possible reason for this 
d isc repancy  is that the low collision energies used  in the  p resen t experim en ts  are 
insuffic ient to produce large inelastic con tr ibu tions  to the  total differential cross- 
section, whereas such term s could be im portan t  in the  high energy  data.
All the  theoretical scattering cross-sections lie above the experim enta l  values 
at large angles, bu t  it is no t clear why this is the  case. W e have considered  
p reviously  the role played by the detector response function in the  experim enta l  
analysis. Clearly, it is possible that there is a small con tr ibu tion  from  the a b s o rp ­
tion energy  term  in this quantity . A nother  possibility  is tha t  the  potentia l function  
has to be softened at short distances. W e exam ined  this question  in som e detail, 
by decreasing the value of the param eter  a in the  Barker potentia l subjec t to the 
cons tra in t  that the values of £, R M and o  rem ained  unaltered , w ith  the coefficient 
A 3 be ing  adjusted to give the best possible represen ta tion  o f  the  second virial 
coefficient. It is not possible to fit bo th  the scatter ing  m easu rem en ts  and the virial 
coefficient data sim ultaneously  using this approach . I t  m ay be th a t  the flexibility 
of the  potential surface needs to be im proved, b u t  we have not exam ined  such  an 
approach . W e did increase the values of the d ispers ion  coefficients, to be consis ­
ten t  with that of Dalgarno [21], bu t  once again the scattering data  near  40° is 
poorly  estimated.
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F igu re  4. A ttractive region of the potential functions used in the sca ttering  calculations.
Legend as for figure 3.
In sum m ary , we have m easured  the total differential scattering cross-section 
for C H 4- C H 4 and analysed it in term s of bo th  anisotropic and  isotropic pair 
potentia ls . N o  model that is curren tly  in the literature  is capable o f  rep roduc ing  
bo th  the scattering data and m easu rem en ts  of the second virial coefficients. 
H ow ever, it is possible to find param eters  for a Barker m odel th a t  are consisten t 
w ith  bo th  sets of data and which utilise the recom m ended  d ispers ion  coefficients 
o f  T h o m a s  et al. [3]. T h e re  is a fundam en ta l  inconsistency betw een the  high 
energy  scattering  data [14, 31] and that repo r ted  in this paper. H ow ever, so far as 
low energy properties  are concerned, it is likely tha t  a m odel w hich  fits bo th  the 
p resen t  data and  the virial coefficient m easu rem en ts  will give a m ore  acceptable 
represen ta tion  of the interaction betw een m ethane  m olecules than  will one which 
fits only the h igh energy scattering data.
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T h e  total differential scattering cross-section for H e /H F  has been  m ea­
sured  at two collision energies. Several po tentia l energy  surfaces have been 
used to analyse the data, with particu lar  a tten tion  being  given to anisotropic  
models based on H a r t re e -F o c k  calculations. C oup led  states, IO S  and  single 
channel spherical potential m e th o d s  are used to p red ic t  the  cross sections 
from the potential surfaces. It is shown tha t  the  spherical pa r t  of the  potential 
dom ina tes  therm al scattering events and is characterised  by the  following 
p a ram ete rs :  zero crossing a  =  0-278 +  0-003 n m ;  position  of m in im u m  R m =  
0-311 +  0-003 n m ; and well d e p th  e =  34-5 +  2-5 K.
1. In tr od u ction
It is well known that high quality data from  differential scattering experim ents 
provide an excellent test of interm olecular potential surfaces. T h e  m ost successful 
application of such m easurem ents has been to the developm ent of accurate po ten ­
tial functions for inert gas pairs, w here models obtained from  scattering data are 
known to be consistent with a wide range of properties in the gas, liquid and solid 
phases [1]. In the case of m olecular scattering, both  elastic and inelastic collisions 
contribu te to the scattering cross-sections. For some favourable cases it is possible 
to use either tim e-of-flight [2] or laser probing m ethods [3] to distinguish 
between these events. In such circum stances, very good estim ates of the full 
anisotropic potential surface can be made [4]. Even if one is only able to m easure 
total differential scattering cross sections, it is often possible to extract useful 
inform ation about the potential surface describing the interaction [5]. In this 
paper we will use such m easurem ents to investigate the H e /H F  interaction.
A lthough little experim ental data is available for H e/H F , there has been con­
siderable theoretical interest in this system. A num ber of pair potentials have 
been used in scattering calculations to predict inelastic cross-sections [6]. T h e  
most extensive calculations of the pair interaction were carried out by Rodwell et 
al. [7], who reported large basis set H artree-F ock  calculations of the H e /H F  
potential surface as a function of orientation, separation, and H F  bond length. 
T hese results were combined w ith the dispersion coefficients reported  by M ulder 
et al. [8] to give estimates of the full potential surface. T h e  full H FD 1 potential 
of Rodwell et al. [7] has been used by T ennyson and Sutcliffe [9] to predict the
t  P resen t  address:  D epar tm en t o f  C hem istry ,  U niversity  of  N o r th  Carolina, C hapel 
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vibrational energy  levels of the H e /H F  van der  W aals molecule, while Battaglia et 
al. [10] have, used the rigid ro tor H F D 1  potentia l in close-coupled and IOS 
calculations of low energy H e /H F  scattering  cross-sections. Results of the latter 
s tudies are in reasonable agreem ent with u n p u b l ish ed  total differential scattering 
m easu rem en ts  of Frick et al. [11]. V ibrationally  inelastic H e /H F  collisions have 
also been s tudied  using the full H F D 1  potentia l [12].
In this paper  we describe a recently  cons truc ted  m olecular beam apparatus for 
m easuring  total differential scattering  cross-sections. T h e  perform ance of the 
appara tus  is tested by m easu r ing  the differential scattering cross section for 
H e /A r  and com paring  the results  with the know n cross section for this system 
[13 -15 ] .  Next, H e /H F  differential scattering  cross section m easurem ents are 
reported  at two collision energies. T h e  data  are analysed in term s of various 
potentia l surfaces based on the H a r t re e -F o c k  calculations of Rodwell et al. [7], 
W hen  carried out using a m odification of the  H a r tre e —Fock plus dam ped  d isper­
sion ( H F D )  potential reported  by Rodwell et a l ., coupled  states, IO S , and spher­
ical potential q u a n tu m  calculations all give differential scattering cross sections in 
excellent agreem ent with experim en t. In add it ion  to the  s tudy  of H F D  potentials, 
a sem i-em pirica l m odel is fitted to the  scatter ing  m easurem ents  in order to 
p rovide  a sim ple represen ta tion  o f  the effective spherical potential between the 
two species.
2. Experimental details
T h e  experim ental appara tus  is show n schem atically  in figure 1 and is a m od i­
fication of tha t  used in s tudies o f  van der  W aals  clusters  [16]. T w o  differentially 
p u m p ed  supersonic  m olecular beam  sources are m o u n te d  on a com m on rotatable 
base plate and the two beam  de tec tors  are fixed in the  laboratory frame. A com ­
mercial quad rupo le  mass spec trom ete r  ( U T I  100c) is used to m easure  the velocity 
d is tr ibu tions  in the m olecular beam s and a cryogenic  bolom eter, operating at a 
tem pera tu re  of about 1.8 K, m easures  the  relative intensities of the scattered 
particles. T h e  p r im ary  beam  source is a 35 ^ m  d iam ete r  nozzle, the tem pera tu re  
of w hich can be varied betw een 78 K  and  500 K  by  a com bination  of cooling coils 
and  heating elements. In the  p resen t  experim en ts ,  pu re  helium  (C IG  Research 
G rade)  is expanded  th ro u g h  the  p r im ary  nozzle from  stagnation pressures of 
1 2 a tm  ( l - 2 M P a )  at 310 ±  2 K  or lO a tm  (F O M P a )  at approxim ately  8 0 K . A 
conical brass skim m er, with its ap e rtu re  approx im ate ly  10 m m  dow nstream  of the 
nozzle, is used to sample the central p a r t  of the  expansion so tha t  a collimated 
m olecular beam  enters the  scattering  ch am ber.  A second sk im m er located 
~ 5 0 m m  dow nstream  of the  first sk im m er is used  to im prove the collimation of 
the p r im ary  beam. T h e  scatter ing  cen tre  is abou t  100 m m  beyond the aperture  of 
the first sk im m er and the d iam eters  of the  sk im m er  openings are 2 0 0 /tm and 
800 /im respectively.
In the case of the secondary  source, the  H F  gas is expanded  from  a stagnation 
pressure  of ~  1 a tm  (100 kPa) th ro u g h  an 8 0 /im d iam eter  nozzle held at a tem ­
pera tu re  of approxim ate ly  485 K. M ass  spec trom etr ic  studies indicate that under  
these conditions there is no significant concen tra t ion  of H F  clusters. T h e  free-jet 
expansion is collimated using a conical brass sk im m er, the apertu re  of which is 
located abou t 10 m m  d ow nstream  of the  nozzle and  18 m m  before the scattering 
centre. In the case of the H e /A r  cross-section m easu rem en ts ,  the secondary beam 
of A r is expanded  at room  tem p e ra tu re  th ro u g h  a 40 fim  nozzle from  a stagnation 
pressure  of  ~  2 a tm  (200 kPa).
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F ig u re  1. S chem atic  o f  the sca tte rin g  appara tus. A T ,  a lig n m e n t te lescope; P B C , p r im a ry  
beam  ch a m b e r; S B C , secondary beam  c h a m b e r; N , nozz le ; S, s k im m e r; F , flag ; B, 
b o lo m e te r; and C , p r im a ry  beam  choppe r.
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Both the prim ary  and secondary beam  sources are m ain ta ined  at a pressure 
below 1 0 ” 3 to rr  (0 1  Pa) using unbaffled  oil diffusion p u m p s  with capacities of 
5300 I s” 1 ( 5 '4 m 3 s ” (V H S-10) and 2400 Is” 1 (2 -4 m 3 s ” 3) (V H S-6) respectively. 
T w o  baffled diffusion pum ps (V H S -6)  with a com bined  p um ping  speed of 
32001s” 1 (3 -2 m 3 s _1) hold the pressure  in the  scattering  region near
5 x 1 0 ” 7 torr  (5 x 1 0 ” 5 Pa). T h e  four diffusion p u m p s  are linked to a com m on 
backing p um p  with a capacity of 175 m 3 h r ” 1. T w o  m ore  stages, p u m p ed  by 
1251s” 1 (0*125m 3 s - 1 ) and 1751s” 1 (0 -1 7 5 m 3 s _1) tu rbom olecu la r  pum ps, 
separa te  the mass spectrom eter  from  the scattering  region. As can be seen from 
figure 1, bo th  the bo lom eter  and the  mass spec trom ete r  lie in the plane defined by 
the two m olecular beams. T h e  differential scattering  intensities are m easured  with 
the bo lom eter  in the near position, as show n dashed  in figure 1, resulting in a 
distance of 152 m m  between the scattering  centre  and  the detector.
In  the scattering m easurem ents  reported  here  the secondary  beam  was m o d u ­
lated at a frequency of about 35 H z  and  phase sensitive detec tion  was used on the 
bo lom ete r  signal to m onito r  the angu lar  d is tr ibu t ion  of p r im ary  beam  particles. 
C o n tr ib u t io n s  from  any background  signal were recorded  w ith  the p r im ary  beam
T a b le  1. M easured  scattering intensities for the H e / H F  system  as a function of the labor­
atory scattering angle. Results are show n for two m ean collision energies co rre ­
sponding  to different p r im ary  (helium) beam  conditions. T h e  n u m b ers  in 
parentheses represen t two s tandard  deviations in the scatter of values obta ined  at 
the corresponding  angles. ‘( —)’ indicates th a t  only  two m easu rem en ts  were made 
at the corresponding  angle.
L ab  angle 
(degrees)
Collision energy
L ab  angle 
(degrees)
Collision energy
990 K 516 K 990 K 516 K
2-5 — 51-76 ( - ) 15-0 2-28 (0-2) M O  (0 1 )
3-0 128-20 (7-0) 3 8 1 6  (3-8) 15-5 2-48 ( - ) 1-13 (0-1)
3-5 93-78 (2-8) 28-08 (1-6) 16-0 2-47 ( - ) 0-95 (0 1 6 )
4-0 64-92 (4-2) 20-53 (0-9) 16-5 2-56 (0-2) 1-01 (0 1 )
4-5 43-28 (1-7) 15-61 (0-4) 17-0 2-40 ( - ) 0-91 (0-24)
5-0 25-42 zero 12-47 zero 17-5 2-17 (0-2) 0-81 (0-12)
5-5 12-72 (0-5) 9-99 (0-4) 18-0 2-13 (0-2) 0-81 (0-16)
6 0 6-52 (0-3) 7-98 (0-8) 18-5 1-95 (0-1) 0-67 (0-22)
6-2 5-65 (0-5) — 19-0 1-89 (0-1)
6-5 5-93 (0-9) 5-92 (0-8) 19-5 1-87 (0-1)
7-0 7-85 (1-0) 4-11 (0-6) 20-0 2-00 (0-1)
7-5 9-99 (1-3) 2-69 (0-5) 20-5 1-90 (0-1)
8-0 10-84 (0-8) 2-01 (0-3) 21-0 1-83 (0-1)
8-5 9-58 (0-6) 1-70 (0-3) 21-5 1-90 ( - )
9-0 7-06 (0-4) 1-82 (0-4) 22-0 1-78 (0-1)
9-5 4-39 (0-2) 2-07 (0-3) 22-5 L75 ( - )
10-0 2-96 (0-2) 2-21 (0-5) 23-0 1-74 (0-1)
10-5 2-73 (0-5) 2-27 (0-2) 23-5 1-80 ( - )
1 1 0 3-15 (0-5) 2-05 (0-2) 24-0 1-75 ( - )
11-5 3-90 (0-5) 1-81 (0-3) 25-0 1-69 ( - )
12-0 4-31 (0-3) 1-37 (0-4) 26-0 1-65 (0-1)
12-5 4-14 (0-2) 0-96 (0-18) 27-0 1-59 (0-1)
1 3 0 3-50 (0-2) 0-82 (0-18) 28-0 1-61 ( - )
13-5 2-85 (0-1) 0-90 (0-12) 29-0 1-46 ( - )
14-0 2-40 (0-2) 0-89 (0-28) 30-0 1-45 (0-2)
14-5 2-23 (0-2) 1-01 (0-1)
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flagged and the total scattered in tensity  was obtained by sub trac ting  this signal 
from that  m easu red  with the beam unfiagged. T o  correct the experim ental data 
for any varia tions in the intensities of the beams, the scattering signal at 5° was 
re -m easu red  periodically  and all recorded scattering data norm alised to these 
values. T h e  results  ob tained  for the scattering of helium  from H F  at the two 
collision energies considered  in these investigations are given in table 1.
Velocity d is tr ibu tions  in the p r im ary  and secondary beam s were determ ined  
using t im e-of-f ligh t techniques  and mass spectrom etr ic  detection. A slotted disc 
ro ta ting  at 400 H z was used to prepare  6 /is pulses of gas at intervals of 1-25 ms. 
T h e  arrival tim e d istr ibu tion  at the mass spectrom eter  was m easured  using a 
m ult ichanne l  analyser with a bin separation of 1 0 /is after a flight pa th  of approx­
im ately  0-7 m . T o  allow for any phase lag between form ing  the pulse and  trigger­
ing the  coun ting  electronics, two d istr ibu tions  were recorded, corresponding  to 
the disc ro ta ting  in opposite  directions. All of the tim e-of-flight spectra were 
fitted using the analytic form for a supersonic  velocity d istr ibu tion  described by 
A nderson  and  Fenn  [17]. T h e  effective flight distance was de te rm ined  by equa t­
ing the  s tream  velocity obtained from  the tim e-of-flight d is tr ibu tion  for the pure  
helium  expansion  at 310 K with tha t  calculated by assum ing an ideal isentropic 
expansion at that tem pera tu re .  A sum m ary  of the  results from the time-of-flight 
m easu rem en ts  and  related beam  characteristics is given in table 2. W e estimate 
tha t  the  velocity fitting param eters  are accurate to w ith in  + 0-5  per cent. Note  
that in all cases the  d istr ibu tions  are b roader  than one would  expect from  ideal 
superson ic  expansions. T h is  is a t t r ibu ted  to the existence of h igher  than ideal 
p ressures  in the  supersonic  expansion cham bers .
W h e n  calculating the total differential scattering cross section using the
T able 2. Experim ental conditions used to obtain the differential scattering intensities 
reported in this paper. T he velocity fitting parameters u, U  and v  have estimated 
uncertainties of + 0  5 per cent.
Experiment
Property H e/A r H e/H F H e/H F
M ean collision
energy (K ) 787 ±  8 990 ±  10 516 +  5
Gas used He Ar He H F He H F
Source pressure (kPa) 1200 200 1200 100 1000 100
Source temperature (K) 310 310 310 - 4 8 5 - 8 0  - 4 8 5
Stream  velocity u (m /s) 1794 571 1794 1273 927 1273
M ost probable
velocity v  (m /s) 1805 574 1805 1309 948 1309
V elocity w idth
parameter U  (m /s) 116 32 116 177 114 176
V elocity spread
F W H M  (%) 13 9 13 22 20 22
Beam divergence
F W H M  (degrees) 1-5 5 1-5 11 1-5 11
N ozzle  diam eter (gm ) 35 40 35 80 35 80
First skim m er
diam eter (gm ) 200 500 200 500 200 500
Second skim m er
diam eter (gm) 800 — 800 — 800 —
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T a b le  3. Relative populations of the rotational states in the H P  beam  m easured  using the 
m olecular  beam -infrared  laser technique [16]. T h e y  are expressed as percentages 
and have' been scaled so that their  sum  is 100. T h e  total co n tr ibu tion  from higher 
rotational states is expected to be less than 1-5 per cent.
J Population j Population
0 36 21 3 3-80
1 42-37 4 1 1 4
2 16-48
coup led  states m ethod  and an anisotropic potential, each s ta te -to -s ta te  cross 
section m u s t  be weighted by that fraction of the  H F  m olecules in the  secondary 
beam  occupying  the quan tum  state labelled by the initial rota tional q u an tu m  
n u m b e r .  T h e  relative rotational state populations  in the H F  expansion  that are 
needed  for this purpose  were m easured  using the infrared laser-m olecular beam  
tech n iq u e  described previously [16]. F ro m  the results  of this s tudy , reported  in 
table  3, the  estim ated rotational tem pera tu re  in the secondary  beam  is 70 K.
3. Analysis of scattering data
T h e  s tar ting  point for our  analysis was the N ew ton  d iagram  for a general 
in -p lane  scattering event, shown in figure 2 (a) .  In  the figure, the  initial velocities 
of the  two beam s are Vj and v 2 , d L is the labora tory  fram e scatter ing  angle, £ is 
the  angle betw een the two initial velocity vectors and <5 is the angle betw een the 
p r im a ry  beam  velocity v x and the relative velocity g  =  v 2 — v l . vj  is the final 
labo ra to ry  frame velocity of the scattered p r im ary  beam  particle and  w 1 and w ]  
are its initial and final velocities in the centre  of mass reference frame, r] is the 
angle betw een  w x and w j .
S uppose  that I c ( g ,  6 C) is the differential scattering  cross section in the  centre 
o f  m ass frame calculated at a collision energy of E c =  j f i g 2 u s ing  an assum ed 
poten tia l  surface. In order to relate this function to the  experim ental  m easu re­
m en ts  it is necessary to transform  to the labora tory  fram e and  average over the 
beam  velocity d istr ibu tions and the geom etry  of the  detector. A ny variation of the 
de tec to r  efficiency with particle velocity m u st  be included in this average. Details 
of such transform ation  and averaging procedures  are well d ocum en ted  [18-20]. 
T h e  q u a n ti ty  to be averaged over the experim ental param eters  to obtain  a labor­
a tory  fram e cross section for com parison with  the experim entally  m easu red  in ten ­
sities is
/°l(v „ v2 , 0l , (pL) =
v'l
cos rj I L t e ,  0 C) ( i )
w here  the  term  in square brackets is the jacobian  for the angle transform ation  
[18] and  the sum  is over those centre-of-m ass  angles 6 C which resu lt  in scattering 
th ro u g h  angles 0L and (pL in the laboratory frame. (f)L is the angle between the 
p lane o f  the  incident beams and  the final velocity and 0 L is the  angle between 
Vj and the  projection of v] onto the plane of the  incident beam s. D u r in g  the 
course  of this analysis it will be assumed tha t  </>L =  180°, co rrespond ing  to the 
case o f  in -p lane scattering. T o  account for the  fact tha t  the bo lom eter  is an energy
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centre of mass 
N. origin
primary beam
laboratory origin
O)
; • / * —  -bolometer
scattering
centre
max
primary
beam
secondary skimmer
0b )
cos 6i
primary
beam secondary beam
F igu re  2. (a) N ew ton  d iagram  for in-plane scattering. (b) Variables used to account for
de tec to r  geom etry . T h e  values of D and d are 152 m m  and 18 m m  respectively, (c) 
An illustration of  the techniques used to account for the divergence of  the prim ary 
beam . T h e  value of L  is 100 mm .
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sensitive, ra ther  than a dux sensitive, device the te rm  ( v \ / v i ) 2 appears  in equation 
(1). T h e  m ost probable p rim ary  beam  velocity, v 1} is included  so that 
/ ° ( v i, v 2 , 0L , </L) has the same units as the cen tre -o f-m ass  fram e cross section
Ic(S> @c)-
T h e  cross section obtained by averaging / ^ ( v ^  v 2 , 0L , (f)L) over the  m olecular 
beam  param eters  (J dt, J dö J dg) and the detec tor geom etry  (j  da J dh) is
= I j j di: sin
dhw(C, h, a) / l(v 15 v 2 , 6 , <f>) (2)
w here  the normalization integral N  is given by
N dt; dg( ~^~r ) f i ( v l ) f 2(v2)s(Q 
sin ( /
dhw(C,, h, a) (3)
and (g/sin  0  is the jacobian for the transform ation  from  the coord ina tes  (v lf v 2 , 0  
to the  coordinates (g, Ö, (). F rom  figure 2(a),  it can be seen tha t  the  velocities 
and v 2 are related to the integration variables by
g sin (C +  S) 
sin C, v 2
g sin <5 
sin £
(4)
In our  analysis it was assum ed that the p r im ary  and  secondary  beam  velocity 
d i s t r i b u t i o n s , / ^ ^ )  and f 2(v2), were of the form  [17]
fi(Vi) =  v f  exp Vj  ~  Uj
U ;
(5)
w ith  u ! and u2 the stream  velocities of the two beam s, as d e te rm in e d  by tim e-of- 
flight m easurem ents , and L^ ! and U2 de te rm ined  from  the w id ths  of the d is t r ib u ­
tions. I t  was also assum ed that the p rim ary  beam  had  zero angu lar  d ivergence and 
tha t  the  angular divergence of the secondary beam  was given by
s( 0  =  exp
“ l n 2 l ~
(6)
with  £0 the half-w idth  at half m axim um . Values of the  p a ram ete rs  describ ing 
these d istr ibu tions , for the beam s used to obtain  the differential scattering  cross 
sections presented  in table 1, are given in table 2.
F o r  a given collision geom etry, de te rm ined  by £, Ö and  g, one m u s t  in tegrate 
the  differential cross section /^ (v j ,  v 2 , 6, (f)) over the  coord ina tes  describ ing  the 
de tec to r  geometry, namely a and h. a fixes the lateral position  of the  po in t  of 
in terest on the bolom eter surface, as shown in figure 2(6), and  h is its position 
above or below the plane of the initial beams. T h e  labora tory  scatter ing  angles are 
given by 9 = 6L 4- a and tan (p = h cos a/a, w here the ranges of a and  h are d e te r ­
m in ed  by the dim ensions of the detector. zü(£, h, a) relates the  infinitesimals da dh 
to the  e lem ent of solid angle d S  sub tended  at the  collision po in t  [20]
d S  =  zv((, h, a) da dh (7)
w(C, h, a) = a2 cos a (a2 +  h 2 cos2 a) 3/2
w here
(8)
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and, from  figure 2(b),
a = D — z  cos 0L , (9)
with
z  — d tan (n/2 — £). (10)
By choosing (f) =  180~ in equation  (2) / [ ( v ^  v 2 , 6, (p) becomes independen t  of 
/? and  the integral over h can be done analytically yielding [20]
'>>err/2
w(C, h , a) dh =  /zeff cos a(ö2 +  /z2ff cos2 (a ) /4 )“ 1/2, (11)
J  -  h c f f / 2
w here  /zeff is the  effective height of the  bolom eter (discussed below). It is reason­
able to neglect the /z-dependence of /^ (v j ,  v 2 , 9, </>) since the range of centre-of-  
mass angles co rrespond ing  to the h integral is less than  10 per cent of that 
co rrespond ing  to the a integral at the scattering angles and  collision geom etries  of 
in terest. In practice it was found tha t  neglecting the dependence  of the /z-integral 
upon C, a and 9L (i.e. assum ing it was constant) had a negligible effect upon the 
averaged cross sections. W e note here that all points on the surface of the detec tor 
have an un o b s tru c ted  view of the whole scattering volume.
T h u s  far the  divergence of the  prim ary  beam  has been neglected. It was 
included  in the  analysis by incorporating  it into the average over the detec tor 
surface area. An effective w id th  for the  detector was defined by add ing  to its real 
w id th  (b0 =  1-93 m m ) the projection of the p r im ary  beam  w idth  at the  scattering 
cen tre  onto  the plane of the detector (see figure 2(c)), giving
beff =  b0 4- 2L tan (A/2) cos 8L ( 12)
with  A the d ivergence (F W H M ) of the p rim ary  beam  and L  the d istance betw een 
the scattering  centre  and the apertu re  of the first p r im ary  beam  sk im m er. An 
effective height was defined in a similar fashion
hcff = h0 + 2L  tan (A/2) (13)
w here  h0 = 4 - 2 7  m m . G iven the som ew hat ad hoc m e thod  used to include the 
d ivergence of the p r im ary  beam, we used A as a free pa ram ete r  in fitting to the 
H e /A r  total differential scattering m easurem ents  (see below). A value o f  A =  1-35° 
gave the best fit and was subsequen tly  used in the analysis of the H e /H F  scat­
ter ing  m easurem ents .
A 12 poin t  G auss -C h eb y sh ev  q uad ra tu re  was used to evaluate the £, Ö and g 
in tegrals and a 4 poin t G a u ss -L eg e n d re  rule was used for the a integral. F o r  each 
set o f  £, Ö, g values a laboratory  fram e cross section / [ ( v ^  v 2 , 0 , (j) — 180°) was 
calculated at 0-25 degree intervals and  a four point Lagrange  form ula  was used to 
in terpola te  betw een these points. T h e  limits on the £, Ö and g in tegrals and  the 
n u m b e r  of q u ad ra tu re  points used were chosen to converge the averaged cross 
sections to within the accuracy of the experim ents.
Finally, the  averaged cross section / av(0L) was com pared  with the experim ental 
cross section by scaling the latter in o rder  to m inim ize the quan ti ty
C,. -  /£,-
2E:
2
( 14)
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F igure  3. H e /A r  differential scattering cross section. E xperim en ta l  po in ts  are rep resen ted  
as d iam o n d s  and the solid curve is calculated using the po tentia l of Aziz et al. [15]. 
T h e  value of the fitting param eter  5  (see equation  (14)) is 2-8 x 1 0 - 3 .
w here  the E t are the experim ental points, C f the c o rre spond ing  theoretical es ti­
m ates  an d  /  is an adjustable scaling param eter.
T h e  accuracy of the appara tus  and the effectiveness of the  averaging p r o ­
cedure  were confirmed by m easuring and analysing the differential scattering  
cross section for the system  He/Ar. As m en tioned  earlier, several g roups  have 
repo r ted  scattering  data for this system [1.3-15] and  an accurate  pair  potentia l is 
available. F igure  3 com pares  the present experim enta l  results  w ith  the cross 
section p red ic ted  using the potential of Aziz et al. [15]. T h e  theoretical cross- 
sections were calculated from  phase shifts ob tained  using the semi-classical W K B  
app rox im ation  [21] and included values of the angu lar  m o m e n tu m  q u a n tu m  
n u m b e r  from  0 to 200. It can be seen from figure 3 th a t  there  is good ag reem en t 
be tw een  the  experim ental and  theoretical cross sections, es tab lish ing  the accuracy 
of the  techn iques  used in the  present investigations.
4. Intermolecular potential functions
M u c h  of  the analysis of the H e /H F  scattering data  was done in term s of the 
H F D  potentia ls  reported by Rodwell et al. [7]. T h e se  surfaces were construc ted
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from large basis set H artree  Fock (H F D )  calculations and  accurate values of the 
d ispersion coefficients (H F D )  using form ulae described  by D ouketis  et al. [ 22]. 
Briefly, the H F D  surfaces take the form
F (H F D )  =  F (H ar tree -F o ck )  +  F n(p) ^„ (D ispers ion)  (15)
w here the individual term s D„(Dispersion) of the  d ispers ion  series have been 
m ultip lied  by dam ping  functions Fn{p) which app roach  zero for sufficiently small 
H e - H F  separations and unity  for large separations. Full  details, including values 
of the  d ispersion coefficients, were given by Rodw ell et al. [7]. For  the present 
purpose  it is sufficient to note that the two potentia l surfaces, H F D 1  and H F D 2 ,  
were de te rm ined  by different choices of the p a ram ete r  p which appears in the 
dam p ing  functions and has been shown explicitly in equa tion  (15).
Rodwell et al. reported  two sets of H a r t re e -F o c k  calculations, one based on 
the rigid ro tor approxim ation  and the o ther  allowing for the  v ibrational d istortion 
of the  H F  molecule. T h e  rigid ro tor potentials for the  H F D 1  and  H F D 2  form s 
were bo th  represented  as expansions in L egendre  po lynom ials
8
V(R,  0) =  £  V ^ I D P ^ c o s  6)( 16)
>1 =  0
with  R  the distance betw een the helium  atom  and the  cen tre  of mass of the H F  
molecule and 6 the angle betw een the H F  b o n d  and  the line of centres. Coeffi­
cients V X(R),  tabulated  by Rodwell et al. [7] at 0-01 a.u. intervals, were used in 
the p resen t calculations in conjunction w ith  a four  po in t  Lagrange  in terpolation 
form ula.
In  the case of the calculations allowing for v ibra tional effects, the surface was 
represented  as a double  expansion
V(R, r,0 ) = £  Z  0 ) ( 1 7 )
>1 =  0  rt =  0
with s = (r — r0)/r0 being the relative d isp lacem en t o f  the  H F  bond  from  its 
equ il ib r ium  value r0 . Again, the coefficients V Xn are tabu la ted  [7] and were used 
in the  present work in conjunction with a four  p o in t  Lagrange  in terpolation 
form ula.
As will become apparen t in the D iscussion, the  represen ta tion  of the expe ri­
m ental data can be im proved  either by altering the  d ispers ion  coefficients or  by 
changing  the param eter  p in equation (15). T h e se  m odifications require  that the 
in terpolation tables be regenerated from  the original data  of Rodwell et al. [7].
T h e  scattering calculations based on the H F D  po tentia ls  show tha t  the an iso ­
tropic  com ponents  of the H e /H F  potential surface m ake only a small con tr ibu tion  
to the total differential scattering cross section (see the  next section). C o n se q u e n t­
ly there  is some value in representing  the surface by an effective spherical m odel. 
T h e  m odel chosen was tha t  used by Barker and  co-w orkers  to describe rare gas 
in teractions [23],
V(R)
3 C
£ exp (a(l -  x)) £  A n(x -  1)" -  ■ 6~ ™L n = o x + Ö
Cs
X 6 4- <5
( 18)
with x  = R / R m, £ the well depth  and R m the position  of the m in im u m . Values of 
the param eters  used in this model to describe the H e / H F  potential are reported  in 
the Discussion.
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Several o ther  potential surfaces for H e /H F  exist, such as those of Collins and 
Lane [6] and Raim ondi [24], However, for reasons that become apparen t later we 
have not m ade any calculations using these models.
5. Q uantum  scattering  calculations
A lthough  the H e /H F  interaction potentia l is clearly anisotropic, the calcu­
lations of Rodwell et al. [7] show tha t  non-spherica l  term s in the surface are 
relatively small. C onsequen tly  one m igh t  expect tha t  the total differential scat­
ter ing  can be adequate ly  described using a suitable  spherical potential. If this is 
so, then significant economies can be m ade  in the  analysis of the  experimental 
data  by assum ing  such a potential and using single channel scattering calculations. 
In o rder  to exam ine this possibility in m ore  detail, four different scattering calcu­
lations based on the H F D 1  potential were com pleted . First, the full anisotropic 
v ibrational potentia l surface, of the fo rm  given by equation  (17), was used in a 
coup led  states (CS) calculation [25, 26 ] .  N ext, the rigid ro tor potential, obtained 
from  the full potential by setting r = r0 , was used in an IO S  calculation [26, 27] 
based on semiclassical phase shifts calculated at sixteen orientations. A fully 
q u a n tu m  single channel calculation was then  carried  ou t using the spherical term  
V 00(R)  ° f  the H F D 1  potential. In this case the in tegration  algorithm  used to solve 
the differential equations  was op tim ised  to give cross sections that were converged 
to be tte r  than  0 5 per cent. Finally, a single channel semiclassical calculation, 
based  on the same spherical potential, was m ade. In  these investigations we used 
phase shifts (or 5  m atrices) for all values of the total angular m o m e n tu m  quan tum  
n u m b e r  from  0 to 120, giving integral and  differential cross sections that are 
converged  to w ith in  0 2 per cent w ith  respect to the m ax im um  total angular 
m o m e n tu m  param ete r  used. In addition , to exam ine any differences between the 
various m ethods  in greater detail, these calculations were carried out with no 
averaging over the experim ental param eters .
In the coupled-s ta tes  calculations, the  system s of differential equations were 
solved using the com bined  log-deriva tive-V IV A S a lgorithm  [28]. T h e  calcu­
lations were carried  out using the full v ibrational H F D 1  surface with the H F  
m olecule in the g round  vibrational state. T h e  basis set used was { | v j )  : v  =  0, 
7 = 0 , . . .  ,7 max} with  7max =  5 and 8 for collision energies of 480 and 950 K respec­
tively, ensu ring  that at least two closed channels  were included in m ost calcu­
lations. In these studies the coupling betw een channels  included m atrix  elements 
of the  form  (v' j \ {{r — r0)/roy  \vj}  for v  =  v — 0. As suggested by Rodwell et al. 
[7 ],  the p e r tu rb ed  M orse  oscillator potentia l of H uffaker [29] was used to charac­
terize the H F  vibration. Fo r  each j  the exact e igenfunctions | q/> were expanded 
in term s of a M orse  basis { | v}  : v =  0, . . . ,  9} and  the  eigenvectors were used to 
transfo rm  the m atrix  ( v  | ((r — r0)lr0)n \ Vs),  evaluated by direct integration, to 
obtain  the desired m atrix  elements. All rotational t ra n s i t io n s j —>j' f o r7 =  0, . . .  , 3 
and  7' =  0, . . . ,  4 were considered. T h e  CS calculations used the ‘correct phase’ 
and  the /-average choice / =  (/ 4- /')/2 for the orb ita l  angular m o m e n tu m  pa ram ­
eter. F o r  a discussion of the phase and  / choices see K hare  et al. and Fitz et al. 
[25]. Values of the total angular m o m e n tu m  q u a n tu m  n u m b er  from  J  =  0 to 120 
were included in the calculations and  the cross sections were averaged over the 
initial 7«-states and sum m ed  over all possible values of m . As for the single 
channel q u a n tu m  calculations, the in tegration a lgorithm s were optim ised to give
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Figure  4. T o ta l  differential scattering cross sections for H e /H F  pred ic ted  by the H F D 1
potentia l using the CS m ethod  (---------- ), the  IO S  approx im ation  ( ................. ), an
exact single channel calculation with the spherical par t  of the  potentia l (-------------)
and  a single channel W K B  com pu ta t ion  w ith  the same spherical po tentia l (----------- ).
cross sections converged to better  than  about 0-5 per  cent. W e note here that the 
labora tory  fram e differential cross sections p resen ted  in this section were obtained 
using equa tion  (1) (with =  v x) for m onoenergetic  90° collisions and were not 
averaged over experim ental conditions. In ob ta in ing  these differential cross sec­
tions, the  individual s ta te-to-state  cross sections were weighted  by the relative 
popu la tions  o f  their  initial rotational states, w hich  are shown table 3. Results are 
given at collision energies of 480 K  (41-4m eV) and  950 K  (81-9m eV), assuming 
he lium  beam  speeds of 915 and 1770 m/s. T h ese  conditions  are similar to those 
u n d e r  w hich  the experim ental results reported  in this paper  were obtained.
F igu re  4 com pares the unaveraged total differential cross sections calculated 
using the four m ethods. Clearly, the different techn iques  give very similar results, 
ind ica ting  that the  total differential scattering can be well described  by assuming 
an effective spherical interaction potential. T h e  m ain  difference betw een the CS 
and IO S  cross sections is that the  diffraction oscillations in the latter are slightly 
m ore  dam ped . O n the o ther hand , the single channel calculations give more 
highly resolved oscillations than the C S  m ethod . T h e  differences betw een the two 
single channel calculations are very small, ind ica ting  that, as expected for this 
system , it is satisfactory to use semi-classical m ethods  to obtain the phase shifts. 
Once the various calculations are averaged over experim ental  d is tr ibu tions , they 
are essentially indistinguishable. C onsequen tly , the  analysis of the  experimental 
data was carried out using single channel, semi-classical calculations. T o  illustrate 
the degree of  experim ental dam p ing  of the diffraction oscillations, an averaged 
cross section has been included in the figure for the h igher  energy case.
Before d iscussing the analysis of the experim ental data, it is interesting to
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exam ine the C S  calculations in m ore detail. Both c lose-coupled (CC) and IO S 
calculations for low energy H e /H F  collisions have been reported  recently by 
Battaglia et al. [10] using the rigid ro tor H F D 1  potentia l. A ssum ing that the CC 
results  are converged, they represent the exact values for the given interaction 
potentia l. W e report /-average CS calculations of the  cross sections made at the 
same total energy of 313 K (relative to the v — 0 ,7  =  0 state of H F )  and compare 
ou r  results w ith  those of Battaglia et al. [10]. T h e  log-derivative m ethod  was used 
to integrate  the  C S  equations from jR =  2 a .u .  (0*106 nm ) to 60a .u .  (3-175nm ) 
w ith  a step size of 0.02 a.u. (0.001 nm ) and values of the  total angular m om en tum  
from  J  =  0 to 80 were sum m ed. T w o  closed channels  were included in the in te ­
grations, along with the three energetically open channels  w hich exist at this 
energy. U n d e r  these conditions we expect to obtain  C S  cross sections converged 
to w ith in  at worst 0*5 per cent of their  exact values. T o  obtain  CS cross sections 
w hich  can be com pared  with the CC  results, a calculation was m ade  using the 
rigid ro tor H F D 1  potential. Next, the effect of inc lud ing  the zero-po in t  vibration 
was assessed by calculating CS cross sections for the full vibration dependen t 
H F D 1  potential.
In table 4 and figure 5 we com pare  ou r  C S  integral and differential cross 
sections with the close-coupled studies of Battaglia et al. [10]. C onsider  first the 
rigid ro tor calculations. T h e  integral cross sections are clearly in good agreement, 
w ith  only small differences between the co rrespond ing  0 —»• 1, 0 —> 2 and 1 —► 2 
processes. A lthough  Battaglia et al. ob ta ined  /-average IO S  integral cross sections 
tha t  are fairly close to the CC values, the co rrespond ing  differential cross sections 
for the  0 —> 1 and  1 —> 2 transitions are ‘grossly in e r r o r ’ [10]. T h e  C S  results, on 
the o ther  hand , reproduce  these CC  differential cross sections ra ther  well, differ­
ing onlv slightly in the positions and am plitudes  of the diffraction oscillations, 
and  underes tim ating  the cross sections for cen tre -o f-m ass  angles below about 4°. 
I f  the  zero-po in t  (v  =  0) vibrational m otion  is inc luded  in the CS calculation one 
finds that, whereas the elastic cross sections differ only  slightly from  the rigid 
ro to r  values, the inelastic cross sections are increased significantly. Indeed , the 
0 —► 1, 0 —► 2 and 1 —* 2 integral cross sections are 14, 39 and 24 pe r  cent larger 
than  the co rresponding  CC  cross sections ob ta ined  using  the rigid ro to r  potential. 
T h i s  increase is reflected as an overall scaling of the  0 —► 1 and 1 —>2 differential 
cross sections, with their  shapes closely resem bling  those obtained  from  the rigid- 
ro to r  CS calculations.
T a b le  4. C entre -o f-m ass  frame integral cross sections for H e /H F  at a total energy of 
313 K obtained using the rigid ro tor  and  vibra tion  d ep en d en t  H F D 1  potentials. T h e  
close-coupled results are those of Battaglia et al. [10]. Details of the C S  calculations 
are given in the text. T h e  cross sections are in square  A ngstrom s.
Rigid rotor
_________________ V ibra tion  included
CC CS C S
0 - > 0 69-6 70-7 70-6
1 — 1 77-3 78-3 78-4
2 —* 2 107-0 107-8 108-5
0 — 1 3-38 3-27 3-86
0 — 2 0-23 0-21 0-32
1 — 2 1 -60 1-65 1 -99
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F ig u re  5. A com parison  betw een the c lose-coupled results of Battaglia et al. [10] and the 
p resen t  C S  results for H e /H F  scattering at a total energy of 313 K . T h e  C C  results
(------ ) are for the  rigid ro tor  H F D 1  potential. T h e  CS cross sections (---------- ) for the
sam e potentia l appear on the left half  of the figure and are com pared  with those for 
the v ibra tion  d ep en d en t  H F D 1  potential on the right.
T a b le  5 sum m arizes  the centre-of-m ass  frame C S  integral cross sections for 
H e /H F ,  includ ing  the zero-po in t  vibrational m otion, at collision energies c o rre ­
sp o n d in g  to the experim ental m easurem ents . L abora to ry  frame differential cross 
sections calculated at the  same energies using the CS approx im ation  are show n in 
figure 6. T h e  discussion above suggests that these results are close to the exact 
ones for the v ibration d e penden t  H F D 1  potential surface. It is clear from  these 
ca lcu la tions  tha t  the H e /H F  cross sections are dom ina ted  by the elastic channels, 
w ith  the  inelastic cross sections being one or two orders  of m agn itude  sm aller  
than  those for elastic scattering. T h e  population w eighted 0 —> 1 integral cross 
section, which is the largest inelastic cross section, represents  3-7 per  cent of  the 
popu la t ion  w eighted total integral cross section at 950 K and 2 7 per cent at 
480 K , whereas the con tr ibu tions  from all elastic processes are 87 and  92 per cent 
respectively . As indicated in figure 6, the con tr ibu tion  to the total differential
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T a b le  5. C en tre -o f-m a ss  fram e in te g ra l cross sections fo r  H e /H F  sca tte ring  ob ta ined 
us ing  the v ib ra tio n  dependent H F D 1  p o te n tia l and the C S  a p p ro x im a tio n . N o tice  
tha t, u n lik e  tab le  4, the cross sections g iven  in  th is  tab le  are ca lcu la ted  fo r fixed 
c o llis io n  energies ra the r than fixed  to ta l energies. T h e  cross sections are in square 
A n g s tro m s .
F in a l j
In it ia l  j 0 1 2 3 4
(a) C o llis io n  energy =  950 K
0 44-70 5-33 2-07 0-21 0-11
1 1-88 46-07 3-40 1-04 0-10
2 0-59 2-31 45-97 3-01 0-57
3 0-05 0-80 2-63 46-10 2-65
(b) C o llis io n  energy =  480 K
0 58-10 4-70 0-73 0 0 6 C losed
1 1-83 58-71 2-86 0-30 C losed
2 0-34 2-32 58-78 2-15 0 0 5
3 0 0 5 0-53 2-57 59-14 1-40
95 0  K480 K 
41 .4  meV
1 0 0 0
T O T A L
T O T A L
E L A S T IC
E L A S T IC
IN E L A S T IC
L -F IN A LIN E LA S T IC
L -A V E R A G E
0.01
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F ig u re  6. P o p u la tio n  w e igh ted  d iffe re n tia l sca tte rin g  cross sections ca lcu la ted  fro m  the 
fu l l  H F D 1  p o te n tia l us ing  the  C S  m e th o d  at c o llis io n  energies co rre sp o n d in g  to the 
mean exp e rim e n ta l energies. N o tic e  th a t whereas fig u re  5 show s cross sections 
ca lcu la ted  at the same to ta l energy, in  th is  fig u re  the  c o llis io n  energies are fixed . N o  
averag ing  over e xp e rim e n ta l param ete rs  has been done.
H e- H  F  sea tiering 843
cross section from inelastic collisions can be greater than this at certain angles. 
F o r  exam ple, the inelastic con tr ibu tion  near the first m in im um  in the 950 K total 
differential cross section is about 8 per cent. However, after averaging over the 
experim en ta l  conditions, this figure is expected to drop  to less than 1 per cent. At 
a sca t te r ing  angle of 32° in the laboratory frame, the total con tr ibu tion  from 
inelastic events is abou t 17 per cent following averaging.
As a final po in t  we consider the value of the orbital angular m o m en tu m  
p a ram ete r  / and the phase choice (as discussed by K hare  et al. and Fitz  et al. [25]) 
used in the  IO S  and CS approxim ations. W ith in  the C S  approxim ation , the 
/-initial (/ =  /) and  /-final (/ =  /') choices lead to sim pler (identical) expressions for 
the cross sections than  does the /-average choice. F o r  the systems H e /C O , 
H e /H C l  and  N e /H D  at low collision energies bo th  the IO S  and CS degeneracy 
averaged  differential cross sections are in reasonable agreem ent with the CC 
results  only  for the  /-average and ‘correct phase ’ choices [25]. O ther  com ­
b ina t ions  of phase choice and  /, a lthough often p redic ting  reasonably accurate 
in tegral cross sections, lead to degeneracy averaged differential cross sections for 
odd  Aj transit ions  whose diffraction oscillations are out of phase with the CC 
results  [25]. T h is  behav iour  is illustrated in figure 6 for H e /H F  collisions at 
950 K, w here  we show the total inelastic differential cross section, which is d o m i­
na ted  by odd  Aj transitions, ob tained  using the /-final C S  approx im ation  and the 
‘co rrec t  p h a se ’ choice. T h e  com parison  presen ted  earlier with the close-coupled 
resu lts  of Battaglia et al. shows that the /-average C S  approxim ation , with the 
‘co rrec t  phase ’ choice, unlike the / -average IO S  m ethod  used by Battaglia et al. 
[10], is able to adequate ly  describe bo th  the integral and differential scattering 
behav iou r  in low energy  H e /H F  collisions.
6. D iscussion
F ig u re  7 shows the total differential scattering cross-sections m easured  for 
H e / H F  at the two collision energies used in the experim ents. Also shown in the 
figure are four sets of theoretical cross-sections calculated using potential surfaces 
to be d iscussed  shortly . T h e  theoretical results were averaged over the expe rim en­
tal cond it ions  and  based on semiclassical calculations using the spherical parts  of 
the  in terac tion  potentials. In each case the scaling param eter  X in equation (14) 
was chosen  to m inim ise  the quan ti ty  S.
Several q u a n tu m  oscillations are resolved in the experim ental cross-sections 
and  the ir  am plitude  and  phase serve as a sensitive basis for assessing the theo re ti­
cal p red ic tions . T h e  figure shows the cross sections pred ic ted  using the spherical 
pa rts  o f  the  H F D 1  and  H F D 2  potentials of Rodwell et al. [7]. Both of these 
m odels  give quite  good representa tions  of the experim ental data.
It is no t possible to obtain  a un ique  potential surface using only experim ental 
sca t te r ing  data of the type given in this paper. Usually, a sem i-em pirical model is 
co n s tru c te d  to be consis ten t with a wide range of experim ental m easurem ents  [1]. 
H ow ever, there is little data available for the H e /H F  system. In view of this lack 
o f  add it ional  in form ation , we chose to examine modifications to the H F D 1  and 
H F D 2  pair  in teractions w hich im proved  the agreem ent with  experim ent.
A sim ple way to adjust the  H F D  potentials is to scale the dispersion coeffi­
c ien ts  in o rder  to im prove the fits to the scattering data. In developing an H F D  
po ten tia l  for A r /H F ,  D ouketis  et al. [22] used this approach  and found tha t
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Figure 7. A comparison between the experimental total differential cross sections 
(diamonds) and those obtained from a number o f d ifferent potential surfaces using 
spherical potential semi-classical techniques.
spectroscop ic  data fo r  the A r /H F  d im e r were rep roduced  w e ll w hen a ll the d is ­
pe rs ion  coe ffic ien ts  fo r  th is  system were increased by  27 per cent. W e used a 
s im ila r  approach to  f it  the present H e /H F  sca tte rin g  m easurem ents and fo u n d  
th a t the  agreem ent between th e o ry  and e xp e rim e n t was im p ro ve d  b y : (a) increas­
in g  the  C 6 co e ffic ie n t in  the H F D 2  m odel by  24 per cent (H F D 2 -A ) ,  (b) increas­
in g  the  C 6 co e ffic ie n t in  the H F D 2  m odel b y  16 per cent and reca lcu la tin g  a ll 
o th e r d ispe rs ion  coe ffic ien ts  us ing the m e thod  discussed by  R o d w e ll et al. [ 7 ]  
(H F D 2 -A ) ,  o r (c) increasing the C 6 coe ffic ien t in  the H F D 1  m ode l b y  18 per cent 
(H F D 1 -A ) .  Values o f the w e ll dep th  and o th e r p ro p e rtie s  o f the spherica l pa rts  o f  
these po ten tia ls  are g iven in  tab le  6. A ll o f these m o d ifie d  po ten tia ls  g ive  a b e tte r 
rep resen ta tion  o f the sca tte ring  data than do the una lte red  H F D 1  and H F D 2  
p o te n tia ls . T h e  d iffe re n tia l cross sections p red ic ted  us ing  the H F D 1 -A  p o te n tia l 
are show n in figu re  7.
W e  also m o d ifie d  the H F D 1  po ten tia l b y  inc reas ing  the param ete r p (w h ic h  
appears in the d a m p in g  fu n c tio n s ) by  11 per cen t (H F D -p ) .  As show n in  tab le  6, 
the  re s u lt in g  agreem ent between theo ry  and e x p e rim e n t is s im ila r  to  th a t ob ta ine d  
by  resca ling  the d ispers ion  term s. G iven  the care w ith  w h ich  M u ld e r  et al. [8 ]  
have assessed the d ispers ion  coe ffic ien ts , i t  is u n lik e ly  tha t they are s ig n if ic a n tly
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Table 6. Properties of the spherical te rm s of the potential surfaces used to analyse the 
experim enta l H e /H F  scattering data, o is the value of R  for which V{R)  =  0, R m is 
the position of the m in im u m  in the potential, £ is the well dep th  and AR l2 *s the 
w id th  of the attractive part  of the potential at half its m ax im u m  depth . 5(516) and 
5(990) are the fitting param eters , defined by equation  (14), at the two experim ental 
collision energies. T h e  smaller the value of 5 ,  the be t te r  the fit.
Po tentia l a  (nm) R m (nm) e ( K ) AR lf2 (nm) 5(990) x 103 5(516) x 103
H F D 1 0-282 0-316 29-4 0-095 7-5 9-2
H F D 2 0-285 0-320 27-5 0 097 11-2 13-5
H F D 2 - A 0-279 0-313 35-2 0 096 2-9 4-4
H F D 2 - B 0-279 0-313 34-7 0 095 3-1 4-4
H F D 1 - A 0-277 0-311 35-7 0 093 2-6 4-7
H F D - p 0-276 0-309 33-5 0-093 3-4 5-8
B F W 0-276 0-309 33-5 0-094 2-9 4-7
B F W  is the fitted Barker potential discussed in the text. H F D 2 - A  is the H F D 2  model 
w ith  the  spherical C6 te rm  increased by 24 per cent. H F D 2 -B  is the H F D 2  model with the 
spherica l C6 term  increased by 16 per  cent and all o ther d ispersion  coefficients recalculated 
us ing  the  m ethod  discussed by Rodwell et al. [7]. H F D 1 - A  is the H F D 1  model with the 
spherica l C6 te rm  increased by 18 per cent. H F D - p  is the H F D 1  model with the  value of p 
(see equa tion  (15)) increased by 11 per  cent.
in error. We stress that scaling the dispersion coefficients and m odifying the 
dam ping functions are sim ply convenient ways o f m odifying the H F D  potentials.
T h e H artree-Fock calculations of Rodwell et al. [7 ] used a large basis set and 
the SC F  potential obtained is in reasonable agreem ent with the recent results of 
Raim ondi [24]. As a result, we expect the SC F part o f the potentials to be quite 
accurate. So far as the H F D  m ethod is concerned, there is clearly som e flexibility  
in the way in which the dispersion terms are damped. Indeed, an alternative 
m ethod has been proposed by Tang and T oennies [30 ], but we have not con ­
sidered their approach in the present study.
For many applications it is useful to have an analytic, spherically sym m etric, 
potential function which accurately represents the scattering data. One m odel that 
is suitable for this purpose is that of Barker et al. [23 ], who introduced a flexible 
sem i-em pirical function for describing the rare gas interactions. W e fitted such a 
m odel to the scattering data, using equation (18), with the dispersion coefficients 
of M ulder et al. [8] for the long range interaction. T he parameters of the 
resulting potential (BFW ) appear in table 7 and the corresponding fits to the 
experim ental data are shown in Figure 7.
T a b le  7. Param eters of the fitted Barker potential (B FW ) used to represen t the spherical
part  o f  the H e /H F  interaction.
Param eter Value Param eter Value
0-309 nm A t - 2 - 2 5 4
e 33-5 K A  2 -8 - 0 3 5
a 1 3 0 A  3 -4 8 -9 7 5
S 0-01 c 6 1-2364
A 0 0-6384 c 8 0-41842
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F igu re  8. T h e  spherical potentia l functions used to obtain  the theoretical cross sections
shown in figure 7.
Figure 8 shows the spherical parts of the potential surfaces used to generate 
the fits shown in figure 7. It is clear from the figure and from  table 6 that there 
are significant differences am ongst the m odels considered. In the light of the 
results presented in this paper it is not possible to recom m end one model over 
another. N ote, however, that the fitted potentials are all deeper than the H FD 1 
and H F D 2  models and have somewhat sm aller values of the position of the zero 
in the spherical interaction. O ur studies suggest that the spherical part of the 
H e /H F  potential can be described using the following param eters: zero crossing 
a  =  0-278 +  0-003 nm ; position of m inim um  R m = 0*311 4; 0-003 nm ; and well 
dep th  e = 34-5 ±  2-5 K.
T h e  last m atter to discuss is the question of the accuracy of the non-spherical 
term s in the H F D  potentials of Rodwell et al. [7]. As no experim ental data that is 
suitable for exam ining these term s has been published, no definitive statem ent 
can be made. However, given that the present results indicate that there are small 
erro rs in the H FD 1 and H FD 2 spherical potentials, it is likely that the non 
spherical term s are also slightly in error. Certainly, in the case of the H 2- H 2 
in teraction, where inelastic data are available, the various contributions to the 
potential appear to scale together [31]. A ssum ing that such scaling also holds for 
H e -H F , it follows that the valence bond potential of Raim ondi [24] is incorrect. 
T h is  surface is significantly shallower and considerably more anisotropic than 
either the H FD 1 or H FD 2 models. M ore im portantly , it is also significantly m ore
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repulsive at all orientations. Consequently , it is likely tha t  R a im o n d i’s potential is 
inconsistent with the present scattering data. A sim ilar conclusion is reached 
when earlier potential functions for the H e - H F  system  [6] are exam ined.
. In conclusion, we note that the H F D 1  and  H F D 2  potentia ls  of Rodwell et al. 
[7 ],  in conjunction with a spherical potential ca lculation, lead to total differential 
scattering cross sections which are in reasonable ag reem en t  with the experim ental 
data  presented  in this study. Better agreem ent is ob ta ined  e ither  by modifying 
these potentials or by fitting an analytic spherically  sym m etr ic  potentia l, having 
the form of equation (18), to the m easured  points . A lthough  the experim ents  
d iscussed here are not sensitive to the details of the  an iso trop ic  pa rt  of the  po ten ­
tial, the fact that the H F D  potentials lead to reasonable  ag reem en t  with the 
experim ental results should give fu ture  investigators m ore  confidence in using the 
H F D 1  and H F D 2  potentials for H e /H F .
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