To understand a role of feedback signals in the visual cortex, we have developed a computational model which performs image interpretation in degraded environments; given a degraded picture, we seek the image that maximizes the posterior distribution where maximization is performed via dynamic programming. This is a powerful theoretical framework provided by Geman and Manbeck (1993) . We have developed a simplified version of theirs. The capability of the model to perform image interpretation has been investigated. We demonstrate that damages of feedback signals affect noise removal and boundary-finding, indicating a role of the feedback signals.
Introduction
Aiming at the understanding of information processing in the brain, various studies are in progress and are influencing each other. Among these, electrophysiological experiments have the greatest influence on the engineering approach in which electrodes are inserted into the monkey brain performing a certain task to analyze the activities of individual neurons. Conversely, based on mathematical models developed by engineering approaches in which the purpose of information processing is clearly defined, it is possible to make suggestions regarding what information should be sought from the records of neural activities in the electrophysiological experiments.
In fact, physiological studies have been greatly influenced by studies of neural network models. Examples are the "associative memory model" [1] [2] [3] [4] , in which the whole event is recalled from its fragments, and the "self-organizing map" [5, 6] , in which individual neurons adapt to the external environment by collaborating and competing with other neurons.
Recently, there have been modeling efforts to understand the primary visual cortex in terms of efficient information representation [7] [8] [9] , and to understand the "feature binding problem" which is about how the information handled in separate areas is integrated [10] . These models, which are constructed from teleological standpoint views, are attractive since we can imagine "how the brain works" with these models.
When we recognize an object, our brain makes every effort to match the object to memories. The visual information received by eyes is not processed in one direction: there are also backward signals from the higher-level association cortex to the primary visual cortex. In experiments with monkeys, the existence of the backward signal has been verified by recordings of neural activities. It is considered that the interaction between forward and backward signals, especially the role of the backward signal, is important in object recognition [11] .
However, since information is represented in a distributed manner among a large number of neurons in the brain, it is difficult to identify the role of the backward signal experimentally. Consequently, there have been intensive efforts to construct a computational model of two-way information processing, such as a model of selective attention, and a model of concept formation, aiming at understanding of how the brain works [12] [13] [14] [15] [16] [17] [18] [19] [20] .
This study is not necessarily concerned with biological adequacy, but constructs a mathematical model of object recognition with the teleological view, based on the model of Geman and Manbeck [21] . We present, by computer simulation examples, an idea of the roles of forward and backward signals in visual recognition. Specifically, the following approach is made. A tree-structured Markov random field (MRF), which can represent a hierarchical knowledge structure, is used. A closed region called a simply-connected region is modeled. Then, the procedure for interpreting the picture is analyzed. Using the tree-structured MRF, the global relation can be modeled by local constraints. Examples are shown in which the forward processing of the input image is performed in each layer with retention of ambiguity, and the ambiguity is eliminated by backward processing.
Previous studies based on ideas similar to our study are the predictive coding of Rao [19] using a Kalman filter, and the hierarchical Bayes estimation model of Lee and Mumford [20] . Rao [19] presented an example in which a certain number of images are learned and it is judged whether or not the input image is one of the learned images by comparing them and processing the errors. This approach is a combination of associative memory model and self-organization of the information representation. It is interesting in the sense that with this model we can imagine how the brain works. Basically, however, the method is based on a linear model.
The work of Lee and Mumford [20] is based on the same idea as in this study. In particular, they focused on the biological adequacy of computation. It is difficult, however, to model higher visual areas, and no precise investigation is given. In this context, the model presented in this study is considered as a more detailed investigation oriented toward the understanding of hierarchical processing, since an almost infinite number of simply-connected regions can be recognized, although only line-drawing figures are handled.
Modeling by Tree-Structured Markov
Random Fields
Formulation of problem
The left side of Fig. 1 is a binary image drawn on a 256 × 256 region. There are several closed curves, which are called simply-connected regions. The boundary of the region is shown in black. The inside and outside of the region are shown in white. In the following, noise in which black and white are reversed in each pixel with a probability of 0.25 is applied to the image (right side of Fig. 1 ), and we consider the problem of restoring the original region (left of Fig. 1 ). With this simple example, we consider the elimination of ambiguity in visual recognition and the implications of the forward and backward signals.
When we wish to solve the problem by a bottom-up procedure, for example with feed-forward neural network models, the procedure is as follows. First the image is observed locally, and short segments which can be candidate boundary lines are sought. Then, candidates for longer segments (straight lines and curves) are sought from the above boundary line candidates. By repeating such steps, it may be possible to restore the original boundary line. When the noise ratio is high, as on the right of Fig. 1 , the boundary line becomes obscure when the image is observed locally, resulting in a larger number of false boundary line candidates. Since the error is propagated to the next step, it is difficult to solve the problem by this approach unless the problem is fairly simple.
Next, consider the solution of the problem by a top-down approach, such as template matching. Then, it is necessary to search for regions in the (observed) image which contain large amounts of noise, but are similar to the closed-curve template, after the template is deformed in Fig. 1 . Left: Simply-connected regions. Right:
Degraded picture.
size and shape in various ways. Specifically, methods such as the deformable template [22] may be applied depending on the problem, but a tremendous number of templates with deformation and shrinkage or dilation must be tried, even for the simple figure at the right of Fig. 1 . In other words, from the viewpoint of computation, it is difficult to restore the original region by this kind of approach. Thus, in order to identify connected regions, it is necessary first to achieve coarse recognition by a bottom-up approach, but top-down knowledge is also required in this step. This is a "chicken and egg" problem which is well known in the field of computer vision [23] . In dealing with this point, Geman and Manbeck [21] showed impressively by using the line drawing picture example shown in Fig. 1 that a procedure based on a hierarchical model is better than a procedure using only the bottom-up approach or only the top-down approach. Specifically, they modeled a simplyconnected region by using tree-structured Markov random fields (Fig. 2) .
In the design of a recognition system using stochastic models, a key point is how to embed the common rules for objects in the system. Let the internal state of the system be x and the observable part be y. Then, the problem corresponds to the design of the probability distributions P(x) and P(y|x) (Fig. 3) . P(x) is sometimes called the generative model, and P(y|x) is sometimes called the data model. In speech recognition, for example, y corresponds to the raw data of the speech signal, and x corresponds to the phoneme or word.
The recognition process can be formulated as an optimization problem as follows. When the input y is given, the object is to find the image which maximizes the posterior probability
The learning of the model consists of the adjustment of parameters θ and θ′ so that the probability distribution of the data (external world) P(y′) agrees with the probability distribution of the model:
In this paper, however, the simply-connected region has already been modeled, and the parameters are fixed.
Modeling of image by tree-structured MRF
The figure shown in Fig. 1 was generated by a stochastic context-free grammar. Treating the output of this grammar as a stochastic variable, each variable
i corresponds to a node of the tree-structured graph shown in Fig. 2 . Each variable x i,j corresponds to a rectangular region with various sizes of the image (what information of the region each variable carries is described in Sections 2.3 and 2.5).
x 0,1 corresponds to a region of 256 × 256 pixels, that is, the entire image. x 1,1 corresponds to the left half of the whole image, that is, to a region of 128 × 256. Similarly, x 1,2 corresponds to the right-half region. x 2,1 , x 2,2 , x 2,3 , and x 2,4 are variables that correspond to regions of 128 × 128, obtained by horizontally bisecting regions x 1,1 and x 1,2 . In this way, the vertical and horizontal bisections are continued until regions of size 1 × 1 are obtained. Then,
2 correspond to each pixel of a 256 × 256 region (left side of Fig. 1 ). y j , which correspond in one-toone fashion to x 16,j , also express 256 × 256 pixel values in which y j is the value of x 16,j plus noise (right of Fig. 1 ).
In this paper, the Geman and Manbeck model [21] is used, which generates simply-connected regions. In image restoration, a model which is a simplification of their model is used. The major difference is the information carried by each variable
. In their model [21] , there exists a variable with more than 30,000 possible states. In the simplified model used in this study, on the other hand, all variables take binary values of 0 and 1. In Fig. 2 . Tree-structured Markov random fields. (2) the following, Section 2.3 describes the generative model of Geman and Manbeck [21] , and Section 2.5 describes the simplified recognition model.
Probability model of picture by Geman and Manbeck
Figure 4(a) shows two examples generating simplyconnected regions. As described in the previous section, variables x i,j correspond to rectangular regions of various sizes. Information about the location of the contour of its region through which a line is incoming or no line is incoming is embedded in each variable. As will be discussed later, even if there are incoming lines, the number of crossing points is restricted to 2 [Figs. 4(b) and 4(c)]. The information specifying the two points through which the line is incoming is carried by each variable. For x 1,0 , which corresponds to a 256 × 256 region, it is assumed that the simply-connected region does not extend outside the region, and the number of crossing lines is fixed as 0 (no line is outgoing).
The values of random variables x 1,1 and x 1,2 are determined first. The values of x 1,1 and x 1,2 are concerned with the rectangular 128 × 256 regions which divide the 256 × 256 region of x 0,1 . It is decided at random with probability 0.5 whether or not the boundary line of the simply-connected region should be set on the vertical bisecting line [the upper figure of Fig. 4(a) is the case where the boundary line is set, and the lower figure is the case in which it is not].
When the boundary line is to be set, the position of the "boundary points" on the bisecting line is decided at random. The pixel values (128, i), (128, i′), (129, i) , and (129, i′) of 4 points on the 256 × 256 image are set as 1, and the pixel values of the other points on the two vertical lines are set as 0. Here, the pair of two boundary points (i, i′), i, i′ ∈ {1, 2, . . . , 256}, i ≠ i′ is selected at random with uniform probability. The information that two particular points are the boundary points or that there does not exist a boundary point is embedded in the variables x 1,1 and x 1,2 . That is, there exist 32,641(= 256 C 2 +1) different values.
Next, the values of x 2 = (x 2,1 , x 2,2 , x 2,3 , x 2,4 ) are determined. x 2,1 and x 2,2 are determined according to where on the horizontal line bisecting the 128 × 256 region of x 1,1 into 128 × 128 regions the boundary points should be set. It should be noted that each of x 2,1 and x 2,2 shares 3/4 of the contour of its own region with x 1,1 . If a boundary point is already set on the contour of the region of x 2,1 and x 2,2 , respectively, a new boundary point is set on the bisecting line in order to form the boundary line of the connected region [corresponding to x 2 in Fig. 4(a) , and also to If both of the already set boundary points are located on either of x 2,1 and x 2,2 , a new boundary point cannot be set on the bisecting line [this corresponds to Fig. 4(c) , although the details are not the same]. If the boundary point exists in neither contour of the region for x 2,1 and x 2,2 , it is specified, as in the determination of the values of x 1,1 and x 1,2 , at random with probability 0.5, whether no boundary point is set or two boundary points are set [x 2 in the lower figure of Fig. 4(a) ].
The values of x 2,3 and x 2,4 are similarly determined at random, depending on the value of x 1,2 . There are 32,386 possible states for each of the variables x 2,1 , x 2,2 , x 2,3 , and x 2, 4 . When the values of x 1,1 and x 1,2 are fixed, however, the number of states is reduced. In the case of the upper figure of Fig. 4(a) , for example, there are 127 possible values of x 2,1 and x 2,2 , after the value of x 1,1 is given. When the values of x 1,1 and x 2,1 are fixed, the value of x 2,2 is uniquely determined. Figure 2 shows such dependencies among the variables.
By similarly applying the rules, the values of 2 i variables are determined in the i-th processing step. Each variable carries information specifying the two points on the contour of its own region through which the lines are incoming. Consequently, each variable x 3,j , j = 1, . . . , 8, has 50,404 states. However, the number of states of the variable decreases in the progression from the 3rd step to the 16th step. For example, we have x 12,1 , . . . , x 12,2 12 ∈ {0, 1, 2, . . . , 66} x 16,1 , . . . , x 16, 256 2 ∈ {0, 1}. A figure is generated by the above procedure. The figure which is actually observed is of size 256 × 256 y 1 , . . . , y 256 2 ∈ {0, 1}. These are obtained by (c) Restriction to limit the class of generated figure. There can be at most two crossing points of the boundary lines. The shaded region cannot be selected.
adding
The image used in the following computer experiment was generated on the basis of the model with p 01 = p 10 = 0.2.
There is a restriction in each step that when the original image is divided into rectangles for the variables x i,j , it does not occur that the boundary lines are incoming through more than two points [ Fig. 4(c) ]. The purpose of the restriction is to limit the figures to be handled to relatively simple shapes, and to simplify the process of restoring the image (determining the maximum a posteriori estimate of the image).
Calculation of the maximum a posteriori estimate of the image
The purpose in this study is to estimate the most likely x = (x 1 , . . . , x 16 ) given the observed data y = (y 1 , . . . y 2 16 ), where
. . , 16. When dependencies among variables are represented by the tree structure, as in Fig. 2 , the maximum a posteriori estimate x MAP = arg max x P(x|y) can be calculated efficiently by dynamic programming.
Using the properties of the MRF [24] , P(x|y) can be decomposed as follows into the clique terms of the graph:
Specifically, it can be represented by a conditional probability, for example, as
In 1 (x 14,1 ). C 14,1 can be calculated efficiently by using the functions C 15,1 and C 15,2 , which have already been calculated. The above calculation is performed for each x 14,j , 1 ≤ j ≤ 2 14 . In this way, by retaining the function R to determine the estimation value for each of the possible values of the upper-level node, a series of calculations is repeated up to the top-level node. The likelihood C is used in the calculation of the likelihood in the one upper-level node, but need not be retained once it is used.
For the top-level node, the calculation process is as follows:
The estimation for x 0,1 is given as Then, the estimates for x 1,1 and x 1,2 are determined successively as R 1,1 (R 0,1 ) and R 1,2 (R 0,1 ), respectively. Thus, by determining the estimates for the upper-level nodes, the estimates for x 2 , x 3 , . . . , x 16 are determined successively.
The estimate for the original image is given as x 16 . It is evident from the above procedure that the calculation progresses up to the top-level node in a multiple representation, that is, retaining ambiguity. The proposed method differs from other ordinary hierarchical models in the above respect.
Simplified recognition model
Geman and Manbeck [21] constructed a probabilistic model which can generate simply-connected regions. With that model, they showed the original region can be restored even if the noise ratio is as high as 0.25. Problem is that information about two points on the contour through which the segments are incoming is embedded in each node (corresponding to images of various sizes). Then, a node, which is produced in the upper-level layer, has more than 10,000 states. In a 256 × 256 figure, there can be approximately 50,000 different values that x 3,1 can take. R and C must be calculated for each of these, and the amount of computation is tremendous. Another problem is that the implications of the node are hard to understand as information processing in the brain.
Hereafter we use the following simple model for recognition process. The rule for generating the values of the lower-level nodes from the values of the upper-level nodes is described as follows at each level i (Fig. 5): That is, the variable x i,j , 0 ≤ i ≤ 16, 1 ≤ j ≤ 2 i used in this paper takes a value of 0 or 1. A value of 0 implies that the simply-connected region does not intrude into its own region from outside, as in the rectangular region drawn by the solid line in Fig. 5 . The value of 1 implies the contrary case (dotted line in Fig. 5 ). It is impossible to generate a simply-connected region from the rules of Eqs. (11) and (12), but simply-connected regions satisfy this rule.
In their approach of Geman and Manbeck [21] , the rule for generating simply-connected regions is strictly defined. Consequently, the line is restored in noisy situations. In our simplified model, on the other hand, the ability to generate the line is not provided, and therefore the ability to restore the boundary is incomplete. This deficiency is compensated as follows. The image generation model of Ref. 21 is used up to the 13th level. From the 14th (corresponding to a 2 × 2 image) to the 16th level, the following rule is used together with the generation/recognition model. When the value of the parent node is 1, 1 → 11 with probability 1. When the value of the parent node is 0, 0 → 00 with probability 1. Thus, the figure composed of a simply-connected region is generated with a thick contour and is used as the input after adding noise.
F, appearing in the calculation of the maximum a posteriori estimate of the image shown in Section 2.4, can be described in terms of a conditional probability. Several examples of detailed expressions are presented below: (12) 10 , and x 12 , respectively. Although a simplified model which is different from the model that generated the image is used to calculate the maximum a posteriori estimate, the regions are well restored. The errors between the original image (a) and its estimate (c) are 0.28% (184/65536) and 0.56% (368/65536) for Figs. 6 and 7, respectively. When 10,000 simply-connected regions are generated and the experiment is performed under the same conditions, the error is obtained as 0.246 ± 0.150%.
The variables in the top nodes determine the rough position of the figure (d to i in Figs. 6 and 7) . When two points located far apart on the lower level are connected through an upper-level node, a simply-connected region is inferred. In order to verify this situation, the estimated values are compared to the case in which the maximum a posteriori estimate of the image is determined by using only the nodes at the lower-level layer. (a), (b), and (c) in Fig. 8 show the results when the maximum a posteriori estimate is determined by using only the nodes from the 10th to 16th, 12th to 16th, and 14th to 16th levels, respectively. These correspond to the situation in which the signal from the upper-level layer does not arrive, and the node must determine its own value by using only the information from the lower-level layers.
Specifically, the situation is as follows. When the nodes from the 10th to 16th levels are used as in Fig. 8(a) , we set
The estimate for x 10,1 in the upper level is set as The maximum a posteriori estimate of the image is obtained by using only nodes of (a) from 10th, (b) from 12th, and (c) from 14th level. Only the part for x 16 is shown. 
The expressions are similar for other x 10,i , i = 2, ⋅ ⋅ ⋅ 2 i . As is evident from Figs. 8(a) to 8(c) , the estimate in the lower-level layer is improved when the information retained by the nodes in the upper-level layer is utilized. In other words, it can be seen that the backward signal from the upper-level layer (estimate for parent node) is important. The above is the case in which the global relation is successfully embedded with many weak local restrictions.
Role of backward signal
In order to investigate the role of the backward signal from another viewpoint, the case in which the signal sent from the upper-level layer is blocked is investigated. Assuming that the estimates for the 5th level x 5,i , i = 1, . . . , 2 5 are 0, the estimated values x 6,2i , x 6,2i+1 in the 6th level are inverted independently with a probability of 10%. When the estimated value in the 5th level is 1, the estimate for the 6th level is inverted with 50% probability. The reason for not inverting the estimated value when the parent node takes the value of 0 is that it is not natural to consider an activity arising from nothing. Figure 9 shows the results. It can be seen that the estimate is exact up to (e), and is degraded from (f) (6th level), and that the effect is observed in lower levels (g, h, and i). Figure 10 shows the results when the same destruction is applied up to 7th level. It can be seen from the figure that the estimate is exact up to (f), but is degraded from (g) (8th level). The effect is observed in the lower-level layers (h, i). The effect on the lower-level layers is larger than when the 5th level was destroyed. In fact, even if the original image is directly input, it was not obtained as the estimate due to the effect of the backward signal.
Discussion
In the proposed model, each node is locally connected to two nodes in the lower level, one node at the same level, and one node in the upper level (except for the nodes in the top and bottom levels). The model can be interpreted as follows by its structure. Each node receives likelihood information C from the lower-level nodes in the course of forward processing. Based on the received information, the node exchanges information with the parent and neighbor nodes and calculates the likelihood C to be sent to the parent and the function R to determine its own value depending on the value of the parent. R must be retained until the recognition is completed, but C is no longer necessary when it is sent to the parent. In the reverse direction, the value of the parent node is directly transmitted in top-down fashion. Based on that value, the lower-level node determines its own value. This is the information in the backward flow.
In this study, a realization using the neural network model is avoided, instead, MRF is used with which the operation principle is simply and clearly described. The author believes that the model presented in this paper, although simple, represents a key aspect of perception, Fig. 7 .
The descriptions for figures are the same as in Fig. 6 .
especially the problem of part-whole hierarchical representation. By extending this model, a rich image of braintype visual information processing, such as the feature binding problem, may be obtained. Specifically, the following observations are made. In this approach, the maximum a posteriori estimate of the image can be calculated exactly by dynamic programming. Consequently, there is no time evolution of dynamics, such as is seen in neural network models. To deal with this point, the time evolution and the parallel moving image can be obtained if the nodes of the tree-structured MRF are randomly selected each time, and the state of the node is updated stochastically, depending on the adjacent states.
In order to clarify the situation, a 16-level model is used, but an 8-level model can be constructed by defining If the variables are defined as taking 3 and 4 different values, more complex rules can be represented (in fact, Geman and Manbeck [21] used nodes with several tens of thousands of states). If such behavior is realized by an ordinary neural network, higher-order correlations must be represented. When a neural network has a property which is apparently related to the feature binding problem, the higher-order correlation must be considered in the discussion of synchronized firing in the neural activity [25] . From such a viewpoint, modeling based on the spiking neuron model or the oscillator is interesting to use.
In this paper, noisy simply-connected regions are used as inputs. An example to demonstrate the importance of the backward signal is recognition of an ambiguous figure for which multiple completely different interpretations can be considered (such as a figure which is apparently a vase and also is apparently two confronting faces). This can be considered as an extreme case of the problems treated in this paper. For example, the top-level node of the tree structure can be the representation of a higher-order concept, such as a vase or two faces. It is easy to understand that the interpretation at the lower-level node changes completely depending on the implications of the upper-level nodes. The presentation of a more easily understandable problem is left for the future.
In this paper, learning is not considered. It is anticipated, however, that any probability distribution can be represented approximately by the proposed model only if the number of states taken by each variable is increased (see Ref. 30) . When the number of states of the variable is increased, however, the number of parameters to be learned increases and the learning cannot be realistically expected to occur. It will be more realistic to consider the object to be modeled, and to build-in the structure to some extent, leaving the fine tuning to learning.
The recognition model is greatly simplified compared to the generation model. It is surprising that images are restored fairly successfully in spite of this simplicity. The result suggests that it is sufficient to model only the necessary part, rather than to model the image in detail.
The advantage of modeling by a tree-structured MRF is that the maximum a posteriori estimate of the image can be exactly determined together with its probability. Depending on what information each node carries, various applications can be considered. Successful examples of object recognition include mine detection by Raphael [26] and recognition of mathematical formulas by Chou [27] . There is an application to error-correcting codes in which the information is embedded in each three nodes in a tree-structured MRF [28] .
MRF is often used for the explanation of early vision [29] , but some problems have been pointed out. Reference 13 (p. 1112 and 1990) pointed out the problem as follows. On the first point, the model introduced in this paper has succeeded in describing the global relation, that is, the world of the simply-connected regions. The global relation is described, since any nodes are connected through the hidden nodes. It is known theoretically, even in the simple hidden Markov model of linear graph, that complex (global) relations in the external world can be approximated to an arbitrary extent appropriately by increasing the number of states which each stochastic node (hidden node) can take [30] .
The second point is a subjective argument. It is true that the objects handled in this study are binary images, and it does not seem possible to construct a stochastic model to generate a complex world of vision such as the real world by directly applying the proposed model. Now a mathematical theory of vision [31] using a grammar system at the upper level (context-dependent grammar), and its application to the recognition have been considered.
As to the third point, it is not adequate to compare the 16-level MRF shown in this paper and the visual cortex of the brain. In spite of this, the relation of the part and the whole is well modeled among the presently available models. It is expected that depending on the way of embedding the information, the proposed model will be utilized as a model to account for various perceptual phenomena. 
Conclusions
This study has considered a tree-structured Markov random field in which a hierarchical knowledge structure can be embedded beforehand, and has modeled a simplyconnected region. The properties of the model were investigated through an image restoration problem. Interpretation examples have been presented for the relation of the part and whole hierarchy in visual recognition, and for the roles of the forward and backward signals.
