Multiple comparisons with the best, which is applicable to single-stage experiments, is introduced as a method for choosing the best of a finite number of system designs. Examples are given.
INTRODUCTION
When designing systems, it is natural to attempt to design the best possible system relative to some performance criteria, but subject to structural or resource constraints. When system behavior is uncertain, stochastic models may be employed to aid the design process. In that case, the criterion often becomes mean or expected system performance. This paper considers optimization of stochastic models via simulation with respect to minimum or maximum expected performance.
In his survey of stochastic optimization, Glynn (1986) Suppose that a larger expected performance implies a better system. For each system VT;, consider the quantity Bimaxj+ 6j, which can be termed "system i performance minus the best of the other systems' performance." We claim that, to assess the systems, very often the parameters 0i -max,+ 6, for z = l,..., k are the quantities of primary interest. This citn be seen as follows: If 0 < 0, -ma,+; 0j, then system ri is the best, for it is better than the best of the other systems.
If Bi -ma.xjpi 0, < 0, then system n3 is not the best, since there is another better system. Even if 8i -ma,#i 0, < 0, if -6 < Bi -ma.xj+i Bj where S is a small postive number, then system ri is within 6 of the best. Thus, for multiple comparisons with the best, the relevent parameters are 8; -maxi+; 0, fori=l,...,k.
Because the systems are stochastic and estimates are based on (necessarily finite) samples, the quantities Bi -maxj#;Bj are not known precisely. MCB gives two-sided (1 -ar)lOO% simultaneous confidence intervals for 8, -maY-j#i 0, for all i.
The subset selection aspect of ranking and selection decides which systems are not the best (i.e., 0, -maxi+ 0, 5 0). The indifference zone selection aspect of ranking and selection decides whether system "~~1, that appears to be the best according to the data, can indeed be inferred to be the best sys- 
Proof:
The lower MCB confidence bounds are derived by not-
SimiIiarly, the upper MCB confidence bounds are derived by noting that
We have thus shown that 1 -o = Pr{E) 5 Pre{Ej n E,} = 5 (E -yy c + ds/J;;)+ Vi)
which completes the proof. n Hsu (1984a) noted that equality is attained in (2) Gupta's (1956 Gupta's ( , 1965 
We now show that (4) is implied by (2) if it is assumed that e(k) > 8(k-1):
2.3 MCB Lower Bounds Imply Indifference Zone Selection When a2 is known, Bechhofer's (1954) indifference zone selection selects system n[q as the best system and guarantees
We now show (5) 
Joint Subset Selection and Indifference Zone Selection Inference
Subset selection inference is based on the event Es; indifference zone selection inference is based on the event Ed; while MCB inference is based on El n Ez. We have shown Er n E2 C E3 n E4.
Therefore, since the MCB confidence intervals are guaranteed to cover the parameters Bi -max+ 0, simultaneously with a probability of at least 1 -cy, subset selection inference and indifference zone selection inference can be given simultaneously with the guarantee that both aspects are correct with a probability of at least 1 -cy. In fact, as noted in Hsu (1981) 
R and S Values
For each system, in addition to reporting whether that system is rejected at the chosen confidence level 1 -cy, it is convenient to report the smallest (Y for which that system can be rejected.
This is called the R-v&e for that system. Of course, it would be useless to report the R-value of the system that appears to be the best. For that system, in addition to reporting whether it is selected as the best at the chosen confidence level 1 -LY, we also report the smallest (Y for which that system can be selected as the best. This is called the S-value of that system. R and S-values are particularly suited for computer implementation (see Hsu 1984a).
When Smaller Expected Performance is Better
Now consider the case where a smaller expected performance implies a better system. By symmetry with the earlier discussion, the parameter of primary interest for each system ai is 0; -mini+; @j, which is "system i performance minus the best of the other systems' performance."
NOW, if 0 < 8, -mini+ 8j, then system r; is not the best system. If 0, -min,+iBj < 0, then system a, is the best system. Even if 0 < 0; -min+ Bj, suppose 0; -minj+ 0, < 6, where 6 is a small positive number.
Then system ri is close to the best.
MCB inference obtains, for any specified confidence level 1 -o, the simultaneous confidence intervals for Bi -mini+ &Jj, i = 1,. . . , k.
For ranking and selection inference, subset selection rejects system xi if and only if 0 < pi -min,+ v, -dsJ&i; i.e., when the MCB lower bound for system Ri is 0. Indifference zone selection inference selects system ?Ti as the best system if and only if p, -mini+ Yj + ds f&i < 0; i.e., if the MCB upper bound for system ri is 0. Again, for each system except the one that appears to be the best, the R-value is the smallest (Y for which that system can be rejected as best. The S-value for the system that appears to be the best represents the smallest o for which it can be selected as best. We fixed n = 10, m = 4, and X = 1, and considered the (s, /J) combinations shown in Table 1 . In all cases 3~ = 12, so that the total repair capacity of all three systems is the same. The data is plotted in Figure 1 . Little from the plot suggests that the variances are heterogeneous. The sample means are given in Table 2 . To assess the normality assumption, a quantile-quantile plot was made of the combined residuals Y,! --g, e = 1,2,. . ,lO, i = 1,2,3, against the normal distribution, with a robust regression line fitted through the points.
EXAMPLES
There was no evidence against the normality assumption. The pooled root mean squared error (RMS) for this data is 0.2444, with 3( 10 -1) = 27 degrees of freedom. Applying the MCB function in S with cy = 0.05, we obtain the results in Table 2 .
Xhe R-values for systems 2 and 3 are less than (Y = 0.05.
Therefore, we can infer these systems are not the best. The same conclusion can be arrived at by noting that the lower confidence bounds for these systems are 0. Gupta's subset selection procedure would thus select system 1 as the best systen:..
System 1 appears to be the best from the data. Its Svalue of 0.0007 is much less than (I = 0.03, indicating evidence tha,t system 1 is the best system. The conclusion can also be reached by noting that the 95% upper confidence bound for 8, -min,+I Sj is 0. Bechoffer's indifference zone selection procedure, modified for single-stage variance-unknown experiments, would also select system 1. The MCB intervals are plotted in Figure   2 . The data is plotted in Figure 3 . Little from the plot suggests that the variances are heterogeneous. The sample means are given in Table 4 . To assess the normality assumption, a quantile-quantile Iplot was made of the combined residuals Table 4 .
The R-values for policies 3, 4 and 5 are less than (I = 0.05.
Therefore, we can infer these policies are not the best. The same conclusion can be arrived at by noting that the lower confdence bounds for these systems are 0. Gupta's subset selection procedure would thus select policies 1 and 2 to be in the subset.
Policy 2 appears to be the best from the data. However, sincr: its S-value 0.3808 is greater than a = 0.05, the evidence is insufficient to conclude policy 2 is the best policy, which 
