Polynomial invariants of finite unitary groups  by Chu, Huah & Jow, Shin-Yao
Journal of Algebra 302 (2006) 686–719
www.elsevier.com/locate/jalgebra
Polynomial invariants of finite unitary groups
Huah Chu a,∗, Shin-Yao Jow b
a Department of Mathematics, National Taiwan University, Taipei 106, Taiwan
b Department of Mathematics, University of Michigan, Ann Arbor, MI 48109, USA
Received 18 July 2004
Available online 5 June 2006
Communicated by Craig Huneke
Abstract
Let Un(Fq2 ) be the n-dimensional unitary group over the finite field Fq2 . In this paper, we find explicit
generators and relations for the ring of invariants of Un(Fq2 ), and prove that it is a complete intersection.
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0. Introduction
Let V be an n-dimensional vector space over the finite field Fq2 , and H a non-degenerate
hermitian form on V (recall that for a hermitian form to exist the order of the base field must be
a square). It is well known that up to isomorphisms, there is essentially only one non-degenerate
hermitian form over a finite field, and with a suitable choice of basis for V , we may assume
that H = xq+11 + · · ·+ xq+1n . The unitary group Un(Fq2) is by definition the subgroup of GL(V )
consisting of those linear transformations which preserve the hermitian form H . In this paper, we
find explicit generators and relations for the ring of invariants Fq2 [V ]Un(Fq2 ), and prove that it is a
complete intersection. With some adaptations, our method can also apply to the finite orthogonal
groups and prove that their invariant rings are also complete intersections [8].
There has long been an interest in finding the invariants of classical groups over finite fields.
The earliest result was due to L.E. Dickson [10], in which the general linear and special linear
groups were treated completely. Another important paper was by Carlisle and Kropholler [3], in
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(cf. [6]). Later, Carlisle and Kropholler [2], [1, §8.3] also found explicit generators and relations
for the rings of polynomial invariants of symplectic groups, and their results showed that these
invariant rings are all complete intersections. As for the invariant rings of orthogonal and unitary
groups, there are several papers dealing with low-dimensional cases [4,5,7,9,16], and a recent
paper [15] by Kropholler, Rajaei and Segal which treats the orthogonal groups over F2, but the
general case remains open.
In the recently published book [11], the authors summarized the effort to determine the struc-
tures of the invariant rings of all finite irreducible reflection groups. First on p. 106 a table
showing which group has a polynomial ring of invariants is given (cf. [14]). Then on p. 137
there is another table summing up the structures of the invariant rings of the exceptional groups,
followed by the authors’ final remark about the remaining unsettled cases, among which are “the
orthogonal and unitary groups and their relatives.” In view of this, our paper can serve as a further
step in accomplishing that goal.
The most important results in this paper can be summarized as the following
Main Theorem. Let Fq2 [x1, . . . , xn] be a polynomial ring, and let m(T ) be the monic minimal
polynomial of xn ∈ Fq2(x1, . . . , xn) over the field of invariants Fq2(x1, . . . , xn)Un(Fq2 ). Then there
exists a surjective Fq2 -algebra homomorphism from the polynomial ring Fq2 [X0, . . . ,Xn−2,
Y1, . . . , Y[n/2]] to the ring of invariants Fq2 [x1, . . . , xn]Un(Fq2 ) which sends Xi to
Hn,i := xq
2i+1+1
1 + · · · + xq
2i+1+1
n
for 0  i  n − 2 and Yj to the coefficient of T q2n−1−2j+(−q)(n−1) in m(T ) (which is a homo-
geneous polynomial in x1, . . . , xn of degree q2n−1 − q2n−1−2j ) for 1  j  [n/2]. Moreover,
the kernel of this homomorphism can be generated by [n/2] − 1 polynomials which are all lin-
ear in Y1, . . . , Y[n/2]. In particular, the ring of invariants Fq2 [x1, . . . , xn]Un(Fq2 ) is a complete
intersection.
The first steps toward proving (and actually discovering) this theorem are several explicit
constructions presented in Section 1, which will eventually lead to a rather concrete description of
the minimal polynomial m(T ) and some useful properties about its coefficients. These properties
suggest that the homomorphism in the Main Theorem above should be surjective, or in other
words that the invariants selected in that theorem should be enough to generate the entire invariant
subring. But to actually prove this, we found that we need to work out the relations among these
invariants to gain a better understanding of the ring they generate. This is the most difficult
part, and our method is to construct these relations inductively on dimV . More precisely, the
results for the n-dimensional case is used to derive the results for the (n + 2)-dimensional case,
thus the odd-dimensional case and the even-dimensional case are proved separately, but with
completely analogous methods. To avoid redundancy, we only present our proof for the even-
dimensional case in this paper, which is Theorem En (for dimV = 2n) appearing on p. 697.
Before embarking on the proof though, we establish all the necessary lemmas in Section 2.
Readers who are willing to accept these lemmas may skip this section and return to it later for
reference. Then in Section 3 we state and prove a subsidiary Proposition Sn, under the assumption
that Theorem En holds. And in Section 4, we assume Theorem En and Proposition Sn and carry
out the proof for Theorem En+1. The essence of our proof is the same as that of Carlisle and
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there are much more technical details involved in constructing and analyzing the relations among
them, hence it took us more pages to present our results. Finally we compute a few explicit
examples and list the outcomes in Section 5.
1. Basic constructions and properties
Let Hn,i := xq
2i+1+1
1 +· · ·+xq
2i+1+1
n . It is well known that Hn,i ∈ Fq2 [V ]Un , and it was shown
in [3] that Fq2(V )Un = Fq2(Hn,0, . . . ,Hn,n−1). Hence Hn,0, . . . ,Hn,n−1 are algebraic indepen-
dent, and the relations between Hn,0, . . . ,Hn,n is a principal ideal generated by an irreducible
polynomial. Our first goal is to construct this polynomial, which will be named G′n.
Consider the infinite-dimensional matrix
M(X0,X1,X2, . . .) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
X0 X
q
0 X
q
1 X
q
2 X
q
3 · · ·
X1 X
q2
0 X
q3
0 X
q3
1 X
q3
2 · · ·
X2 X
q2
1 X
q4
0 X
q5
0 X
q5
1 · · ·
X3 X
q2
2 X
q4
1 X
q6
0 X
q7
0 · · ·
...
...
...
...
...
...
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
whose (i, j)-entry is ⎧⎨
⎩
X
q2i−1
j−i−1, i < j ;
X
q2j−2
i−j , i  j .
(The origin of this matrix will be clear when we arrive at Lemma 1.4.) Define Fn ∈ Fq [X0,
. . . ,Xn−1] and F ′n ∈ Fq [X0, . . . ,Xn] as follows: Let Fn be the n-minor obtained by the first n
columns and rows of M, for example
F1 = X0, F2 = Xq
2+1
0 −Xq0X1;
let F ′n be the n-minor obtained by the first n columns and the second row to the (n + 1)th row,
for example
F ′1 = X1, F ′2 = Xq
2+1
1 −Xq
2
0 X2.
Let Gn := F q
2−q+1
n − F ′n and define G′−2 = G′−1 = 1, G′0 = X0,
G′n := Gn/G′q
3
n−3, n 1.
We claim that G′n is an irreducible polynomial. To show this, we first give the following lemma,
which can be checked easily.
Lemma 1.1. Let R be a ring, and M ∈ Mn(R). Let Mij denotes the (i, j)-minor of M , 1 
i, j  n. We have the following two identities.
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column and the last column from M . Then
detM · detN = MnnM1,1 −Mn1M1,n.
(b) Let N ′ ∈ Mn−2(R) be the matrix obtained by deleting the last two rows and the first and the
last columns from M . Then
detM · detN ′ = MnnMn−1,1 −Mn1Mn−1,n.
((a) and (b) are obviously equivalent. (b) Will be used in Section 2, while (a) will be used right
now.)
Applying Lemma 1.1(a) to Fn, we get
Corollary 1.2.
F
q2
n−2Fn = Fqn−1Gn−1, n 3.
For the sake of convenience, we define F0 = 1 so that the formula also holds for n = 2.
Lemma 1.3.
(a) G′q3n−3 | Gn for n 1, hence G′n is a polynomial;
(b) G′n is irreducible for n−2;
(c) Fn = G′qn−2G′n−1 for n 0.
Proof. It is clear that (a) and (b) hold for n 1 and (c) holds for n 2. Assume that (a) and (b)
hold for n  k − 1 and (c) holds for n  k. We shall prove that (a) and (b) hold for k, and (c)
holds for k + 1.
First, we have
Fk+1 = 1
F
q2
k−1
F
q
k Gk =
1
G
′q3
k−3G
′q2
k−2
F
q
k Gk =
1
G
′q3
k−3
(
Fk
G
′q
k−2
)q
Gk = 1
G
′q3
k−3
(
G′k−1
)q
Gk.
By the induction hypothesis, G′k−1 and G′k−3 are irreducible; and they are obviously distinct
since G′k−1 involves Xk−1 while G′k−3 does not. So we must have G
′q3
k−3 | Gk , which is the case
n = k for (a).
To prove G′k is irreducible, note that from the definition Gk is linear in Xk with coefficient
(−1)kF q2k−1, i.e.
Gk = (−1)kF q
2
k−1Xk + f (X0,X1, . . . ,Xk−1) = (−1)kG′q
3
k−3G
′q2
k−2Xk + f (X0,X1, . . . ,Xk−1).
Hence
G′k = Gk/G′q
3 = (−1)kG′q2 Xk + g(X0, . . . ,Xk−1). (1.1)k−3 k−2
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G′k−2 | G′k , hence G′k−2 | Gk . By (c), G′k−2 | Fk , so G′k−2 | F ′k = Fq
2−q+1
k −Gk . Note that from
the definition of F ′k , we can see that
F ′k = Fq
3
k−2X
q2+1
k−1 +
(
the terms with Xk−1-degree  q2
)
.
Because G′k−2 ∈ Fq [X0, . . . ,Xk−2], hence G′k−2 | F ′k implies that G′k−2 divides the coefficient
of Xq
2+1
k−1 , i.e. G′k−2 | Fk−2 = G′qk−4G′k−3, which is impossible. Thus (b) holds for n = k.
The case n = k + 1 of (c) follows easily:
Fk+1 = 1
F
q2
k−1
F
q
k Gk =
1
G
′q3
k−3G
′q2
k−2
F
q
k Gk =
(
Fk
G
′q
k−2
)q(
Gk
G
′q3
k−3
)
= G′qk−1G′k. 
Lemma 1.4. G′n(Hn0,Hn1, . . . ,Hnn) = 0 . Hence the relations between Hn0, . . . ,Hnn is the
principal ideal generated by G′n.
Proof. Note the following matrix identity:
⎡
⎢⎢⎢⎢⎣
x
q
1 x
q
2 · · · xqn
x
q3
1 x
q3
2 · · · xq
3
n
· · · · · · · · · · · ·
x
q2n+1
1 x
q2n+1
2 · · · xq
2n+1
n
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
x1 x
q2
1 · · · xq
2n−2
1
x2 x
q2
2 · · · xq
2n−2
2
· · · · · · · · · · · ·
xn x
q2
n · · · xq
2n−2
n
⎤
⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎣
Hn0 H
q
n0 H
q
n1 · · · Hqn,n−2
Hn1 H
q2
n0 H
q3
n0 · · · Hq
3
n,n−3
· · · · · · · · · · · · · · ·
Hnn H
q2
n,n−1 H
q4
n,n−2 · · · Hq
2n−2
n1
⎤
⎥⎥⎥⎥⎦ . (1.2)
(Note that the matrix on the right-hand side is a portion of the matrix M(X0,X1, . . .) introduced
on page 688 with Hn,i substituted for Xi for i = 0,1, . . . , n. In fact, this is where the matrix
M(X0,X1, . . .) came from.) From this, we can see that
Fn(Hn0, . . . ,Hn,n−1) =
∣∣∣∣∣∣∣∣∣∣
x
q
1 x
q
2 · · · xqn
x
q3
1 x
q3
2 · · · xq
3
n
· · · · · · · · · · · ·
x
q2n−1
1 x
q2n−1
2 · · · xq
2n−1
n
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
x1 x
q2
1 · · · xq
2n−2
1
x2 x
q2
2 · · · xq
2n−2
2
· · · · · · · · · · · ·
xn x
q2
n · · · xq
2n−2
n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
x1 x
q2
1 · · · xq
2n−2
1
x2 x
q2
2 · · · xq
2n−2
2
· · · · · · · · · · · ·
q2 q2n−2
∣∣∣∣∣∣∣∣∣∣
q+1
,xn xn · · · xn
H. Chu, S.-Y. Jow / Journal of Algebra 302 (2006) 686–719 691F ′n(Hn0, . . . ,Hnn) =
∣∣∣∣∣∣∣∣∣∣
x
q3
1 x
q3
2 · · · xq
3
n
x
q5
1 x
q5
2 · · · xq
5
n
· · · · · · · · · · · ·
x
q2n+1
1 x
q2n+1
2 · · · xq
2n+1
n
∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣
x1 x
q2
1 · · · xq
2n−2
1
x2 x
q2
2 · · · xq
2n−2
2
· · · · · · · · · · · ·
xn x
q2
n · · · xq
2n−2
n
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
x1 x
q2
1 · · · xq
2n−2
1
x2 x
q2
2 · · · xq
2n−2
2
· · · · · · · · · · · ·
xn x
q2
n · · · xq
2n−2
n
∣∣∣∣∣∣∣∣∣∣
q3+1
,
hence Gn(Hn0, . . . ,Hnn) = (F q
2−q+1
n − F ′n)(Hn0, . . . ,Hnn) = 0. 
Remark 1.5. For later purposes, we remark that G′n(−Hn,0, . . . ,−Hn,n) = ±G′n(Hn,0,
. . . ,Hn,n) = 0, hence the relations between −Hn,0, . . . ,−Hn,n is also the principal ideal gener-
ated by G′n.
Remark 1.6. Looking at (1.2), we see that if we define the weight of Xi as wtXi = q2i+1 + 1,
then Fn, F ′n, Gn and therefore G′n are all homogeneous, and it is easy to verify that
wtG′n =
{
(qn+2 − 1)(qn+1 + 1)/(q2 − 1), if n is even;
(qn+1 − 1)(qn+2 + 1)/(q2 − 1), if n is odd.
We bring out this remark because the homogeneous property will be important for us later in
changing the order of regular sequences. As you can see from (1.2), defining wtXi = q2i+1 + 1
is really natural in our settings, so in this paper when we mention weight or homogeneity without
further specification, we are referring to this weight.
We now define the polynomial
Q′n(T ) := G′n
(
X0 − T q+1,X1 − T q3+1, . . . ,Xn − T q2n+1+1
)
.
This polynomial is designed so that
Q′n−1(Hn0,Hn1, . . . ,Hn,n−1, xn) = G′n−1
(
Hn0 − xq+1n , . . . ,Hn,n−1 − xq
2n−1+1
n
)
= G′n−1(Hn−1,0, . . . ,Hn−1,n−1)
= 0.
Hence it is natural to expect that Q′n−1(Hn0,Hn1, . . . ,Hn,n−1, T ), apart from possibly not being
monic, is the minimal polynomial of xn over Fq2(V )Un . To prove this, we need to calculate
its degree. We are also going to calculate its leading coefficient, starting by investigating the
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Pn(T ) := Fn
(
X0 − T q+1,X1 − T q3+1, . . . ,Xn−1 − T q2n−1+1
)
,
P ′n(T ) := F ′n
(
X0 − T q+1,X1 − T q3+1, . . . ,Xn − T q2n+1+1
)
,
Qn(T ) := Gn
(
X0 − T q+1,X1 − T q3+1, . . . ,Xn − T q2n+1+1
)
.
Lemma 1.7.
(a) Let Fij be the (i, j)-minor of the n× n matrix defining Fn, 1 i, j  n. Then
Pn(T ) = Fn +
∑
1i,jn
(−1)i+j+1FijT q2i−1+q2j−2 .
(b) Let F ′ij be the (i, j)-minor of the n× n matrix defining F ′n, 1 i, j  n. Then
P ′n(T ) = F ′n +
∑
1i,jn
(−1)i+j+1F ′ij T q
2i+1+q2j−2 .
Proof. (a) Let A be the matrix defining Fn, and
X := −
⎡
⎢⎢⎢⎣
T q
T q
3
...
T q
2n−1
⎤
⎥⎥⎥⎦[T T q2 · · · T q2n−2 ] .
Then Pn = det (A+X). (a) can be seen by expanding det(A + X) using multilinearity in the
columns, and note that two columns coming from X will result in zero because X has rank one.
(b) can be derived similarly. 
Lemma 1.8. View Pn(T ), P ′n(T ), Qn(T ) and Q′n(T ) as polynomials of T with coefficients in
Fq [X0, . . . ,Xn]. Then
(a) degPn(T ) = q2n−2(q + 1) and its leading coefficient is −Fn−1;
(b) degP ′n(T ) = q2n−2(q3 + 1) and its leading coefficient is −F ′n−1;
(c) degQn(T ) = q2n−2(q3 + 1) and its leading coefficient is −Gn−1;
(d) degQ′n(T ) = q2n+1 + (−1)nqn and its leading coefficient is (−1)n+1G′n−1.
Proof. (a) and (b) follow from Lemma 1.7, (c) follows from (a) and (b), and (d) follows by
induction. 
Lemma 1.9. The degree of xn over Fq2(V )Un is q2n−1 − (−1)nqn−1.
Proof. Recall we have mentioned it was shown in [3] that
Fq2(V )
Un = Fq2(Hn,0, . . . ,Hn,n−1).
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Un(xn) = Fq2(Hn0,Hn1, . . . ,Hn,n−1, xn)
= Fq2(Hn−1,0, . . . ,Hn−1,n−1, xn)
= Fq2(Hn−1,0, . . . ,Hn−1,n−2, xn).
So we have the following series of fields
Fq2(x1, . . . , xn) ⊃ Fq2(Hn−1,0, . . . ,Hn−1,n−2, xn) = Fq2(V )Un(xn)
⊃ Fq2(Hn0, . . . ,Hn,n−1) = Fq2(V )Un .
Hence
[
Fq2(V )
Un(xn) : Fq2(V )Un
]= [Fq2(x1, . . . , xn) : Fq2(Hn0, . . . ,Hn,n−1)][Fq2(x1, . . . , xn) : Fq2(Hn−1,0, . . . ,Hn−1,n−2, xn)]
= ∣∣Un(Fq2)∣∣/∣∣Un−1(Fq2)∣∣
= q2n−1 − (−1)nqn−1.
(For the group order |Un(Fq2)|, see [13, p. 109].) 
Thus we have shown that
Lemma 1.10. The (monic) minimal polynomial of xn over Fq2(V )Un is
Q′n−1(Hn0, . . . ,Hn,n−1, T ) / (−1)nG′n−2(Hn0, . . . ,Hn,n−2).
We know that the coefficients of this minimal polynomial all belong to Fq2 [V ]Un . But besides
that, there are several not-so-obvious properties about these coefficients which will be necessary
for us later. The following ones are the most important:
Proposition 1.11.
(a) Let wtXi = q2i+1 + 1 and wtT = 1, then Q′n is homogeneous and
wtQ′n =
{
(qn+2 − 1)(qn+1 + 1)/(q2 − 1), if n is even;
(qn+1 − 1)(qn+2 + 1)/(q2 − 1), if n is odd.
Thus the coefficients of Q′n are all homogeneous, and their weight can easily be calculated.
(b) Let Q′n(T ) =
N∑
k=0
gk(X0, . . . ,Xn)T k , then
gk(−Hn−1,0, . . . ,−Hn−1,n) = 0 for all k.
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Rn0 = (−1)n+1G′n−1 is the leading coefficient of Q′n;
Rni = (−1)nRq
2
n−2,i−1Xn + fni(X0, . . . ,Xn−1), 1 i 
[
n+ 1
2
]
, n 2;
R10 = X0, R11 = Xq
2−q+1
0 −X1;
R20 = −Xq
2−q+1
0 +X1, R21 = X
q5+1
q+1
0 −X2 +G′1f1(X0,X1).
(d) All the coefficients of Q′n belong to the Fq2 [X0, . . . ,Xn−1]-module generated by Rn0,Rn1,
. . . ,Rn,[(n+1)/2].
Proof. (a) follows from Remark 1.6.
(b) By Remark 1.5, we have
Q′n(−Hn−1,0, . . . ,−Hn−1,n, xn) = G′n
(−Hn−1,0 − xq+1n , . . . ,−Hn−1,n − xq2n+1+1n )
= G′n(−Hn0,−Hn1, . . . ,−Hnn) = 0.
On the other hand, if we write Q′n(T ) =
∑N
k=0 gk(X0, . . . ,Xn)T k , then
Q′n(−Hn−1,0, . . . ,−Hn−1,n, xn) =
N∑
k=0
gk(−Hn−1,0, . . . ,−Hn−1,n)xkn.
Since gk(−Hn−1,0, . . . ,−Hn−1,n) ∈ Fq2 [x1, . . . , xn−1], hence
gk(−Hn−1,0, . . . ,−Hn−1,n) = 0 for all k.
(c) The first equality is Lemma 1.8(d). To see the second equality, note that by (1.1) we have
Q′n(T ) = (−1)nQ′q
2
n−2Xn + g(X0, . . . ,Xn−1, T ). (1.3)
The calculation of R10, R11, R20 and R21 is routine and thus omitted here.
(d) Let Mn be the Fq2 [X0, . . . ,Xn−1]-module generated by Rn,0,Rn,1, . . . ,Rn,[(n+1)/2]. We
will prove (d) by induction on n. The cases n = 1 and 2 can be verified by direct computa-
tion.
Let n > 2. Suppose Q′n−2(T ) =
∑
j gj (X0, . . . ,Xn−2)T j . By the induction hypothesis,
gj ∈Mn−2 for all j , i.e.
gj (X0, . . . ,Xn−2) = h0jRn−2,0 + · · · + h[(n−1)/2],jRn−2,[(n−1)/2]
for some hij ∈ Fq2 [X0, . . . ,Xn−3]. Let
g′j (X0, . . . ,Xn) := hq
2
Rn1 + · · · + hq
2
Rn,[(n−1)/2]+1 ∈Mn.0j [(n−1)/2],j
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g′j − (−1)ngq
2
j Xn ∈ Fq2 [X0, . . . ,Xn−1],
hence by (1.3),
Q′n(T ) = (−1)nQ′q
2
n−2Xn + g(X0, . . . ,Xn−1, T )
=
∑
j
(−1)ngq2j XnT jq
2 + g(X0, . . . ,Xn−1, T )
=
∑
j
g′j T jq
2 + g′(X0, . . . ,Xn−1, T )
=
∑
j
g′j T jq
2 +
∑
k
ak(X0, . . . ,Xn−1)T k.
Substituting −Hn−1,i for Xi and xn for T in the above equality, we obtain
∑
k
ak(−Hn−1,0, . . . ,−Hn−1,n−1)xkn = 0
since g′j (−Hn−1,0, . . . ,−Hn−1,n) = 0 by (b). Thus
ak(−Hn−1,0, . . . ,−Hn−1,n−1) = 0 for all k.
By Remark 1.5, ak ∈ 〈G′n−1〉. Hence all coefficients of Q′n belong toMn. 
Proposition 1.11(d) suggests that X0, . . . ,Xn−2, Rn−1,1Rn−1,0 , . . . ,
Rn−1,[n/2]
Rn−1,0 , after substituting Hn,i
for Xi , is a possible set of generators for Fq2 [V ]Un . To prove it, however, we found that we need
to work out the relations among the generators so we could better understand the structure of this
ring. As it turned out, the kernel of the ring homomorphism
Φn :Fq2 [X0, . . . ,Xn−2, Y1, . . . , Y[n/2]] → Fq2
[
X0, . . . ,Xn−2,
Rn−1,1
Rn−1,0
, . . . ,
Rn−1,[n/2]
Rn−1,0
]
,
Xi 	→ Xi, Yi 	→ Rn−1,i
Rn−1,0
(1.4)
can be generated by [n/2] − 1 polynomials which are linear in Yi ’s, and the coefficient matrix is
of a special form. The following definition illustrates this special form for even-dimensional V .
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⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
g1,2m−2 gq
2
1,2m−4 g
q4
1,2m−6 · · · · · · · · · · · · gq
2m−4
12 f
q2m−2
11 f
q2m−2
10
g2,2m−2 gq
2
2,2m−4 g
q4
2,2m−6 · · · · · · gq
2m−6
24 f
q2m−4
23 f
q2m−4
22 f
q2m−4
21
...
...
...
gj,2m−2 gq
2
j,2m−4 · · · · · · gq
2(m−j−1)
j,2j f
q2(m−j)
j,2j−1 f
q2(m−j)
j,2j−2 · · · · · · f q
2(m−j)
j,j−1
...
...
...
...
...
...
gm−1,2m−2 f q
2
m−1,2m−3 f
q2
m−1,2m−4 · · · · · · · · · · · · · · · · · · · · · · · · f q
2
m−1,m−2
fm,2m−1 fm,2m−2 fm,2m−3 · · · · · · · · · · · · · · · · · · · · · · · · fm,m−1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
whose (i, j)-entry is
⎧⎨
⎩
g
q2j−2
i,2(m−j), 1 j m− i;
f
q2(m−i)
i,i−j+m, m− i < j m+ 1,
where fij ∈ Fq2 [X0, . . . ,Xj ] and gi,2j ∈ Fq2 [X0, . . . ,X2j ] are homogeneous polynomials (in-
dependent of m) which will be constructed inductively in Sections 3 and 4 (cf. (3.3), (4.1)). For
now, we may simply view them as indeterminate. Nevertheless, we feel it would be convenient
for the readers to collect all the relevant properties about them below. Of course, these properties
will be verified once these polynomials are constructed.
Property (i). wtfij = q2j+1 + 1, wtgi,2j = q2(j−i+1)(q2i+2j+1 + 1).
Property (ii). fi,2i−1 + (−1)iX2i−1 ∈ Fq2 [X0, . . . ,X2i−2].
Property (iii). Let Am,i be the m × m matrix obtained by deleting the (i + 1)th column of Am.
Then det Am,i = (−1)iR2m−1,i .
Property (iv).
fij ≡ αijXj
(
mod 〈X0, . . . ,Xj−1〉
);
gi,2j ≡ βijXq
2(j−i+1)
i+j
(
mod 〈X0, . . . ,Xi+j−1〉
)
,
where αij , βij ∈ F×q2 .
Also note the following simple observation about Am: Let ϕ be the operator which sends any
polynomial to its q2th power, and let ϕ operate on a matrix by operating on each of its entry.
Then if we delete the first column and the last row from Am, the resulting (m− 1)×m matrix is
ϕ(Am−1).
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generators for the ring of invariants Fq2 [V ]U2n and also describes the relations among them,
where dimV = 2n.
Theorem En.
(a) The kernel of the ring homomorphism Φ2n defined in (1.4) can be generated by (n − 1)
polynomials K2n,1, . . . ,K2n,n−1 which have the following form:
⎡
⎢⎢⎣
K2n,1
K2n,2
...
K2n,n−1
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
g1,2n−2
g2,2n−2
...
gn−1,2n−2
⎤
⎥⎥⎦+ ϕ(An−1)
⎡
⎢⎢⎣
Y1
Y2
...
Yn
⎤
⎥⎥⎦ .
(b) The ring
Fq2
[
X0, . . . ,X2n−2,
R2n−1,1
R2n−1,0
, . . . ,
R2n−1,n
R2n−1,0
]
∼= Fq2 [X0, . . . ,X2n−2, Y1, . . . , Yn]/〈K2n,1,K2n,2, . . . ,K2n,n−1〉
is a UFD.
(c) LetR2n ⊂ Fq2 [V ] be the subring we get by substituting H2n,i for Xi in Fq2 [X0, . . . ,X2n−2,
R2n−1,1
R2n−1,0 , . . . ,
R2n−1,n
R2n−1,0 ], 0 i  2n− 1. Then R2n = Fq2 [V ]U2n .
We will prove this theorem by induction on n, beginning in Section 3.
To conclude this section, we briefly state the corresponding Theorem On for dimV = 2n+ 1.
Note that there is a slight difference between the forms of the coefficient matrices An and Bn,
but other than that the two theorems are completely analogous, thus we will not repeat the proof
for Theorem On in this paper.
Theorem On.
(a) The kernel of the ring homomorphism Φ2n+1 defined in (1.4) can be generated by (n − 1)
polynomials K2n+1,1, . . . ,K2n+1,n−1 which have the following form:
⎡
⎢⎢⎣
K2n+1,1
K2n+1,2
...
K2n+1,n−1
⎤
⎥⎥⎦=
⎡
⎢⎢⎣
g1,2n−1
g2,2n−1
...
gn−1,2n−1
⎤
⎥⎥⎦+ ϕ(Bn−1)
⎡
⎢⎢⎣
Y1
Y2
...
Yn
⎤
⎥⎥⎦ ,
where Bn−1 is a (n− 1)× n matrix whose (i, j)-entry is
⎧⎨
⎩
g
q2j−2
i,2(n−j)−1, 1 j  n− i − 1;
e
q2(n−i−1)
, n− i − 1 < j  n,i,i−j+n
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mials.
(b) The ring
Fq2
[
X0, . . . ,X2n−1,
R2n,1
R2n,0
, . . . ,
R2n,n
R2n,0
]
∼= Fq2 [X0, . . . ,X2n−1, Y1, . . . , Yn]/〈K2n+1,1,K2n+1,2, . . . ,K2n+1,n−1〉
is a UFD.
(c) Let R2n+1 ⊂ Fq2 [V ] be the subring we get by substituting H2n+1,i for Xi in Fq2 [X0, . . . ,
X2n−1, R2n,1R2n,0 , . . . ,
R2n,n
R2n,0
], 0 i  2n. Then R2n+1 = Fq2 [V ]U2n+1 .
From the two theorems above we immediately get the following important corollary.
Corollary 1.13. Fq2 [V ]Un is a complete intersection for all n 2.
2. Preparations for the proof
This section consists of the lemmas we will need in our proof for Theorem En. Most of them
are congruences about all those relevant polynomials such as G′n, Q′n and Rn,i . Particularly, they
tell us the results of these polynomials modulo a string of variables. These results will be used
later to establish regular sequences, particularly regular sequences of the following type:
Lemma 2.1. Let F be a field, R = F [X0, . . . ,Xk,Y1, . . . , Yn] a polynomial ring over F . Suppose
we have K1, . . . ,Km ∈ R, m n, such that
⎡
⎣ K1...
Km
⎤
⎦=
⎡
⎢⎢⎣
a0,n−1 · · · a0,1 a0,0
a1,n−1 · · · a1,1 a1,0
...
...
...
am−1,n−1 · · · am−1,1 am−1,0
⎤
⎥⎥⎦
⎡
⎣Y1...
Yn
⎤
⎦ ,
where aij ∈ F [X0, . . . ,Xk] and
aij ≡ γijXliji+j
(
mod 〈X0, . . . ,Xi+j−1〉
)
for some γij ∈ F×, lij ∈ N. Then X0, . . . ,Xn−2,K1, . . . ,Km is a regular sequence in R.
(Note that according to the previously revealed Property (iv) in Definition 1.12, the matrix
Am will satisfy the above condition about (aij ). This is why we will often encounter this type of
regular sequences.)
Proof. This is just a simple consequence of the well-known fact that if x1, . . . , xi, . . . , xn is
a regular sequence and x1, . . . , x′i , . . . , xn is a regular sequence, then x1, . . . , xix′i , . . . , xn is a
regular sequence. 
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G′2n−1 ≡ (−1)
n(n+1)
2 X
∑n−1
i=0 q2i
n
(
mod 〈X0,X1, . . . ,Xn−1〉
)
,
G′2n ≡ (−1)
n(n+1)
2 X
∑n
i=0 q2i
n
(
mod 〈X0,X1, . . . ,Xn−1〉
)
.
Proof. We prove this lemma by induction on n. The case n = 1 can be verified easily. Now
suppose the two congruences hold for n. We first look at F2n+2 (mod 〈X0, . . . ,Xn−1〉). Directly
from its definition, we can see that
F2n+2 ≡
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+2)th column
X
q
n
X
q3
n *
. . .
Xn 0 Xq2n+1n
Xn+1 Xq
2
n
X
q2
n+1
. . .
* . . . . . .
X
q2n
n+1 X
q2n+2
n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≡ (−1)n+1X
∑n
i=0 q2i+1
n X
∑n
i=0 q2i
n+1 +X1+
∑n
i=0 q2i+1
n f
(
mod 〈X0, . . . ,Xn−1〉
)
for some polynomial f . Hence by Lemma 1.3(c) and the induction hypothesis, we have
G′2n+1 =
F2n+2
G
′q
2n
≡ (−1)
n+1X
∑n
i=0 q2i+1
n X
∑n
i=0 q2i
n+1 +X
1+∑ni=0 q2i+1
n f
(−1) n(n+1)2 X
∑n
i=0 q2i+1
n
≡ (−1) (n+1)(n+2)2 X
∑n
i=0 q2i
n+1 + (−1)
n(n+1)
2 Xnf
(
mod 〈X0, . . . ,Xn−1〉
)
≡ (−1) (n+1)(n+2)2 X
∑n
i=0 q2i
n+1
(
mod 〈X0, . . . ,Xn〉
)
.
The calculation of G′2n+2 is similar. 
Lemma 2.3. For any n ∈ N ∪ {0},
Q′2n ≡ (−1)
(n+1)(n+2)
2 X
∑n−1
i=0 q2i
n+1 T
q2n+q2n+1 (mod 〈X0,X1, . . . ,Xn〉),
Q′2n+1 ≡ (−1)
(n+1)(n+2)
2 X
∑n
i=0 q2i
n+1
(
mod 〈X0,X1, . . . ,Xn〉
)
.
Proof. By induction on n with the help of Lemmas 1.3(c) and 1.7(a). 
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q = 2. Then
R2n+1,j ≡ (−1) n(n+1)2 Xq
2(n−j+1)
n+j X
(
∑n
i=0 q2i )−q2(n−j+1)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉
)
.
If j = 1 and q = 2, then we have to add one more term to the above formula:
R2n+1,1 ≡ Xq
2n
n+1X
∑n−1
i=0 q2i
n + fXq+q
2n+1+∑n−1i=1 q2i
n
(
mod 〈X0, . . . ,Xn−1〉
)
,
where f is some polynomial depending on n.
(In fact, f ≡ 0 (mod 〈X0, . . . ,Xn−1〉), but we will not need this.)
Proof. By Lemma 2.3,
Q′2n+1 =
P
q2−q+1
2n+1 − P ′2n+1
Q
′q3
2n−2
≡ P
q2−q+1
2n+1 − P ′2n+1
(−1) n(n+1)2 X
∑n−1
i=1 q2i+1
n T
q2n+1+q2n+2
(
mod 〈X0, . . . ,Xn−1〉
)
.
By definition, R2n+1,j is the coefficient of T q
4n−2j+3−q2n+1 in Q′2n+1. So after modulo
〈X0, . . . ,Xn−1〉, we have to look at the coefficients of T q4n−2j+3+q2n+2 in Pq
2−q+1
2n+1 and P ′2n+1.
The one in P ′2n+1 can be known immediately, by Lemma 1.7(b), to be
−Xq2(n−j+1)n+j X
(
∑n−1
i=1 q2i+1)+(
∑n
i=0 q2i )−q2(n−j+1)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉
)
.
So what we want to show is that the coefficient of T q4n−2j+3+q2n+2 in
P
q2−q+1
2n+1
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉
)
is zero, unless q = 2 and j = 1, in which case it is fX(
∑2n+1
i=1 qi )−q2n
n for some polynomial f .
For any P ∈ Fq2 [X0, . . . ,X2n+1][T ], define
I(P ) := {k | the coefficient of T k /∈ 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉}.
By Lemma 1.7(a), we see that
S1 :=
{
q2k+1+l + ql | 0 k  n− j or k = n, 2n− 2k  l  2n}∪ {0} ⊃ I(P2n+1)
and therefore
S2 :=
{
q2k+2+l + ql+1 | 0 k  n− j or k = n, 2n− 2k  l  2n}∪ {0} ⊃ I(Pq2n+1).
Define
S := {u+ v1 + v2 + · · · + vq−1 | u ∈ S1, vi ∈ S2}.
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I(Pq2−q+12n+1 )= I(P2n+1(Pq2n+1)q−1)⊂ S.
We are going to show that a := q4n−2j+3 + q2n+2 /∈ S unless q = 2 and j = 1. Suppose there
exist u ∈ S1 and v1, . . . , vq−1 ∈ S2 such that u+v1 +· · ·+vq−1 = a. Then necessarily u,vi  a.
Note that in S1, the largest two elements which do not exceed a are b := q4n−2j+3 + q2n−2j+2
and c1 := q4n−2j+2 + q2n−2j+1, and in S2 they are b and c2 := q4n−2j+2 + q2n+1. So we have
the following two cases:
Case 1: u c1 and vi  c2, 1 i  q − 1. In this case,
u+ v1 + · · · + vq−1  c1 + (q − 1)c2 = a + q2n−2j+1 − q2n+1 < a.
Case 2: u = b or one of the vi ’s, say v1, = b.
If u = b, then v1 +· · ·+vq−1 = a−b = q2n+2 −q2n−2j+2. But every element in S2, except 0,
is larger than q2n+2 − q2n−2j+2, so this is impossible. Thus we must have v1 = b, v2 = v3 =
· · · = vq−1 = 0, and u = a− b. Since u ∈ S1, u = q2k+1+l + ql for some 0 k  n− j or k = n,
2n− 2k  l  2n. If l > 2n− 2k, then
u = q2k+1+l + ql  q2n+2 + ql > q2n+2 − q2n−2j+2 = a − b.
Hence l = 2n− 2k, and we now have the equation
q2n+1 + q2n−2k = u = a − b = q2n+2 − q2n−2j+2
⇔ q2n+2 = q2n+1 + q2n−2k + q2n−2j+2. (2.1)
Notice that
q2n+1 + q2n−2k + q2n−2j+2  (q + 2)q2n.
So (2.1) holds ⇔ q = 2, j = 1 and k = 0, and the solution is u = q2n+1 + q2n and v1 =
b = q4n+1 + q2n. Therefore the coefficient of T q4n−2j+3+q2n+2 in Pq2−q+12n+1 (mod 〈X0, . . . , Xˆn,
. . . ,Xn+j−1〉) is zero unless q = 2 and j = 1, in which case it is
(
coefficient of T q
2n+1+q2n in P2n+1
) · (coefficient of T q4n+q2n−1 in P2n+1)q(
mod 〈X0, . . . ,Xn−1〉
)
.
By Lemma 1.7(a), the coefficient of T q4n+q2n−1 in P2n+1 mod 〈X0, . . . ,Xn−1〉 is X(
∑2n
i=0 qi )−q2n−1
n ,
hence we are done. 
Lemma 2.5. For any integers n 1 and 1 j  n, we have
R2n,j ≡ (−1) n(n+1)2 +1Xq
2(n−j)
n+j X
(
∑n−1
i=0 q2i )−q2(n−j)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉
)
.
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Q′2n =
P2n+1
Q
′q
2n−1
≡ P2n+1
(−1) n(n+1)2 X
∑n−1
i=0 q2i+1
n
(
mod 〈X0, . . . ,Xn−1〉
)
.
By Lemma 1.7(a), the coefficient of T q4n−2j+1+q2n in P2n+1 can be easily known to be
−Xq2(n−j)n+j X
(
∑2n−1
i=0 qi )−q2(n−j)
n (mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉). Hence
R2n,j ≡
−Xq2(n−j)n+j X
(
∑2n−1
i=0 qi )−q2(n−j)
n
(−1) n(n+1)2 X
∑n−1
i=0 q2i+1
n
≡ −(−1) n(n+1)2 Xq2(n−j)n+j X
(
∑n−1
i=0 q2i )−q2(n−j)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+j−1〉
)
. 
Lemma 2.6. For any integers n 1 and 1 j  n, we have
(a) G′2n−1 ≡ (−1)
n(n+1)
2 +(n+1)jX
∑n−j−1
i=0 q2i
n+j X
∑n−1
i=n−j q2i
j(
mod
〈
X0, . . . ,X
1+∑n−1i=n−j q2i
j , . . . ,Xn+j−1
〉)
.
(b) G′2n ≡ (−1)
n(n−1)
2 +njX
∑n−j−1
i=0 q2i
n+j+1 X
∑n
i=n−j q2i
j
(
mod
〈
X0, . . . ,X
1+∑ni=n−j q2i
j , . . . ,Xn+j
〉)
.
Proof. By direct observation and computation, we can get
(a′) For any n ∈ N and 0 j  n− 1,
F2n ≡ −X
∑2(n−j−1)
i=0 qi
n+j X
∑2n−1
i=2n−2j−1 qi
j
(
mod
〈
X0, . . . ,X
1+∑2n−1i=2n−2j−1 qi
j , . . . ,Xn+j−1
〉)
.
(b′) For n ∈ N and 1 j  n,
F2n+1 ≡ (−1)n+j
(
X
∑n−j−1
i=0 q2i
n+j+1 X
∑n−j−1
i=0 q2i+1
n+j + fX
1+∑n−j−1i=0 q2i+1
n+j
)
X
∑2n
i=2n−2j qi
j(
mod
〈
X0, . . . ,X
1+∑2ni=2n−2j qi
j , . . . ,Xn+j−1
〉)
,
where f is some polynomial depending on n, j .
With these two congruences and Lemma 1.3(c), our lemma follows by induction. 
We will also need two properties that are specific to regular sequences in positively graded
rings. One is the well-known fact that if a regular sequence consists of all homogeneous elements,
then it is a regular sequence in any order. The other is the following lemma, whose proof is a
simple exercise and thus omitted here.
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we use in(x) to denote its homogeneous component of the highest degree. Suppose we have
x1, . . . , xn ∈ R and in(x1), . . . , in(xn) is a regular sequence. If s ∈ 〈x1, . . . , xn〉, then there exist
y1, . . . , yn ∈ R such that s =∑ni=1 xiyi and degxi + degyi  deg s, 1 i  n.
The final lemma we are going to prove in this section is
Lemma 2.8. Let D = Fq2 [X0, . . . ,Xn][1/G′n−4]/〈G′n−2〉, n  2. Note that by (1.1), D ∼=
Fq2 [X0, . . . , Xˆn−2, . . . ,Xn][1/G′n−4] and thus is a UFD. We have the following two formulae
in D:
(a) G′n = −Rq
2+1
n−1,1/G
′q2
n−4;
(b) R2n−1,1  Rn+1,1.
To prove this, we have to introduce some new notations. Let M{a1,...,an}{b1,...,bn} be the
determinant of the n × n matrix whose (i, j)-entry is the (ai, bj )-entry of M(X0,X1, . . .),
where M(X0,X1, . . .) is the infinite-dimensional matrix defined on page 688. Also, to sim-
plify this somewhat clumsy notation a little bit, we will use the symbol (m) to denote the set
{1,2, . . . ,m}, and the symbol (m; e1, e2, . . . , ek) to denote the set {1,2, . . . ,m} \ {e1, e2, . . . , ek},
where m,e1, . . . , ek ∈ N. First we need to establish the following three congruences: For any
n ∈ N, we have
F ′n ≡ (−1)nG′q
3−q2
n−3 G
′q2
n−2Rn,1
(
mod G′n−1
); (2.2)
M(n+1;n)(n) ≡ (−1)nG′qn−2Rn,1
(
mod G′n−1
); (2.3)
Tn+1 ≡ (−1)nG′q
3
n−3Rn+1,1
(
mod G′n
)
, (2.4)
where
Tn+1 := M(n+2;1,n+1)(n) −M(n+1;n)(n) ·Mq(q−1)(n+1;n)(n+1;n).
These three formulae are obtained by the same method. We illustrate this method below by
proving (2.2). The other two can be derived similarly.
From (1.2), we can see that
F ′n(−Hn,0, . . . ,−Hn,n)
=
∣∣∣∣∣∣∣∣∣∣∣
x
q3
1 x
q3
2 · · · xq
3
n
x
q5
1 x
q5
2 · · · xq
5
n
...
...
...
x
q2n+1
1 x
q2n+1
2 · · · xq
2n+1
n
∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣∣∣
−x1 −xq
2
1 · · · −xq
2n−2
1
−x2 −xq
2
2 · · · −xq
2n−2
2
...
...
...
−xn −xq
2
n · · · −xq
2n−2
n
∣∣∣∣∣∣∣∣∣∣∣
,
hence
F ′n(−Hn−1,0, . . . ,−Hn−1,n) = F ′n(−Hn,0, . . . ,−Hn,n)|xn=0 = 0.
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2
n−1 =
(−1)n+1G′q3n−3G′q
2
n−2. (The equality is by Lemma 1.3(c).) Hence
F ′n + (−1)nG′q
3
n−3G
′q2
n−2Xn ∈ Fq2 [X0, . . . ,Xn−1].
By Proposition 1.11(b), (c),
Rn,1(−Hn−1,0, . . . ,−Hn−1,n) = 0
and
Rn,1 +G′q
2
n−3Xn ∈ Fq2 [X0, . . . ,Xn−1].
So by Remark 1.5,
G′n−1 | F ′n + (−1)n+1G′q
3−q2
n−3 G
′q2
n−2Rn,1.
Proof of Lemma 2.8. (a) Apply Lemma 1.1(b) to F ′n, we get
F ′n =
1
F
q2
n−2
(
F ′n−1M(n+1;1,n)(n;1) − Fq
2
n−1M(n+1;1,n)(n−1)
)
= 1
G
′q3
n−4G
′q2
n−3
(
F ′n−1M
q2
(n;n−1)(n−1) −G′q
3
n−3G
′q2
n−2M(n+1;1,n)(n−1)
)
.
By (2.2) and (2.3),
F ′n =
1
G
′q2
n−4
G
′q3
n−3R
q2+1
n−1,1 in D.
By Lemma 1.3(c),
Fn = G′qn−2G′n−1 = 0 in D.
Hence
G′n =
F
q2−q+1
n − F ′n
G
′q3
n−3
= −R
q2+1
n−1,1
G
′q2
n−4
in D.
(b) By (2.4), there exists a polynomial h such that
G
′q3
Rn+1,1 − (−1)nTn+1 = G′nh ,n−3
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Rn+1,1 = (−1)
nTn+1 +G′nh
G
′q3
n−3
. (2.5)
We want to simplify Tn+1 in D. Apply Lemma 1.1(b) to M(n+1;n)(n), we get
M(n+1;n)(n) = 1
F
q
n−2
(
Fn−1M(n+1;n−1,n)(n;1) − Fqn−1M(n+1;n−1,n)(n−1)
)
= G
′
n−2
G
′q2
n−4
(
M(n+1;n−1,n)(n;1) − Fq−1n−1 M(n+1;n−1,n)(n−1)
)
= 0 in D. (2.6)
Apply Lemma 1.1(b) to M(n+2;1,n+1)(n), we get
M(n+2;1,n+1)(n) = 1
F
q2
n−2
(
F ′n−1M(n+2;1,n,n+1)(n;1) − Fq
2
n−1M(n+2;1,n,n+1)(n−1)
)
,
hence by Lemma 1.3(c) and (2.2),
M(n+2;1,n+1)(n) = (−1)
n+1
G
′q2
n−4
Rn−1,1M(n+2;1,n,n+1)(n;1)
= (−1)
n+1
G
′q2
n−4
Rn−1,1Mq
2
(n+1;n−1,n)(n−1) in D. (2.7)
Combining (2.6) and (2.7),
Tn+1 = (−1)
n+1
G
′q2
n−4
Rn−1,1Mq
2
(n+1;n−1,n)(n−1) in D.
Substituting this and (a) into (2.5), we get
Rn+1,1 = −
Rn−1,1Mq
2
(n+1;n−1,n)(n−1) +Rq
2+1
n−1,1h
G
′q2
n−4G
′q3
n−3
in D.
Hence to prove (b), it suffices to show that Rn−1,1  M(n+1;n−1,n)(n−1) in D. To see this, note that
from its definition
M(n+1;n−1,n)(n−1) = (−1)nF qn−2Xn + g(X0, . . . ,Xn−1)
for some g, hence if Rn−1,1 | M(n+1;n−1,n)(n−1) then Rn−1,1 | Fqn−2 , which is impossible because
Rn−1,1 involves Xn−1 but Fn−2 does not. 
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Assuming that Theorem En holds, our goal is to prove Theorem En+1. But first we are going
to prove a subsidiary Proposition Sn in this section, and then with the help of this proposition,
we can prove Theorem En+1 in the next section.
Proposition Sn. (a) Let
Φ˜2n :Fq2 [X0, . . . ,X2n−1, Y1, . . . , Yn]
→ Fq2
[
X0, . . . ,X2n−1,
R2n−1,1
R2n−1,0
, . . . ,
R2n−1,n
R2n−1,0
]
be the ring homomorphism sending Xi to Xi and Yi to R2n−1,iR2n−1,0 . Then there exists a polynomial
K2n,n linear in Yi ’s, such that
Ker Φ˜2n = KerΦ2n + 〈K2n,n〉 = 〈K2n,1, . . . ,K2n,n〉.
Moreover, the n polynomials K2n,1, . . . ,K2n,n can be expressed in the following form:
⎡
⎢⎢⎣
K2n,1
K2n,2
...
K2n,n
⎤
⎥⎥⎦= An
⎡
⎢⎢⎢⎢⎣
1
Y1
Y2
...
Yn
⎤
⎥⎥⎥⎥⎦ .
(b) Let
Ψ2n :Fq2 [X0, . . . ,X2n−1, Y2, . . . , Yn+1]
→ Fq2
[
X0, . . . ,X2n−1,
(
R2n−1,1
R2n−1,0
)q2
, . . . ,
(
R2n−1,n
R2n−1,0
)q2]
be the ring homomorphism sending Xi to Xi and Yi to (R2n−1,i−1R2n−1,0 )
q2
. Then
KerΨ2n =
〈
K ′2n,1,K ′2n,2, . . . ,K ′2n,n
〉
,
where K ′2n,1,K ′2n,2, . . . ,K ′2n,n are defined as
⎡
⎢⎢⎢⎣
K ′2n,1
K ′2n,2
...
K ′2n,n
⎤
⎥⎥⎥⎦= ϕ(An)
⎡
⎢⎢⎢⎢⎣
1
Y2
Y3
...
Yn+1
⎤
⎥⎥⎥⎥⎦ .
And since R2n−1,i does not involve X2n, the kernel of the map
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[
X0, . . . ,X2n,
(
R2n−1,1
R2n−1,0
)q2
, . . . ,
(
R2n−1,n
R2n−1,0
)q2]
,
Xi 	→ Xi, Yi 	→
(
R2n−1,i−1
R2n−1,0
)q2
is also 〈K ′2n,1,K ′2n,2, . . . ,K ′2n,n〉.
Proof. (a) Since H2n,2n−1 ∈ Fq2 [V ]U2n , it follows by Theorem En(c) that
X2n−1 ∈ Fq2
[
X0, . . . ,X2n−2,
R2n−1,1
R2n−1,0
, . . . ,
R2n−1,n
R2n−1,0
]
,
i.e. there exists a polynomial F(X0, . . . ,X2n−2, Y1, . . . , Yn) such that
X2n−1 = F
(
X0, . . . ,X2n−2,
R2n−1,1
R2n−1,0
, . . . ,
R2n−1,n
R2n−1,0
)
.
Among all such polynomials, choose one whose total degree in Yi ’s is the smallest, and let it be
our F . We claim that F is linear in Yi ’s. Suppose
F =
l∑
m=0
∑
|Λ|=m
hΛ(X0, . . . ,X2n−2)YΛ,
where Λ = (λ1, . . . , λn), |Λ| := ∑λi , YΛ := Yλ11 · · ·Yλnn . Obviously l = 0. By Proposi-
tion 1.11(c),
F
(
X0, . . . ,X2n−2,
R2n−1,1
R2n−1,0
, . . . ,
R2n−1,n
R2n−1,0
)
∈ Fq2(X0, . . . ,X2n−2)[X2n−1],
and the coefficient of Xl2n−1 is
(−1)lFl
(
X0, . . . ,X2n−2,Rq
2
2n−3,0, . . . ,R
q2
2n−3,n−1
)/
Rl2n−1,0,
where Fl(X0, . . . ,X2n−2, Y1, . . . , Yn) := ∑|Λ|=l hΛ(X0, . . . ,X2n−2)YΛ. So if l  2, then
Fl(X0, . . . ,X2n−2,Rq
2
2n−3,0, . . . ,R
q2
2n−3,n−1) = 0.
Let F ′l (X0, . . . ,X2n−2, Y2, . . . , Yn) := Fl(X0, . . . ,X2n−2,1, Y2, . . . , Yn). Then
F ′l
(
X0, . . . ,X2n−2,
(
R2n−3,1
R2n−3,0
)q2
, . . . ,
(
R2n−3,n−1
R2n−3,0
)q2)
= 0.
By Proposition Sn−1(b), there exist Si ∈ Fq2 [X0, . . . ,X2n−2, Y2, . . . , Yn], 1  i  n − 1, such
that
F ′l =
n−1∑
K ′2n−2,iSi . (3.1)
i=1
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tify that we may assume degY Si  l − 1. To do this, we have to verify that {in(K ′2n−2,i )}n−1i=1
is a regular sequence. This is because by Lemma 2.1 and Property (iv) in Definition 1.12,
X0, . . . ,Xn−3, in(K ′2n−2,1), . . . , in(K ′2n−2,n−1) is a regular sequence, and since these polyno-
mials are all homogeneous with respect to the weight, {in(K ′2n−2,i )}n−1i=1 is a regular sequence.
Since degY Si  l−1, S˜i := Y l−11 Si(X0, . . . ,X2n−2, Y2/Y1, . . . , Yn/Y1) is a polynomial. Sub-
stituting Yi/Y1 for Yi in (3.1), and multiplying both sides by Y l1, we get Fl =
∑n−1
i=1 (inK2n,i)S˜i .
Therefore F −∑n−1i=1 K2n,i S˜i has strictly smaller total Y-degree than F , a contradiction to our
choice of F . This proves our claim that l = 1, i.e.
F = h0 + h1Y1 + h2Y2 + · · · + hnYn
for some hi ∈ Fq2 [X0, . . . ,X2n−2] and
X2n−1 = h0 + h1 R2n−1,1
R2n−1,0
+ · · · + hnR2n−1,n
R2n−1,0
. (3.2)
Since X2n−1 and R2n−1,i are homogeneous, we may assume that hi is homogeneous with
weight q4n−1−2i + 1. And since the weight of X2n−i−1 is also q4n−1−2i + 1, we know that
hi ∈ Fq2 [X0, . . . ,X2n−i−1]. Now define K2n,n = (−1)n−1(X2n−1 − F). It is easy to see that
Ker Φ˜2n = KerΦ2n + 〈K2n,n〉, and the Y-coefficients of K2n,n do have the desired form, with
fn,2n−1 := (−1)n−1(X2n−1 − h0), fn,2n−1−i := (−1)nhi, 1 i  n. (3.3)
Thus we are done with (a), except we still have not verify that these newly constructed fij do
satisfy all four properties listed in Definition 1.12. While Properties (i) and (ii) are obvious by
construction, Properties (iii) and (iv) are not that trivial. However, we will assume them for now
and go on to prove (b) first, so the readers will not be distracted by the ad hoc tricks used in the
proof of Properties (iii) and (iv), which we postpone after the proof of (b).
(b) Let R = Fq2 [X0, . . . ,X2n−1, Y2, . . . , Yn+1], I = 〈K ′2n,1, . . . ,K ′2n,n〉 and R¯ := R/I . It is
obvious by (a) that I ⊂ KerΨ2n. To prove equality, it suffices to show that I is a prime ideal of
height n.
In R¯, the relations K ′2n,1, . . . ,K ′2n,n can be written as
ϕ(An,0)
⎡
⎢⎢⎣
Y2
Y3
...
Yn+1
⎤
⎥⎥⎦= −
⎡
⎢⎢⎢⎢⎣
g1,2n−2
g2,2n−2
...
gn−1,2n−2
fn,2n−1
⎤
⎥⎥⎥⎥⎦ .
By Property (iii) in Definition 1.12, det An,0 = R2n−1,0 = G′2n−2, hence if we localize at G′2n−2,
we can solve the above relations to express Y2, Y3, . . . , Yn+1 in terms of X0, . . . ,X2n−1. There-
fore
R¯
[
1
G′
]
= Fq2 [X0, . . . ,X2n−1]
[
1
G′
]
2n−2 2n−2
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G′2n−2
].
By Lemma 2.2 and Property (iv) in Definition 1.12,
X0, . . . ,Xn−2,G′2n−2,K ′2n,1, . . . ,K ′2n,n
is a regular sequence in R. Since these polynomials are all homogeneous, we can change the
order to obtain that G′2n−2 is a non-zerodivisor in R¯. Therefore R¯ embeds in R¯[ 1G′2n−2 ] and hence
is also a domain, which implies I is a prime ideal in R with height n. 
Now we go back to verify Properties (iii) and (iv) for the newly constructed fij ’s. Those who
are uninterested in technical details may go on to Section 4 directly.
Proof of Property (iii). By Proposition 1.11(c), we compare the coefficients of X2n−1 on both
sides of (3.2) and see that
1 = −h1
R
q2
2n−3,0
R2n−1,0
− h2
R
q2
2n−3,1
R2n−1,0
− · · · − hn
R
q2
2n−3,n−1
R2n−1,0
,
i.e.
h1R
q2
2n−3,0 + h2Rq
2
2n−3,1 + · · · + hnRq
2
2n−3,n−1 = −R2n−1,0. (3.4)
With this, we can calculate detAn,0 by expanding along its last row:
detAn,0 = (−1)n−1
n∑
i=1
(−1)i−1fn,2n−1−i (detAn−1,i−1)q2
= (−1)n−1
n∑
i=1
fn,2n−1−iRq
2
2n−3,i−1
= −
n∑
i=1
hiR
q2
2n−3,i−1
(
by (3.3))
= R2n−1,0
(
by (3.4)).
The value of det An,i , 1 i  n, can be determined by elementary linear algebra. View
An
⎡
⎢⎢⎣
1
Y1
...
Yn
⎤
⎥⎥⎦= 0
as a system of linear equations in Y1, Y2, . . . , Yn with coefficients in the field Fq2(X0, . . . ,X2n−1).
Because det An,0 = R2n−1,0 = 0, this system has a unique solution
Yi = (−1)i det An,i = (−1)i det An,i , 1 i  n.det An,0 R2n−1,0
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Proof of Property (iv). It will be convenient to rename the entries of An as follows:
An =
⎡
⎢⎢⎣
a0,n · · · a0,1 a0,0
a1,n · · · a1,1 a1,0
...
...
...
an−1,n · · · an−1,1 an−1,0
⎤
⎥⎥⎦ . (3.5)
Note that under this notation, Property (iv) is equivalent to
aij ≡ γijXq
2(n−i−1)
i+j
(
mod 〈X0, . . . ,Xi+j−1〉
)
for some γij ∈ F×q2 . (3.6)
By induction, we only have to verify (3.6) for the entries at the last row. First we handle an−1,n,
an−1,0 and an−1,1 separately.
By Property (ii), an−1,n + (−1)nX2n−1 ∈ Fq2 [X0, . . . ,X2n−2], hence an−1,n ≡
(−1)n−1X2n−1 (mod 〈X0, . . . ,X2n−2〉).
By Property (iii), det An,0 = R2n−1,0 = G′2n−2. Modulo this equality by 〈X0, . . . ,Xn−2〉. For
the left-hand side, An,0 will become lower-triangular with diagonal elements γ0,n−1Xq
2n−2
n−1 ,
γ1,n−2Xq
2n−4
n−1 , . . . , γn−2,1X
q2
n−1, an−1,0 by Property (iv), and the right-hand side becomes
(−1) n(n−1)2 X
∑n−1
i=0 q2i
n−1 by Lemma 2.2. Hence
an−1,0 ≡ γn−1,0Xn−1
(
mod 〈X0, . . . ,Xn−2〉
)
for some γn−1,0 ∈ F×q2 .
The argument for an−1,1 is similar, by modulo the identity det An,n = (−1)nR2n−1,n with
〈X0, . . . ,Xn−1〉, and note that the right-hand side can be known from Lemma 2.3 because
R2n−1,n is the coefficient of T in Q′2n−1(T ).
What remains is to prove (3.6) holds for an−1,l+1, 1  l  n − 2. Let a¯ij ∈ Fq2 [Xl,Xn+l]
be the residue of aij modulo 〈X0, . . . , Xˆl, . . . , Xˆn+l , . . . ,X2n−1〉, and let A¯n,0 be the matrix
obtained from An,0 by replacing aij with a¯ij . We claim that
det A¯n,0 = a¯n−1,l+1X
∑n−1
t=n−l−1 q2t
l f +X
1+∑n−1t=n−l−1 q2t
l g (3.7)
for some polynomials f and g. Once this is true, the rest of the proof goes as follows: By
Property (iii) and Lemma 2.6,
det An,0 = R2n−1,0
= G′2n−2
≡ (−1) (n−1)(n−2)2 +(n−1)lX
∑n−l−2
t=0 q2t
n+l X
∑n−1
t=n−l−1 q2t
l +X
1+∑n−1t=n−l−1 q2t
l f2(
mod 〈X0, . . . , Xˆl, . . . , Xˆn+l , . . . ,X2n−1〉
)
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a¯n−1,l+1X
∑n−1
t=n−l−1 q2t
l f +X
1+∑n−1t=n−l−1 q2t
l g
= (−1) (n−1)(n−2)2 +(n−1)lX
∑n−l−2
t=0 q2t
n+l X
∑n−1
t=n−l−1 q2t
l +X
1+∑n−1t=n−l−1 q2t
l f2
⇒ a¯n−1,l+1f +Xl g = (−1) (n−1)(n−2)2 +(n−1)lX
∑n−l−2
t=0 q2t
n+l +Xlf2
⇒ a¯n−1,l+1 ≡ 0
(
mod 〈Xl〉
)
⇒ an−1,l+1 ≡ 0
(
mod 〈X0, . . . ,Xn+l−1〉
)
.
Since an−1,l+1 ∈ Fq2 [X0, . . . ,Xn+l] and is homogeneous of weight q2(n+l)+1 + 1, we must have
an−1,l+1 ≡ γn−1,l+1Xn+l (mod 〈X0, . . . ,Xn+l−1〉) for some γn−1,l+1 ∈ F×q2 .
Now we go back to prove the claim (3.7). In the following, we will use the notation ν(f ) to
denote the largest integer s such that Xsl | f for a non-zero polynomial f , and set the convention
ν(0) = ∞.
Let σ ∈ Sn, the symmetric group on {0,1, . . . , n− 1}. To prove (3.7), it suffices to show that
(i) If σ(l + 1) = n− 1, then ν(∏n−1j=0 a¯σ (j),j ) >∑n−1t=n−l−1 q2t .
(ii) If σ(l + 1) = n− 1, then ν(∏0jn−1, j =l+1 a¯σ (j),j )∑n−1t=n−l−1 q2t .
First, we note that if j  l + 1, then a¯ij ∈ Fq2 [Xl] except for (i, j) = (n− 1, l + 1). Since a¯ij
is homogeneous, if it is not zero, then it is a power of Xl , hence
wtXl | wt a¯ij ⇒ q2l+1 + 1 | q2(n−i−1)
(
q2i+2j+1 + 1) ⇒ 2l + 1 | 2i + 2j + 1
⇒ i + j = l + (2l + 1)m for some m ∈ N ∪ {0}, (3.8)
and
ν (a¯ij ) = wt a¯ij
wtXl
=
2m∑
t=0
(−1)tq2(n−l+j−1)−t (2l+1). (3.9)
Thus if σ(l + 1) = n− 1, then by (3.9)
ν
(
n−1∏
j=0
a¯σ (j),j
)
 ν(a¯σ (l+1),l+1) >
n−1∑
t=n−l−1
q2t .
So we suppose σ(l + 1) = n− 1, and for any 0 j  l, we have
σ(j) = l − j + (2l + 1)mj for some mj ∈ N ∪ {0}.
We claim that for any 0 j  l,
ν
( mj∏
a¯l−j+k(2l+1),σ−1(l−j+k(2l+1))
)
 q2(n−l+j−1). (3.10)k=0
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holds, then (ii) follows immediately:
ν
( ∏
0jn−1
j =l+1
a¯σ (j),j
)
 ν
(
l∏
j=0
mj∏
k=0
a¯l−j+k(2l+1),σ−1(l−j+k(2l+1))
)

l∑
j=0
q2(n−l+j−1) =
n−1∑
t=n−l−1
q2t .
So we now let j be fixed (0 j  l) and begin to prove (3.10). Let sk := σ−1(l − j + k(2l+ 1)),
0  k  mj − 1. Note that if 0  sk  l for some k, then a¯σ (sk),sk = 0, otherwise by (3.8),
2l + 1 | 2(sk + l − j + k(2l + 1)) + 1 ⇒ 2l + 1 | sk − j , but 0 < |sk − j |  l, a contradiction.
Hence we assume that l + 2 sk  n− 1 for all 0 k mj − 1.
Suppose in a¯σ (sk),sk the term with the lowest Xl-degree is γXαl X
β
n+l . Then ν (a¯σ (sk),sk ) = α
and
wt a¯σ (sk),sk = α wtXl + β wtXn+l
⇔ q2(n+sk)−1 + q2(n−l+j−1−k(2l+1)) = α(q2l+1 + 1)+ β(q2(n+l)+1 + 1)
⇔ q2(n−l+j−1−k(2l+1)) − q2(sk−l−1) = α(q2l+1 + 1)+ β ′(q2(n+l)+1 + 1),
where β ′ = β −q2(sk−l−1). If α > q2n−1, then (3.10) obviously holds, so assume that α  q2n−1.
Then
∣∣β ′(q2(n+l)+1 + 1)∣∣= ∣∣q2(n−l+j−1−k(2l+1)) − q2(sk−l−1) − α(q2l+1 + 1)∣∣
 q2(n−l+j−1−k(2l+1)) + q2(sk−l−1) + α(q2l+1 + 1)
 q2(n−1) + q2(n−1) + q2n−1(q2l+1 + 1)
< q2(n+l)+1 + 1.
Hence we must have β ′ = 0 and
α = q
2(n−l+j−1−k(2l+1)) − q2(sk−l−1)
q2l+1 + 1 . (3.11)
Since α is a non-negative integer, 2l + 1 | (n− l + j − 1 − k(2l + 1))− (sk − l − 1) = n+ j −
sk − k(2l + 1) and the quotient is non-negative, thus
sk = n+ j − τ(k)(2l + 1) (3.12)
for some integer τ(k) k. Substituting (3.12) into (3.11), we get
α =
2τ(k)∑
(−1)t+1q2(n−l+j−1)−t (2l+1). (3.13)
t=2k+1
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In fact, by (3.12) s0 = n+ j − τ(0)(2l + 1), and since s0  n− 1, τ(0) > 0. Suppose τm−1(0) <
τm(0). Then sτm−1(0) = sτm(0), hence by (3.12) τ(τm−1(0)) = τ(τm(0)), i.e. τm(0) = τm+1(0).
Since τm(0)  τ(τm(0)) = τm+1(0), we have τm(0) < τm+1(0). Thus there exists an integer r
such that
τ r−1(0)mj − 1 and τ r (0)mj .
Hence
ν
( mj∏
k=0
a¯l−j+k(2l+1),σ−1(l−j+k(2l+1))
)
= ν
(
a¯l−j+(2l+1)mj ,j
mj−1∏
k=0
a¯σ (sk),sk
)
= ν(a¯l−j+(2l+1)mj ,j )+
mj−1∑
k=0
ν(a¯σ (sk),sk )
 ν(a¯l−j+(2l+1)mj ,j )+
r−1∑
i=0
ν(a¯σ (s
τ i (0)),sτ i (0)
)

2mj∑
t=0
(−1)tq2(n−l+j−1)−t (2l+1) +
2τ r (0)∑
t=1
(−1)t+1q2(n−l+j−1)−t (2l+1) (by (3.9) and (3.13))
 q2(n−l+j−1). 
4. The proof
In this section we assume that Theorem En holds (thus consequently Proposition Sn also holds
by Section 3), and we now begin the proof of Theorem En+1.
(a) By Proposition Sn(b),
ϕ(An)
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1
(
R2n−1,1
R2n−1,0 )
q2
(
R2n−1,2
R2n−1,0 )
q2
...
(
R2n−1,n
R2n−1,0 )
q2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
= 0 ⇒ ϕ(An)
⎡
⎢⎢⎢⎢⎢⎢⎣
R
q2
2n−1,0
R
q2
2n−1,1
...
R
q2
2n−1,n
⎤
⎥⎥⎥⎥⎥⎥⎦
= 0.
By Proposition 1.11(b), (c) and Remark 1.5, there exist gi,2n ∈ Fq2 [X0, . . . ,X2n], 1  i  n,
such that
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⎡
⎢⎢⎣
R2n+1,1
R2n+1,2
...
R2n+1,n+1
⎤
⎥⎥⎦= −
⎡
⎢⎢⎣
g1,2n
g2,2n
...
gn,2n
⎤
⎥⎥⎦R2n+1,0,
or equivalently,
⎡
⎢⎢⎣
g1,2n
g2,2n
...
gn,2n
⎤
⎥⎥⎦+ ϕ(An)
⎡
⎢⎢⎢⎢⎢⎢⎣
R2n+1,1
R2n+1,0
R2n+1,2
R2n+1,0
...
R2n+1,n+1
R2n+1,0
⎤
⎥⎥⎥⎥⎥⎥⎦
= 0. (4.1)
Hence if we define ⎡
⎣K2n+2,1...
K2n+2,n
⎤
⎦=
⎡
⎣ g1,2n...
gn,2n
⎤
⎦+ ϕ(An)
⎡
⎣ Y1...
Yn+1
⎤
⎦ ,
then 〈K2n+2,1, . . . ,K2n+2,n〉 ⊂ KerΦ2n+2. Before proving the equality, let us first verify the
properties listed in Definition 1.12 for the newly constructed gi,2n. Property (i) can be verified
easily, since Rn,i and the entries of An are all homogeneous, and their weights are all known to
us. Properties (ii) and (iii) are not pertinent at present. To prove Property (iv), we again rename
the entries of An as in (3.5). Then by (4.1),
gi,2n = − 1
R2n+1,0
n+1∑
j=1
a
q2
i−1,n−j+1R2n+1,j .
We are going to modulo the above equality by 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉. By Lemma 2.2,
R2n+1,0 = G′2n ≡ (−1)
n(n+1)
2 X
∑n
t=0 q2t
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
.
By Property (iv) on the entries of An,
a
q2
i−1,n−j+1 ≡ 0
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
for all j  i + 1
and
a
q2
i−1,n−i+1 ≡ γXq
2(n−i+1)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
, γ ∈ F×
q2
.
By Lemma 2.4 (assume q = 2 first),
R2n+1,j ≡ 0
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
for all 1 j  i − 1
and
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2(n−i+1)
n+i X
(
∑n
t=0 q2t )−q2(n−i+1)
n
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
.
Hence
gi,2n ≡ − 1
R2n+1,0
ai−1,n−i+1R2n+1,i
≡ −γXq2(n−i+1)n+i
(
mod 〈X0, . . . , Xˆn, . . . ,Xn+i−1〉
)
≡ −γXq2(n−i+1)n+i
(
mod 〈X0, . . . ,Xn+i−1〉
)
.
If q = 2, the argument is similar. The only difference is that we need to take into account the
additional term in Lemma 2.4, but that term will vanish at the last step when we modulo Xn.
Now let R := Fq2 [X0, . . . ,X2n,Y1, . . . , Yn+1], I := 〈K2n+2,1, . . . ,K2n+2,n〉 and R¯ := R/I .
To prove I = KerΦ2n+2, it suffices to show that I is a prime ideal of height n.
In R¯, the relations K2n+2,1, . . . ,K2n+2,n can be written as
ϕ(An,0)
⎡
⎢⎢⎣
Y2
Y3
...
Yn+1
⎤
⎥⎥⎦= −
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
g1,2n + gq
2
1,2n−2Y1
g2,2n + gq
2
2,2n−2Y1
...
gn−1,2n + gq
2
n−1,2n−2Y1
gn,2n + f q
2
n,2n−1Y1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By Property (iii) in Definition 1.12, det An,0 = R2n−1,0 = G′2n−2, hence if we localize at u :=
G′2n−2, we can solve the above relations to express Y2, Y3, . . . , Yn+1 in terms of X0, . . . ,X2n,Y1.
Therefore
R¯
[
u−1
]= Fq2 [X0, . . . ,X2n,Y1][u−1] (4.2)
is an affine domain with Krull dimension 2n+ 2, thus I is a prime ideal of height n in R[u−1].
By Lemma 2.2 and Property (iv) in Definition 1.12,
X0, . . . ,Xn−2,G′2n−2,Xn,K2n+2,1, . . . ,K2n+2,n
is a regular sequence in R. Since these polynomials are all homogeneous, we can change the
order to obtain that u is a non-zerodivisor in R¯. Therefore R¯ embeds in R¯[u−1] and hence is also
a domain, which implies I is a prime ideal in R with height n.
(b) By (4.2), R¯[u−1] is a UFD. According to Nagata lemma [12, p. 483], if we can prove that
u is prime in R¯, or equivalently, that R¯/〈u〉 is a domain, then R¯ is a UFD.
Let u1 := G′2n−4. By Lemma 2.2 and Property (iv) in Definition 1.12,
X0, . . . ,Xn−3,G′2n−4,G′2n−2,Xn,K2n+2,1, . . . ,K2n+2,n
is a regular sequence in R. Changing the order by homogeneity, we can see that u1 is a non-
zerodivisor in R¯/〈u〉. Thus R¯/〈u〉 embeds in R¯[u−11 ]/〈u〉, so to prove that R¯/〈u〉 is a domain, it
suffices to show that R¯[u−1]/〈u〉 is a domain.1
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in terms of the other variables, since their coefficient matrix is ϕ2(An−1,0) and det An−1,0 = u1
by Property (iii) in Definition 1.12. Substituting these expressions for Y3, . . . , Yn+1 in K2n+2,n,
we find that the relation K2n+2,n becomes
(−1)n
G
′q4
2n−4
(
R
q2
2n−1,0R2n+1,2 −Rq
2
2n−1,1R2n+1,1
R2n+1,0
+Rq22n−1,1Y1 −Rq
2
2n−1,0Y2
)
.
Since R2n−1,0 = u, we have
R¯
[
u−11
]
/〈u〉 = Fq2 [X0, . . . ,X2n,Y1, Y2]
[
1
G′2n−4
]/〈
G′2n−2, K˜2n+2,n
〉
,
where
K˜2n+2,n :=
−Rq22n−1,1R2n+1,1
R2n+1,0
+Rq22n−1,1Y1.
By (1.1), the relation G′2n−2 can also be solved to express X2n−2 in terms of the other variables,
thus
D := Fq2 [X0, . . . ,X2n,Y1, Y2]
[
1
G′2n−4
]/〈
G′2n−2
〉
= Fq2 [X0, . . . , Xˆ2n−2, . . . ,X2n,Y1, Y2]
[
1
G′2n−4
]
is a UFD. Therefore proving that R¯[u−11 ]/〈u〉 is a domain is equivalent to proving that K˜2n+2,n
is irreducible in D.
By Proposition 1.11(c), R2n−1,1 is irreducible in D. Hence
K˜2n+2,n is irreducible in D ⇔ R2n−1,1 
∣∣∣ Rq
2
2n−1,1R2n+1,1
R2n+1,0
in D.
And the right-hand side statement follows from Lemma 2.8.
(c) By Lemma 1.10, R2n+2 ⊂ Fq2 [V ]U2n+2 . By Proposition 1.11(c), the quotient field of
R2n+2 is Fq2(H2n+2,0, . . . ,H2n+2,2n+1) = Fq2(V )U2n+2 . By Proposition 1.11(d), x2n+2 is inte-
gral overR2n+2, hence all xi ’s are integral overR2n+2 by symmetry. By (b),R2n+2 is integrally
closed. Hence R2n+2 = Fq2 [V ]U2n+2 . 
5. Examples
In this last section we apply Theorem En and Theorem On to compute the ring of invariants
Fq2 [V ]Un for n 4 and q = 2, 3.
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Fq2 [x1, x2]U2(Fq2 ) = Fq2
[
H20,
H
q2−q+1
20 −H21
H20
]
= Fq2
[
H20,
H21
H20
]
= Fq2
[
x
q+1
1 + xq+12 ,
x
q3+1
1 + xq
3+1
2
x
q+1
1 + xq+12
]
.
2. n = 3,
Fq2 [x1, x2, x3]U3(Fq2 ) = Fq2
[
H30,H31,
R21(H30,H31,H32)
R20(H30,H31)
]
.
(i) q = 2:
R21(H30,H31,H32)
R20(H30,H31)
= H
11
30 +H 830H31 +H 230H 331 +H32
H 330 +H31
= x241 + x211 x32 + x121 x122 + x31x212 + x242 + x211 x33 + x181 x32x33 + x121 x92x33
+ x91x122 x33 + x31x182 x33 + x212 x33 + x121 x62x63 + x91x92x63 + x61x122 x63
+ x121 x32x93 + x91x62x93 + x61x92x93 + x31x122 x93 + x121 x123 + x91x32x123
+ x61x62x123 + x31x92x123 + x122 x123 + x31x32x183 + x31x213 + x32x213 + x243 .
(ii) q = 3:
R21(H30,H31,H32)
R20(H30,H31)
= −H
61
30 +H 5430 H31 +H 4030 H 331 +H 3330 H 431 −H 1230 H 731 −H32
−H 730 +H31
is a polynomial in x1, x2, x3 with 979 terms.
3. n = 4,
Fq2 [x1, x2, x3, x4]U4
= Fq2
[
H40,H41,H42,
R31(H40,H41,H42,H43)
R30(H40,H41,H42)
,
R32(H40,H41,H42,H43)
R30(H40,H41,H42)
]
,
and the relations among the generators are
KerΦ4 =
〈
g12 + f q
2
11 Y1 + f q
2
10 Y2
〉
,
where f10 = R10 = X0, f11 = −R11 = X1 −Xq
2−q+1
.0
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R30 = X150 +X120 X1 +X90X21 +X60X31 +X51 +X40X2,
R31 = X440 X1 +X380 X31 +X350 X41 +X320 X51 +X230 X81 +X50X141 +X360 X2
+X120 X81X2 +X60X101 X2 +X121 X2 +X220 X1X22 +X40X71X22 +X0X81X22
+X20X41X32 +X1X42 +X40X3,
R32 = X550 +X520 X1 +X490 X21 +X460 X31 +X430 X41 +X370 X61 +X340 X71 +X310 X81
+X190 X121 +X130 X141 +X0X181 +X440 X2 +X320 X41X2 +X200 X81X2
+X140 X101 X2 +X20X141 X2 +X330 X22 +X300 X1X22 +X180 X51X22 +X120 X71X22
+X90X81X22 +X111 X22 +X220 X32 +X160 X21X32 +X100 X41X32
+X40X61X32 +X80X1X42 +X52 +X120 X3 +X41X3,
g12 = X440 +X410 X1 +X380 X21 +X350 X31 +X320 X41 +X330 X2 +X210 X41X2 +X150 X61X2
+X90X81X2 +X60X91X2 +X111 X2 +X100 X41X22 +X70X51X22 +X40X61X22
+X0X71X22 +X111 X32 +X80X1X32 +X50X21X32 +X20X31X32 +X42.
(ii) q = 3:
R30 = X700 −X630 X1 +X490 X31 −X420 X41 +X280 X61 −X210 X71 −X101 +X90X2,
R31 = X5490 X1 −X5070 X71 −X4930 X91 −X4860 X101 +X4230 X191 −X3600 X281 −X3460 X301
+X3390 X311 +X2970 X371 +X2620 X421 +X2550 X431 +X1780 X541 +X940 X661 +X100 X781
+X4950 X2 −X3060 X271 X2 +X2640 X331 X2 +X2430 X361 X2 −X1800 X451 X2
+X1170 X541 X2 −X960 X571 X2 −X540 X631 X2 −X120 X691 X2 −X3450 X41X32
+X2610 X161 X32 −X2470 X181 X32 +X1840 X271 X32 −X1770 X281 X32 −X1000 X391 X32
−X930 X401 X32 −X90X521 X32 +X2490 X91X42 −X1020 X301 X42 +X180 X421 X42
−X1830 X1X62 +X990 X131 X62 −X0X271 X62 +X30X181 X72 +X1X92 −X90X3,
R32 = X6100 −X6030 X1 +X5890 X31 −X5820 X41 +X5680 X61 −X5610 X71 −X5470 X91
−X5260 X121 +X5190 X131 −X5050 X151 +X4980 X161 +X4770 X191 +X4210 X271
−X4140 X281 −X4000 X301 +X3930 X311 −X3580 X361 −X3300 X401 +X3160 X421
+X3090 X431 +X2740 X481 −X2530 X511 −X2460 X521 +X2320 X541 −X1690 X631
+X1480 X661 −X850 X751 +X640 X781 −X0X871 +X5490 X2 −X4860 X91X2
+X3600 X271 X2 +X3390 X301 X2 +X3180 X331 X2 −X2760 X391 X2 −X2550 X421 X2
−X2340 X451 X2 +X1710 X541 X2 −X1500 X571 X2 +X870 X661 X2 −X660 X691 X2
+X30X781 X2 −X4270 X32 +X4200 X1X32 +X4060 X31X32 −X3990 X41X32 −X3640 X91X32
H. Chu, S.-Y. Jow / Journal of Algebra 302 (2006) 686–719 719−X3570 X101 X32 +X3430 X121 X32 +X3150 X161 X32 −X3010 X181 X32 +X2800 X211 X32
+X2730 X221 X32 −X2520 X251 X32 +X2380 X271 X32 −X2310 X281 X32 +X1750 X361 X32
+X1680 X371 X32 −X1540 X391 X32 −X1470 X401 X32 +X1120 X451 X32 −X910 X481 X32
+X840 X491 X32 −X630 X521 X32 −X280 X571 X32 +X611 X32 −X3660 X42
−X3450 X31X42 −X3240 X61X42 +X3030 X91X42 +X2820 X121 X42 +X2610 X151 X42
+X1770 X271 X42 −X1560 X301 X42 −X1140 X361 X42 +X720 X421 X42 +X300 X481 X42
−X90X511 X42 +X2440 X62 −X2370 X1X62 −X1740 X101 X62 +X1530 X131 X62
−X1110 X191 X62 +X900 X221 X62 −X550 X271 X62 +X270 X311 X62 +X1830 X72
−X1620 X31X72 +X1200 X91X72 −X990 X121 X72 +X570 X181 X72 −X360 X211 X72
+X540 X1X92 −X102 −X630 X3 +X91X3.
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