A new hybrid algorithm by integrating a nested partitions (NP) method with successive quadratic programming (SQP) is presented for global optimization of general optimal control problems involving lumped parameter system. The control parameterization technique first employed to reduce the control problem into a parameter selection problem. Then, in the global phase a vicinity of global optimizer is approximated by an appropriate NP method. Subsequently, the SQP algorithm in the local phase promotes the accuracy of final solution. The effectiveness of the hybrid NP-SQP algorithm is also illustrated by means of numerical simulations.
INTRODUCTION
In the early years of optimal control theory traditional methods based on calculus of variations could furnish some relatively simple problems with an analytical solution. As the analytical solution might not always be available, researchers have been interested in computational method for optimal control problems, yet when reliable and powerful computers became everywhere available, it was the end of an era. The software environments have become a platform for implementation of many practical methods to solve arising control problems. The iterative traditional methods both directly [3] or indirectly (using the Pontryagin's minimum principle) [8] rely on gradient information, and perform efficiently for convex problems, otherwise the performance of these methods highly depend on selected initial solution.
As an alternative to approximate a solution for complex nonconvex problems, many metaheuristic methods have been proposed [4] . In general, these methods iteratively sample amongst potential solutions, and the search is directed using the value of the objective function only, hence reducing the need for gradient information. Moreover, as metaheuristic methods globally search for optima, they are usually characterized as global optimizer due to their capability to efficiently arrive at the vicinity of a global optimum.
Nested partitions (NP) [10] is an exemplary method in this category, where concisely described in the third section. We use this method to globally search for optimal control for the class of the control problems described in the next section. Then, in the subsequent sections we propose the hybrid NP-SQP algorithm.
II. THE CONTROL PROBLEMS
In this study, we consider a general optimal control problem where the system of dynamics is described by a first-order ordinary differential equation (ODE), ( )
The objective of the problem is then to identify the best control function u to minimize a cost functional of the Mayer type f (x(t )) j while the ODE (1) govern the interactions of problem variables, the Inequality (2) constricts them, and the control functions are additionally box-constrained, furthermore we assume there are constants k and l so that,
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£+ -£ satisfy for all feasible variables which guarantees a unique solution ( | )( ) x u t or simply () xt for the ODE (1) (refer to [1] ). We also assume all functions appear in the problem are continuously differentiable in the feasible region described by constraints; however this assumption is not required for global stage of optimization where NP method is used.
III.

NP METHOD
This method, as first proposed by Shi and Ólafsson [10] , is an optimization algorithm for complex combinatorial problems where the search space is a finite set of potential solution, and the objective is to find an optimum solution to minimize or maximize a performance index The idea underlying NP method is to partition the search space into subspaces, and then the search procedure is started by sampling and evaluating a number of trial solutions from each subspace according to a fix sampling strategy.
Afterwards, a function : I    known as promising index function estimate the promising subspace. Then, the promising subspace is again partitioned into M subspaces while the remainder subspaces are aggregated into one complementary subspace 1 M s + . In the next iteration if 1 M s + is found to be promising then the algorithm backtracks to the state it has in the previous iteration. Therefore the algorithm, as explained above,
NP Algorithm
Step 0 Input the search space Q , performance index , f promising index function , I the number of partitions , M initialize the whole search space to be promising * (0) s , set the relevant stopping criterion, and set the iteration counter 1 k = .
Step 1 Partition the promising subspace * ( 1) 
IV.
NP-SQP ALGORITHM
The hybrid NP-SQP algorithm uses the efficiency of NP method to search globally and SQP method for local search. The NP method can be applied when we use an equivalent constraint, 
along with penalty technique. However, the NP algorithm is a combinatorial optimization method while the above problem is in continuous form. Therefore, this problem has first to be discretized. At this aim, the control parameterization technique is employed to approximate the control function with step functions of the form, The subset f D can be obtained by uniformly discretizing each interval in hypercube D . The NP method can now be applied to estimate a vicinity of global optimum for the resultant problem. The search space is first partitioned into a few numbers of subspaces. In the first iteration the values related only to the first parameter 1 u are partitioned and as the depth of the search is increased other parts of search space are also partitioned subsequently. Figure 1 shows partitioning in the situation where 4, = n u is one dimensional, [ 1, 1] =-D and f D is chosen to be{ 1,0,1} -. At the first iteration when the depth of the search is 1, the search space is partitioned into three subspaces. Following that, in the next iterations the promising sub interval is partitioned with the same strategy. After running several iteration of NP algorithm, the global stage of NP-SQP algorithm is terminated and the best solution found is used as an initial solution for the local stage where SQP algorithm is employed to enhance the quality of solution.
As it is well known, the SQP algorithm is one of the most efficient algorithms for solving nonlinear and constrained programing problems and deeply studied by many authors see [2, 7, 9, 14] and the references therein. This algorithm successively approximates the constrained nonlinear problem with quadratic problem and linear constraint to direct the search and therefore a proper initial solution as well as gradient information is required. The initial solution is supplied by running few iterations of NP algorithm, and the gradient with respect to parameters i u can be found in [11] . In this book, gradient information was presented for unified form of optimal control problem. However the Constraint (3) in the problem is nonsmooth, therefore the following function is used as a smoothing technique, where, the parameter e can be any small enough positive real number. This function was used in [12] to approximate nonsmooth problems. The previously described problem can then be approximated as well with the same approach as follow, 
therefore, SQP algorithm with quasi-Newton Jacobian updates for equality constrained problems can be readily applied on Problem (4) [7] . As a result, the solution found by NP method, after a few iterations, is improved upon to the required accuracy, and this terminates the local stage of the hybrid algorithm.
V.
NUMERICAL RESULTS
In this section, the effectiveness of the NP-SQP algorithm described above is illustrated using the following problem, This problem frequently used as a benchmark problem and solved by Neuman and Sen [6] , Goh and Teo [5] , and Vlassenbroeck [13] . This problem was first transformed into the form of Problem (4), and then after ten iterations of NP algorithm the best solution * 0.7775 = NP J was used as initial solution for SQP algorithm. The previous solution then was slightly improved to * 0.7641 = J . The graph of optimal control as well as related graphs of state is available in Figures 2 to 4 . These results agree with the one published in [6, 13] .
VI. CONCLUSION We presented a hybrid two-stage algorithm where in global stage NP method along with control parameterization technique and penalty method were used to estimate a global optimum for the problem under consideration. Afterwards, this solution was used as an initial solution in the next stage of optimization, where an SQP algorithm with quasi newton for equality constraint problems is employed to enhance the quality of solution. The method was evaluated using a benchmark problem, and it was revealed that the algorithm is effective.
VII.
Fig. 4. The constraint violations
