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Interactions of intense ultra-short laser pulses with solids have been attracting much interest from both
fundamental and technological points of view. The laser pulses induce nonlinear electron dynamics in
solids, and can be employed to control material properties such as optical and magnetic properties,
in a femtosecond time scale. Once the intensity of the laser pulses exceeds a critical threshold of
materials, the pulses bring an irreversible change to the materials. The irreversible change induced by
ultra-short laser pulses can be used for non-thermal laser-processing.
We have developed theoretical methods based on the time-dependent density functional theory
(TDDFT) in order to study nonlinear interactions of light with solids. They provide rst-principles
descriptions for laser-solid interactions in two dierent schemes. One is to explore electron dynamics in
a unit cell of crystalline solids under given external electric elds. We call it the single-cell simulation.
The other is to investigate coupled dynamics of electrons in solids and macroscopic electromagnetic
elds, where feedback from the electron dynamics to the elds is treated consistently. We call it the
multi-scale simulation. The single-cell simulation is suitable to investigate the microscopic mechanism
of laser-induced nonlinear phenomena in a femtosecond time scale. The multi-scale simulation is
suitable to investigate propagation eects of laser pulses and spatial distribution of electronic excitation
in a micrometer scale.
In order to improve accuracy and reliability of the above simulations, we have developed theoretical
and numerical methods to calculate electron dynamics based on the TDDFT employing a modern
exchange-correlation potential that well reproduces optical band gap of dielectrics; a meta generalized
gradient approximation (meta-GGA) proposed by Tran and Blaha [Phys. Rev. Lett. 102, 226401
(2009)]. The optical band gap is a crucial quantity to quantitatively investigate nonlinear electron
dynamics induced by intense laser pulses since it is directly related to the order of perturbation that
permits electronic excitations in the multi-photon picture. We have found that it is indispensable to
adopt the predictor-corrector procedure for a stable time evolution when the meta-GGA potential is
employed in the simulations. We have developed a method to evaluate electronic excitation energy
without referring to the energy functional which is unknown for the meta-GGA potential. Thanks
to the improvement of accuracy and reliability of the simulations, one may quantitatively investigate
interactions of light with dielectrics in both linear and nonlinear regimes.
We have developed a computational code by ourselves to conduct the above simulations prag-
matically. The name of the code is Ab-initio Real-Time Electron Dynamics simulator; ARTED. In
ARTED, parallel computing has been implemented with the Message Passing Interface (MPI) and
OpenMP. Therefore, ARTED can be used with both the Flat-MPI and the MPI+OpenMP hybrid
parallelization. The multi-scale simulation requires a huge amount of computational cost since it con-
sists of a large number of simulations for electron dynamics. Thus, it is necessary to use large-scale
supercomputers like the K computer at RIKEN in order to conduct the multi-scale simulation. We
have optimized ARTED for massively parallel computing to employ the large-scale supercomputers.
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It shows good parallel eciency and eective performance, even if several tens of thousands of cores
are employed for parallel computing.
Modulation of optical properties of materials induced by intense ultra-short laser pulses is an im-
portant subject of light science and has been extensively studied in recent experiments. We have
applied the single-cell simulation to investigate optical properties of dielectrics under intense ultra-
short laser pulses. Immediately after intense laser irradiation, only electrons are excited, while atoms
locate at their positions in the ground state because of their slow motion. We call it the electronic non-
equilibrium phase. After some tens of femtosecond, electrons are thermalized and become hot-carriers,
while lattice stays in much lower temperature. We call this phase the electronic thermal-equilibrium
phase. To investigate optical properties of the electronic non-equilibrium phase, we have developed
numerical pump-probe experiments in which experimental pump-probe technique is mimicked by the
simulation. To investigate the electronic thermal-equilibrium phase, we employed a linear response
calculation for the nite electron-temperature system described with Fermi-Dirac function for elec-
tronic occupation factors. We have calculated dielectric functions by employing these two methods
and have found that the laser-excited dielectrics show a metallic response in the both phases. We
also found that the imaginary part of the dielectric function shows complex behaviors. The imagi-
nary part in the non-equilibrium phase shows negative components at several frequencies, reecting
the non-equilibrium distribution of excited electrons. On the other hand, the imaginary part in the
electronically thermalized phase does not show the negative component, and can be well described by
a Drude-like model. By the Drude model analysis, we have found that the Drude damping time of
hot-carriers depends on the electron temperature. The damping time can be short (about 1fs), which
is shorter than the time-scale of electron-electron and electron-phonon collisions (several tens of fs to
several ps). The short damping time could be caused by elastic scattering from ions.
Intense laser pulses induce an irreversible change in materials if the intensity of the laser pulses
exceeds a critical threshold. If the intensity is close to but below the threshold, induced phenom-
ena would be extremely nonlinear as well as reversible. We have applied the multi-scale simulation
to investigate such reversible nonlinear phenomena and compared the simulation results with recent
experimental ones. The multi-scale simulation enables us to directly investigate properties of prop-
agated laser pulses through micrometer-scale samples. We have applied it to simulate femtosecond
laser irradiation on a thin SiO2 (-quartz) lm for various laser intensities and obtained transmitted
pulses from the thin lm. The transmitted laser pulses from the sample have also been measured in
experiments. We have found good agreement between the theoretical and the experimental transmit-
ted laser pulses. Furthermore, we have evaluated nonlinear polarization and energy transfer in the
sample as functions of time. It is also possible to experimentally extract the nonlinear polarization
and the energy transfer under some assumptions. We found that our theoretical results show good
agreement with experimental ones. Therefore, the assumptions in the experimental extractions have
been validated. We have further investigated the origin of the nonlinear polarization in SiO2 based
on microscopic electron dynamics and found that the nonlinear polarization mainly comes from the
electronic motion around oxygen atoms.
Femtosecond laser pulses whose intensity exceeds the critical threshold bring an irreversible change
to materials through a non-equilibrium phase where the electron temperature is much higher than the
lattice temperature. This irreversible change can be applied to the non-thermal laser-processing and
has attracted much attention in recent years. We have applied the multi-scale simulation to investigate
the initial process of non-thermal laser-processing and estimated damage threshold and ablation depth.
First, we have simulated fs-laser irradiation on a SiO2 (-quartz) surface and evaluated the spatial
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distribution of transferred energy from the laser pulse to the solid. We have employed the laser pulse
whose mean photon energy is 1.55 eV in the simulation. Since the optical gap of -quartz is about 9
eV, there is no energy transfer for the weak laser pulse. Once the intensity of the laser pulse becomes
suciently strong, energy transfer can take place because of nonlinear light-matter interactions such
as multi-photon and tunneling excitation processes. We have found that a large amount of energy is
deposited near the surface when the intensity of the laser pulse is strong. Then, we have estimated
the damage and ablation thresholds and the ablation depth by comparing the transferred energy
distribution with melting and cohesive energies of -quartz. The estimated damage threshold shows
the reasonable agreement with the experimental results. Also, the ablation depth fairly reproduces the
experimental one. However, the ablation threshold is higher than the experiment results, suggesting
a nonthermal mechanism for the surface ablation.
In conclusion, we have developed theoretical and numerical methods as well as a computational
code to investigate interactions of highly-intense ultra-short laser pulses with solids based on the
TDDFT in the time domain. We have developed methods to employ the modern exchange-correlation
potential in the TDDFT simulation in order to improve accuracy and reliability of the theoretical
investigation. Then, we have parallelized the computational code with MPI and OpenMP for the
hybrid parallel computing and optimized it for the massively parallel computing. We have applied the
TDDFT simulation to study optical properties of dielectrics after intense ultra-short laser irradiation in
the electronic non-equilibrium phase and the electronic thermalized phase. We have also investigated
nonlinear polarization and energy transfer in dielectrics in the time domain. Finally, we have applied
the TDDFT simulation to investigate the femtosecond-laser-induced laser-damage-phenomena from
a rst-principles level. Our theoretical results for the above phenomena show good agreement with
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1.1 Ultrafast intense laser science
The interaction of light with matter is one of the most important subjects in current sciences and
technologies from both fundamental and applicational points of view. By a curious coincidence, the
year 2015, when I am writing this thesis, has been proclaimed as the International Year of Light and
Light-based Technologies (IYL 2015) by United Nations [1]. In the resolution of the IYL 2015 [1],
"the importance of light and light-based technologies in the lives of the citizens of the world and
for the future development of global society on many levels" has been recognized. Indeed, our lives
have been benetting from many applications of light-based technologies such as light emitting diode
(LED) [2, 3], solar cell [4, 5], X-ray photography [6], etc.
In the recent optical science, laser technologies have been rapidly developing and have enabled us
to observe novel phenomena and even to control properties of materials. Especially, two directions
of the developments have been remarkable. One is to generate high-intensity laser pulses, and the
other is to generate ultra-short laser pulses. The high-intensity laser pulses can be employed to induce
nonlinear phenomena in materials, and the ultra-short laser pulses can be employed to observe ultrafast
phenomena and even to control ultrafast motion of electrons and nuclei.
Figure 1.1 shows the maximum laser intensity available at each year. The available intensities of
laser pulses have been rapidly increasing. Nowadays, laser pulses of 1022 W/cm2 as the maximum
focused intensity have been available [7{9]. Intense laser pulses can induce nonlinear phenomena
in materials. Nonlinear optical phenomena have been observed for the rst time by Franken, et al,
in 1961 [10]. They have measured the second order optical harmonics. Since the rst observation
of nonlinear optical phenomena, nonlinear optics has been tremendously developed [11{14]. In the
conventional nonlinear optics, nonlinear responses of electrons for intense laser elds are treated by
using perturbative expansions in terms of strength of the laser elds: A linear response of electrons
is described by a dielectric function or a linear susceptibility, while the second, the third and higher
orders nonlinear electronic responses are described by corresponding nonlinear susceptibilities. For
example, the above second-harmonic generation is related to the second-order susceptibility. The
third-order susceptibility characterizes the optical Kerr eect, which is modulation of refractive index
induced by optical electric elds. Nowadays, the optical Kerr eect is widely used in many optical
devices [11,14].
Once eld strength of laser pulses becomes close to the strength of the force acting on electrons in
materials, the nonlinearity of electron dynamics grows larger. In such a strongly nonlinear regime, the
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Figure 1.1: Evolution of laser intensity. This gure is taken from reference [15].
perturbative expansion for the nonlinear responses becomes dicult and sometimes even impossible.
In order to describe the extremely nonlinear phenomena, nonlinear electron dynamics in materials
must be directly/explicitly treated without any perturbative expansions. One of the most important
phenomena in this strongly (non-perturbative) nonlinear regime is the high-order harmonic generation
(HHG) from atoms [16{19]. Experimentally, generation of harmonics of more than 100th-order has
been observed [20, 21]. The microscopic mechanism of the HHG from atoms has been established
based on semi-classical [22{24] and quantum mechanical [25] models. The HHG is an important
phenomenon not only from a fundamental point of view but also a technological point of view. The
HHG from atoms has drastically developed the technology to generate ultra-short laser pulses [26,27].
Very recently, the HHG from solids has been observed in several experiments [28{30] and has been
attracting much interest to develop future laser technologies. However, the microscopic mechanism of
the HHG from solids is still under discussion [31{34].
One important application of high-intensity laser pulses is the laser-processing. Extremely intense
laser pulses have potential ability to bring an irreversible change to materials. Thus, attempts to
process materials with such intense laser pulses have been extensively investigated [35{37]. Nowadays,
the laser-processing is one of the important technique of material machining in industry. In the current
frontier of the laser-processing technique, formation of periodic structure [38{40] and non-thermal
laser-processing [36, 41], which will be described later, have been intensively studied. Furthermore,
application to the optical memory has also been attracting much interest [42,43].
Various phenomena in various time-scales have been studied in optical science. Figure 1.2 shows
several phenomena in dierent time-scales. The time scale of atomic motions in molecules and solids,
such as molecular vibration and phonons, is typically a hundred femtoseconds. The motion of valence-
electron is a femtosecond time-scale while that of core-electron is an attosecond time-scale. For
example, the period of electron motion in the Bohr orbital in a hydrogen atom is 152 attoseconds.
In nuclei, the motion of nucleons is a zeptosecond time-scale. Generally speaking, spatially small
phenomena have shorter time-scales.
Ultrashort light pulses enable us to observe various phenomena in real-time with the pump-probe
technique, where two pulses are employed: One is the pump pulse to drive dynamics, and the other is
the probe pulse to observe the driven dynamics. The rst pump-probe experiment has been conducted
by Toepler in 1864 [44]. He has visualized shock waves for the rst time by the pump-probe technique.
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Figure 1.2: Time scales of various phenomena. Atomic motion is a sub-picosecond time-scale phe-
nomenon, motions of electrons are femtosecond and attosecond, and motion of nucleon in nuclei is a
zeptosecond.
Figure 1.3 shows the evolution of technologies for the real-time observation. As seen from the gure,
the technology of real-time observation has been rapidly developing in the last few decades. In the end
of the twentieth century, the real-time observation of atomic motions in molecules by the femtosecond
spectroscopy has been drastically developed [45{48]. The pioneer of the eld, Ahmed Zewail, has
received the Novel Prize in Chemistry 1999.
At the current frontier of generation of ultrashort laser pulses, a 67 attosecond laser pulse is
available [49]. This frontier is known as the attosecond science [27,50,51]. Since the electron dynamics
in materials is a femtosecond time-scale, the attosecond laser pulses have enough resolution to observe
electron dynamics in real-time. Recently, several experiments of the real-time observation of electron
dynamics have been reported [52,53].
Thanks to these developments to generate both high-intensity and ultrashort laser pulses, it has
been possible to employ laser pulses whose intensity is around 1013-1015 W/cm2 and whose pulse-
width is around 10 femtoseconds. We shall call this kind of pulses high-intensity ultrashort laser
pulses. The eld strength of the laser pulses is close to the attracting force on electrons in materials,
and the pulse length is comparable to the time scale of the electron dynamics. Thus, the high-intensity
ultrashort laser pulses are suitable to control the motion of electrons in materials. Interactions of high-
intensity ultrashort laser pulses with solids have been attracting much interest from fundamental and
technological points of view [11,35,37,41,54].
If the intensity of a laser pulse exceeds a critical threshold of materials, irreversible phenomena are
induced and permanent structural modication can be left on materials. As mentioned above, this kind
of phenomena can be applied to the laser-processing. The energy transfer from laser-excited electrons
to lattice systems is a picosecond time-scale phenomenon. Therefore, if an intense femtosecond laser
pulse is irradiated on solids, the laser pulse goes away before the energy transfer from excited electronic
systems to lattice systems and creates a nonequilibrium phase where the electron temperature is much
higher than the lattice temperature. If the transferred energy from femtosecond laser pulses to solids
is large enough, the permanent structural modication is induced through the nonequilibrium phase.
This can be applied to non-thermal laser-processing. Figure 1.4 shows a material surface after intense
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Figure 1.3: Evolution of technology for the real-time observation. This gure is taken from reference
[27].
laser irradiation as an example of the non-thermal laser-processing. The panel (a) shows a permanent
irreversible structure modication, which is called laser damage, induced by an intense laser pulse.
If the intensity of laser pulses is much higher than the damage threshold of materials, atoms can be
removed from the material surface. This phenomenon is called laser ablation. The panel (b) shows
a crater created by the laser ablation. As seen from the both panels, the structures created by the
intense laser pulses are a micrometer scale. It would be possible to nely machine the material by the
non-thermal laser-processing. The non-thermal laser-processing has been attracting much interest as a
novel processing technique for future applications, and its microscopic mechanism has been intensively
investigated.
If the laser intensity is close to but slightly below the damage thresholds, extremely-nonlinear
ultrafast phenomena may be induced in materials without the permanent damage. In such conditions,
the materials return to the original state after the laser eld ends. These phenomena have potential
to provide novel mechanism for future applications of optoelectronic devices since the phenomena may
be repeatedly induced without any damage. For example, the high-intensity ultrashort laser pulses
can induce ultrafast charge-transfer even in insulators through the nonlinear light-matter interactions
[56]. In this reversible regime, the ultrafast nonlinear phenomena can be observed in real-time by
the pump-probe technique since the phenomena are reversible and the repeated measurements are
applicable. Indeed, by employing the pump-probe technique with intense femtosecond pump-pulses
and attosecond probe-pulses, ultrafast phenomena in femtosecond time scale such as modulation of
optical properties [53] and band-gap dynamics [57] have been observed in real-time.
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Figure 1.4: Example of laser-processing. This gure is taken from reference [55]. Both panels show
the material surface after laser irradiation. The panel (a) shows an irreversible structure modication
caused by an intense laser pulse. The panel (b) shows a crater created by a more intense laser pulse.
1.2 First-principles theories for light-matter interactions
Theoretical description of electronic structure and electron dynamics in materials is necessary to
understand interactions of light with matter since the electron dynamics is induced as the initial process
of the light-matter interactions. The description of electronic systems in the matter can be categorized
in the many-body problem of quantum systems, which is one of the most important fundamental
problems in the theoretical physics. In principle, one can describe such quantum many-body systems
by solving the Schrodinger equation, which provides complete descriptions for quantum systems in the
non-relativistic limit. However, in practice, it is impossible to directly/explicitly solve the Schrodinger
equation for many-electron systems except a few simple systems since its dimension can be easily too
huge to solve. Therefore, various methods to treat quantum many-body systems have been developed
for a long period: For static problems, the Hartree-Fick method, the conguration interaction method,
the coupled-cluster method [58], the GW method [59, 60], etc. have been developed. For time-
dependent problems or excitation properties, the time-dependent Hartree-Fock (TDHF), the multi-
conguration TDHF [61, 62], the time-dependent complete-active-space self-consistent-eld [63], the
GW plus Bethe-Salpeter equation approach [64,65], etc. have been developed.
One of the most successful methods to describe the ground state of quantum many-body systems is
the density functional theory (DFT), which have been proposed by Hohenberg and Kohn in 1964 [66].
They have proven two theorems: One is about the one-to-one correspondence between an external
potential and the electron density of the ground state under the potential. The other is about a
variational principle for the ground state energy based on electron density. Thanks to these theorems,
one may investigate properties of the ground state of quantum many-electron systems based on the
electron density without referring to the many-body wavefunction. Kohn and Sham have proposed a
scheme in order to apply the DFT to practical problems in 1965 [67]. It is known as the Kohn-Sham
scheme. In the Kohn-Sham scheme, single-particle Schrodinger-like equations are solved in order
to obtain the ground-state energy and the ground-state electron density of many-electron systems.
Therefore, thanks to the DFT with the Kohn-Sham scheme, quantum many-body problems for the
ground state can be reduced to a quantum one-body problem, and quantum many-body systems such
as atoms, molecules, clusters and solids can be theoretically investigated from the rst-principles level
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with moderate computational costs. The founder of the DFT, Walter Kohn, has received the Novel
Prize in Chemistry 1998 with John A. Pople. Nowadays, the DFT has been employed in various
elds such as physics, chemistry, device [68{70], bioscience [71, 72], and energy & environmental
sciences [73{75].
The DFT is applicable only to the ground state of quantum many-body systems. Therefore, an
alternative theory is required to investigate quantum electron dynamics induced by light. Runge and
Gross have formulated the time-dependent density functional theory (TDDFT), which is an extension
of the DFT so as to describe time-dependent quantum systems and excited states in 1984 [76]. They
have proven the one-to-one correspondence between a time-dependent external potential and the time-
dependent electron density under the potential and derived the time-dependent Kohn-Sham equation,
which is similar to a single-particle time-dependent Schrodinger equation. In order to apply the
TDDFT to practical problems, a single-particle potential in the time-dependent Kohn-Sham equation,
which is called an exchange-correlation potential, has to be approximated since the exact exchange-
correlation potential is not known. The quality of the TDDFT calculation depends on approximations
to the exchange-correlation potential. The approximations have been extensively studied, and the
quality of the TDDFT calculation has been drastically improved [77{81]. Nowadays, the TDDFT is
one of the standard methods to investigate excitation properties of materials such as oscillator strength
of molecules and dielectric function of solids.
To investigate the reaction of materials to external elds based on the TDDFT, several approaches
have been formulated with perturbative expansions for the elds in the frequency domain [82, 83];
Sternheimer method [84{87] and Cashida method [88]. Although these perturbative methods in the
frequency domain have been succeeded to investigate the linear and low-order nonlinear properties
of materials, they have diculty to study strongly nonlinear responses such as electron dynamics
induced by an intense ultrashort laser pulse since a large number of perturbative expansions could be
required. As for extremely (non-perturbatively) nonlinear dynamics, the perturbative expansions in
the frequency domain are no more applicable.
One strong point of the TDDFT is its applicability to describe electron dynamics in the time
domain for three-dimensional realistic systems with moderate computational costs. We shall call it
the real-time simulation. In the real-time simulation, the quantum dynamics is described by solv-
ing equations of motion for eective/virtual single-particle orbitals in the time domain without any
perturbative expansions. Therefore, the real-time simulation is applicable to dynamics under both
weak and strong elds, and it is a unique choice to investigate nonlinear electron dynamics induced by
intense ultrashort laser pulses. Moreover, this kind of methods is useful to simulate experiments that
are conducted in the time domain since the simulation provides physical quantities in the time domain
and intelligible insights of microscopic electron dynamics. Up to here, we discussed the real-time
simulation for electron dynamics in materials. However, the real-time simulation is also applicable
to other kinds of quantum dynamics as well as electron dynamics. For example, one can apply the
real-time simulation to a motion of nucleons in nuclei.
Historically, early stages of the real-time simulation of quantum systems have been developed in
nuclear physics. Bonche, Koonin and Negele have applied the TDHF method to reaction phenomena
of nuclear systems for the rst time, solving the TDHF equations in the time domain in 1976 [89].
Then Flocard, Koonin and Weiss have applied the method to realistic three-dimensional systems
in 1978 [90]. Figure 1.5 shows snapshots of 16O and 16O collision in the three-dimensional TDHF
calculation. As seen from the gure, the nuclei are fused after the collision.
Yabana and Bertsch have applied the real-time simulation to electronic systems for the rst time
6
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Figure 1.5: Example of real-time time-dependent Hartree-Fock calculation for nuclear collision. This
gure is taken from reference [90]. This gure shows an 16O and 16O collision.
in 1996 [91]. They have examined optical responses of metallic clusters and the C60 molecule in both
time and frequency domains. In consequence, nonlinear interactions of intense ultrashort laser pulses
with isolated systems such as atoms, molecules and clusters have been widely investigated by the
real-time simulation [92,93,93{95]. Bertsch, et al, have extended the real-time TDDFT simulation so
as to apply it to solid-state systems in 2000 [96]. Then, they have applied the method to nonlinear
phenomena in solids induced by intense ultrashort laser pulses such as dielectric breakdown [97] and
coherent phonon generation [98, 99]. Figure 1.6 shows an example of electron dynamics in crystalline
silicon under an high-intensity ultrashort laser pulse. The system is in the ground state at t = 0:0 fs.
Then, the electron dynamics is induced by the laser eld. One may see that chemical bonds, which
are red color regions in the ground state, oscillate during the laser irradiation (see t = 2:1, 3:5 and 5:0
fs). After the laser irradiation, the chemical bonds are broken due to the strong electronic excitation
(see t = 6:2 and 8:1 fs). The real-time TDDFT simulation for solids provides microscopic insight of
nonlinear electron dynamics in a nanometer spatial-scale and a femtosecond time-scale. Yabana, et al,
have further developed the real-time TDDFT simulation by coupling with the macroscopic Maxwell's
equation in order to describe propagation eects of macroscopic electromagnetic elds in 2012 [100].
1.3 Aim of this work
In this work, we theoretically study the interactions of high-intensity ultrashort laser pulses with
dielectrics based on the time-dependent density functional theory (TDDFT). Especially, we focus on
three topics; (a) optical properties of highly laser-excited dielectrics, (b) nonlinear polarization induced
by high-intensity ultrashort laser pulses in the time domain, and (c) initial stage of the non-thermal
laser processing.
(a) Optical properties of highly laser-excited dielectrics: An intense laser pulse brings a change
7
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Figure 1.6: Example of real-time TDDFT simulation for electron dynamics in silicon induced by a
high-intensity ultrashort laser pulse. Red shows high electron density region and blue shows low
electron density region.
of the optical properties in laser-excited dielectrics after the laser-solid interaction. The change has
been extensively investigated by many experiments [53,101,102]. Highly laser-excited dielectrics show
metallic behavior since electron-hole pairs induced by the laser pulses behave as free-carriers. There-
fore, the Drude model, which is a free-carrier model, has been often employed to investigate and to
extract the properties of laser-excited solids. One of the aims of this work is to clarify the adequacy
and the accuracy of the Drude analysis for laser-excited dielectrics based on the real TDDFT simula-
tion. We expect that this theoretical study will support the validity of the Drude analysis and clarify
the limitation of the analysis. Furthermore, we expect to nd new features of laser-excited dielectrics
beyond those of the Drude model.
(b) Nonlinear polarization induced by high-intensity ultrashort laser pulses in the time domain:
High-intensity ultra-short laser pulses may induce extremely nonlinear phenomena without any per-
manent damage on materials if the intensity is close to but slightly below the damage threshold.
To understand the nonlinear light-matter interactions, one of the most fundamental quantities is the
nonlinear polarization. One of the aims of this work is to investigate the nonlinear polarization in-
duced by the extremely nonlinear light-matter interactions in the reversible regime and to clarify the
microscopic origin of the nonlinear polarization. For this purpose, we apply the TDDFT to simulate
femtosecond laser irradiation on a thin SiO2 (-quartz) lm for various laser intensities. We will
evaluate the nonlinear polarization and the energy transfer from the laser to the solid in the time
domain and then compare the simulated results with recent experimental data. We will investigate
the induced electron dynamics in a nanometer scale to elucidate the microscopic mechanism of the
nonlinear polarization.
(c) Initial stage of the non-thermal laser processing: If a femtosecond laser pulse whose intensity
exceeds the critical threshold, the laser pulse brings an irreversible change to materials through the
nonequilibrium phase. This can be applied to the non-thermal laser processing. So far, most theo-
retical investigations of the laser-processing phenomena have relied on phenomenological models with
empirical parameters, especially for energy transfer from laser pulses to materials. One of the aims
of this work is to investigate the initial stage of the non-thermal laser-processing based on the rst-
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principles theoretical framework, the TDDFT, without any empirical parameters. We will simulate
fs-laser irradiation on a SiO2 (-quartz) surface and evaluate the spatial distribution of transferred
energy from the laser pulse to the sample. We expect that the spatial distribution of the transferred en-
ergy is useful to predict the damage threshold and the ablation depth. We will compare the theoretical
results with experimental data and develop a microscopic understanding of the phenomena.
In the real-time TDDFT simulations for solids, the adiabatic local density approximation (LDA)
has only been employed so far. The adiabatic LDA sometimes causes severe problems: optical gaps of
various materials are substantially underestimated by the approximation. Due to the underestimation,
quantitative investigations based on the real-time TDDFT simulation with the adiabatic LDA is
dicult. Sometimes, it provides even qualitatively wrong results. In order to quantitatively investigate
the above three topics (a-c), we develop theoretical and numerical methods to employ a modern
exchange-correlation potential beyond the LDA in the real-time TDDFT simulation. We employ a
meta generalized gradient approximation (meta-GGA) potential proposed by Tran and Blaha [103] to
overcome the optical gap problem.
We develop a computational code by ourselves to practically conduct the above simulations. The
name of the code is Ab-initio Real-Time Electron Dynamics simulator; ARTED. The real-time TDDFT
simulations are computationally demanding. Sometimes, it is necessary to employ massively-parallel
supercomputers like the K computer at RIKEN. Therefore, we parallelize and optimize ARTED for
massively parallel supercomputing.
The construction of the thesis is as follows. In Chap. 2, we describe the theoretical frameworks
of the DFT and the TDDFT used in this study. In Chap. 3, we show the numerical aspects of this
work including numerical implementation, parallelization and computing performance of our code. In
Chap. 4, we develop methods to employ the modern exchange-correlation potential in the TDDFT
simulations in the time domain and illustrate the electron dynamics calculations within both linear and
nonlinear regimes. In Chap. 5, we investigate the optical properties of highly laser-excited dielectrics.
In Chap. 6, we investigate the nonlinear polarization induced by high-intensity ultrashort laser pulses
in the time domain. In Chap. 7, we investigate the initial stage of the non-thermal laser processing.





2.1 Density functional theory
The density functional theory (DFT) has been a great successful method to describe ground state
structure of solids [104, 105]. Nowadays, the DFT has been applied to various problems in vast
elds such as physics, chemistry, device [68{70], bioscience [71, 72], and energy & environmental
sciences [73{75]. In order to investigate light-matter interactions, we employ the DFT calculation to
prepare the initial condition of subsequent calculations for electron dynamics induced by light elds.
In this section, we briey explain the DFT.
2.1.1 Hohenberg-Kohn theorems
In the DFT, electron density of ground states n(r) is one of the most important physical quantities.
Hohenberg and Kohn have proven that electron density of a ground state is related to an external
potential with a one-to-one correspondence, which is known as the rst Hohenberg-Kohn theorem [66].
Thanks to the theorem, any physical properties can be calculated in principle, once the electron density
of the ground state is obtained, because the electron density determines the Hamiltonian of the system.
The proof of the rst Hohenberg-Kohn theorem is as follows: First, we introduce a Hamiltonian
of an electronic system containing N electrons,
H^ = T^ + V^ + V^ee: (2.1)
The kinetic energy operator T^ , the external potential operator V^ , and the Coulomb interaction oper-

























jr   r0j  ^s0(r
0) ^s(r); (2.4)
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where v(r) is an external potential. For the electronic system, once species and positions of atoms are
given, the external potential and the Hamiltonian are uniquely determined. In a conventional method-
ology, one can obtain the ground state of the system by solving the time-independent Schrodinger
equation,
H^j	GSi = EGS j	GSi; (2.5)
where j	GSi is the ground-state wavefunction of the system and EGS is its energy. By using the eld
operator  ^s(r), the electron density of the ground state is described by n(r) =
P
sh	GS j ^ys(r) s(r)j	GSi.
Thus, the external potential uniquely denes the electron density of the ground state, n(r), through
the Schrodinger equation (2.5).
We next prove that the electron density of the ground state uniquely denes the external potential.
Here, we employ contradiction for the proof: We assume existence of two dierent external potentials
v(r) and v0(r) that give the same electron density n(r) in the ground states. These potentials, v(r)
and v0(r), provide the Hamiltonians, H^ and H^ 0, and the ground states, j	GSi and j	0GSi, respectively.
By the variational principles for H^, we obtain the following relation:
E0 = h	GS jH^j	GSi < h	0GS jH^j	0GSi





v(r)  v0(r) ; (2.6)
where E0 and E
0
0 are the ground state energies of each Hamiltonian. Similarly, we also obtain the
following relation:
E00 = h	0GS jH^ 0j	0GSi < h	GS jH^ 0j	GSi





v(r)  v0(r) : (2.7)
We thus obtain the following contradiction:
E0 + E
0
0 < E0 + E
0
0: (2.8)
By the contradiction, two dierent external potentials that give the same electron density in the
ground states cannot exist. Therefore, an external potential and its ground-state electron-density are
related with the one-to-one correspondence. As mentioned above, this one-to-one correspondence is
known as the rst Hohenberg-Kohn theorem.
Thanks to the theorem, we may describe ground-state energy as a functional of electron density,
E[n] = T [n] + +Vee[n] +
Z
drn(r)vext(r); (2.9)
where E[n] is functional of the total energy, T [n] is that of the kinetic energy, and Vee[n] is that of the
electron-electron interaction.
Furthermore, Hohenberg and Kohn have proven the following relation,
EGS  E[~n(r)]; (2.10)
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where ~n(r) is arbitrary electron density satisfying ~n(r)  0 and R dr~n(r) = N . This relation is known
as the second Hohenberg-Kohn theorem [66]. This theorem allows us to investigate the ground state









In the variational principle of Eq. (2.11), there is no many-body wavefunction needed, but only electron
density. Since the dimension of the wavefunction is 3N and that of the electron density is only 3,
Eq.(2.11) could derive more convenient methods to investigate ground states than the conventional
Schrodinger equation for many-body systems.
Kohn and Sham have proposed a useful scheme to evaluate the energy functional E[n], introducing
single particle orbitals i(r) of a non-interacting virtual system: The single-particle orbitals and the
non-interacting system are called Kohn-Sham orbitals and Kohn-Sham system, respectively. The





i(r) = ii(r); (2.12)
where vs(r) is a local potential of the Kohn-Sham system. In this method, the local potential is chosen








By using the Kohn-Sham orbitals, we rewrite the energy functional of Eq. (2.9) as follows:








jr   r0j + Exc[n];
(2.14)









and the second term is the energy from the external potential. The third term is classical Coulomb
energy of electrons, so-called Hartree energy, and the last term Eex is the all other contributions,
so-called exchange-correlation energy, dened as





jr   r0j : (2.16)
In order to dene the local potential vs(r), we rewrite the variational principle of Eq. (2.11) based






dri (r)j(r)  ij): (2.17)
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where h^KS is the Kohn-Sham Hamiltonian dened by
h^KS =  1
2








We can choose the Kohn-Sham orbitals so as to diagonalize the Kohn-Sham Hamiltonian by a unitary
transformation and then obtain the following Kohn-Sham equation,
h^KSi(r) = ii(r): (2.21)
By comparing Eqs.(2.12) and (2.21), we obtain the following relation for the single particle potential,








where the rst term is the external potential, the second term is the Hartree potential, and the last
term is an exchange-correlation potential.
The Kohn-Sham equation (2.21) is similar to the single-particle Schrodinger equation under ef-
fective single-particle potential vs(r). Nevertheless, it may give the exact electron density and the
total energy of the system, if we employ the exact exchange-correlation functional Exc[n]. The exact
exchange-correlation functional, however, have not been constructed yet for three-dimensional realistic
systems. We thus have to approximate exchange-correlation functionals or potentials when we apply
the Kohn-Sham equation to practical problems. Many functionals have been developed for various
aims so far. In this work, we employ a local density approximation (LDA) [106] for rst-principles
treatment and a meta generalized gradient approximation (meta-GGA) [103] proposed by Tran and
Blaha in order to reproduce energy band gaps of materials. The details of the functionals will be
shown in Sec 2.4.
2.2 Time dependent density functional theory
We next explain the time-dependent density functional theory (TDDFT), which is an extension of
the DFT so as to describe excited states. Although the DFT is a successful method to investigate
properties of ground states of materials, it is not applicable to describe electronic excited states and
electron dynamics. In order to investigate properties of excited states, Runge and Gross have developed
the TDDFT [76].
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2.2.1 Runge-Gross theorem
While Kohn and Sham have proven the one-to-one correspondence between an external potential and
the electron density in the ground state under the potential, Runge and Gross have proven the one-
to-one correspondence between a time-dependent external potential and the time-dependent electron
density under the potential [76]. This theorem is known as the Runge-Gross theorem.
The proof of the Runge-Gross theorem is as follows: We consider time propagation of a N -electron
system under an external potential v(r; t). The time propagation of the system is described by the




j	(t)i = H^(t)j	(t)i =
h
T^ + V^ee + V^ (t)
i
j	(t)i; (2.23)
where T^ is the kinetic-energy operator, V^ee is the Coulomb repulsion operator. The external potential





dr ^ys(r)v(r; t) ^s(r): (2.24)
A mapping from one external potential to one time-dependent density, v ! n, is dened by the
time-dependent Schrodinger equation (2.23) since the time-dependent density n(r; t) is dened by the
wavefunction as,
n(r; t) = h	(t)jn^(r)j	(t)i; (2.25)




dr0 ^ys(r0)(r   r0) ^s(r0).
We next investigate whether this mapping n! v is invertible. Here we employ two relations: One
is the relation between an external potential and a current density. The other is that between an
electron density and a current density.
We consider two dierent external potentials v(r; t) and v0(r; t). The dierence of these potentials
is not only a spatially-uniform, time-dependent constant, c(t):
v(r; t)  v0(r; t) 6= c(t): (2.26)
If these external potentials, v(r; t) and v0(r; t), can be expanded as Taylor series, there must be a
certain integer k > 0 that satises the following relation,
@k
@tk
[v(r; t)  v0(r; t)]jt=t0 6= 0: (2.27)
We then introduce two wavefunctions j	(t)i and j	0(t)i that are propagated under the external
potentials v(r; t) and v0(r; t) from the same initial condition j	0i at time t = t0. According to
conventional manner, current density is dened as:
j(r; t) = h	(t)jj^j	(t)i; (2.28)
j0(r; t) = h	0(t)jj^j	0(t)i; (2.29)
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j(r; t) = h	(t)j[j^(r); H^(t)]j	(t)i: (2.31)
Here, we consider the time derivative of the current-density dierence, j(r; t) j0(r; t). The derivative
satises the following relation at t = t0,
@
@t
[j(r; t)  j0(r; t)]jt=t0 =  ih	0j[j^(r); V^ (t0)  V^ 0(t0)]j	0i
=  n(r; t0)r[v(r; t0)  v0(r; t0)]; (2.32)
where n(r; t0) is the electron density corresponding to the initial wavefunction j	0i. Furthermore, by
taking k-th order time-derivative of this equation, one can derive the following relation,
@k+1
@tk+1




[v(r; t0)  v0(r; t0)]
)
: (2.33)




n(r; t)  n0(r; t) =  r  j(r; t)  j0(r; t) ; (2.34)
where n(r; t) and n0(r; t) are electron densities of j	(t)i and j	0(t)i, respectively. By taking (k+1)th




n(r; t)  n0(r; t)
#




j(r; t)  j0(r; t)
#
jt=t0 : (2.35)
We obtained the two relation so far. One is the relation between j(r; t) and v(r; t), which is
Eq.(2.33). The other is the relation between n(r; t) and j(r; t), which is Eq.(2.35). By comparing









v(r; t)  v0(r; t) jt=t0
)
= r  n(r; t0)rwk(r); (2.36)
where wk(r) is a function that is introduced to make the equation simple. The right hand side of Eq.
(2.36) can be proven not to be zero, if the potentials v(r; t) and v0(r; t) satisfy Eq. (2.27). The proof
is as follows: We consider the following integral:Z
d3rn(r; t0)jrwk(r)j2 =  
Z
d3rwk(r)r  [n(r; t0)rwk(r)]
+
Z
dS  [n(r; t0)wk(r)rwk(r)] : (2.37)
The second term of the right hand side is a surface integral. If the integral region is suciently
large, the surface integral vanishes. The integral of the left hand side must be positive for reasonable
problems. Therefore, the rst term of the right hand side must be positive, and a part of integrand,
r n(r; t0)rwk(r), cannot be zero everywhere. Finally, it has been proven that the right hand side of
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Eq. (2.36) cannot be zero, and two dierent external potentials must give dierent electron densities.
Therefore, the mapping v ! n is invertible. The one-to-one correspondence between an external
potential and density has been proven.
Analogously to the ground-state case, we introduce a non-interacting Fermionic system jKS(t)i
described by a set of time-dependent single-particle orbitals fi(r; t)g: The system is called time-
dependent Kohn-Sham system, and the orbitals are called time-dependent Kohn-Sham orbitals. The
time-dependent Kohn-Sham system is dened so that its time-dependent electron density reconstructs
the exact electron-density of the many-electron system,








n(r; t) = h^KS(t)n(r; t); (2.39)
h^KS(t) =  1
2
r2 + vs[n(r; t); j	(t = t0)i](r; t); (2.40)
where vs(r; t) is the time-dependent Kohn-Sham potential. Because of the Runge-Gross theorem for
the time-dependent Kohn-Sham system, the time-dependent Kohn-Sham potential vs(r; t) is uniquely
dened, once the time-dependent electron density n(r; t) is given.
Referring to the Kohn-Sham potential of Eq. (2.22) in the ground state, the time-dependent
Kohn-Sham potential can be written as




jr   r0j + vxc(r; t); (2.41)
where the second term is the time-dependent Hartree potential, and the third term is a time-dependent
exchange-correlation potential. If one could employ the exact time-dependent exchange-correlation
potential, the Kohn-Sham system would give the same electron density as the many-electron sys-
tem. However, the exact time-dependent exchange-correlation potential has not been constructed for
three-dimensional realistic system. Therefore, we need to approximate a time-dependent exchange-
correlation potential when we apply the TDDFT to practical problems.
2.2.2 Time-dependent Kohn-Sham equation for crystalline solids
In order to describe electron dynamics in crystalline solids under laser elds, we introduce the time-
dependent Kohn-Sham equation for solids. Typical wave-length of laser elds is a micrometer scale,
the length scale of electron dynamics is subnanometer. Thanks to the large dierence of spatial-scales
between laser-elds and electron dynamics, we treat laser-elds as a spatially-uniform, time-varying
electric eld E(t) in a unit cell of crystalline solids. This is a dipole approximation for interactions of
light with electrons. Within the dipole approximation, electron dynamics in a crystalline solids under
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where vion(r) is an ionic potential, vH(r) is the time-dependent Hartree potential, and vxc(r) is a
time-dependent exchange-correlation potential. The interaction with the laser eld is also included as
a scalar potential, eE(t)  r.
Here, we apply a gauge transformation to the Kohn-Sham orbitals, n(r; t) = e
 iA(t)r ~n(r; t),























The Kohn-Sham Hamiltonian of Eq.(2.43) has the same spatial periodicity as the crystal at each

















where ubk(r; t) is a time-dependent Bloch orbital, which is related to the Kohn-Sham orbital as
~n(r; t) = e
ikrubk(r; t). The orbital index n is replaced by the band index b and the Bloch wave vector
k. We note that the Bloch function has the same periodicity as the crystal, ubk(r + a; t) = ubk(r; t).
So far, we assumed that the ionic potential vion(r) is a spatially local operator. However, it may
include nonlocal operator in space because of pseudopotential methods. In that case, we should write
the ionic potential as the nonlocal potential v^ion,
v^ionn(r; t) =
Z
dr0vion(r; r0)n(r0; t): (2.46)
Even if the ionic potential includes non-local parts, we may apply the gauge transformation to the
Kohn-Sham equation (2.42), and then we may utilize the time-dependent Bloch theorem.




ubk(r; t) = h^KS(t)ubk(r; t); (2.47)
























2.3. TDDFT COUPLED WITH MAXWELL'S EQUATION
In this work, we calculate dynamics only for valence electrons, employing norm conserving pseu-
dopotentials [107] with separable approximation [108] for ionic-core. We thus use the time-dependent
Kohn-Sham equation (2.47) including the non-local ionic potential to describe electron dynamics.
From the time-dependent Bloch orbitals ubk(r; t), several physical quantities can be calculated in

















where the occupation number nbk satises
P
bk nbk = N . We also dene spatially-averaged electric
current density J(t),






d3rj(r; t) + JNL(t); (2.51)
where 
 is a volume of the unit cell. JNL(t) is a contribution from the nonlocal part of the ionic
pseudopotential given by:













2.3 TDDFT coupled with Maxwell's equation
So far, we have explained the theoretical methods to treat electron dynamics in a unit cell of crys-
talline solids induced by external electric elds. In order to describe extremely-nonlinear light-matter
interactions, we need to treat feedback from electron dynamics to propagation of electromagnetic
elds. For this purpose, a coupled theoretical framework of the TDDFT and the Maxwell's equation
has been developed [100]. We call it Maxwell + TDDFT Multi-scale simulation. In this section, we
explain this coupled method.
Typical wavelength of laser elds is a micrometer scale, while typical length scale of electron
dynamics is subnanometer. Thanks to the spatial-scale dierence, laser-solid interactions can be
divided into two kinds of problems: One is propagation of electromagnetic elds, and the other is
induced electron dynamics in solids. In order to describe these two problems in dierent spatial scale,
we introduce two kinds of spatial coordinates with dierent spatial scales.
We rst introduce macroscopic coordinates, R, in order to describe macroscopic propagation of
electromagnetic elds, AR(t) and R(t). Taking a specic gauge condition in which the scalar po-













where c;R(t) is macroscopic charge density, and JR(t) is macroscopic current density. The macro-
scopic current density is given from a microscopic electron dynamics part which will be described
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This is the basic equation of motion for macroscopic propagation of electromagnetic elds.
We next consider Bloch orbitals, ubkR(r; t), at each macroscopic point R in order to describe
the microscopic electron dynamics induced by the macroscopic electromagnetic eld, AR(t). We
shall call the spatial coordinates for the Bloch orbital, r, microscopic coordinates. We describe the















ion;R + vH;R(r; t) + vxc;R(r; t);
(2.57)
where vector, ionic, Hartree and exchange-correlation potentials depend on the macroscopic coordi-
nates R. The Kohn-Sham equation (2.56) is the basic equation of motion for microscopic electron
dynamics induced by electromagnetic elds. Although the macroscopic vector potential AR(t) is a
spatially-varying quantity in the macroscopic coordinates, it is treated as a spatially-uniform, time-
varying eld in the microscopic coordinates because of the dierence of the spatial-scales.
In order to describe the feedback from microscopic electron dynamics to macroscopic propagation
of electromagnetic elds, we then dene the macroscopic current JR(t) based on the Bloch orbitals,








drubkR(r; t)kR(t)ubkR(r; t); (2.58)
where 

















We have obtained the macroscopic equation for electromagnetic elds of Eq. (2.55), and the mi-
croscopic equation for electrons of Eq. (2.56). These two equations are connected via the macroscopic
current of Eq. (2.58). In order to describe laser-solid interactions, we solve these three equations,
consistently.
2.4 Functionals and potentials
As mentioned above, we have to approximate exchange-correlation functionals or potentials in order
to apply the DFT/TDDFT to practical problems. In this section, we explain density functionals and
potentials that will be employed in this study: We will employ the local density approximation (LDA)
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proposed by Perdew and Zunger [106], and the meta generalized gradient approximation (meta-GGA)
proposed by Tran and Blaha [103]. Furthermore, we will employ the adiabatic approximation for
exchange-correlation potentials, in which the exchange-correlation potential at each time is determined
by the density (current density, and kinetic density if necessary) at the same time.
2.4.1 Local density approximation
First we introduce a LDA for a density functional. In this approximation, we assume that electron





This assumption would be valid for the homogeneous electron gas.








The exchange-correlation energy density LDAxc can be divided into two parts: One is the exchange























rs + 2rs) (rs  1)
A ln rsB + Crs ln rs +Drs (rs < 1);
(2.64)
where rs is related to the electron density n = (4r
3
s=3)
 1. Other parameters ; 1; 2; A;B;C and D
are dened in the table 2.1 in atomic unit.
Both exchange and correlation parts of the LDA are constructed so as to reproduce the energy of
the homogeneous electron gas. Thus, the LDA would be suitable to describe metallic system, since
electrons in metals behave as free-electrons. On the other hand, the LDA may not be suitable to
describe semiconductors and insulators. In deed, the LDA tends to underestimate band gap energies
of semiconductors and insulators: This is well known as the band-gap problem of LDA.
Based on the adiabatic approximation, we simply replace the electron density n(r) to the time-
dependent electron density n(r; t), if we apply the LDA in the time-dependent Kohn-Sham equation.
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Table 2.1: Parameters of the Perdew and Zunger's LDA correlation functional [106].
2.4.2 meta-GGA
A large number of functionals and potentials have been developed beyond the LDA for various aims.
One of the simplest extensions of the LDA is a generalized gradient approximation (GGA). In the
GGA, the energy functional is described as a function of the local density n(r) and its gradient




One of the most popular GGA functionals is the PBE functional [109].
A more generalized functional has been proposed. It is called the meta-GGA. The meta GGA
includes not only the local density n(r) and its gradient jrn(rj), but also its Laplacian r2n(r) and





Tran and Blaha have proposed a meta-GGA potential [103]. We abbreviate it the TB-mBJ poten-
tial. The TB-mBJ potential is a kind of modication of an exchange-correlation potential proposed
by Becke and Johnson [110]. Both the TB-mBJ and Becke-Johnson potentials include a potential pro-
posed by Becke and Roussel [111]. We note that the Becke-Roussel potential reproduces the proper
asymptotic behavior of the exchange potential ,  1=r, in isolated systems.
The TB-mBJ exchange potential is dened as follows,
vTB mBJx (r) = cmv
BR










where vBRx (r) is the Becke-Roussel potential. In the original paper [103], the parameter cm is dened
by,










where  =  0:012 and  = 1:023bohr1=2. Loller, Tran and Blaha have found that the band gap
energies much depend on this cm parameter [112]. In this work, we thus choose the cm-parameter so
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that the Kohn-Sham gap coincides with the experimental band gap of the material. We note that
even if we could employ the exact functional, the Kohn-Sham gap does not need to coincide with the
experimental band gap due to the derivative discontinuity of the Kohn-Sham energy [113]. However,
as will be shown later, optical gaps of dielectrics are well described if we choose the cm-parameter so
that the Kohn-Sham band gap coincides with the experimental gap.
The TB-mBJ potential in the adiabatic approximation has the following form:
vTB mBJx (r; t) = cmv
BR


















The potential of Eq. (2.69) is not gauge invariant since the kinetic energy density of Eq. (2.70) is
not [114{117]. To recover the gauge invariance, we replace the all kinetic energy density terms in the
potential as



















Unlike the LDA potential, the TB-mBJ potential may cause some problems in the real-time
TDDFT calculation. In Sec. 4.3, we will see that the TB-mBJ potential sometimes causes numerical
instability in the real-time propagation. We nd that a predictor-corrector procedure recovers the
stability of the calculation. The TB-mBJ potential is directly dened as a potential without referring
to any functionals. Functionals that derive the potential are unknown. Therefore, it is impossible
to evaluate the total energy of electronic systems and electronic excitation energy using the energy
functional. In Sec. 4.4, in order to evaluate the electronic excitation energy without referring to
functoinals, we will develop a method in which the excitation energy is calculated as work done by





3.1 Homemade computational code for electron dynamics in solids
We have been developing a computational code by ourselves in order to pragmatically conduct electron
dynamics calculation based on the time-dependent density functional theory (TDDFT) introduced in
Chap. 2. The name of the code is Ab-initio Real-Time Electron Dynamics simulator; ARTED. ARTED
is applicable to two kinds of rst-principles calculations. One is the calculation for electron dynamics
in a unit cell of crystalline solids under given external electric elds, solving the time-dependent
Kohn-Sham equation for crystalline solids (2.47). We call it the single-cell simulation. The other is
the calculation for coupled dynamics of electrons and electromagnetic elds in medium, solving the
coupled equation: The time-dependent Kohn-Sham equation for microscopic electron-dynamics (2.56)
and the Maxwell's equation for macroscopic propagation of electromagnetic elds (2.55). We call it the
multi-scale simulation. In both the single-cell and multi-scale simulations, we solve the time-dependent
Kohn-Sham equation in real-time since the real-time simulation is suitable to investigate light-matter
interactions in strongly nonlinear conditions.
Parallel computing is implemented with the Message Passing Interface (MPI) and OpenMP in
ARTED since the real-time TDDFT calculations are computationally expensive. Particularly, the
multi-scale simulation is much expensive because many real-time TDDFT calculations are required
to be conducted simultaneously. Therefore, it is necessary to employ a large-scale supercomputer like
the K computer at RIKEN in order to conduct the multi-scale simulation. We optimize ARTED for
massively parallel computing with several tens of thousands of CPU cores.
In this chapter, we introduce numerical implementations of the single-cell and multi-scale simula-
tions in ARTED. Then, we demonstrate parallel eciency and computational performance of ARTED
in massive parallel computing.
3.2 Numerical implementation of the single-cell simulation
In order to solve the time-dependent Kohn-Sham equation for solids (2.47), we employ real-space and
real-time methods. The equation includes two kinds of independent variables: One is a spatial variable
r and the other is time t. We employ the real-space method to treat the spatial variable, and the
real-time method to the time.
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3.2.1 Real space method
The real-space method is a nite dierence method in real-space r. In this method, three dimensional
Cartesian coordinates are discretized in uniform grids. By using the grids, the Bloch orbitals are
described as follows:
ubk(r; t)! ubk(ri; t); (3.1)
where an integer i represents a serial number of spatial grids in a unit cell. Thus, the number i
corresponds to the three dimensional indices (j; k; l) as follows:
ri = (xj ; yk; zl): (3.2)








Oijubk(rj ; t); (3.3)
where Oij is a matrix representation of the operator O^ in the grid space. For example, matrix elements
of spatially local operators have the form of Oij = Oiij , and those of spatial derivative operators are
described by coecients of nite-dierence formulae. Therefore, the operation of the Kohn-Sham
Hamiltonian is computed by
























=2 + vlocalion (ri) + vH(ri) + vxc(ri)
#
; (3.5)
where Cij and gij are coecients of nite dierence formulae for the Laplacian r2 and the gradient
r, respectively. Here, vlocalion represents the local part of the ionic potential, and vnonlocalion represents
the non-local part.






where V is a volume of a discretized unit.
3.2.2 Real time method
In order to describe time-propagation of the Bloch orbitals ubk(r; t) solving the time-dependent Kohn-
Sham equation (2.47), we employ the real-time method, which is the nite dierence method in time.
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In this method, the time-propagation is conducted by repeating time-propagation for a small time-step
t as follows:
ubk(r; t) = U(t; t0)ubk(r; t0)
= U(t; t t)   U(t0 + 2t; t0 +t)U(t0 +t; t0)ubk(r; t0);
(3.7)
where U(t2; t1) is a time-propagation operator from t1 to t2. Assuming the change of the Hamiltonian
in time is tiny during the small time step t, the time-propagation operator for the small time step
can be approximated by




















The order of the truncation N should be more than 2 for stable time evolution. If the operator is
expanded in the rst or second order
e ix  1  ix;
e ix  1  ix  x2=2;
norm of these operators is always more than 1,
j1  ixj2 = 1 + x2 > 1; (3.10)
j1  ix  x2=2j2 = (1  x2=2)2 + x2 = 1 + x4=4 > 1: (3.11)
Therefore, if we employ the rst or second order expansions for the time-propagation operator, norm
of the Bloch orbitals grows larger, and nally diverges. For stable time-evolution, we must expand the
operator by more than the second order Taylor series, and must choose a suciently small time-step
t. In this work, we x the truncation number N to 4.
In the above procedure, we need to guess the Hamiltonian at time t+t=2. In calculations using the
local density approximation potential, we nd that use of the Hamiltonian at time t, hKS(t+t=2) 
hKS(t), provides results with sucient accuracy. However, we have found that the predictor-corrector
procedure to approximately evaluate hKS(t + t=2) is indispensable for stable time-evolution when
we employ the meta generalized gradient approximation potential proposed by Tran and Blaha [103].
The predictor-corrector procedure is usually carried out in the following steps [118]: We rst calculate
wave functions  predi (r; t+t) using the Hamiltonian at time t,





 i(r; t): (3.12)
Using the Kohn-Sham orbitals  predi , we next construct the Hartree potential v
pred
H and the exchange
correlation potential vpredxc at time t+t. We then approximate the Hamiltonian at time t+t=2 by
















xc (r; t+t) + vxc(r; t)
2
: (3.14)
Finally, we calculate the Kohn-Sham orbitals at t+t using the Hamiltonian at time t+t=2.
We will see the necessity of the predictor-corrector procedure in the real-time TDDFT calculation
with the meta-GGA in Sec. 4.3.
3.3 Parallelization of the single-cell simulation
We have been developing ARTED code so as to use it on massively parallel supercomputers. ARTED
can be used in parallel computing with both at MPI and MPI + OpenMP hybrid parallelizations.
Here, we describe how to parallelize the single-cell TDDFT simulation.
The most time-consuming part of the electron dynamics calculation is the operation of the Hamil-
tonian to each Bloch orbital. This procedure accounts for about 80% of total computational costs. We
have several possibilities to parallelize the electron dynamics calculation in which the time-propagation
of the Bloch orbitals ubk(r; t) are calculated. One possibility is parallelization for the k-points, k. An-
other is for the band index, b. These two variables are orbital indices. The orbital indices are suitable
for parallelization of the time-propagation because the operation of the Hamiltonian can be indepen-
dently conducted for each orbital. The other possibility of the parallelization is for the real-space
grids. The grid parallelization is one of the ecient parallelizations for spatially large systems [119].
However, we are interested in electron dynamics in crystalline solids, and the size of unit-cell has not
been large so far. Therefore, we do not adopt the real-space parallelization. Thus, we employ the
k-points and the band indices for the parallel computing.
Figure 3.1 shows a schematic picture of the parallelization for the electron dynamics calculation
in ARTED. As mentioned above, we have the two kinds of orbital indices, the k-points k and the
band indices b. Each index can be labeled with serial numbers. We thus describe the orbitals on a
two-dimensional map as in Fig. 3.1 where the k-points are described as a horizontal coordinate and the
band indices are described as vertical. In our implementation, the k-points can be parallelized with the
MPI parallelization. Moreover, k-points and the band indices can be parallelized with the OpenMP
parallelization. Therefore, ARTED can be used in the MPI + OpenMP hybrid parallelization.
For the MPI parallelization of the electron dynamics calculation, communication among MPI
processes is necessary to construct the Kohn-Sham Hamiltonian at each time step since summation
for all k-points and band indices are required to provide the electron density n(r; t), the kinetic
energy density (r; t), and the current density j(r; t). We note that the cost of data-communication
is relatively small, compared with whole computational costs. Therefore, as will be shown, ARTED
shows good parallel eciency for massively parallel calculations.
3.4 Computational performance of the single-cell simulation
In this section, we illustrate numerical performance of the single-cell TDDFT simulation with the
ARTED code. We examined the performance at the K computer, employing crystalline silicon cal-
culation. In the calculation, there are eight atoms in a cubic unit cell, and each atom has four
valence electrons. Thus, we have 32 electrons and 16 Bloch orbitals in the unit cell because of spin-
degeneration. The unit cell is discretized by 243 uniform grid points, and the reciprocal lattice space
is discretized by 323 k-points.
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Figure 3.1: Schematic picture of parallelization for the electron dynamics calculation in crystalline
solids. In our implementation, the k-points and the band indices are parallelized with MPI+OpenMP
hybrid parallelizations.
Figure 3.2 shows a strong-scaling parallel eciency of ARTED at the K-computer. When using
65536 cores, the calculation is conducted with 8192 MPI processes times 8 OpenMP threads hybrid
parallelization, each thread taking care of 8 orbitals. As seen from Fig. 3.2, ARTED achieves high
parallel eciency more than 80 %, even if we employ more than 60000 cores.
Figure 3.3 shows an eective performance of ARTED at the K-computer. ARTED achieves high
eective performance near 30 %, employing more than 8,000 cores. It shows good performance more
than 20 %, even in massive parallel computing employing more than 60,000 cores.
We thus conclude that ARTED is much suitable for massive parallel calculation employing more
than 60000 cores. Moreover, it shows good eective performance too, more than 20 % in the massive
parallel computing.
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Figure 3.3: The eective performance of the single-cell simulation with ARTED at the K-computer.
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3.5 Numerical implementation of the multi-scale simulation
We next describe the numerical implementation of the Maxwell + TDDFT multi-scale simulation
solving the coupled equations of Eqs. (2.55), (2.56) and (2.58). Here, we only consider a simple case:
a linearly polarized laser pulse normally irradiates on a bulk surface. Therefore, we only need to
calculate one-dimensional propagation of electromagnetic elds in macroscopic coordinates, and take
the propagation direction as Z-axis. A schematic picture of the implementation of the multi-scale
simulation is shown in Fig. 3.4 where the surface of the bulk is taken to be at Z = 0.
As shown in the left hand side of Fig. 3.4, we rst introduce macroscopic grid points in order to
solve the macroscopic Maxwell's equation of Eq. (2.55). We simply solve the Maxwell's equation by
using the three points formula of the nite dierence method for both space and time:
AZ(t+t) = 2AZ(t) AZ(t t)
+ c2t2




where t is the time step and Z is the grid spacing. As seen from the formula, we need the vector
potentials of time t and t   t, and the electric current of time t in order to compute the vector
potential of time t+t. These two vector potentials are obtained from two previous iterations of the
time-propagation, and the current is obtained from the following microscopic part. We note that the
computational cost of this macroscopic propagation of electromagnetic elds is negligible, compared
with the cost of the following microscopic electron dynamics calculation.
Solids
Z




Macroscopic grids Microscopic grids
Vacuum
Bloch orbital, 𝑢𝑏𝒌,𝑍 𝒓𝑡
Figure 3.4: Schematic picture of the Maxwell + TDDFT multi-scale simulation. Left panel shows the
macroscopic part and right panel shows the microscopic part.
In order to describe electron dynamics induced by the macroscopic vector potential AZ(t), we
next introduce microscopic grid points, which are shown in the right hand side of Fig. 3.4, at each
macroscopic grid point Z. At each macroscopic grid point, we consider the Bloch orbitals ubk;Z(r; t)
on the microscopic grids. We calculate the time-propagation of the Bloch orbitals under the vector
potential, by solving the time-dependent Kohn-Sham equation (2.56) with the real-space and real-
time methods, which are described in Sec. 3.2. We then calculate the macroscopic current JZ(t)
31
CHAPTER 3. NUMERICAL ASPECTS
from the time-propagated Bloch orbitals at each macroscopic grid point by Eq. (2.58). Finally, we
use the obtained current in order to evolve the macroscopic vector potential AZ(t) by Eq. (3.15) for
the next time step. We iteratively conduct these procedures and calculate the time-evolution of both
electromagnetic elds and electrons.
We briey summarize the procedures of the time-propagation in Fig. (3.5). In the initial step 00,
we prepare the initial conditions for both the vector potential and the Bloch orbitals. For the vector
potential, we prepare the incident pulse in the vacuum region. For the Bloch orbitals, we solve the
static Kohn-Sham equations in a unit cell and prepare the ground state. From these initial conditions,
we iteratively evolve AZ(t) and ubk;Z(r; t) by the following procedures. In step 01, we rst evolve the
vector potential AZ(t) for a small time step t using Eq. (3.15). Here, the electric current JZ(t) and
the vector potentials of previous time AZ(t) and AZ(t t) are required.
In step 02, we then evolve the Bloch orbitals ubk;Z(r; t) for a small time step t. Here, we use the
vector potential of time t+t=2 to obtain the Bloch orbitals of time t+t, ubk;Z(r; t+t). In prag-
matic calculation, we approximate the vector potential at time t+t=2 by (AZ(t+t) +AZ(t)) =2.
In step 03, we calculate the Kohn-Sham Hamiltonian and the electric current at time t+t from
the Bloch orbitals ubk;Z(r; t+t). The updated Kohn-Sham Hamiltonian will be used to evolve the
Bloch orbitals, and the current will be used to evolve the vector potential.
By repeating the steps 01-03, the coupled equations of the macroscopic Maxwell's equation (2.55)
and the microscopic time-dependent Kohn-Sham equation (2.56) can be solved simultaneously.
 Step 00  
Preparation of 𝑢𝑏𝒌,𝑍(𝒓, 𝑡) and 𝐴𝑍(𝑡)  at the time 𝑡 = 0. 
 Step 02  
Time evolution of the electron orbital 𝑢𝑏𝒌,𝑍(𝒓, 𝑡) 
Input    : 𝑢𝑏𝒌,𝑍(𝒓, 𝑡) and 𝐴𝑍(𝑡) 
output : 𝑢𝑏𝒌,𝑍(𝒓, 𝑡 + Δ𝑡) 
 Step 03  
Evaluate current 𝑱𝑍 𝑡  and update Hamiltonian ℎ𝑍 𝑡   
Input    : 𝑢𝑏𝒌,𝑍(𝒓, 𝑡 + Δt) and 𝐴𝑍(𝑡) 
output :𝑱𝑍 𝑡 + Δ𝑡  and ℎ𝑍 𝑡 + Δ𝑡   
 Step 01  
Time propagation of the vector potential 𝑨𝑍(𝑡) 
Input    : 𝑱𝑍 𝑡  and 𝐴𝑍(𝑡) 
output : 𝑨𝑍(𝑡 + Δ𝑡) 
Figure 3.5: Flowchart of the multi-scale simulation.
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3.6 Parallelization of the multi-scale simulation
The present multi-scale simulation can be very eciently computed in massively parallel machines. To
understand it and to illustrate our parallelization strategy in practice, we rst illustrate computational
aspects of our simulation, stressing exchange of data required to proceed the calculation. Figure 3.6
shows data ows among macroscopic grid points. Between macroscopic grid points Z and Z + Z,
exchange of the vector potential data is required to evolve it by Eq. (3.15). There are mutual data
ows between macroscopic and microscopic levels: the vector potential AZ(t) is an input to solve the
time-dependent Kohn-Sham equation (2.56) in the microscopic level. The macroscopic current JZ(t)
is calculated in the microscopic level and transferred to the macroscopic level. This is an input to
solve the Maxwell's equation (3.15). We note that there is no direct exchange of data between electron
















Figure 3.6: A schematic picture showing connections among grid systems. At each macroscopic gird
points, the vector potential, AZ(t), and electric current, JZ(t), are exchanged between macroscopic
and microscopic scales. The macroscopic grid points are connected to next neighbors by exchanging
vector potentials, AZZ(t).
In the practical implementation using MPI, we assign a communicator to each macroscopic grid
point. The number of the communicators is equal to the number of macroscopic grid points. In
principle, each communicator only need to have data of vector potential AZ(t) and current JZ(t)
of the corresponding macroscopic grid point. In evolving the vector potential using Eq. (3.15), we
need data of vector potential of nearest neighbor macroscopic grid points that requires point-to-point
communication between communicators. In the present implementation of ARTED, however, data of
vector potential and current of all macroscopic grid points are shared among all the communicators.
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Then the macroscopic Maxwell's equation (3.15) is redundantly solved in all the communicators. This
redundancy does not harm computational performance because the one-dimensional Maxwell solver
part is negligible in the total computational cost.
In addition to the macroscopic grid points, calculations of microscopic level, the time evolution
of the time-dependent Kohn-Sham equation, can also be very eciently parallelized (see Sec. 3.4).
There are two indices of the electron orbitals ubk;Z(r; t) that are also suitable for parallelization: One
is the band index b and the other is the k-point. Compared with the parallelization in Z, there
arise communications if we parallelize over indices b and k. At each time step, we need to sum up
electron orbitals over b and k to calculate density (current density, kinetic energy density if necessary),
and current. The density (current density, kinetic energy density if necessary) is used to construct
the time-dependent Hamiltonian and the current is the basic output of the microscopic calculation.
These communications can be achieved as collective communications inside the communicator of each
macroscopic grid point.
Figure 3.7 shows a schematic picture for the parallelization of the multi-scale simulation in ARTED.
In our present implementation, we can parallelize with MPI for macroscopic grid points Z and k-points
k. We can also parallelize in hybrid way using both MPI and OpenMP: Z and k are parallelized with
MPI, while k and band index b are parallelized with OpenMP.



























Index of Macroscopic grid points 𝑍
Figure 3.7: A Schematic picture of the parallelization of the multi-scale simulation in ARTED. There
are three quantities (bk; Z) that are indices of electron orbitals ubk;Z(r; t) and are subject to be
parallelized.
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3.7 Computational performance of the multi-scale simulation
Figure 3.8 shows a strong-scaling parallel eciency of ARTED at K-computer. The data is taken
for an irradiation of a laser pulse on bulk silicon. The number of macroscopic grid points is 160, the
electron orbitals at each macroscopic grid point has 1152 k-points and 16 bands. When using 92160
cores, calculation is conducted by hybrid parallelization using 11520 MPI process times 8 OpenMP
threads. Each thread takes care of 32 orbitals. As seen from Fig.3.8, ARTED shows a good parallel
eciently, more than 90 % between 7680 and 92160 cores. This good eciency reects the fact that
communication costs of our code is rather small even for a job using about 100,000 cores.
Let us remind of communications involved in the multi-scale calculation. As mentioned previously,
we calculate propagation of the macroscopic vector potential AZ(t) redundantly at every MPI pro-
cesses. This requires an all-to-all communication of the current JZ(t) at each time step. Since this
is a rather small array of typically dozens of kB, it does not cost much. Inside each communicator,
there is a all-to-all communication to calculate density and current from electron orbitals. The size of
this communication depends on the number of bands b, k-points, and the number of microscopic grid
points for coordinate r. However, it is independent of the number of macroscopic grid points for Z.
Therefore, once a material to be calculated is set, the communication cost does not increase even if
we increase the number of macroscopic grid points.
Figure 3.9 shows computing performance of ARTED. It is about 20% for cores from 7680 to 92160.
In our calculation, the most time-consuming part is the operation of the single-particle Hamiltonian,
hZ(t), on electron orbitals, ubk;Z(r; t) and it corresponds to an operation of a sparse Hermitian matrix
on a complex vector. This operation can be achieved independently for all indices of Z, k-points, and
b. Therefore, the computational performance does not depend on the way to parallelize, as veried in
the gure.
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Figure 3.9: The computing performance of ARTED at K-computer.
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Chapter 4
Electron Dynamics in Crystalline
Solids
4.1 Introduction
At current frontiers of optical sciences, interactions of intense ultra-short laser pulses with solids have
been intensively studied [11, 35, 37, 41, 54]. If the intensity of an ultra-short laser pulse exceeds a
critical threshold of materials, the laser pulse bring an irreversible change to the materials through a
non-equilibrium phase where the electron-temperature is much higher than the lattice temperature.
This kind of irreversible phenomena can be applied to non-thermal laser-processing [35,41]. The non-
thermal laser-processing has been attracting much interest as a candidate of novel processing technique.
In contrast, if the intensity of an ultra-short laser pulse is close to but below the damage threshold,
the laser pulse may induce strongly-nonlinear reversible phenomena. For example, an ultrafast charge
transfer has been induced by high-intensity ultra-short laser pulses even in a insulator in this reversible
condition [56]. Moreover, ultrafast modulation of optical properties of dielectrics [53] and ultrafast
band-gap dynamics [57] have been observed in the time domain. Such ultrafast reversible nonlinear
phenomena would be useful for future applications of optoelectronic devices.
Theoretical investigations of these phenomena based on the rst-principles calculations is quite
signicant to understand the microscopic mechanism of the phenomena since microscopic information
of electron dynamics in a nanometer scale is dicult to extract from experiments and phenomenological
models. The time-dependent density functional theory (TDDFT) is a candidate of possible theories
to investigate electron dynamics in solids from the rst-principles level [76]. One strong point of the
TDDFT is its applicability for real-time calculations: One may directly solve the time-dependent
Kohn-Sham equation in the time domain even for three-dimensional realistic systems with moderate
computational costs. The real-time calculations enable us to investigate strongly-nonlinear electron
dynamics induced by high-intensity ultra-short laser pulses since the calculations do not require any
perturbative expansions for the strength of external elds. Indeed, the real-time TDDFT calculations
for solid-state systems have been applied to investigate several nonlinear phenomena such as dielectric
breakdown [97], coherent phonon generation [98, 99], and calculation of nonlinear optical properties
[120], as well as linear responses of materials [96].
In order to apply the TDDFT to practical problems, it is necessary to approximate exchange-
correlation potentials. So far, the adiabatic local density approximation (LDA) has only been employed
in the real-time TDDFT calculations for solids. However, the adiabatic LDA has a serious problem
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in calculations of light-matter interactions: The adiabatic LDA tends to under estimate optical gaps
of dielectrics. This optical-gap problem is closely related to the well-known band-gap problem of the
LDA in the static density functional theory (DFT) calculations. The optical gap is a crucial quantity
to investigate nonlinear electron dynamics induced by intense laser pulses since it determines the order
of perturbation that permits electronic excitation in the multi-photon picture. Moreover, the optical
gap comes directly in the famous Keldysh formula of electronic excitations in solids [121] and largely
aects the electronic excitation rate. Thus, it is dicult to quantitatively investigate light-matter
interactions based on the adiabatic LDA. It often provides even qualitatively incorrect description for
electronic excitations. In order to quantitatively investigate nonlinear light-matter interactions, an
exchange-correlation potential that improve the description of optical gaps is highly desired.
Recently, Tran and Blaha have proposed a meta generalized-gradient approximation (meta-GGA)
exchange potential, which systematically improves the band gap energy of various materials [103].
We abbreviate the potential as TB-mBJ potential. Calculated band gap energies using the TB-mBJ
potential agree with experimental gap energies in a quality similar to those by the GW method [103].
In this chapter, we develop theoretical and numerical methods to employ the TB-mBJ potential in
the real-time TDDFT calculation, in order to improve accuracy and reliability of the calculations. To
carry out stable time-evolution calculations, we nd that a predictor-corrector step is indispensable
in the calculations using the TB-mBJ potential, while it is not necessary in the calculations using the
LDA potential. The TB-mBJ potential is directly dened without referring to the energy functional,
and an explicit form of the energy functional providing the potential is not known. We discuss how
to evaluate the electronic excitation energies during the irradiation of a laser pulse without referring
to the energy functional.
We illustrate the real-time electron dynamics calculations in both linear and nonlinear responses,
as well as the ground state calculations, employing the TB-mBJ and the LDA potentials. For the
illustration, we take crystalline silicon and germanium as examples. However, our theoretical and
numerical treatments are applicable not only to semiconductors but also to insulators and metals. We
compare the results using the TB-mBJ and the LDA potentials and investigate the dierence.
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4.2 Properties of ground state
We rst illustrate the ground-state calculation, taking a crystalline silicon as an example. The ground-
state calculation is necessary to conduct the real-time TDDFT calculation since it gives the initial
Bloch orbitals for electron dynamics calculations. As mentioned above, we employ the two exchange-
correlation potentials: the LDA and the TB-mBJ potentials are described in Sec. 2.4.
The LDA potential tends to underestimate band gap energies of dielectrics. For example, in our
LDA calculation, the band gap of silicon is 0.49 eV, which is much lower than the experimental gap,
1.17 eV [122]. The under estimation of the band gap is closely related to the optical-gap underesti-
mation which often causes serious problems in the real-time TDDFT calculation.
The TB-mBJ potential has been developed to improve the description of band gap energies of
dielectrics [103]. The potential includes a parameter cm to which the band gap is sensitive [112].
Figure 4.1 shows cm-parameter dependence of the Kohn-Sham band gap of silicon, which is the energy
dierence of the highest single particle energy in the valence bands and the lowest energy in the
conduction bands. Red circle shows the calculated gaps using the TB-mBJ potential with dierent
cm parameters. The experimental band gap of crystalline silicon, 1:17 eV, is also shown as black solid
line. As seen from the gure, the Kohn-Sham band gap much depends on the cm parameter. The gap





























Figure 4.1: The band gap energy of crystalline silicon as a function of the cm-parameter in the TB-mBJ
potential.
In the original paper of the potential, a formula to dene the cm-parameter has been proposed [103].
In this study, we pragmatically choose the cm-parameter so that the Kohn-Sham gap coincides with
the experimental band gap: We set the cm-parameter to cm = 1:04 for the silicon case. As we will see
later, if we choose the cm-parameter so as to reproduce the experimental band gap in the static DFT
calculation, the optical gap is also well reproduced in the TDDFT calculation.
Figure 4.2 shows the band structure of crystalline silicon. Red-solid line shows the result using
the TB-mBJ potential, and green-dashed line shows that using the LDA. One sees that the calculated
valence bands using the TB-mBJ potential almost coincide with those using the LDA potential. In
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contrast, the calculated conduction bands using the TB-mBJ potential are simply pushed up to the
higher energy direction, compared with those using the LDA potential. As a result of this behavior,
the band-gap of silicon is improved by the TB-mBJ potential. As will be shown later, the dielectric













L Γ X U, K Γ
TB-mBJ LDA
Figure 4.2: Calculated band structure of crystalline silicon. The energy of the valence top is set to 0
eV. Red-solid line shows the result of the TB-mBJ potential, and green-dashed line shows the result
of the LDA.
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4.3 Lineaer-response calculation for solids
In this section and Sec. 4.4, we apply the real-time TDDFT calculations for electron dynamics in
crystalline silicon and germanium using the TB-mBJ and the LDA potentials. We choose a cubic
unit cell for both silicon and germanium, containing eight atoms with 32 valence electrons. We treat
only four valence electrons for each atom, employing a norm conserving pseudo-potential [107], with a
separable approximation [108]. The unit cell is discretized by 163 uniform grid points for silicon, and
by 243 uniform grid points for germanium. The rst Brillouin zone is discretized by 243 k-points for
both crystals.
Although linear response properties of solids may be investigated either in frequency or in time
domains, the time-domain calculation is a unique option for strongly nonlinear dynamics induced
by high-intensity ultra-short laser pulses. In this section, we discuss a real-time calculation for a
dielectric function of silicon. The purpose of this section is to demonstrate that numerical methods of
time evolution calculations presented in Chap. 2 work stably in real-time linear-response calculations.
First, we numerically demonstrate the necessity of the predictor-corrector procedure in the real-
time TDDFT calculation with the TB-mBJ potential (see Sec. 3.2.2). Figure 4.3 shows the electric
current in the crystalline silicon as a function of time after an instantaneous weak distortion is applied
at t = 0. A time step of t = 0:04 a.u. is used. Figure 4.3 (a) shows the electric current using
the LDA potential, and (b) shows the electric current using the TB-mBJ potential. In both panels,
red-solid lines show results using the predictor-corrector procedure, while green-dashed lines show
results without using the predictor-corrector procedure. One sees that, while the calculations using
the LDA potential give the same result regardless of whether the predictor-corrector procedure is
used, the calculations using the TB-mBJ potential proceed stably only if the predictor-corrector step
is used. Until t = 0:8 fs (about 800 time steps), the calculated electric currents with and without
the predictor-corrector procedure coincide with each other. However, at t = 0:8 fs, the calculation
without the predictor-corrector procedure starts to show unphysical oscillations. We carried out
calculations with and without the predictor-corrector procedure for several time steps, t = 0:02; 0:04,
and 0:08 a.u., and have found that results without the predictor-corrector procedure always fail showing
unphysical oscillations after a certain number of iterations. Calculations using the predictor-corrector
procedure give the same result for the three time steps. We thus conclude that the predictor-corrector
procedure is indispensable for stable time-evolution of orbitals when using the TB-mBJ potential. In
the calculations presented below, we use the predictor-corrector procedure when the TB-mBJ potential
is used, while we do not when the LDA potential is used.
We then move to calculations of dielectric functions in real-time. For dielectric functions, several ab-
initio approaches have been developed. Among them, the GW plus Bethe-Salpeter equation approach
[64, 65], which is based on many-body perturbation theory, has been successful to describe dielectric
functions of various materials quantitatively. Ab-initio calculations based on TDDFT have also been
presented [82]. Recently, dielectric functions in the TDDFT have been reported using meta-GGA [123]
and HSE [124] functionals, which are successful in describing band gap energies of various materials
correctly.
We briey explain how we calculate dielectric function as a function of frequency in the real-
time TDDFT calculations. We calculate time evolution of electron orbitals under a weak electric
eld, E(t) =  1c @@tA(t), solving Eq. (2.47). Using electric conductivity ij(t), the spatially-averaged
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(b) TB-mBJ, ∆t=0.04 a.u.
with Predictor-corrector
without Predictor-corrector
Figure 4.3: Electric currents as functions of time after an instantaneous weak distortion is applied at
t = 0. Panel (a) shows the results using the LDA potential, and panel (b) shows the results using the
TB-mBJ potential. In both panels, calculated results with (red-solid) and without (green-dashed) the
predictor-corrector procedure are compared.






where i and j indicate Cartesian component, i; j = x; y; z. Taking Fourier transformations of both





where Ei(!), Ji(!), and ij(!) are Fourier transformations of Ei(t), Ji(t), and ij(t), respectively.
Frequency-dependent dielectric function ij(!) is related to ij(!) as usual,




In principle, we may use any weak electronic elds Ei(t) to calculate ij(!). For numerical con-
venience, we employ a -type distortion in z-direction for the electric eld, E(t) = sez(t) where s
is a small parameter. Then the conductivity is proportional to the electric current, zz(t) = Jz(t)=s.
This relation tells us that the Fourier transformation of the electric current provides the frequency-
dependent conductivity. To reduce numerical noises caused by the nite evolution time T , we use a








In practice, we employ the mask function M(x) = 1  3x2 + 2x3 [125].
Figure 4.4 shows electric currents Jz(t) in crystalline silicon as functions of time after the delta-
function distortion is applied at t = 0. Red-solid line shows the result using the TB-mBJ potential,
and green-dashed line shows the result using the LDA potential. Both currents accurately coincide
with each other at t = 0, since the initial current is determined by the sum rule [96]. Shortly after
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the distortion (0 fs to 1 fs), both currents look similar to each other. They start to depart after a
few femtoseconds. As discussed above, the electric current is proportional to the conductivity as a
function of time when we employ the delta-type distortion. Therefore, the dierence of the currents
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Figure 4.4: Electric currents in crystalline silicon as functions of time after an impulsive distortion is
applied at time t = 0. Results using the two exchange-correlation potentials are compared: TB-mBJ
(red-solid), and LDA (green-dashed).
From the currents shown in Fig. 4.4, dielectric functions can be calculated using Eqs. (4.3) and
(4.4). Figure 4.5 shows dielectric functions of silicon: the real part in (a) and the imaginary part in
(b). Red-solid line shows the result using the TB-mBJ potential, and green-dashed line shows the
result using the LDA potential. A result of GW plus Bethe-Salpeter equation approach [64] is shown
as gray dash-dot line, and an experimental result [126] is shown as black dotted line.
As seen from Fig.4.5 (b), the optical gap is underestimated when the LDA potential is used. This
is closely related to the well-known band gap problem of the LDA. In contrast, the optical gap is well
reproduced when we use the TB-mBJ potential. The real parts of the dielectric functions calculated
using the TB-mBJ potential also reproduce accurately the experimental values in low frequency region
(below 3 eV). One sees that while the imaginary parts of the experimental and the GW+BSE results
show a peak structure around 3.2 eV, the result of the TB-mBJ potential does not. This fact clearly
indicates that the adiabatic TB-mBJ potential does not include excitonic eects.
Figure 4.6 shows dielectric functions of germanium: the real part in (a) and the imaginary part in
(b). Red-solid line shows the result using the TB-mBJ potential, green-dashed line shows the result
using the LDA potential, and black-dotted line shows an experimental result. A naive calculation
using Eq. (4.4) results in a divergent behavior at low frequency, because of the division by frequency
! in Eq. (4.3). We remedy it by removing a constant component of the current. One sees that
the TB-mBJ result shows fair agreement with the experimental result in a wide frequency region,
much better than the case of silicon. This may indicates that exciton eects are not so signicant in
germanium. The LDA result is shifted to the low energy direction compared with the TB-mBJ result.
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Figure 4.5: Dielectric functions of silicon; real part in (a) and imaginary part in (b). Results using
the three exchange-correlation potentials are compared: HSE (red-solid), TB-mBJ (green-dashed),
and LDA (blue-dotted). The result of GW plus Bether-Salpeter equation approach is shown by gray
dash-dot-dot line [65]. An experimental result [126] is also shown as black-dotted lines.
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Figure 4.6: Dielectric functions of germanium; real part in (a) and imaginary part in (b). Results using
the two exchange-correlation potentials are compared: TB-mBJ (red-solid) and LDA (green-dashed).
An experimental result [127] is also shown as black-dash-dotted lines.
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4.4 Nonlinear Electron dynamics under an pulse eld
We next move to the electron dynamics calculation in the nonlinear regime. Our theoretical framework
is applicable not only to linear responses but also to nonlinear responses since we do not have any
assumption for the external eld but just directly solve the time-dependent Kohn-Sham equation
(2.47).
In this section, we investigate nonlinear electron dynamics in crystalline silicon and germanium
under intense ultra-short laser pulses using the TB-mBJ and LDA exchange-correlation potentials.
We employ electric elds derived from the following vector potential,
A(t) =
(
  cE0! cos(!t) sin2( Td t) (0 < t < Td)
0 (otherwise);
(4.5)
where ! is a mean frequency of the eld, Td is the pulse duration, and E0 is the maximum electric eld
of the pulse. We set ! and Td to 1:35 eV/h and 16 fs, respectively. We dene the maximum intensity
of the laser pulse I0 as I0 = cE
2
0=8. We calculate electron dynamics changing the intensity I0. We
will examine two physical quantities: the excitation energy during and after the laser irradiation, and
the number density of excited electrons after the laser irradiation.
4.4.1 Excitation energy
We rst consider electronic excitation energy induced by laser irradiation. The excitation energy is
one of the most important quantities to investigate light-matter interactions. For example, optical
damage thresholds can be estimated by comparing the electronic excitation energy with cohesive energy
of solids [128, 129]. Although the LDA potential is explicitly derived from the energy functional, the
TB-mBJ potential is not derived from any functionals but given directly. It is even unclear whether
there exists an energy functional that provides the TB-mBJ potential. We rst discuss how to evaluate
electronic excitation energy when we use the TB-mBJ potential. We then investigate dierences in
electronic excitation energies using the TB-mBJ and the LDA potentials.
We rst note that there are two procedures to calculate electronic excitation energy which should
give the same result if the exchange-correlation potential is derived from an energy functional. One is

















drvH(r; t)(r; t) + Exc[f i(r; t)g]  EGS ; (4.6)
where Exc is the exchange-correlation energy functional and EGS is the energy of the ground state.





where J(t) is the electric current dened by Eq. (2.51). When the exchange-correlation potential is








0) = Eex(t): (4.8)
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In calculations using the LDA potential, we may employ either Eq. (4.6) or Eq. (4.7). In calculations
using the TB-mBJ potential, Eq. (4.7) is the unique option.
Although Eq. (4.6) and Eq. (4.7) are analytically equivalent to each other if the potential is derived
from an energy functional, we have found that Eq. (4.6) is numerically more favorable when the applied
laser pulse is weak. To show it, we compare excitation energies calculated by two expressions.
Figure 4.7 shows Eex(t) of Eq. (4.6) using the LDA potential as a function of time for two
intensities, I = 1:0  1010 W/cm2 in (a) and I = 1:0  1013 W/cm2 in (b). In the panel (a), we
nd an appreciable excitation energy during irradiation of the laser pulse. However, at the end of the
pulse, the system almost returns to the ground state since the laser frequency is lower than the direct
band gap. We shall call it virtual excitation. If we calculate the excitation energy using Eq. (4.7),
the integrand J(t) E(t) behaves oscillatory during the irradiation of the laser pulse. The integration
over time mostly cancels and gives the total work done by the laser pulse which is very small as seen
from the panel (a). Therefore, the calculation using Eq. (4.7) may suer from an accumulation of a
numerical error during the time integral. Figure 4.7 (c) compares the electronic excitation energies
after the weak laser pulse ends (I0 = 1:0  1010W/cm2) using several dierent time steps t. Red
up-pointing and green down-pointing triangles show the excitation energies calculated by Eq. (4.6)
and by Eq. (4.7), respectively. As seen from the gure, results coincide numerically if we employ
suciently small time step. The error in the excitation energy increases linearly with the time step
t when we employ Eq. (4.7).
When the laser pulse is so strong that electrons are substantially excited by the laser pulse, we
nd a steady increase of the excitation energy in time, as seen in Fig. 4.7 (b). We shall call it
real excitation. In this case, the dierence in the numerical calculation is very small between the
calculations using Eqs. (4.6) and (4.7), even if we employ the largest time step, t = 0:08 a.u.
When we use the TB-mBJ potential, we can only evaluate excitation energy using Eq. (4.7). To
obtain excitation energy, we carry out two calculations using dierent time steps, t = 0:02 a.u. and
t = 0:01 a.u. We then estimate the converged excitation energy by a linear extrapolation using the
two calculations.
Figure 4.8 shows electronic excitation energies as functions of time using the two exchange-
correlation potentials; LDA and TB-mBJ. Figure 4.8 (a) shows results for a weak laser pulse (I0 =
1:0 1011W/cm2), and Figure 4.8 (b) shows results for a strong laser pulse (I0 = 5:0 1012W/cm2).
Squared electric elds E2(t) are also shown as gray dash-dot lines in each panel. As seen from Fig. 4.8
(a), the electric eld induces virtual excitation during the laser irradiation. After the irradiation ends,
the excitation energy using the TB-mBJ potential returns to almost zero. In contrast, the excitation
energy using the LDA potential remains nite after the irradiation, showing a substantial real exci-
tation. These results indicate that wider optical gap in the calculations using the TB-mBJ potential
suppresses the real excitation (see Fig. 4.5).
Figure 4.8 (b) shows that electronic excitation energies of silicon induced by the strong electric
eld persist even after the pulse ends irrespective of the exchange-correlation potentials. One sees
that the excitation energy using the LDA potential is larger than that using the TB-mBJ potential.
This is consistent with the above nding that the wider band gap suppresses the real excitation.
Next we investigate the electronic excitation energy after laser pulses end, changing the laser
intensity I0. Figure 4.9 shows excitation energies of silicon after the pulses end (t = 19:3 fs). Red
down-pointing triangle shows the TB-mBJ result, and green up-pointing triangle shows the LDA
result. Lines of cubed and squared intensity of the laser pulses are also shown as black-solid and gray-
dashed lines, respectively. These lines are normalized at low intensity to coincide with the excitation
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Figure 4.7: Laser-induced electronic excitation energy calculated using the LDA potential. Panels
(a) and (b) show the electronic excitation energy (red-solid) and the applied squared electric eld
(green-dashed) as functions of time. Panels (c) and (d) show the electronic excitation energy after
the laser irradiation ends using Eqs. (4.6) and (4.7). Results in the panels (a) and (c) are for the
irradiation of the weak laser pulse (I0 = 1:0 1010W/cm2), while results in the panels (b) and (d) are
for the irradiation of the strong laser pulse (I0 = 1:0 1013W/cm2).
energies. Black horizontal line shows the cohesive energy of silicon, 4:62eV/atom [130], which may be
regarded as a reference of the damage threshold.
Multi-photon excitations are expected for weaker intensities, while tunneling excitations are ex-
pected for stronger intensities [121]. At low intensity region, the excitation energy using the LDA
potential can be t with the squared intensity line I20 , while the excitation energies calculated using
the TB-mBJ potential can be t with the cubed intensity line I30 . These behaviors indicate that two
and three-photon absorption processes take place at the low intensity region for the LDA and the
TB-mBJ cases, respectively. The numbers of absorbed photons are consistent with the ratio of the
photon energy of the laser pulse (h! =1.35 eV) to the optical gap: the optical gap of silicon is 2.5 eV
in the LDA case, and it is 3.1 eV in the TB-mBJ case (see Fig. 4.5).
One sees that the excitation energy using the LDA potential is much higher than the excitation
energy using the TB-mBJ potential at low intensity region. In contrast, the dierence of the excitation
energies becomes relatively small at high intensity region close to the cohesive energy of the medium.
Figure 4.10 shows excitation energies of germanium after the pulses end. Red down-pointing
triangle shows the TB-mBJ result, and green up-pointing triangle shows the LDA result. Black-solid
and gray-dashed lines are proportional to laser intensity, normalized to coincide with the calculated
excitation energies at the lowest intensity. Black horizontal line indicates the cohesive energy of
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Figure 4.8: Electronic excitation energies of silicon as functions of time induced by laser irradiation.
Panel (a) shows the excitation energy under irradiation of a weak laser pulse (I0 = 1:01011 W/cm2),
while panel (b) shows that of a strong laser pulse (I0 = 5:0  1012 W/cm2). Results using the three
exchange-correlation potentials are compared: HSE (red-solid), TB-mBJ (green-dashed), and LDA
(blue-dotted). Squared electric elds are also shown as gray-dash-dotted lines.
germanium, 3:85eV/atom [131], which is regarded as a reference of the damage threshold.
As seen from the gure, both the TB-mBJ and LDA results are proportional to laser intensity as
expected: The average photon energy of the pulse, 1.35 eV, is above the optical gap of germanium,
and excitations are dominated by one-photon absorption. Then, the excitation energy is determined
by the imaginary part of the dielectric function when the eld is weak. The large dierence between
the TB-mBJ and the LDA results at low intensity region reects the dierence of the imaginary parts
of the dielectric function at around 1.35 eV in Fig. 4.6. When the eld intensity becomes strong, both
the TB-mBJ and the LDA results deviate from the one-photon absorption line, and the dierence
between them becomes smaller. These behaviors are similar to the ndings seen in the excitation
energy of silicon.
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Figure 4.9: Excitation energies of silicon as functions of laser intensity calculated using the two
exchange-correlation potentials: TB-mBJ (red down-pointing triangle) and LDA (green up-pointing
triangle). Cubed and squared intensities normalized to the excitation energies at low intensity are



























Figure 4.10: Excitation energies of germanium as functions of laser intensity calculated using the two
exchange-correlation potentials: TB-mBJ (red down-pointing triangle), and LDA green up-pointing
triangle). Black-solid and gray-dashed lines are proportional to the laser intensity.
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4.4.2 Number density of excited electrons
The number density of excited electrons due to applied electric elds is one of signicant observables
to characterize laser excitation processes [101,102]. To dene the number density of excited electrons
after laser irradiation, we rst dene eigenstates of the Kohn-Sham Hamiltonian after the laser pulse
ends (tf = 19:3fs),
hKS(tf )i(r; tf ) = 
tf
i i(r; tf ): (4.9)
Using these eigenstates, we dene the number density of excited electrons nex by,





jhi(tf )j j(tf )ij2; (4.10)
where nelec is the number density of valence electrons in the ground state, 
 is the volume of the unit
cell, and  i(r; t) are the time-dependent Kohn-Sham orbitals, which are solutions of Eq. (2.47). Only
occupied states are summed in Eq. (4.10).
Figure 4.11 shows the number density of excited electrons of silicon as functions of laser intensity
I0. We nd similar features to those seen in excitation energies shown in Fig. 4.9. The number density
using the LDA potential is larger than that using the TB-mBJ potential. While the number density
using the LDA potential is proportional to the squared intensity of laser pulse in the low intensity
region, the number densities using the TB-mBJ potential are proportional to the cubed intensity. At
high intensity region, the number densities of excited electrons using the two exchange-correlation






























Figure 4.11: The number densities of excited electrons of silicon as functions of laser intensity cal-
culated using the three exchange-correlation potentials: HSE (red down-pointing triangle), TB-mBJ
(green up-pointing triangle), and LDA (blue square). Cubed and squared intensities normalized to the
number densities of excited electrons at low intensity are also shown as black-solid and gray-dashed
lines, respectively.
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Figure 4.12 shows excitation energy per excited electron for silicon, namely, the excitation energy
shown in Fig. 4.9 divided by the number of excited electrons shown in Fig. 4.11 as a function of
laser intensity I0. Twice and three times of the photon energy, 1.35 eV, are also shown by horizontal
lines. At low intensity region, the excitation energy per excited electron using the TB-mBJ potential
approaches to three times of the photon energy, 3  1:35 eV, while that using the LDA potential
approaches twice of the photon energy, 2 1:35 eV. This fact obviously indicates that two and three-
photon absorption processes dominate in the LDA case and the TB-mBJ case, respectively, and is






































Figure 4.12: Excitation energy per excited electron in silicon is plotted against the laser intensity
calculated using the three exchange-correlation potentials: HSE (red down-pointing triangle), TB-
mBJ (green up-pointing triangle), and LDA (blue square). Two horizontal lines are shown at 2 1:35
(black-dashed) and 3 1:35 eV (gray-dotted).
4.5 Summary of electron dynamics in crystalline solids
In this chapter, we developed methods to carry out real-time TDDFT calculations using the TB-mBJ
meta-GGA potential, which is known to reasonably reproduce band gap energies of insulators. To
carry out stable time evolution of orbitals using the TB-mBJ potential, we nd that the predictor-
corrector procedure is indispensable. Without the predictor-corrector procedure, the electric current
induced by an impulsive excitation shows unphysical oscillations after the time evolution of a few
femtoseconds. This failure cannot be avoided even if we employ very small time step.
We examined electron dynamics using the TB-mBJ and LDA potentials. In linear response calcula-
tions, we investigated the dielectric response of crystalline silicon and germanium in the time domain.
Calculated dielectric function using the TB-mBJ potential shows nice agreement with experimental
results except an excitonic peak of silicon, while that using the LDA potential underestimates the
optical gap. This clearly indicates that the TB-mBJ potential lacks the excitonic excitation eect. In
electron dynamics calculations under intense ultra-short laser pulses, we investigated the excitation
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energy and the number density of excited electrons during and after the laser irradiations. Since an
explicit form of the energy functional corresponding to the TB-mBJ potential is not known, we de-
veloped a method to evaluate electronic excitation energy, not referring to the energy functional but
computing the work done by the external eld to electrons. For irradiation of weak laser pulses, the
excitation energy and the number density of excited electrons of the LDA calculation are much larger
than those of the TB-mBJ. For irradiation of strong laser pulses close to the damage threshold, we
nd that results are similar between the two potentials.
We consider the real-time TDDFT calculations using a modern exchange-correlation potential
such as the TB-mBJ potential, which describe the band gap of dielectrics reasonably, will enable us
to carry out quantitative description for electron dynamics in crystalline solids even under extremely
nonlinear conditions. They are expected to provide signicant insights and knowledge in wide elds of
optical sciences including nonlinear optical responses, optical control of electrons, and laser processing
in solids. In the following chapters, Chaps. 5,6 and 7, we employ the TB-mBJ potential in order to




Optical properties of highly
laser-excited solids
5.1 Introduction
The interaction of high-intensity ultra-short laser pulses with solids is an important subject from both
fundamental and technological points of view [11, 35, 37, 41, 54]. To investigate dynamics of electrons
and phonons in real time, the pump-probe experimental technique has been extensively employed. One
example of its use is creating coherent phonons and measuring their properties [132]. The vibration is
detected by measuring the change of reectance of the probe pulse. However, this technique requires
a good understanding of the dielectric properties of the surface excited by the pump pulse. Another
example is the energy deposited by strong laser pulses close to the damage threshold. They produce
high-density electron-hole pairs at the surface of dielectrics, causing strong reection for the probe
pulse [101]. It is even now possible to measure the population of high-density electron-hole pairs
in the time resolution less than a femtosecond [53, 56, 133]. However, the existing theory describing
these eects is largely phenomenological. The dielectric properties of laser-excited material are often
modeled with the Drude model [134{137], assuming that excited electrons behave like free carriers.
In this chapter, we apply the time-dependent density functional theory (TDDFT) to investigate
optical properties of highly laser-excited dielectrics. Immediately after irradiation of high-intensity
ultra-short laser pulses, a nonequilibrium phase is formed; only electrons are excited by the laser
eld, while atoms stays at their positions in the ground state because of their slow motion. We shall
call it electronic nonequilibrium phase. After a few tens of femtosecond, a two-temperature phase is
formed; excited electrons become hot electrons via electron-electron and electron-phonon collisions
while lattice stays in much lower temperature. We shall call it electronic thermal-equilibrium phase.
After several tens of picosecond, the system may become complete equilibrium phase, where electrons
and lattice can be well described by the same temperature, through interactions between hot electrons
and phonons. The complete equilibrium phase is out of the scope of this study.
In order to investigate the electronic nonequilibrium phase, we develop numerical pump-probe
experiments in which the experimental pump-probe technique is mimicked by the real-time TDDFT
calculation. In the numerical pump-probe experiments, we employ two kinds of laser pulses. One
is a pump pulse which induces electronic excitation in dielectrics. The other is a probe pulse by
which optical properties of the laser-excited dielectrics are extracted. If we apply the probe pulse
immediately after the pump laser irradiation, we may extract the optical properties in the electronic
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nonequilibrium phase. In principle, if the time delay between the pump and probe pulses are suciently
large, the optical properties even in the electronic thermal-equilibrium phase could be extracted.
However, the present real-time TDDFT calculation does not include electron-electron and electron-
phonon collisions correctly. Therefore, the numerical pump-probe experiments are only valid before
the times when electron-electron collisions have substantially aected the system (several tens of
femtosecond). Therefore, an alternative method is required to investigate the electronic thermal-
equilibrium phase. For this purpose, we develop a linear response calculation for the nite electron-
temperature system described with the Fermi-Dirac function for electronic occupation factors.
We apply these methods to calculate optical properties of highly laser-excited silicon in both the
electronic nonequilibrium and thermal-equilibrium phases based on the rst principles description.
We compare the simulated results with simple free-carrier models and explore validity and limitation
of the models. We will nd that many features of the response of the highly laser-excited dielectrics
can be understood even at a quantitative level with the simpler treatments. However, there are also
features that only appear in the full quantum mechanical simulations. We also compare the results
between the electronic nonequilibrium and thermal-equilibrium phases and see how the thermalization
aects the optical properties.
5.2 Nonequilibrium phase
In this section, we carry out what we call numerical pump-probe experiments to study the optical
properties of the highly laser-excited dielectrics in the electronic nonequilibrium phase immediately
after intense laser irradiation. We examine the electron dynamics in a unit cell of crystalline silicon
irradiated by the pump and probe laser pulses. The current induced by the probe pulse will be used
to investigate the optical properties of laser-excited silicon.
5.2.1 Calculation of electron dynamics
In order to describe the electron dynamics in crystalline silicon under laser elds, we solve the time-
dependent Kohn-Sham equation (2.47) in the time domain. In this whole chapter, we employ the
exchange-correlation potential proposed by Tran and Blaha [103] to reproduce optical gaps of mate-
rials.
We take the following form for the vector potential of the pump pulse in the medium AP (t),
AP (t) =
(
 cE0!P cos (!P t) sin2(t=L) (0 < t < L)
0 (otherwise);
(5.1)
where !P and L are the average frequency and the time length of the laser pulse, respectively. E0
is the maximum electric eld strength in the medium. This is related to the maximum intensity of
the pulse I by Iv = cE
2
0=8 in the vacuum and Im = 
1=2cE20=8 in the medium. Since the dielectric
function  is not well-dened in the presence of a strong electric eld, we shall report our results using
the eld intensity corresponding to the vacuum relationship.
As described in Chap. 3, our computer code to solve the time-dependent Kohn-Sham equation
uses a three-dimensional grid representation to represent orbital wave functions. The unit cell for the
silicon crystal treated has a length a = 10:26 a.u. and contains eight Si atoms. The cubic unit cell
is discretized into 163 grid points. The four valence electrons of Si atoms beyond the closed (1s2s1p)
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shells are treated dynamically. The k-space is also discretized into 243 grid points. For the time
evolution, we use a time step of t = 0:08 a.u. The number of time step is typically 24,000.
In Fig 5.1, we show an example of the calculated electron dynamics induced by the intense pump
pulse. Here the frequency of the pump pulse is set to h!P = 1:55 eV and the duration of the pump
pulse is L = 18 fs. These values will be used in all calculations of this chapter. For this gure, the
maximum electric eld strength E0 corresponds to an intensity of I = 1:0 1012 W/cm2.
Figure 5.1 (a) shows the time prole of the electric eld, EP (t) =  1c @@tAP (t), and the induced
current, calculated using the time-dependent orbitals in Eq. (2.51). The average frequency h! = 1:55
eV is smaller than the direct band gap energy (3.1 eV in the present calculation), so the initial current
response is nondissipative since the eld is suciently small. This is seen by the phase dierence
between the current and the electric eld, which is shifted by =2 at the beginning of the eld pulse
(t < 5 fs). As the intensity of the pulse increases, the system absorbs energy by the excitation of
electron-hole pairs in the multiphoton absorption processes. As a result, the phase dierence decreases.
We also nd a mixture of high frequency component in the current after the maximum of the electric
eld. Making a Fourier analysis, we nd that it is dominated by frequencies around 4.2 eV/h, slightly
higher than the frequency of the optical band gap, 3.2 eV in the present calculation.
Figure 5.1 (b) shows the number density of excited electron-hole pairs per Si atom. To calculate
it, we used Eqs. (4.9) and (4.10). From Fig. 5.1 (b), we nd a rapid increase of the excited electrons
during the eld pulse. After the pulse ends, the number density is independent of time, showing that

















































































Figure 5.1: (a) The time prole of the electric eld applied to crystalline silicon and the current
induced by the eld. The laser intensity corresponds to I = 1:0  1012 W/cm2. (b) The number
density of excited electrons per atom.
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We next discuss the number density of excited electron-hole pairs after the laser pulse ends for
dierent intensities. Figure 5.2 shows the result. As seen from the gure, the number of excited
electrons increases with increasing the applied eld intensity. At low intensity region, they scale with
the square of the eld intensity. This is because two photons are required for electrons to be excited
across the direct band gap. In the gure, the horizontal line indicates the critical number density,
the plasma frequency of this critical density coincides with the frequency of the incident laser pulse.
At around the eld intensity of 1:0  1012 W/cm2 corresponding to the critical number density, the
number density of electron-hole pairs becomes larger than the intensity squared line. As will be seen
later, the dielectric property of excited matter shows a large change from that in the ground state at


































Figure 5.2: The number density of electron-hole pairs of the crystalline silicon in the nal state
following the pulsed excitation as a function of the maximum pump intensity determined as I =
cE20=8. The critical density is indicated by the horizontal line. The squared intensity line normalized
at 1010 W/cm2 is also shown by blue-dotted line.
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5.2.2 Dielectric function from numerical pump-probe experiments
To extract dielectric properties of excited matter, we compare two calculations, one solving the time-
dependent Kohn-Sham equation of Eq. (2.47) with the vector potential containing pump and probe
pulses and the other containing the pump pulse only. We denote the electric eld of the pump pulse
as EP (t) and that of the probe pulse as Ep(t). We denote the current in the calculations containing
the pump pulse only as JP (t) and that in the calculations containing both pump and probe pulses as
JPp(t). We dene the current induced by the probe pulse as the dierence,
Jp(t) = JPp(t)  JP (t): (5.2)
From the probe current Jp(t), we may extract the electric conductivity (!) and the dielectric function











We note that, in principle, the above-dened conductivity and dielectric function depend also on the
time delay Pp between the pump and probe pulses. We will later show that the dependence on
delay-time is rather small, at least for the real part of the dielectric function.
In practice we employ the vector potential of the form of Eq. (5.1) as the pump pulse. As for the
probe pulse, we use the same functional form as Eq. (5.1) delayed by an amount Pp from the pump
pulse,
Ap(t) =  c e0
!p
cos (!p(t  Pp)) sin2((t  Pp)=L) (5.5)
for Pp < t < L + Pp and zero otherwise.
In Fig. 5.3, we show typical time proles of the electric elds and the induced currents for a
delay time of Pp = 19 fs. The pump pulse is the same as in Fig. 5.1, with a maximum intensity of
1:0  1012 W/cm2. The probe intensity is a factor of 100 smaller, which we deem to be suciently
weak to extract the linear response. In the left panels of Fig. 5.3, we show electric elds of pump
and probe pulses, EP (t) + Ep(t), in (a), pump pulse, EP (t), in (b), and probe pulse, Ep(t), in (c), as
functions of the time. The right panels show currents induced by the pump and probe pulses, JPp(t),
in (d), by the pump pulse only, JP (t), in (e), and the dierence of the currents, Jp(t) of Eq. (5.2), in
(f).
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Figure 5.3: Left panels show the electric eld of pump and probe pulses in (a), pump pulse in (b),
and the probe pulse in (c). Right panels show the current induced by the pump plus probe pulse in
(d), the current by the pump pulse only in (e), and the dierence of the currents shown in (d) and (e)
in (f).
The next step is to calculate the dielectric function from the probe current using Eqs. (5.3) and
(5.4). The pump-probe calculation using the probe pulse of Eq. (5.5) and the probe current of
Eq. (5.2) gives us dielectric properties around the average frequency h!p. To explore the dielectric
properties for a wide frequency region, we repeat the pump-probe calculations for dierent frequencies
of the probe pulses.
In Fig. 5.4, we show typical calculations using a number of probe pulses of diering frequencies.
Panels (a) and (b) show the absolute values of the Fourier transforms of Ep(t) and Jp(t), respectively.
Panels (c) and (d) show the real and imaginary parts of the dielectric function which is calculated
using Eqs. (5.3) and (5.4). The curve is composed of a number of curves with dierent colors for each
probe frequency. One can see that the overlap is very good for the dierent average probe frequencies,
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Figure 5.4: The top two panels show the Fourier transformations of the probe electric eld Ep(!)
and the probe current Jp(!). The bottom two panel shows the real and imaginary parts of the
dielectric function extracted from Ep(!) and Jp(!) through Eqs. (5.3) and (5.4). The pump pulse
has an intensity I = 1:0  1012 W/cm2 and an average frequency !P = 1:55 eV/h. The polarization
directions of the pump and probe pulses are taken to be parallel.
We have carried out the pump-probe simulations for several intensities of the pump pulse. The
results for the dielectric functions are shown in Fig 5.5. The real and the imaginary parts are presented
in panels (a) and (b), respectively.
The distinguishing feature in the response is the negative divergence at small frequencies seen in the
real part. This arises from the quasiparticles in the excited system, as we will see more quantitatively
later. The imaginary part of the response is not quite as simple to analyze. At the strongest case
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of I = 5:0  1012 W/cm2, the dielectric functions calculated using probe pulses of dierent central
frequencies are not connected smoothly. This indicates the imaginary part of the dielectric function









































Figure 5.5: Real (a) and imaginary (b) parts of the dielectric functions of Si excited by eld pulses of
three intensities. The dielectric functions are deduced using pump-probe calculations. The polarization
direction of the probe pulse is taken to be parallel to that of pump pulse. The dielectric function of
silicon in the ground state is also shown.
An interesting feature of the TDDFT response is that the dielectric tensor is not isotropic in the
excited crystal, even though the crystal symmetry is cubic. This may be seen in Fig. 5.6, comparing the
dielectric functions for the probe polarization either parallel or perpendicular to the pump polarization.
The real part of the dielectric function shows the low-frequency plasmon response more strongly
for the parallel component. One may notice that Im[(!)] is negative at some frequencies when pump
and probe pulses are parallel. This was also observed in Fig. 5.4(d). This might indicate a population
inversion that could sustain a growth of intensity at those frequencies. However, one should carry the
coupled calculation of the electron dynamics and the propagation of laser pulses in Sec. 2.3 to assert
that the excited medium can amply the pulses.
We next ask how sensitive the extracted dielectric function is to the time delay of the probe pulse.
Since there are no dissipative processes in the adiabatic TDDFT, the properties of the system should
not change after some initial period when the phases of the excited orbitals become incoherent. Figure
5.7 shows how the extracted dielectric function depends on delay time for the case of strongest laser
intensity shown in Fig. 5.5.
We have selected delay times over a range that corresponds to a full cycle of the pump pulse, since
that frequency could be imprinted on the phases of the particle at later times. The range of the delay
times is 19.00 fs, 19.67 fs, 20.33fs, and 21.67fs. The latter three delay times correspond to a quarter, a
half, and one period of the pump pulse 2=!P added to the rst time. One can see that the variation
of the real part is rather small, considering that the dielectric function without laser distortion is in
the range of 10-15. The imaginary part, however, shows dierent behavior. Although the average
values over the frequency region are more or less similar, the frequency dependences show substantial
variation. This fact indicates that the imaginary part of the dielectric function is not well dened
after the irradiation of the strong pump pulse and is consistent with the observation in Fig. 5.5(b).


























































Figure 5.6: Comparison of dielectric functions of excited silicon probed with either parallel or per-
pendicular direction to the pump elds. Red dashed curves show results of parallel probe cases, blue
dotted curves show results of perpendicular probe cases, and the black solid curves show dielectric
function without the pump pulse.
mostly independent of delay, even extending the delay to very large times. The imaginary part is only
qualitatively similar for dierent delay times for strong pump cases. In the sequel, we will analyze all
the results using the dielectric function at Pp = 19 fs, and one should remember that the imaginary
part is less well dened than the real part.
5.2.3 Comparison with free-carrier models
Dielectric properties of solids excited by intense and ultrashort laser pulses are often modeled employ-
ing a simplied dielectric function, adding a Drude-like component to the dielectric function in the
ground state [135,136]. In this subsection, we will examine how well the dielectric function of excited
matter in the present calculation may be described by simplied dielectric models.
First we consider an embedded Drude model, the dielectric function given as a sum of the ground
state response and the Drude response of free carriers




Here 0(!) is the dielectric function in the ground state, neh is the electron-hole density, m
 is the
reduced mass of electron-holes, and  is the Drude damping time. For the dielectric function in the
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Figure 5.7: Extracted dielectric functions as a function of the delay time Pp. The pump pulse has an
intensity I = 5:0  1012 W/cm2 and an average frequency !P = 1:55 eV/h. The probe frequency is
!p = 1:55 eV/h and its delay times for the four graphed lines are Pp = 19; 0; 19:67; 20:33 and 21:67
fs. The polarization directions of the pump and probe pulses are taken to be parallel.
ground state, 0(!), we will use the values obtained from the present calculation. The number density
of electron-hole pairs, neh, is extracted from the calculation using Eq. (4.10). We treat m
 and  as
parameters, tting to the calculated (!).
Sokolowski-Tinten and von der Lind proposed a more sophisticated model for the dielectric func-
tion excited by strong laser elds [101], which we shall call the SL model. They consider three physical
eects for the dielectric response of laser-excited semiconductor: (i) state and band lling, (ii) renor-
malization of the band structure, and (iii) the free-carrier response. The SL dielectric function is
parameterized as






where Egap is the change of the band gap by the laser irradiation and n0 is the density of electrons
which contribute to the dielectric response. For Egap, we use a change of single particle energies,

tf
i , of Eq. (4.9) at the time t = tf after the laser pulse ended. We treat the active number of valence
electrons, n0, as a tting parameter.
We achieved the ts only to the real part of the dielectric function, which shows a smooth behavior
as seen in Fig. 5.5. The imaginary part, which shows negative value for a certain frequencies cannot
be described reasonably with the Drude model. Figure 5.8 shows the ts obtained in the embedded
Drude model and the SL model for two intensities of the pump eld. The polarization directions of
the pump and probe pulses are taken to be parallel. The real part of the dielectric function is well
tted by both models. At higher intensity, both models describes well at lower frequencies, but the
SL model ts better above the direct band gap.
In the tting procedure, we found the eective mass is sensitive and can be determined without
ambiguity. The eective mass for the pump pulse of 1:0  1012 W/cm2 is given by m = 0:35, while








































Figure 5.8: Dielectric function of silicon excited by two eld pulses, 1:01012W=cm2 (left panels) and
5:0 1012W=cm2 (right panels), are tted by the embedded Drude model and by the SL model. The
polarization directions of the pump and probe pulse are taken to be parallel.
dielectric function is not sensitive to the collision time. In the t, we use  = 25 fs, but other values
give similar curve. We have also achieved ts to the case of the probe pulse polarization perpendicular
to the pump one. The eective mass for the pump pulse of 1:0 1012 W/cm2 is given by m = 0:70,
while the eective mass for the pump pulse of 5:0 1012 W/cm2 is given by m = 0:85. We thus nd
that the eective mass increases as the pump intensity increases. The eective mass is also larger for
the cases of perpendicular polarizations of pump and probe pulses than for the parallel case.
The eective mass and its change with the pump intensity and polarization may be understood
from the band structure. A weak pump pulse excites electrons at specic k-points by two-photon
absorption, while a strong pump pulse excites electrons at various k-points by tunnel and multi-
photon excitations. The eective mass of electrons depends very much on the their positions in the
bands.
In the SL tting, we use a change of energy gap, Eg, estimated from 
tf
i . This is a small negative
value, Eg ' 0:01 eV. The gap narrowing in highly excited matter has been an actively discussed
issue both experimentally and theoretically. Much larger amount of decrease than the present analysis
has been theoretically reported and attributed to a change of dielectric screening eects [138, 139].
This is an electron correlation eect which requires a treatment beyond the adiabatic TDDFT.
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5.3 Electronic thermal-equilibrium phase
The numerical pump-probe experiments reported in Sec. 5.2 are applicable to the excited matter
immediately after the pump irradiation, perhaps for a time period of a few tens of femtoseconds. In
this section, we will investigate dielectric properties of thermally excited matter, which should be more
appropriate at later times. We assume that the electronic states are described by a thermal ensemble,
but the ions have not yet had time to respond.
5.3.1 Ground state
We model the electronic state of crystalline silicon after irradiation of a high-intensity laser pulse
by static DFT for a thermal ensemble of electrons. Atomic positions are kept at their equilibrium
positions in the ground state, assuming that electron thermalization time is so short that atomic









T (r0) + xc
)
i(r) = ii(r): (5.8)










Here i is the energy of electron orbitals,  is the chemical potential, and kBT is the temperature
in energy units. We note that all the quantities related to the orbitals, i, i, and  depend on the
temperature T due to the self-consistency requirement.
For the present purpose, it is essential to use a functional which reproduces both indirect and
direct band gaps. The reproduction of the indirect band gap is important to produce correct density
of electron-hole pairs for a given electronic temperature. The reproduction of the direct band gap is
important for reasonable descriptions of the optical properties. We choose the meta-GGA (generalized-
gradient approximation) potential of Tran and Blaha [103] for the exchange-correlation potential, xc.
The meta-GGA potential depends on the density T (r), the gradient of the density jrT (r)j, and the




i jri(r)j2. The Tran-Blaha meta-GGA potential is known to
resolve to some extent the band gap problem inherent to the local density approximation.
Practical calculations are achieved as follows. We consider only valence electron orbitals treating
electron-ion interaction by a norm-conserving pseudopotential [107,108]. We use a three-dimensional
grid representation to represent orbital wave functions. The cubic unit cell of a side length a = 10:26
a.u. containing eight silicon atoms is discretized into 203 grid points. The k-space is also discretized
into 323 grid points.
Figure 5.9 shows number density of excited electrons as a function of electron temperature for
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where the sum is carried out for conduction bands.
As seen from the gure, the number density of excited electrons monotonically increases as the
electron temperature increases. At electron temperature of 1.0 eV, which corresponds to 11,600K,
the number density of electron-hole pairs is 0.2 per atom, indicating excitations of 5 % of valence
electrons. We note that electronic temperatures and number densities of excited electrons shown in
Fig. 5.9 correspond to values of physical interests. It has been often argued that the critical electron
density is related to the laser damage threshold. The critical electron density is so dened that the
plasma frequency of excited carriers coincides with the laser frequency. For Si at  = 625 nm, it is
estimated to be nc = 8:71021 cm 3 [101]. We also note that several experiments have observed laser-
excited solids where the number density of excited electrons exceeds 1022cm 3 [101,140]. In theoretical
ab-initio calculations, transition of laser-irradiated silicon into liquid phase has been discussed [141].
In the analysis, initial electronic temperature which is necessary for liquid transition is reported to be
25,000 K (2.15 eV). In [142], instabilities of phonon modes of silicon are reported following thermal
electronic excitations at temperature 1.5 eV.
Figure 5.10 shows occupation distributions at various temperatures, as well as the density of
states shown by black solid line. At temperatures around 1 eV, we nd a substantial excitations of
electrons from orbitals within 3 eV below the highest occupied orbital to orbitals within 5 eV above
the lowest unoccupied orbitals. From the gure, we nd that there is little change in the amount
of band gap for wide temperatures. In literatures [139, 143], changes of band gap due to band gap
renormalization eect [139] and to a decrease of electron-hole attraction [143] have been investigated.
They are originated from screening eects by excited carriers. We consider that these correlation






































Figure 5.9: The number density of electron-hole pairs is shown as a function of electronic temperature
in the thermal DFT calculation of crystalline silicon.
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Figure 5.10: Occupation number distribution of silicon at various temperatures. The density of states
is also shown by black-solid line.
5.3.2 Linear response
We calculate dielectric properties of the medium in the adiabatic TDDFT, using the same Tran-
Blaha meta-GGA potential for the response calculation. Numerically, we solve the time-dependent
Kohn-Sham equation (2.42) in real time to calculate the dielectric property. The density (r; t) is




i j i(r; t)j2, using the occupation numbers
in the ground states. To explore the dielectric property, we apply a distorting vector potential of step
function in time [96,100].
A(t) = eA0(t); (5.12)
where e is a unit vector in the  direction. We calculate the current owing within the unit cell from
the solution by









drdr0 i (r; t)v(r; r
0) i(r0; t); (5.13)
where 
 is a volume of the unit cell and the velocity operator v(r; r0) is dened by
v(r; r0) =   ih
me
r(r   r0) + 1
ih
h
rV NLps (r; r
0)  V NLps (r; r0)r0
i
; (5.14)
where V NLps is the nonlocal part of the pseudopotential. The conductivity is calculated from the
induced current by




dtei!tW (t=T )J(t); (5.15)
where J(t) is the  component of J(t), and T is the duration of time evolution. We use the mask
function W (x) given by W (x) = 1   3x2 + 2x3 [125]. The dielectric function is obtained from the
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conductivity by




In silicon, only diagonal element appears in the thermal model, (!) = (!).
In time evolution calculations, we use the same grid points in the real space and the k-space
as those in the static calculation. The time propagation is computed using a fourth-order Taylor
expansion method [91], with a time step of t = 0.04 a.u. The total duration of the time evolution is
T = 1; 280 a.u. with the number of time steps NT = 32; 000.
In Fig. 5.11, we show dielectric functions of silicon at several electron temperatures. In the real
part of the dielectric function, all responses at nite temperatures show a strong negative behavior
at low frequencies. This Drude-like behavior comes from excited electron-hole pairs. The low en-
ergy component of the imaginary part shows absorptive contributions at low frequencies, increasing
monotonically as the temperature increases. In the previous study in Sec. 5.2 employing the nu-
merical pump-probe experiments which catch nonequilibrium distributions of electron-hole pairs, we
have observed a similar behavior of Drude-like divergence in the real part. However, the absorptive
contribution in the imaginary part was not observed.
A convenient way to exhibit the plasmon contribution to the response is to plot the imaginary part
of the inverse dielectric function, Im 1. This is shown in Fig. 5.12 for several temperatures up to
kBT = 1:4 eV. At the lowest temperature, one sees a very sharp plasmon peak, located at an energy
of  0:4 eV. The plasmon excitation energy increases with temperature, due to the increased density
of electron-hole pairs. We note that the width of the plasmon also increases with temperature, up
to about kBT  0:6 eV. Beyond that, the width does not change very much, up to the maximum
temperature considered.
We note that local eld corrections are not important in the above results. Namely, results shown
above hardly change if we x the Kohn-Sham Hamiltonian in Eq. (2.47) to that in the thermal ground
state.
5.3.3 Comparison with free-carrier models
The dielectric response of solids excited by intense and ultrashort laser pulses is often modeled by a
simplied dielectric function, adding a Drude-like component to the dielectric function in the ground
state [136, 137]. In this section, we will show that a model of this kind can reproduce quite well our
calculated nite-temperature response.
We again consider the SL model, which is introduced in Sec. 5.2 and is described by Eq. (5.7).





 1T (!)   1SL(!)2 ; (5.17)
where T (!) is the dielectric function in the thermal model. We take the interval h!i = 0:3 eV and
h!f = 6:0 eV. The quality of the t is shown in Fig. 5.13 for temperatures of kBT = 1:4 eV in the
thermal model. The t is very good except for the Im at the lowest frequencies. In particular, the
plasmon peak in the inverse dielectric function is very well reproduced.
In Fig. 5.14, we show the tted eective mass m and the collision time  as functions of the
temperature in the thermal model. The top panel shows that the eective mass m increases as the
temperature increases. We have found a similar behavior in the numerical pump-probe experiments
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Figure 5.11: The dielectric function of silicon in the nite temperature model at several temperatures.
Top panel shows the real part of the dielectric function, and the bottom panel shows the imaginary
part.
in Sec. 5.2. The change of eective mass may be understood by the change of the distribution of the
electron-hole pairs in k-space.
The bottom panel of Fig. 5.14 shows that the damping time  becomes very small as the electron
temperature increases. The value of  monotonically decreases and reaches a value of 1.0 fs at kBT 
1:4 eV. At rst sight this is puzzling, because there are no explicit collision eects in either the time-
dependent Kohn-Sham equation or in the thermal model in the adiabatic meta-GGA which we adopted.
Since we x ion positions during time evolution calculations of orbitals, no electron-phonon interactions
are taken into account. In spite of them, our plasmon peak has a large damping, corresponding to
collision times as short as 1.0 fs in the thermal model. We consider that the damping arises from the
elastic scattering of electrons from ionic core potentials. Since the electron-ion interactions constitute
periodic potential for electrons, we may equivalently say that the damping is due to the interband
transitions of excited carriers. We note that TDDFT treatment of linear response describes the
dielectric function of metals fairly well, including the width of plasmon seen in the inverse dielectric
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Figure 5.12: The imaginary part of the inverse dielectric function for various electronic temperatures.
function [96].
5.3.4 Comparison with numerical pump-probe experiments
In Sec. 5.2, we have carried out numerical pump-probe experiments to extract dielectric properties
of laser-excited silicon immediately after irradiation by the laser pulse. This method catches fully
the nonequilibrium nature of the excited electrons. The dierence between the numerical pump-probe
calculations and the present thermal model comes entirely from the dierent electron-hole distributions
in the excited system to be probed. In this subsection, we compare their predicted dielectric functions.
To compare results of the thermal model with those of the numerical pump-probe experiments, we
rst need to assume a correspondence between the excited systems that we wish to compare. Since
the plasmon characteristics are closely tied to the number of electron-hole pairs, we shall use that
measure to make the comparison.
In Sec. 5.2, we solved the time-dependent Kohn-Sham equation with laser pulses of the frequency
h! = 1:55 eV and the duration of the pulse L = 18 fs, and calculated the number density of excited
electrons induced by the laser pulses. We showed the number of excited electrons as a function of
the laser intensity in Fig. 5.2. Combining Fig. 5.2 and Fig. 5.9, we can relate the laser intensity
I and the electronic temperature kBT through the number density of electron-hole pairs neh. For
example, in the TDKS calculation using the laser pulse of I = 1:0 1012W/cm2 excites electron hole
pairs of neh = 0:016=Atom. From Fig. 5.9, the corresponding temperature is given by kBT = 0:4 eV.
For the laser pulse of I = 5:0  1012W/cm2, the density of electron-hole pair is neh = 0:31=Atom.
Corresponding temperature is kBT = 1:4 eV. In the following, we use neh to specify calculations of
the nite temperature model and the numerical pump-probe experiments.
We show a comparison of dielectric function by two methods for two cases, neh = 0:016 /Atom
and neh = 0:31 /Atom, in Fig. 5.15. The black lines show dielectric function of thermal model. The
red-dashed line and the blue-dotted line show the results of the numerical pump-probe calculations
for probe polarization parallel and perpendicular to the pump, respectively.
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Figure 5.13: Comparison of the thermal model and a t with the SL model. The electronic temperature
in the thermal model is kBT = 1:4 eV.
As seen from the gure, the real part of the dielectric function of silicon excited by the pump pulse
is close to the thermal model for two cases. At lower excitation of neh = 0:016 /Atom, the thermal
model is close to the pulsed excitation in the parallel probing. At higher excitation of neh = 0:31
/Atom, the thermal model is again close to the pulsed excitation in the parallel probing at higher
frequencies (h! > 1 eV) and is between the parallel and perpendicular probings at low frequencies
(h! < 1 eV). The imaginary part of the dielectric function looks rather dierent. While the thermal
model predicts positive imaginary part below the band gap, the pulse-excited silicon shows much
smaller value, even negative in certain frequencies.
The dierence between two calculations comes entirely from dierent distributions of electron-hole
pairs: thermal equilibrium distributions in the thermal model and nonequilibrium distributions in the
numerical pump-probe simulation. To clarify the dierence, we investigate population distributions
in energy and momentum space.
We rst denote the orbital index fig in terms of fb;kg, where b indicates bands and k indicates
the Bloch momentum. Occupation numbers are expressed as nXbk, where X = T for thermal model






For numerical pump-probe simulation, we dene the energy eigenvalue NPPbk by solving the following
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Figure 5.14: Parameters of the SL model determined by the tting procedure to the thermal model.









where hNPPKS (tf ) is the time-dependent Kohn-Sham Hamiltonian at time tf when the laser pulse ended.




jhNPPbk j NPPb0k0 (tf )ij2; (5.20)
where  NPPbk is the solution of the time-dependent Kohn-Sham equation at time tf .






fX(k; )  f0(k; )
o
; (5.21)
where f0(k; ) is the occupation distribution function in the ground state at zero temperature. The
calculated results are shown in Fig. 5.16 for cases when ne h = 0:31 /Atom. Red-solid line shows the
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Figure 5.15: Comparisons of the dielectric function of the numerical pump-probe calculation and the
thermal model. Left-hand panels: neh = 0:016 /Atom; right-hand panels: neh = 0:31 /Atom.
distribution of the numerical pump-probe simulation, and green-dotted line shows that of the thermal
model. We set the highest energy of the valence band to zero. Positive values at positive energy
region show distribution of electrons in conduction band, while negative values at negative energy
region show the hole distribution in the valence band.
From the gure, we observe that electrons and holes distribute in wider energy region in the
numerical pump-probe simulation than those in the electron thermal model. The decrease of the
lower energy electron-hole and the increase of higher energy electron-hole in the numerical pump-
probe simulation may cause optical emissions which negatively contribute to the imaginary part of
the dielectric function. This explains small or even negative values of the imaginary part of the
dielectric function in the numerical pump-probe simulation.
To further clarify the dierence in electron-hole distributions, we calculate the distribution in the
Bloch momentum space. We note that the Bloch momentum does not correspond to that in the
primitive cell since we employ the cubic unit cell containing eight silicon atoms in our calculation. We






fX(k; )  f0(k; )
o
: (5.22)
For the distribution of holes, integration is achieved for  < 0. We note that there holds DNPPe (k) =
 DNPPh (k).
Figure 5.17 (a) shows the distributions of electrons and holes in the thermal model at electron
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temperature T = 1:4eV, while Figure 5.17 (b) shows the distribution of electrons in the numerical
pump-probe simulation at the pump intensity I = 5:01012W/cm2. The polarization direction of the
pump pulse is set parallel to z-direction. In both panels, distributions integrated over ky are shown
in kx-kz plane. As is evident from panels (a) and (b), there is a large dierence in the distribution
in momentum space between the thermal model and the numerical pump-probe simulation. In the
thermal model, distributions of electrons and holes are dierent, reecting the indirect band gap
structure. The distribution in the numerical pump-probe simulation shows much more complex,
structured, and nonuniform behavior than that in the thermal model, since electrons and holes are
in nonequilibrium phase immediately after the laser irradiation. We note that the real parts of the
dielectric functions do not show large dierences between two calculations (See Fig. 5.15). This
indicates that the real part of dielectric function is sensitive to the number density of excited electrons,
not to the detailed distribution of electrons and holes.
We thus conclude that the thermal model describes the real part of the dielectric function quite
well, provided the number density of electron-hole pairs is the same. The dierence between two
calculations comes from the nonthermal distribution of electron-hole pairs in numerical pump-probe
simulation. It seems that the dierence is more evident for the imaginary part. A nonequilibrium phase

































Figure 5.16: Population distribution of electrons and holes in laser-excited silicon.
5.4 Summary of optical properties of highly laser-excited solids
We have investigated the optical properties of highly laser-excited dielectrics based on the time-
dependent density functional theory (TDDFT). In order to investigate the optical properties in the
electronic nonequilibrium phase immediately after laser irradiation, we have developed the numerical
pump-probe experiments in which two kinds of laser pulses are employed. One is the pump pulse
which excites the system, and the other is the probe pulse by which the optical properties of the laser-
excited system are extracted. The simulation makes it possible to investigate the optical properties of
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Figure 5.17: Population distributions of excited electrons and holes in the Bloch momentum space.
The panel (a) shows the excited electron (left hand side) and hole (right hand side) distributions in the
thermal model at electron temperature kBT = 1:4eV, while the panel (b) shows the excited electron
distribution in the numerical pump-probe method at the pump intensity I = 5:0 1012W/cm2. The
population distributions are shown in the kx-kz plane integrating over ky.
excited matter before any dissipation or dephasing eects start to become signicant. Furthermore, we
developed a linear response calculation for the nite electron-temperature systems to investigate the
optical properties in the electronic thermal-equilibrium phase. In the method, the electronic systems
are described with the Fermi-Dirac function for electronic occupation factors, while the lattice are
xed at their positions in the zero-temperature ground-state.
In the electronic nonequilibrium phase, we have found that the real part of the dielectric function
can be reliably extracted in the numerical pump-probe experiments. It shows a metallic response
reecting dense electron-hole pair excitations. The imaginary part of the dielectric function is less
well dened, especially at strong excitations. It has a negative value at certain frequencies, indicating a
possible amplication of the laser pulse. The extracted dielectric function also shows anisotropy in the
direction relative to the pump polarization direction. The dierence comes from the nonequilibrium
distributions of electrons and holes in k-space.
A simple model can be constructed using ingredients of the Drude model of free-electron dynam-
ics. The real part of the dielectric function in the electronic nonequilibrium phase was found to be
well described by a Drude-like contribution of the excited quasiparticles embedded in the dielectric
medium corresponding to the ground state. In the embedded Drude model, there are three parame-
ters determining the quasiparticle plasmon contribution, namely, the density of quasiparticles, their
eective mass m, and the damping time  . The density of quasiparticles is known from the numerical
simulation, but the other quantities are t. From the real part of the dielectric function, we nd that
the eective mass increases with increasing pump eld intensity, as expected from the band structure.
We also nd the eective mass depends on the relative direction between the pump and probe pulses,
with a larger value in the perpendicular case than in the parallel case. The collision time cannot be
determined reliably from the present numerical pump-probe experiments.
In the electronic thermal-equilibrium phase, we have found that the dielectric function shows
the metallic response as in the nonequilibrium phase, reecting the free-carrier response of excited
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electrons. The imaginary part of the dielectric function in the thermal-equilibrium phase shows the
absorptive contributions at low frequencies, while that in the nonequilibrium phase does not. This
discrepancy originates from the dierence between the thermal and nonequilibrium distribution of
excited electrons. We have found that the dielectric function in the electronic thermal-equilibrium
phase can be well described by the Drude-like model not only for the real part but also for the
imaginary part. We have extracted the eective mass m and the damping time  from the dielectric
function in the thermal-equilibrium phase by tting with the Drude-like model. The eective mass
increases as the temperature increases. This behavior is similar to the behavior of the eective mass
in the nonequilibrium phase: the mass increases as the pump intensity increases. We have also found
that the damping time monotonically decreases as the temperature increases and can be shot (about 1
fs). This short time value for the collision time is unexpected, since there are no explicit collision term
in the time-dependent Kohn-Sham equation that we solve. We believe the short damping time comes
from the elastic scattering of electrons from atom rather than from electron-electron or electron-phonon




Nonlinear polarization in time domain
6.1 Introduction
Nonlinear interactions of light with medium have been extensively studied for a long period [10,11,144,
145]. For relatively weaker intensities, low order nonlinear phenomena such as the second-harmonic
generation (SHG) and the optical Kerr eect have been intensively studied and have already been
applied in optical devices. Thanks to the recent development of laser technologies, high-intensity
ultra-short laser pulses whose intensity is around 1013   1015 W/cm2 and whose pulse width is less
than 10 fs have become available. The eld strength of these laser pulses is close to the strength
of the force acting on electrons in medium, and the pulse length is comparable to the time scale of
the electron dynamics. Thus, the high-intensity ultra-short laser pulses are suitable to control the
motion of electrons in medium and to be employed to induce highly-nonlinear ultrafast phenomena.
Recently, employing the high-intensity ultra-short laser pulses, several strongly-nonlinear phenomena
in a femtosecond time-scale have been observed such as ultrafast charge transfer [56], modication
of optical properties [53], and band-gap dynamics [57]. These phenomena would be useful for future
applications to optoelectronic devices. Furthermore, once intensity of the laser pulses exceeds a critical
threshold of materials, a permanent structural modication can be induced through a nonequilibrium
phase induced by the nonlinear ultra-fast energy transfer from the laser to electrons in the medium.
This kind of permanent structural modication has been applied to non-thermal laser-processing [36,
41].
One of the most fundamental physical quantities that describes interactions of light with matter
is polarization P , which is spatially-averaged microscopic charge-separation such as induced-dipole of
atoms in medium. The polarization represents responses of medium to applied electric elds E and
also produces additional electromagnetic elds. In conventional nonlinear optics, the polarization is
treated by a perturbative expansion as follows,
P = (1)E + (2)E2 + (3)E3 +    ; (6.1)
where (1) is the linear susceptibility 1, and the quantities (2); (3);   , are the nonlinear susceptibil-
ities. For the linear and the low order nonlinear responses, the linear and the corresponding nonlinear
susceptibilities give the complete description of the light-matter interactions. For example, reectivity
for weak light is described by (1), the SHG is described by (2), and the optical Kerr eect is described
1The linear susceptibility is related to the dielectric function as  = 1 + 4(1)
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by (3). The linear and the low order nonlinear susceptibilities have been extensively studied from
both theories [?] and experiments [?]. However, the perturbative expansion in Eq. (6.1) is no more
useful for the strongly-nonlinear phenomena induced by the high-intensity ultra-short laser pulses, and
sometimes is not even applicable. Therefore, direct investigations of the nonlinear polarization PNL,
which is the deviation from the linear response PNL = P  PL = P  (1)E, without any perturbative
decompositions would be signicant to understand the light-matter interactions in highly-nonlinear
conditions.
Spatial and time scales of nonlinear polarizations are comparable to those of electromagnetic elds
that induce the nonlinear polarizations. For infra-red laser pulses, the spatial scale of the nonlinear
polarizations is sub-micrometer and the time scale is about femtoseconds. The microscopic origin of
the linear and the nonlinear polarizations is the microscopic charge separation in the atomic scale.
Experimental observation of such microscopic ultrafast phenomena is quite dicult and challenging.
Thus, theoretical investigation of the strongly-nonlinear polarization based on the quantum electron
dynamics in medium is signicant.
In this chapter, we theoretically investigate the nonlinear polarizations induced by high-intensity
ultra-short laser pulses in medium based on a coupled theoretical framework [100] of the time-
dependent density functional theory [76] and Maxwell's equation. We simulate irradiation of intense
femtosecond laser pulses on a SiO2 (-quartz) thinlm (10m thickness) and calculate the nonlinear
polarizations in the medium in the time domain. We analyze the calculated nonlinear polarization
and nd the time delay between the nonlinear polarization and the applied electric eld, indicating
the energy transfer from the light to the medium through the nonlinear light-matter interactions.
We further investigate the microscopic origin of the nonlinear polarization based on the microscopic
electron density dynamics in the subnanometer scale. In recent experiments, employing the attosecond
streaking technique, it is possible to observe transmitted laser pulses in a attosecond time-resolution.
We also compare the simulated transmitted laser pulses with recent experimental data.
6.2 Method
We employ the coupled theory of the TDDFT and Maxwell's equation, which is introduced in Sec.
2.3, in order to describe the interactions of high-intensity ultra-short laser pulses with the medium
in the strongly nonlinear conditions. The numerical implementation of the method is introduced in
Sec. 3.5. In the method, we simultaneously solve the time-dependent Kohn-Sham equation (2.56)
for electron dynamics and the Maxwell equation (2.55) for electromagnetic elds. In this study, we
simulate laser irradiation at normal incidence into the -quartz thinlm (10 m thickness). We take
the propagation direction as x-axis and set x = 0 at the front surface of the thinlm. We take the
polarization direction of the incident electric eld as z-axis.
We employ a meta generalized gradient approximation (meta-GGA) potential proposed by Tran
and Blaha [103], which is introduced in Sec. 2.4 as Eq. (2.69). We set the cm parameter to 1:20
in order to reproduce the band gap of -quartz. We solve the Maxwell's equation (2.55) by using
one-dimensional grid with spacing 10 nm for propagation of laser electromagnetic elds. Thus, we
have 1000 macroscopic grid points to describe the 10 m thinlm. At each macroscopic grid point,
we solve the time-dependent Kohn-Sham equation (2.56) employing a rectangular unit cell containing
6 Silicon atoms and 12 Oxygen atoms which are discretized into Cartesian grids of 20 36 50. We




The laser pulse in the vacuum is described by the vector potential A(x; t) of the form
A(x; t) = z^A0 sin
2(tx=Tp) cos(!tx); (6.2)
in the domain 0 < tx < Tp and zero outside. Here ! is the mean frequency, tx = t  x=c describes the
space-time dependence of the eld, and Tp controls the pulse length. We set the mean frequency !
to 1:55 eV=h, and set the full duration of the pulse length Tp to 10:672 fs, which corresponds to the
time of four optical-cycles; Tp = 4 2! . The full width at half-maximum (FWHM) intensity p of the
pulses is related to the full duration Tp by p = 0:364Tp, which is about 4 fs.
6.3 Results
6.3.1 Modulation of transmitted laser pulses
We rst illustrate the simulation of the laser irradiation into the -quartz thinlm. Here, we employ
the laser pulse with the peak intensity of 1:0 1011 W/cm2. Figure 6.1 shows snapshots of the laser
propagation. The incident laser pulse in vacuum is irradiated on the -quartz surface and splits into
two pulses. One is reected at the surface and the other penetrates into the medium. Then the
penetrating pulse further propagates in the medium. Finally, the pulse reaches at the rear surface and
splits again into the reected and transmitted pulses. We repeat this kind of simulations by changing



















Figure 6.1: Snapshots of propagation of a laser pulse into the SiO2 thinlm.
Figure 6.2 shows the transmitted laser pulses as functions of time. Red-solid line shows the result
for the incident peak intensity of 5 1013 W/cm2, and green-dashed line shows the result for 1 1011
W/cm2. The discrepancy of them completely originates from the nonlinear responses of the medium
to the intense elds. One may see that the earlier part of the intense pulse is suppressed and the later
part is enhanced, compared with the weak pulse. Moreover, a phase shift can be observed between
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them around the strong intensity region (6-9 fs) in Fig. 6.2. Experimentally-observed transmitted-
laser-pulses have also shown these features [146, 147]. These features are explained by change of the
refractive index due to the intense elds: the head-suppression and tail-enhancement features are
explained by the group velocity modication, so-called self-steepening [148], and the phase shift is
explained by the phase velocity modication.
In Fig. 6.2, while the weak laser pulse does not show any elds at around 15 fs, the intense laser
pulse has some high frequency components. By performing Fourier transformation, we have conrmed



















Figure 6.2: Transmitted laser pulses through a thin SiO2 lm as functions of time. Red-solid line
shows the result for the incident peak intensity of 5  1013 W/cm2, and green-dashed line shows the
result for 11011 W/cm2. The green-dashed line is scaled by multiplying p500 so as to coincide with
red-solid line. We note that the pulse head comes earlier in time, and the pulse tail comes later.
To quantitatively investigate the transmitted pulses, we perform the Hilbert transformation (see
Appendix A). The Hilbert transformation is one of the methods of signal analysis and provides informa-
tion on amplitude and phase of pulsed waves. Figure 6.3 shows the result of the Hilbert transformation
of the transmitted laser pulse with the incident peak intensity of 51013 W/cm2. Red-solid line shows
the eld amplitude as a function of time, and green-solid line shows the relative phase shift from the
result of the weak laser pulse with the incident intensity of 11011 W/cm2. One sees that the positive
phase shift appears at around t = 6 fs, when the amplitude achieves the maximum. Since positive
phase shifts in time corresponds to the time delay, the phase velocity of the intense laser pulse at
around the pulse peak is slower than that of the weak intensity laser pulse. As mentioned above, this
velocity modication corresponds to the modication of refractive index originating from the nonlinear
laser-solid interactions such as the optical Kerr eect and higher nonlinear eects.
We performed the Hilbert transformation for transmitted laser pulses of several intensities and
extracted their phase shifts at the peak of the amplitude. Figure 6.4 shows the phase shift as a
function of the incident laser intensity. Red-circle shows the theoretical results, and blue-square shows
the experimental results [146,147]. The theoretical results show good agreement with the experimental




































Figure 6.3: Hilbert transformation of the transmitted laser pulse whose incident intensity is 5 1013
W/cm2 through a thin SiO2 lm. Red-solid line shows the eld amplitude of the laser pulse, and
green-solid line shows the phase shift from the result of the weak intensity laser. We note that high
frequency components (! > 3:7 eV/h) such as optical harmonics are removed from the transmitted
pulse before the Hilbert transformation in order to concentrate the fundamental frequency component.
nature of the light-medium interaction. As seen from the gure, the phase shift monotonically increases
with increasing of the laser intensity. The increase of the phase shift is related to the increase of the
refractive index. In principle, we may extract the information on the modulation of refractive index
from the modulation of the transmitted pulses due to the nonlinear eects. Furthermore, it may be
possible to access the nonlinear polarization itself. However, the deviation of the intense and weak
transmitted pulses is a rather complicated quantity since the nonlinear eects are intricately integrated
during the eld propagation through the 10 m thinlm. Thus, it is not obvious how to extract the
nonlinear nature from the transmitted laser pulses.
6.3.2 Nonlinear polarization
One strong point of the real-time TDDFT simulation is possibility to directly access the microscopic
information within a subnanometer scale in space and a subfemtosecond scale in time. Here, we
investigate the nonlinear polarization induced by the eld in the thin SiO2 lm.
As results of the above TDDFT simulations, we obtained the vector potential A(x; t) and the
current density J(x; t) as functions of time t and macroscopic coordinate x. The electromagnetic
elds, E(x; t) and B(x; t), and the polarization P (x; t) can be derived from A(x; t) and J(x; t). To
investigate the nonlinear polarization PNL(x; t), we need to subtract the linear polarization PL(x; t)
from the full polarization P (x; t).
To obtain the linear polarization, we consider an additional TDDFT calculation for electron dy-
namics in a unit cell of -quartz under a certain external electric eld Eext(t). If we take the electric
eld E(x; t) at a certain point of the sample x = xm as the external electric eld Eext(t) = E(xm; t),
the electron dynamics of the additional TDDFT calculation is nothing but the electron dynamics at
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Figure 6.4: Phase shift of transmitted laser pulses as a function of laser intensity. Red-circle shows
the theoretical results, and blue-square shows the experimental results [146,147].
x = xm in the original TDDFT calculation. If we take the electric eld of the original calculation
E(x = xm; t) as the external eld of the additional calculation with a suciently small scaling factor
, Eext(t) = E(xm; t), the results of the additional calculation may only include the linear response
and provides the linear polarization PL(t) =
R
dt0(1)(t   t0)Eext(t0). By subtracting the linear po-
larization of the additional simulation from the full polarization of the original simulation, we may
extract the nonlinear polarization as follows:
PNL(x = xm; t) = P (x = xm; t)   1PL(t): (6.3)
We can choose any points in the thinlm as xm and extract the nonlinear polarization PNL(x =
xm; t) at any points. We set xm to the middle point of the thinlm (xm = 5 m) as an example,
and extract the nonlinear polarization for several laser intensities. We choose the scaling factor  by
 1 =
p
I=I0, where I is the peak intensity of the incident pulse and I0 is set to 1 1011 W/cm2.
Figure 6.5 shows the nonlinear polarization PNL(x = xm; t) at the middle point of the thinlm
as a function of time. Red-solid line shows the nonlinear polarization induced by the laser pulse
with the incident intensity of 5  1013 W/cm2, and green-dashed line shows the electric eld at
the middle point of the thinlm. As seen from the gure, the nonlinear polarization shows the
higher frequency oscillation after the pulse peak at around 10 fs, while it does not show such higher
frequency components in the earlier half part (t < 10 fs). The high frequency components of the
nonlinear polarization reect the existence of excited electrons induced by the laser eld. Before the
time when the laser eld reach the peak amplitude, electrons are not excited since the eld strength is
not enough. Once the eld amplitude becomes strong enough, electrons are excited by the eld and the
high frequency component of the nonlinear polarization is induced by the interference of conduction
and valence states.
In order to investigate the nonlinear polarization in detail, we focus on the fundamental frequency





































Figure 6.5: Nonlinear polarization at the middle point of sample as a function of time. Red-solid
line shows the nonlinear polarization induced by the laser pulse whose incident intensity is 5  1013
W/cm2, and green-dashed line shows the electric eld of the laser pulse.












We employ the simple step function (x), which is 1 if x > 0 and 0 otherwise, as the lter function
M(!) = (!c   j!j) and set the cuto frequency !c to 3:7 eV=h. We note that the cuto frequency
is between the fundamental frequency of the laser pulse is 1:55 eV=h and the third harmonics 4:65
eV=h.
Figure 6.6 shows the fundamental frequency component of the nonlinear polarization at the middle
point of the thinlm as a function of time. Red-solid line shows the fundamental frequency component
of the nonlinear polarization induced by the laser pulses with the incident intensity of 51013 W/cm2
and green-dashed line shows the electric eld of the laser pulse. One sees that the fundamental fre-
quency component of the nonlinear polarization exists only during the laser irradiation and disappears
after the laser eld ends. The nonlinear polarization oscillates almost in phase with the electric eld.
Reecting the nonlinearity, the amplitude of the nonlinear polarization is not proportional to the ap-
plied electric eld. When the amplitude of the electric eld becomes about half of its peak amplitude,
that of the nonlinear polarization becomes much smaller than the half of its peak amplitude. The
inset of Fig. 6.6 shows the enlarged view of the nonlinear polarization and the electric eld. One sees
that there exists the time delay between the nonlinear polarization and the electric eld; the delay
is about 100 as. The existence of the time delay indicates the energy transfer from the laser eld to
electrons since the energy transfer rate is determined by _P (t) E(t).
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Figure 6.6: Fundamental frequency component of the nonlinear polarization at the middle point of
sample as a function of time. Red-solid line shows the fundamental frequency component of the
nonlinear polarization induced by the laser pulse whose incident intensity is 5  1013 W/cm2, and
green-dashed line shows the electric eld of the laser pulse.
By using the nonlinear polarization, we may evaluate the modication of the refractive index under








where n0 is the refractive index without elds, P
peak
NL is the peak amplitude of the fundamental fre-
quency component of the nonlinear polarization, and Epeak is the peak amplitude of the electric eld.
The refractive index of -quartz is about 1:5 for the fundamental frequency of 1:55 eV=h.
Figure 6.7 shows the maximum modication of the refractive index at the middle point of the
thinlm as a function of the incident laser intensity. The modication of the refractive index increases
as the intensity increases. It reaches about 1:15  10 2, which is about 0:75% of the original value
n0 = 1:5, at the laser intensity of 1  1014 W/cm2, which is slightly below the experimental damage
threshold of 1:3 1014 W/cm2 [146,147]. Thus, we could conclude that the maximum modulation of
the refractive index below the damage threshold intensity is about 1%. After simple mathematics, we
have the relation between the modication of refractive index n and the induced phase shift of the





where ! is the carrier frequency and L is the sample thickness. By using this formula, the modication
of the refractive index of 1:15  10 2 gives the phase shift of 9  10 2 rad=m. Although the phase
shift of 9 10 2 rad=m is simply evaluated from the nonlinear polarization only at the middle point
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of the thinlm, it shows fair agreement with the actual phase shift of 7  10 2 rad=m for the laser
pulse of 1 1014 W/cm2 in Fig. 6.4. This coincidence indicates that the modulation of the refractive
index at dierent points in the thinlm are similar to each other and their averaged value can be well
















Figure 6.7: Maximum modication of refractive index due to strong elds at the middle point of the
thinlm as a function of incident laser intensity.
We then investigate the local intensity dependence of the modulation of refractive index. We
dene the local intensity of the laser eld by Ilocal peak = cn0jEpeakj2=8. Figure 6.8 shows the
modication of the refractive at the middle point of the thinlm as a function the local laser intensity,
Ilocal peak. The modication based on the Kerr eect, n = n2Ilocal peak, is also shows by blue-dashed
line. We used the nonlinear refractive index n2 of 0:6  10 16 cm2=W, which is an experimental
value [146, 147]. While the modication based on the Kerr eect is proportional to the local laser
intensity, the modication based on the multi-scale TDDFT simulation shows the superlinear behavior.
This fact clearly indicates that higher order nonlinear eects beyond the Kerr eect become signicant
even below the damage threshold.
We next investigate the time delay between the nonlinear polarization and the electric eld, which
was shown in the inset of Fig. 6.6. We dene the time delay as the dierence of the peak times of
the nonlinear polarization and the electric eld. Figure 6.9 shows the time delay as a function of the
laser intensity. The time delay monotonically increases as the laser intensity increases, indicating the
increase of the energy transfer from the laser elds to the electronic system. The time delay reaches
about 160 as for the laser eld of 1  1014 W/cm2. This result indicates possibility of the real-time
measurement of the time delay by using attosecond pulses, whose pulse width can be shorter than 100
as, since the time delay can be larger than 100 as below the damage threshold.
6.3.3 Energy transfer from light to medium
The energy transfer from the laser elds to the electronic system is indicated by the time delay of the
nonlinear polarization. Here, we investigate the energy transfer in the time domain. We compute the
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Figure 6.8: Local laser intensity dependence of refractive index modication due to strong elds at
the middle point of the thinlm.









We note that the linear polarization does not contribute to the permanent energy transfer since the
fundamental frequency 1:55 eV=h is much lower than the band gap of -quartz. Furthermore, the
higher frequency components also do not contribute the permanent energy transfer since the electric
eld has no such higher frequency component. If we add the linear polarization and the higher
frequency components of the nonlinear polarization to the polarization PNL, Eq. (6.8) coincides with
the equation of the electronic excitation energy (4.7) since the polarization P (t) is nothing but the
time integral of the electric current J(t). This clearly means that Eq. (6.8) gives the energy transfer
through the nonlinear polarization in the time domain.
Figure 6.10 shows the energy transfer from the laser elds to the electronic system as a function
of time. Figure 6.10 (a) shows the simulated transferred energy by using Eq. (6.8), and (b) shows
the experimental results [146, 147]. In both panels, results for dierent laser intensities are shown as
solid lines with dierent colors. In the bottom of the panel, the intensity prole of the laser pulses is
also shown as black-solid lines. As seen from both panels, the theoretical results show good agreement
with the experimental results. Experimentally, the energy transfer at the middle point of the thinlm
is extracted from the time-prole of the transmitted laser pulses under some assumptions. In contrast,
we directly calculated the energy transfer based on the microscopic electron dynamics at the middle
point of the thinlm without any assumptions. Thus, the agreement of theoretical and experimental
results validate the assumptions of the experimental extraction.
As seen from the gure, the amount of the permanent energy transfer after the laser elds end
increases as the laser intensity increases. This behavior is predicted by the increase of the attosecond
time delay of the nonlinear polarization in Fig. 6.9. One may see that there appears the temporal





















Figure 6.9: Laser intensity dependence of the time delay of the nonlinear polarization.
prole of the eld intensity prole and disappear after the laser elds end. The permanent energy
transfer is related to the particle-hole pair creation, which corresponds to the population transfer from
valence bands to conduction bands. The temporal energy transfer is related to the (quasi) adiabatic
dynamics following the modied ground state by the eld. Thus, the temporal energy transfer does
not cause the population transfer from the valence bands to the conduction bands.
6.3.4 Electron density dynamics in -quartz
Finally, we investigate the microscopic electron dynamics in -quartz under a laser electric eld to
understand the origin of the polarization dynamics. Figure 6.11 (a) shows the electron density in the
ground state. One silicon atom and one oxygen atom are on the plane, and their positions are described
by the allows. The electron density is high around the oxygen atom, while that is low around the
silicon atom. Figures 6.11 (b) and (c) show the density dierences from the ground state at the middle
point of the thinlm induced by the laser pulse with the incident intensity of 5:0 1013W/cm2. The
panel (b) shows the induced density dierence at the time t1 of Fig. 6.6 when the electric eld upwards,
while the panel (c) shows the density dierence at the time t2 when the electric eld downwards. One
sees that the density dierence is induced only around the oxygen atom but not induced around the
silicon atom. The induced density dierence around the oxygen atom shows a dipole-like distribution.
The direction of the dipole-like distribution is inverted by the inversion of the eld direction.
In order to investigate the nonlinearity of the induced density dierence (r; t) in detail, we
consider the following expansion of the induced density dierence,
(r; t) =
Z
dt0(1) (r; t  t0)E(t0) +
Z
dt0dt00(2) (r; t  t0; t  t00)E(t0)E(t00)
+
Z
dt0dt00d000(3) (r; t  t0; t  t00; t  t000)E(t0)E(t00)E(t000) +    ; (6.9)
where E(t) is the applied electric eld, and 
(i)
 is the ith-order (non)linear density response function.
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Figure 6.10: Energy transfer from the laser pulses to the solid in the time domain. Left panel shows
the simulated result, and right panel shows the experimental result [146, 147]. In the left bottom
panel, the time prole of the laser eld intensity is shows as a black-solid line. In both the panels, the
incident laser intensities are described in the unit of 1014 W/cm2.
Based on this expansion, we decompose the induced density dierence into three components: One is
the linear response term L(r; t). Another is the even-order nonlinear response term NL even(r; t).
The other is the odd-order nonlinear response term NL odd(r; t). These terms are dened as follows:
L(r; t) =
Z
dt0(1) (r; t  t0)E(t0); (6.10)
NL even(r; t) =
Z
dt0dt00(2) (r; t  t0; t  t00)E(t0)E(t00)
+
Z




dt0dt00dt000(3) (r; t  t0; t  t00; t  t000)E(t0)E(t00)E(t000)
+
Z
dt0dt00dt000dt0000dt00000(5) (r; t  t0; t  t00; t  t000; t  t0000; t  t00000)E(t0)E(t00)E(t000)E(t0000)E(t0000) +    :
(6.12)
We note that the even-order nonlinear responses do not exist in the nonlinear polarization PNL
in -quartz if the applied electric eld is parallel to the c-axis of the crystal because of the crystal
symmetry. In contrast, the induced density dierence (r; t) may have the even-order nonlinear
components even if the polarization of the laser eld is parallel to the c-axis.
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Figure 6.11: Microscopic electron dynamics in -quartz. The panel (a) shows the electron density in
the ground state on a plane. The plane is chosen so as to be parallel to c-axis of -quartz and so that
one silicon atom and one oxygen atom are on the plane. The positions of silicon and oxygen atoms are
described the arrows. The panels (b) and (c) show the density dierences from the ground state at
the middle point of the thinlm induced by a laser pulse whose incident intensity is 5 1013 W/cm2.
Red means the increase of the density, and blue means the decrease. The panel (b) shows the density
dierence at the time when the laser electric eld upwards with the maximum amplitude, and the
panel (c) shows the density dierence at the time when the laser electric eld downwards.
We decompose the induced density dierence in Fig. 6.11 into the three components, L(r; t),
NL even(r; t) and NL odd(r; t). Figure 6.12 shows the decomposed density dierences at the time
t1 of Fig. 6.6 when the electric eld upwards. Figure 6.12 (a) shows the linear response contribution
L(r; t1), (b) shows the even-order nonlinear response contribution NL even(r; t1), and (c) shows the
odd-order nonlinear response contribution NL odd(r; t1). One sees that the linear response L(r; t1)
in the panel (a) looks almost the same as the density dierence (r; t1) in Fig. 6.11 (b). Moreover,
the absolute value of the linear response in the panel (a) is much larger than those of the nonlinear
responses in the panels (b) and (c). These facts indicate that the linear response contribution is
dominant in the induced density dierence. This is consistent with the fact that the linear polarization
is dominant in the dielectric response: The nonlinear polarization induces only 1% modication of the
refractive index below the damage threshold.
As seen from Fig. 6.12 (a), the linear response contribution of the induced density dierence
L(r; t) shows the dipole-like distribution around the oxygen atom, but does not have any responses
around the silicon atom. This fact indicates that the linear polarization in -quartz originates from
the dipole-like oscillation of electron density around oxygen atoms. Similarly, the even-order nonlinear
contribution in Fig. 6.12 (b) shows the quadrupole-like distribution around the oxygen atom. Prob-
ably, this is dominated by the second order nonlinear response. As mentioned above, the even-order
nonlinear density modications cannot contribute the polarization since the polarization does not con-
tain the even orders due to the crystal symmetry in the present condition. In contrast, the odd-order
nonlinearity in Fig. 6.12 (c) shows complex behavior. One might nd the dipole and/or octupole-like
density distribution around the oxygen atom. However, unlike the dipole-like feature in L(r; t) and
the quadrupole-like feature in NL even(r; t), the multipole-like feature is not clear in the odd-order
nonlinearity NL odd(r; t). This can be explained by the symmetry breaking due to the crystal eld.
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The ionic potential would have spherical symmetry near the oxygen atom and the electron dynamics
around there could be well described by the multi-pole expansions. Thus, there clearly appear the
dipole and quadrupole-like distributions near the oxygen atom. In the highly nonlinear regime, the
range of the density modications extend to the spatial region far from the atoms and could be af-
fected by the crystal potential which breaks the spherical symmetry of the atom. Thus, the density
modication of the odd-order nonlinear contributions does not clearly show the multipole-like feature
but show the complex behavior. Nevertheless, as seen from these gures, we may conclude that the
electron motion around oxygen atoms mainly contributes to the dielectric response of -quartz to
applied electric elds and that around silicon atoms does not contribute much.
6.4 Summary
We have investigated the nonlinear interactions of ultra-short laser pulses whose intensities are slightly
below the damage threshold of the medium with the thin SiO2 (-quartz) lm (10 m thickness).
We have simulated the irradiation of femtosecond laser pulses into the thinlm based on the time-
dependent density functional theory (TDDFT) coupling with the Maxwell's equation. Analyzing the
transmitted laser pulses through the thinlm, the self-steepening eect and the phase shift due to
the nonlinear laser-solid interactions have been observed. These features have also been observed in
the experimental results [146, 147]. We analyzed the laser intensity dependence of the phase shift
and found that the phase shift monotonically increases as the laser intensity increases. Furthermore,
we have compared the simulated results with the experimental ones and found that the simulated
phase shifts show quantitative agreement with the experimental ones. The agreement indicates that
the present real-time TDDFT calculation succeeds to capture the nonlinear nature of the dielectric
response of -quartz.
Then, we have investigated the nonlinear polarization in the time domain. In order to decompose
the polarization into the linear and nonlinear parts, we have conducted additional real-time TDDFT
calculations. In the additional TDDFT calculations, we have calculated electron dynamics under a
laser pulse; The shape of the pulse is the same as the shape of the electric eld at the middle point of the
thinlm but the amplitude is scaled to be suciently weak so that the additional calculation provides
only the linear polarization. By subtracting the obtained linear polarization from the full polarization
of the original calculation, the nonlinear polarization at the middle point of the thinlm has been
extracted. The nonlinear polarization induced by the laser pulse with the intensity of 51013 W/cm2
contains the higher frequency components, reecting the existence of electron-hole pairs induced by
the nonlinear excitation processes such as the multi-photon and the tunneling excitation. In order
to investigate the properties of the nonlinear polarization, we focused on the fundamental frequency
component of it. We have estimated the modication of the refractive index based on the fundamental
frequency component of the nonlinear polarization. We found that the maximum modication of the
refractive index below the damage threshold intensity is about 1%. Furthermore, we found the time
delay between the nonlinear polarization and the applied electric eld. We further investigated the
laser intensity dependence of the time delay. We have found that the time delay monotonically
increases as the laser intensity increases and can be more than 100 as below the damage threshold.
The time delay implies the energy transfer from the laser eld to the medium, and the increase of the
time delay implies the increase of the transferred energy.
We have evaluated the energy transfer through the interaction of the laser elds with the nonlinear
polarizations based on the microscopic electron dynamics. The simulated result shows nice agreement
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with the experimental result [146, 147]. Experimentally, the energy transfer has been extracted from
the change of the pulse shape through the thinlm under some assumptions. On the other hand,
the simulated transferred energy is directly calculated from the electron dynamics without any as-
sumptions. Therefore, the agreement between theory and experiment validates the assumptions for
experimental extraction of the energy transfer in the time domain. We have found that the transferred
energy in the time domain contains two components: One is the permanent energy transfer and the
other is the temporal energy transfer. The permanent energy transfer corresponds to the population
transfer of electrons from valence bands to conduction bands. On the other hand, the temporal energy
transfer corresponds to the modication of the stable electronic structure, or polarized states. For
weaker laser pulses, the only temporal energy transfer appears but the permanent energy transfer does
not. The ratio of the permanent energy transfer to the temporal energy transfer increases as the laser
intensity increases.
Finally, we have investigated the microscopic origin of the dielectric response of -quartz based
on the electron dynamics in a subnanometer scale. In the ground state, the electron density around
oxygen atoms is much higher than that around silicon atoms. Reecting this density prole, dielectric
responses of -quartz are dominated by the motion of electrons around the oxygen atoms. We found
that the linear polarization originates from the dipole-like density modication around the oxygen
atoms (Fig. 6.12 (a)). The microscopic origin of the nonlinear polarization is rather complex, reecting
the symmetry breaking due to the crystal eld. The nonlinear polarization in -quartz could originate
from dipole and/or octupole-like density modication around the oxygen atoms (Fig. 6.12 (c)).
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Figure 6.12: Nonlinear electron density modication in -quartz. The panel (a) shows the lin-
ear response contribution L(r; t). The panel (b) shows the even-order nonlinear contribution






Ablation of surfaces by intense femtosecond laser pulses is potentially a useful tool for material ma-
chining as well as preparation of nanosized particles [36, 41, 149{160]. It is important to have good
models of the energy deposition and the ablation process to set up the pulse protocols for the purpose
in mind. However, it is not easy to model the laser-target interaction because one has to deal with
the quantum physics at the atomic scale together with the pulse propagation at a mesoscopic scale.
There is a large literature on the modeling of the laser-target interaction dynamics [134, 150, 158,
161{165] as reviewed in Ref. [41] as well as Ref. [37]. The fundamental physics is the excitation of
particle-hole pairs, often parameterized by Keldysh's approximate formulas [121, 160]. The particle
and hole carriers aect the electromagnetic response of the insulator, screening the eld when their
density becomes large. Here the eects are often parameterized by hybrid dielectric functions con-
taining contributions intrinsic to the insulator and plasma contributions from the excited electrons.
Both aspects of this electron dynamics are included in the time-dependent density functional theory
(TDDFT), which is fully quantum mechanical and doesn't require any specic assumptions about the
dynamics. It also gives a good compromise between ab initio theory and computational feasibility.
In this work we shall apply the dynamic equations of TDDFT to calculate the propagation of short,
intense electromagnetic pulses upon insulators and compute the energy transfer to the medium.
In recent work, TDDFT with strong elds has been applied to condensed media in several contexts:
coherent phonon generation [98, 99] and high-eld interactions with diamond, silicon and quartz [97,
100,128,166{168]. In this work, we treat the energy transfer to a crystalline SiO2, -quartz, a material
of technological importance. From the transferred energy, we conduct a rst systematic investigation
of laser-damage and laser-ablation phenomena in the rst-principles level. The calculations require
high-performance computers, so our goal is to also analyze the results in terms of simpler models
that can be easily applied. We only discuss the deposited energy of the pulse, which is the most
important determinant of the subsequent atomic dynamics. Since TDDFT employing practically
usable functionals does not have any relaxation processes, it is limited to short-time dynamics. The
main limitations to consider are the electron-electron kinetic relaxation time ee, the full electron
thermalization time, and the electron-phonon equilibration time. The latter two processes have time
scale much larger than 100 fs, which is well beyond the time domain considered here. Estimates of ee
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range from 1 fs to 100 fs [158, 159, 169, 170]. Fortunately for the modeling by TDDFT, the response
of insulators to high elds is rather insensitive to the kinetic equilibration [171]. We note that on
very long time scales another mechanism that is missing from TDDFT becomes important, namely
an avalanche of electrons in the free carrier bands [135].
7.2 Method
The theory and its implementation used in this chapter have been described in Sec. 2.3 and Sec. 3.5.
In order to describe the coupled dynamics of electrons in the medium and propagation of electro-
magnetic elds, we simultaneously solve the time-dependent Kohn-Sham equation (2.56) for electron
dynamics and the Maxwell's equation (2.55) for electromagnetic elds. In this study, we simulate
irradiation of high-intensity ultra-short laser pulses at normal incidence on the -quartz surface. We
take the propagation direction as x-axis and denote the depth from the surface as x. As results of the
simulations, electromagnetic elds, E(x; t) and B(x; t), and electric current, J(x; t), are obtained as
functions of time t and space x.
For a quantitative description of the laser-damage process, theoretical inputs should meet the
following demands. First it is important that the band gap is described reasonably, since the number
of photons required to excite electrons across the band gap is a crucially parameter for electronic
excitations. It is also important that the dielectric function at around the laser frequency, 1.55 eV in
most measurements, should be described reasonably. In this work we use a modied Becke-Johnson
exchange potential (mBJ) [110] with a LDA correlation potential [106] in the adiabatic approximation.
We note that the mBJ potential coincides with the meta-GGA potential of Eq. (2.67) if the parameter
cm is set to 1. We show in Fig. 7.1 real and imaginary parts of the dielectric function. The calculated
indirect band gap with this potential is 1.3 eV lower than the experimental gap of 8:9 eV, but more
relevant to electromagnetic interactions is the optical gap. This is seen to be 9 eV from the absorptive
part of the dielectric function shown in Fig. 7.1, compared to the experimental value of 9   10 eV.
The real part of the dielectric function at around 1.55 eV is also described reasonably. We note that
there is no long-range exchange-correlation contribution included in the vector potential.
We compute the energy transfer to the medium from the electromagnetic side, since the calcula-
tion from the Kohn-Sham densities would require an explicit energy density functional for the mBJ
potential. The energy transfer rate W (x; t) is given by
W (x; t) =  E(x; t)  J(x; t); (7.1)
where E is the electric eld associated with the pulse. In comparing dierent pulse lengths and
intensities, we nd the most convenient measure of the pulse strength is its uence F (x) given by
F (x) = (c=4)
Z
dtx^ E(x; t)B(x; t); (7.2)
where x is the depth from the surface. With these denitions, the deposited energy density is given
by Ex(x) =  
R
dtW (x; t) =   ddxF (x):
Our multiscale calculation uses a one-dimensional grid with spacing of 250 au for propagation of
laser electromagnetic elds. At each grid point, electron dynamics is calculated using atomic-scale
rectangular unit cell containing 6 Silicon atoms and 12 Oxygen atoms which are discretized into
Cartesian grids of 20  36  50. The dynamics of the 96 valence electrons is treated explicitly; the
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eects of the core electrons are taken into account by pseudopotentials [107,108]. Both electromagnetic
elds and electrons are evolved with a common time step of 0.02 au.
The laser pulse in the vacuum is described by a gauge eld A(x; t) of the form
A(x; t) = z^A0 sin
2(tx=Tp) cos(!tx) (7.3)
in the domain 0 < tx < Tp and zero outside. Here ! is the photon's angular frequency, tx = t   x=c
describes the space-time dependence of the eld, and Tp controls the pulse length. It is related to the
usual measure p (full width at half-maximum intensity) by p = 0:364Tp. Most of the results below
were calculated for an average photon energy of h! = 1:55 eV and the pulse length of p = 7 fs. We






























Figure 7.1: Real (a) and imaginary (b) parts of the dielectric function of SiO2 in the direction per-
pendicular to c-axis.
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7.3 Results
We rst illustrate the simulation of the laser irradiation on a -quartz surface. Figure 7.2 shows
snapshots of the laser propagation. The incident laser pulse in vacuum is propagated on the -quartz
surface and splits into two pulses. One is the reected pulse and the other is the transmitted pulse.

































Figure 7.2: Snapshots of propagation of a laser pulse.
We then note that our calculated reectivity of -quartz, shown in Fig. 7.3, is close to 4% for
laser uence below 1.5 J/cm2 increasing to about 35% at uence 10 J/cm2. The rise at high eld
intensity is due to the screening eect of an electron-hole plasma that is formed. The gure shows the
reectivity for both the mBJ potential and the LDA potential [128]. One may see that the screening
has a lower threshold for LDA functional. This can be attributed to the lower band gap in the LDA,
permitting a more dense plasma to form.
The main quantity we can calculate is the deposited energy Ex as a function of penetration depth
x. The range of interest extends roughly from the energy required to melt the solid to the energy
required to vaporize it. The rst transition requires about 0.5 eV/atom in quartz, starting from room
temperature. The second transition is not as well dened; we can estimate it as 6 eV/atom either as
the heat of formation or from the "atomic-liquid" transition reported in Ref. [172].
A sampling of the results for the multiscale calculation is shown in Figs. 7.3 - 7.10. In Fig. 7.4,
we show the deposited energy density at the surface for a range of laser uences. The threshold for
achieving melting is  1:5 J/cm2, while the vaporization threshold as we have dened it is at  2:5
J/cm2. Thus, for applications that physically transform the material, we need to only consider uences
of the order 1:5 J/cm2and and higher. Figure 7.4 shows the deposited energies of lower strength pulses


















Figure 7.3: Reectivity at the surface of -quartz as a function of uence.
the characteristics of the pulse. Figure 7.4 also shows the results for the LDA functional. One sees
that lower-uence pulses are more highly absorbed in LDA . This is to be expected due to the small
band gap. The dierence becomes small and even changes sign at high uence. A possible explanation
might be an increased screening for the LDA, as was discussed for the reectivity.
The dependence of Ex on the depth in the medium is shown in Fig. 7.5 for a range of pulse
intensities, all with pulse length of p = 7 fs. One sees that the melted region extends to a depth of
0:5-0:6 m for the stronger pulses. The depth permitting ablation only extends to 0:13 m for a pulse
of 10 times the threshold intensity.
Fig. 7.6 compares the pulse prole for the I0 = 10
15 W/cm2pulse at two points, in the rst cell and
in the 80th cell at a depth of 1.06 m. At this depth, the intensity has decreased below the melting
threshold. One sees that the shapes are quite similar. The main dierence is that the attenuation is
stronger in the later arriving cycles of the pulse train. This is to be expected; the early part of the
pulse creates particle-hole pairs which can then modify the propagation of the rest of the pulse.
99





















Figure 7.4: Deposited energy Ex at the surface of -quartz is shown, as a function of the uence and
the peak intensity of the pulse. Red circles show results using mBJ potential, while green squares
















Figure 7.5: Deposited energy Ex in -quartz as a function of distance below the surface. The curves
show the results for intensities I0 = 0:5; 0:75; 1:0; 1:5; 2:0; 2:5; 5:0; 10:0; 20:0 1014 W/cm2from lowest














Figure 7.6: Pulse shapes at the rst cell and at the 80th cell located at a depth of 1 m are shown,
for an incident pulse having intensity I0 = 10
15 W/cm2and length p = 7 fs.
7.4 Approximate description
The mild changes in pulse shape suggest that the energy deposition might be modeled simply as a
function of the strength of the pulse as it is attenuated in the medium. To see how well this works,
we extract the local uence of the pulses at the dierent cells in our simulation. The absorbed energy
versus the local uence at each depth for the range of pulses shown in Fig. 7.5 is plotted in Fig. 7.7.
We see that they fall on a common line, extending down to a uence of 1 J/cm2, well below the
damage threshold. Thus, the change in pulse shapes can indeed be neglected, at least for tp = 7 fs
pulses. Remarkably, the dependence can be very well tted following Keldysh's strong-eld ionization
rate equation [160, Eq. (9)]. An approximate formula expressing the energy deposition in terms of
the uence is
Ex = AF
5=4 exp( B=F 1=2): (7.4)
The two-parameter t (A = 70 eV-(J/cm2) 5=4;B= 4.0(J/cm2)1=2) is shown as the solid black line in
Fig. 7.7. One sees that the t is valid from uences from well below the thresholds to the highest
calculated. The t value B = 4:0 can be compared to the value obtained from a reduction of Keldysh's
exponential factor,
B = 1=2p m
1=2"1=43=2=2; (7.5)
in atomic units. Taking the reduced mass m = 1=2, the direct band gap  = 9 eV, and the dielectric
constant " = 2:3, Eq. (7.5) gives B = 4:2, a dierence of only 5% from the t value. The multiphoton
process is only relevant at much lower uences that are needed for structural changes.
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Figure 7.7: Absorbed energy is plotted as a function of local uence of pulses. Black solid curve shows
a t by Keldysh's formula.
7.5 Comparison with experimental data
While it is not entirely clear how energy deposition proles link to structural changes in the surface
region, we can still compare the theory and experiment assuming that the melting and vaporization
transitions control the surface damage and ablation. There are many measurements of thresholds for
these quantities, but only a few for pulse as short as p  20 fs or below [152, 154, 158, 160]. Fig. 7.8
shows a comparison with the data of Refs. [158,160] for fused silica. For the damage threshold shown
by red symbols, we compare with calculated uences to achieve Ex = 0:5 eV/atom at the surface. We
see that the experimental threshold is in qualitative correspondence with that value. The ablation
threshold, shown by green symbols, is much lower than predicted by the Ex = 6 eV/atom criterion
based on the formation of an atomic liquid [172]. This may indicate an importance of nonthermal
eects in the ablation process by femtosecond laser pulses [173, 174]. In fact, the reported thresholds
for damage and ablation at p = 7 fs in Ref. [158] are nearly identical. This may be seen by the sharp
edges of the ablation craters formed at the shortest pulse lengths. Perhaps one needs to consider a
dierent mechanism for ablation at threshold, which may involve the electric elds produced when
excited electrons are ejected from the surface. It should also be kept in mind that damage threshold
depends on structures of the material; a lower threshold is reported for fused silica than crystalline
SiO2 using much longer pulses [175].
We next examine the depth of the ablated craters as a function of the uence of the pulses. The
available experimental data is shown in Fig. 7.9. For the theory, we report the depth at which
the deposited energy falls to Ex = 6 eV/atom, as in Fig. 7.8. The agreement between theory and
experiment is quite satisfactory. The theory reproduces the very sharp rise above threshold as well as
the saturation at high uences.
As a nal theory-experiment comparison, we investigate spatial proles of the craters created by
the laser pulses, employing the crater depth as a function of laser uence in Fig. 7.9. We assume that
the depth of the crater depends only on the local uence of the laser pulses at each position y on the
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Figure 7.8: Threshold damage and threshold ablation uences in SiO2 are shown as a function of pulse
width p. Red and green circles are the calculated uences to deposit an energy Ex = 0:5 eV/atom
corresponding to a damage threshold and an energy Ex = 6 eV/atom corresponding to an ablation
threshold in -quartz, respectively. Experimental data from Ref. [158] for fused silica is shown with
green and red squares; data from Ref. [160] is shown with red triangle.
surface. For the comparison, we employ the Gaussian shape as the beam prole at the solid surface,




where Fmax is the maximum laser uence at the center of the pulse, and w0 is the beam waist. We
choose Fmax and w0 so that the diameter and the depth of the calculated crater prole reproduce the
experimental ones [159].
Figure 7.10 shows the crater proles created by the laser pulses. Red line shows the theoretical
estimation and green line shows the experimental results. Here we take the center of the pulse spot
as y = 0. Figure 7.10 (a) shows the crater created by the relatively weak laser pulse: The diameter
of the crater is 3:4 m and the depth at center of the spot is 50 nm. For the panel (a), we set ratio
of the maximum local uence Fmax to the ablation threshold uence Fth to 1:36, and set the beam
waist w0 to 4:3 m. Experimentally, the uence ratio Fmax=Fth is 1:15 and the beam waist is 4:5 m
for the relatively weak case [159]. Figure 7.10 (b) shows the crater created by the relatively intense
laser pulse: The diameter is 10:3 m and the depth at center of the spot is 100 nm. For the panel
(b), we set the uence ratio Fmax=Fth to 2:63, and set w0 to 7:4 m. Experimentally, the uence ratio
Fmax=Fth is 5:5 and the beam waist is 4:5 m for the relatively intense case.
As seen from Fig. 7.10 (a), the theoretical crater prole well reproduces the overall structure of
the experimental one with the reasonable beam parameters, Fmax=Fth and w0. This fact indicates
that depth of craters created by relatively weak laser pulses simply depends only on the local laser
uence. In contrast, as seen from Fig. 7.10 (b), the theoretical crater prole fails to reproduce the
experimental one even in a qualitative level. Furthermore, the beam parameters, Fmax=Fth and w0, for
the panel (b) are quite dierent from the experimental ones. This disagreement indicates that spatial
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Figure 7.9: Depth of crater formed in SiO2 by single laser pulses of length p = 7 fs, as a function of
the uence of the original pulse. Experiment is shown in blue squares, from Ref. [159]. The red circles
show the depth at which the calculated energy deposition falls below Ex = 6 eV/atom.
proles of craters created by relatively intense laser pulses do not locally depend on the uence prole
of the laser pulses but nonlocally. Subsequent atomic dynamics after energy transfer from laser pulses
to medium would play a signicant role to produce the complicated crater prole for the intense laser
irradiation.
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(b) TheoryExp. (Appl. Phys. A 105,131)
Figure 7.10: Spatial proles of craters created by femtosecond-laser ablation. Red lines show the
theoretical estimation based on the TDDFT, and green lines show the experimental results [159]. The
panel (a) shows the craters crated by the relatively weak laser pulse, and (b) shows those created by
the relatively intense laser pulse.
7.6 Summary of femtosecond-laser-induced damage phenomena
We have shown that it is feasible to calculate the interaction of intense femtosecond laser pulses with
insulating media by the TDDFT, avoiding the detailed modeling of plasma formation and dynamics
required in earlier theoretical treatments. The threshold for damage is accounted for by the calculated
energy deposition needed to melt the quartz substrate. On the other hand, the calculated threshold
for ablation via a transformation to an atomic liquid is 50% higher than the low values observed in two
experiments. This may suggest the signicance of nonthermal mechanism in the ablation process. It
may also indicate that another mechanism is responsible for the threshold behavior, such as an electric-
eld assisted ionic dissociation. However, we nd good agreement with experiment on the depth of
the ablation taking the energy deposition criterion to estimate the depth. Furthermore, we have
estimated the spatial prole of craters created laser pulses. We nd that the estimated crater prole
shows good agreement with experiment when the intensity of the laser pulse is relatively weak. On the
otherhand, the estimated crater prole fails to reproduce the experimental one for the relatively intense
laser pulse. This indicates the signicance of the post atomic dynamics after the laser irradiation to
produce the complicated structure of the ablated crater for the intense laser pulse. It may well be that
modeling energy deposition in wide-gap insulators could be greatly simplied once one has a suitable
set of benchmark multiscale calculations based on the TDDFT. Since those calculations require much
computer time, it would be useful to compare them to existing models [37,41,134,135,150,158,161{165]





In this thesis, we have presented theoretical and numerical methods to investigate nonlinear laser-solid
interactions based on the time-dependent density functional theory (TDDFT). Then we have shown
applications of the methods to study the following three topics (a) optical properties of highly laser-
excited dielectrics, (b) nonlinear polarization induced by high-intensity ultrashort laser pulses in the
time domain, and (c) initial stage of the non-thermal laser processing.
We introduced theoretical frameworks that have been employed in this thesis (chapter 2). They
are based on the TDDFT and provide rst-principles descriptions for laser-solid interactions in two
dierent schemes. One is to explore electron dynamics in a unit cell of crystalline solids under given
external electric elds. We call it the single-cell simulation. The other is to investigate coupled dy-
namics of electrons in solids and macroscopic electromagnetic elds, where feedback from the electron
dynamics to the elds is treated consistently. We call it the multi-scale simulation. In the single-cell
simulation, we solve the time-dependent Kohn-Sham equation in the time domain and treat electron
dynamics in a unit cell of crystalline solids under spatially-uniform time-varying electric elds without
any perturbative expansions for the eld strength. Therefore, the single-cell simulation provides fully
quantum mechanical and real-time electron dynamics in a unit cell of crystalline solids and is appli-
cable to laser-solid interactions even in strongly nonlinear regimes as well as in the linear response
regime. It is suitable to investigate the microscopic mechanism of laser-induced ultrafast phenom-
ena. For example, one can calculate nonlinear polarization induced by intense short laser pulses in a
crystalline solid and clarify which atoms/bonds mainly contribute to the nonlinear polarization in a
nanometer scale. In the multi-scale simulation, we combine the single-cell simulation for microscopic
electron dynamics in solids with the simulation for macroscopic propagation of electromagnetic elds,
coupling the time-dependent Kohn-Sham equation with Maxwell's equation. The multi-scale simu-
lation provides a comprehensive description of laser-solid interactions and is suitable to investigate
propagation eects of laser pulses and spatial distribution of electronic excitation in a micrometer
scale. For example, one can calculate a shape of transmitted laser pulses from thin samples including
nonlinear eects such as the optical Kerr eect and the generation of free carriers and can evaluate the
spatial distribution of transferred energy from a laser pulse to a solid due to the nonlinear excitation
processes such as the multi-photon and tunneling excitations.
We have developed a computational code by ourselves to practically conduct the above single-cell
and multi-scale simulations (Chapter 3). We have named the code Ab-initio Real-Time Electron-
Dynamics simulator; ARTED. The TDDFT simulations in the time domain are computationally
expensive since the time-evolution of several tens of thousands of Kohn-Sham orbitals has to be
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conducted for several tens of thousands of time steps. Particularly, the multi-scale simulation is much
more expensive because several hundreds of dierent TDDFT simulations for electron dynamics in a
unit cell at dierent macroscopic points have to be conducted simultaneously. Thus, it is necessary
both to use large-scale supercomputers like the K computer at RIKEN and to optimize the code for
massively parallel-computing in order to conduct the multi-scale simulation. We have implemented
the parallel computing in ARTED with the Message Passing Interface (MPI) and OpenMP. Therefore,
ARTED can be used with both the Flat-MPI and the MPI+OpenMP hybrid parallel parallelization.
We have optimized ARTED for massively parallel computing to employ the large-scale supercomputers.
It shows good parallel eciency and eective performance, even if several tens of thousands of cores
are employed for parallel computing.
We have developed theoretical and numerical methods to employ a modern exchange-correlation
potentials in the TDDFT simulations in the time domain in order to improve accuracy and reliability
of theoretical investigations (Chapter 4). So far, the real-time TDDFT simulation has been applied
to investigate nonlinear interactions of intense laser pulses with solids such as dielectric breakdown
[97], high-order harmonic generation [176], and coherent phonon [98, 99] as well as the interaction of
light with solids in the linear response regime [96]. In these applications, the adiabatic local density
approximation (LDA) has only been employed. However, the adiabatic LDA has a serious problem
to investigate light-matter interactions: The adiabatic LDA tends to underestimate optical gaps of
dielectrics. This optical-gap problem is closely related to the well-known band-gap problem of the local
density approximation in the static density functional theory. The optical gap is a crucial quantity
to quantitatively investigate nonlinear electron dynamics induced by intense laser pulses since it is
directly related to the order of perturbation that permits electronic excitation in the multi-photon
picture. Furthermore, the optical gap also explicitly comes in the Keldysh parameter [121] which
denes the transition of two dierent excitation regimes for strong laser elds; multi-photon and
tunneling regimes. Therefore, the underestimation of the optical gap largely aects the description of
nonlinear electronic excitations in both perturbative and non-perturbative nonlinear regimes. In order
to improve the description of optical gaps of dielectrics, we have employed a meta generalized gradient
approximation (meta-GGA) potential proposed by Tran and Blaha [103]. The meta-GGA potential
improves the description of optical gaps of dielectrics as well as static band gaps. We have found
that it is indispensable to adopt the predictor-corrector procedure for a stable time evolution when
the meta-GGA potential is employed in the real-time TDDFT simulations. The meta-GGA potential
is directly dened without referring to functional. Functional from which the meta-GGA potential
is derived has not been known yet. Therefore, it is impossible to evaluate total energy of a system
and its excitation energy by using an explicit expression of the exchange-correlation energy. In order
to evaluate the electronic excitation energy employing the meta-GGA potential, we have developed a
method to calculate it based on work done by external electric elds applied to an electronic system
without referring to the energy functional. Thanks to the improvement of accuracy of the real-time
TDDFT simulation achieved by the meta-GGA, quantitative investigations for laser-sold interactions
in the strongly nonlinear regime has become possible. We have employed the meta-GGA in the
real-time TDDFT simulations to investigate the following three topics.
Firstly, we have applied the real-time TDDFT simulation to investigate the optical properties
of highly laser-excited dielectrics (Chapter 5). Modulation of optical properties induced by intense
laser pulses is an important subject of the laser science and has been extensively studied in recent
experiments [53, 101, 102]. High-intensity laser pulses produce electron-hole pairs in dielectrics, caus-
ing modulation of optical properties. Therefore, by analyzing the modulation, one may access the
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information of the electron dynamics induced by the laser pulses in dielectrics. Indeed, the population
dynamics of laser-excited electron-hole pairs has been investigated in experiments [170,177{179] even
in the time resolution of less than a femtosecond [53,56,133]. However, the existing theory describing
these eects is largely phenomenological. Optical properties of laser-excited dielectrics are often mod-
eled by the Drude model [134{137]. We have calculated the optical properties of highly laser-excited
dielectrics based on the rst-principles theory, the TDDFT. Immediately after intense laser irradia-
tion, only electrons are excited while atoms locate at their positions in the ground state because of
their slow motion. We call it the electronic nonequilibrium phase. After several tens of femtosecond,
electrons are thermalized and become hot-carriers, while lattice stays in much lower temperature. We
call this phase the electronic thermal-equilibrium phase. Furthermore, after several tens of picosecond,
the system would become a complete equilibrium phase where electrons and lattice are described by
the same temperature. This complete equilibrium phase is beyond the scope of this work. To inves-
tigate the electronic nonequilibrium phase, we have developed the numerical pump-probe experiments
in which the experimental pump-probe technique is mimicked by the single-cell TDDFT simulation.
To investigate the electron thermal-equilibrium phase, we have employed a linear response calculation
for the nite electron-temperature system described with the Fermi-Dirac function for electronic oc-
cupation factors. We have applied the two methods to calculate dielectric functions of laser-excited
silicon in both electronic nonequilibrium and thermal-equilibrium phases. We have found that the real
parts of the dielectric functions in the both phases can be well described by the simple Drude model,
indicating that the laser-excited dielectrics show the metallic behavior in the both phases. By the
Drude analysis for the real part, we have found that the eective mass of electron-hole pairs depends
on conditions of excitation, reecting the dierent distribution of electron-hole pairs in the k-space.
We have also found that the imaginary part of the dielectric functions shows complex behavior. The
imaginary part in the nonequilibrium phase shows negative components at several frequencies, reect-
ing the nonequilibrium distribution of excited electrons, and cannot be described by the Drude model.
On the other hand, the imaginary part in the electronic thermal-equilibrium phase does not show the
negative component and can be well described by the Drude-like model. For the thermal-equilibrium
phase, we have extracted the Drude damping time of hot-carriers and found that it depends on the
electron temperature. The damping time can be short (about 1 fs), which is shorter than the time-
scale of electron-electron and electron-phonon collisions (several tens of fs to several ps). We consider
that the short damping time could be caused by elastic scattering from ions.
Secondly, we have applied the real-time TDDFT simulation to investigate the nonlinear polariza-
tion and the energy transfer from laser pulses to dielectrics in the time domain (Chapter 6). Intense
laser pulses may induce an irreversible structural modication in materials if the intensity of the laser
pulses exceeds a critical threshold. The threshold is called damage threshold. If the intensity is close
to but slightly below the damage threshold, the laser pulse may induce extremely nonlinear phenom-
ena without any permanent damage. Such reversible nonlinear phenomena have been attracting much
interest as a possible mechanism that is useful for future optical devices since the phenomena can
be repeatedly used without any damage. In order to investigate such ultrafast nonlinear phenom-
ena in the reversible regime, we have simulated fs-laser irradiation on a thin SiO2 (-quartz) lm
(10m thickness) with the multi-scale TDDFT simulation for several laser intensities and calculated
transmitted laser pulses from the thin lm. As a result of the simulations, self-phase modulation
and self-steepening have been found in the transmitted pulses, reecting the Kerr and higher order
nonlinear eects. Thanks to the recent development of the laser technologies, the experimental ob-
servation of the transmitted laser pulses in the time domain has become possible with the attosecond
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streaking technique [180]. We have compared the simulated results with recent experimental data and
found nice agreement between them even in the strongly nonlinear regime. The agreement indicates
that the present TDDFT simulation correctly captures the nonlinear nature of the laser-medium in-
teractions. Then we have investigated the induced nonlinear polarization in the time domain based
on the microscopic electron dynamics. Referring the maximum amplitude of the evaluated nonlinear
polarization, we estimated that the maximum modication of the refractive index below the damage
threshold is about 1% in the present condition. We have found the attosecond time-delay between the
applied electric eld and the induced nonlinear polarization, reecting energy transfer from laser elds
to electrons in the medium. The time-delay increases as the laser intensity increases and achieves 100
as below the damage threshold. We have also evaluated the energy transfer from laser pulses to the
medium in the time domain. Under some assumptions, it is possible to extract the nonlinear polariza-
tion and the energy transfer from the experimental results. We have compared the simulated energy
transfer with the experimental one in the time domain and have found that they show nice agreement
with each other. Thus, the assumptions of the experimental extractions have been validated based on
the rst-principles calculation. We have further theoretically investigated the microscopic mechanism
of the nonlinear polarization in -quartz and found that the nonlinear polarization mainly comes from
the electronic motion around oxygen atoms.
Thirdly, we have applied the real-time TDDFT simulation to investigate the initial stage of the
non-thermal laser processing (Chapter 7). The non-thermal laser processing has been attracting much
interest as a candidate of novel processing technique. In the initial stage of the non-thermal laser
processing, energy transfer from femtosecond laser pulses to electrons in solids takes place. Since energy
transfer from the excited electron to the lattice occurs in a picosecond time-scale, the femtosecond laser
pulses provide a non-equilibrium phase where the electron temperature is much higher than the lattice
temperature. The non-thermal laser processing phenomena take place through the non-equilibrium
phase. So far, most theoretical investigations have relied on phenomenological models with empirical
parameters, especially for the initial energy transfer from laser pulses to electrons in dielectrics. We
have applied the rst-principles calculation to investigate the initial energy transfer and investigated
the microscopic mechanism of the non-thermal laser processing. First, we have simulated the fs-laser
irradiation on the SiO2 surface with the multi-scale TDDFT simulation and evaluated the spatial
distribution of transferred energy from the laser pulses to the solid. We have employed laser pulses
whose mean frequency is about 1:55=h eV. Since the optical band gap of -quartz is about 9 eV, there
is no energy transfer for the weak laser irradiation. Once the intensity of the laser pulses becomes
suciently strong, the energy transfer can take place through the nonlinear light-matter interactions
such as the multi-photon and tunneling excitation processes. We have found that almost all transferred
energy are deposited near the surface (less than 100 nm in depth) for the strong laser irradiation due
to the strong absorption and reection for the high elds. We have estimated the damage and ablation
thresholds and the ablation depth, by comparing the transferred energy distribution with melting and
cohesive energies of -quartz. The estimated damage threshold shows the reasonable agreement with
the experimental results. Also, the ablation depth fairly reproduces the experimental one. However,
the estimated ablation threshold is higher than the experimental results, suggesting a nonthermal
mechanism for the surface ablation. Furthermore, we have estimated the spatial prole of ablated
craters. While the estimated crater prole created by the relatively weak laser pulse well reproduces
the experimental one, the crater created by the relatively intense pulse fails to reproduce experiment.
This indicates that the atomic dynamics after the energy transfer from light to medium plays a
signicant role to produce the complicated structure of ablated craters for intense laser irradiation.
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So far, we have demonstrated that the real-time TDDFT simulation is a powerful tool to investigate
the laser-solid interactions even in the strongly nonlinear conditions. The simulations have reproduced
several experimental results even in a quantitative level and provided microscopic insight to understand
the mechanism of the phenomena. The real-time TDDFT simulation would be applicable various
phenomena in addition to three topics in this thesis. Further applications of the real-time TDDFT
simulation to such important/interesting phenomena/systems are desired. However, it is also true
that the present real-time TDDFT simulation lacks a number of eects and is not applicable several
problems so far. For example, the present treatment of the real-time TDDFT simulation is not
applicable to investigate relaxation dynamics after laser irradiation due to lack of electron-electron
and electron-phonon scattering eects. The inclusion of such eects would be important not only to
extend this thesis study but also to proceed whole light science. We describe a few perspectives below
for further studies of the interactions of high-intensity ultrashort laser pulses with dielectrics in the
near and/or distant future.
The optical property of laser-excited dielectrics after laser irradiation has been investigated in this
thesis. On the other hand, transient optical property of dielectrics during laser irradiation is also
important subject of optical science and has been intensively studied [53]. The real-time TDDFT sim-
ulation has potential ability to investigate such transient optical properties during the laser irradiation
as well as after the pulses end with the numerical pump-probe experiments. A strong point of the
rst-principles calculation is possibility to access microscopic mechanism of the phenomena based on
microscopic quantities such as time-dependent electron orbitals  n(r; t), electron density n(r; t) and
current density j(r; t). We hope that the microscopic mechanism of transient modication of optical
properties during the laser irradiation will be revealed by the real-time TDDFT calculation.
Recently, the experimental observation of the high-order harmonic generation (HHG) from solids
has reported by several groups [28{30], and the theoretical investigation of the mechanism of HHG
has been extensively studied based on simple/phenomenological models. However, the microscopic
mechanism is still under discussion at present [31{34]. Since the HHG is strongly nonlinear phenomena
in the nonperturbative regime, rst-principles calculations based on perturbative expansions in the
frequency domain do not work for the HHG. The real-time TDDFT simulation is a good candidate
to investigate the microscopic mechanism since it is applicable even to the non-perturbative nonlinear
dynamics and contains full quantum nature of electrons such as band structure and intra/inter-band
transitions. We hope that the real-time TDDFT simulation provide the proper HHG spectra and clear
insight to understand the microscopic mechanism of the HHG from solids.
One of the most signicant and fundamental diculties in the present real-time TDDFT simulation
is the lack of damping eects. The present simulation, which relies on the adiabatic meta-GGA/LDA
potential, does not correctly describe electron-electron collisions due to the lack of correlation eects
in the exchange-correlation potentials. Furthermore, electron-phonon collisions are not described
correctly, too, since atoms are simply xed at their positions in the ground state. Therefore, once
electrons are excited in the present simulation, they stay the excited states for a long time without
damping, equilibration, and thermalization. However, if electrons are excited in a realistic system, the
system reaches the electronic thermal-equilibrium phase, where electrons are thermalized and become
hot-carriers but lattice stays in much lower temperature, in a hundred femtosecond time scale due to
electron-electron and electron-phonon scattering. Eventually, the system approaches to the complete
equilibrium phase due to the interaction between hot-carriers and phonons. The relaxation dynamics
of laser-excited electrons in solids is one of the most important subject of optical science and has
been extensively studied for a long period [170, 177{179]. However, theoretical investigations of the
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relaxation from the rst-principles level are still in a stage of development [181]. The correct inclusion
of electron-electron and electron-phonon collisions in the real-time TDDFT simulation would be highly
desired to study the relaxation dynamics.
Related to the above damping problems, the present TDDFT simulation is valid only before the
times when electron-electron collisions have played signicant role in the nonequilibrium dynamics of
laser-excited systems (several tens of femtosecond). Moreover, the real-time TDDFT simulation is
also pragmatically dicult to apply the long time evolution owing to its large computational costs.
Therefore, a post-TDDFT simulation in which subsequent dynamics after laser irradiation is treated
by another theoretical framework is desired. In this thesis, the damage/ablation thresholds and the
ablation depth have been estimated by the simple comparison of the transferred energy distribution
based on the TDDFT and melting/cohesive energies of the material. We did not explicitly investigate
any microscopic dynamics after the laser irradiation. In order to investigate the subsequent dynamics
of the non-thermal laser processing phenomena after laser irradiation, it is necessary to explicitly treat
atomic motion. Indeed, the molecular dynamics (MD) simulations have been applied to investigate
the ablation dynamics [173]. However, in these simulations, the energy transfer from laser pulses
to materials is treated phenomenologically. If the real-time TDDFT simulation, which describes the
energy transfer from laser pulses to samples, and the MD simulation, which provides the subsequent
molecular dynamics after the laser irradiation, are correctly combined, a fully microscopic simulation
of laser ablation phenomena without any phenomenological assumptions will be established. The





In order to analyze the time prole of an oscillating signal, it is convenient to decompose the signal
into the envelope function and the carrier wave. The Hilbert transformation is one of the signal
processing methods and may provide the decomposition. In this chapter, we briey explain the Hilbert
transformation and illustrate the decomposition by taking a simple Gaussian pulse as an example.
A.1 Fourier transformation and Hilbert transformation
Here, we consider a real function f(t) in the time domain. The Fourier transformation of the real












Since the function f(t) is real, there holds,
~f(!) = ~f( !): (A.3)








Although the original function f(t) is real, the Hilbert transformation of it f(t) is generally com-





















where we employed Eqs. (A.2), (A.3), and (A.4).
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Here, we consider the amplitude and the phase of the Hilbert transformation f(t) as
f(t) = A(t)e iS(t); (A.6)
where both the amplitude A(t) and the phase S(t) are real. The amplitude A(t) is given by A(t) =
j f(t)j, and the phase S(t) is given by S(t) =  = ln f(t). The amplitude A(t) may give the envelope
function of the signal, and the phase function S(t) may give the phase of the carrier wave of the signal.
We will illustrate the extraction of the envelope function and the carrier phase based on the Hilbert
transformation in the next section.
A.2 Hilbert transformation of a Gaussian pulse
Here, we illustrate the Hilbert transformation, taking a Gaussian pulse as an example. We consider
the following simple Gaussian pulse,
f(t) = e 
t2
22 cos(!0t+ ); (A.7)
where  is the width of the Gaussian envelope function, !0 is the frequency of the carrier wave,
and  is the carrier-envelope phase. The width and the frequency are dened as positive values;
 = jj and !0 = j!0j. For later convenience, we dene the envelope function as ENV (t) = e 
t2
22
and the carrier phase as (t) = !0t + . The signal in the time domain f(t) is simply written by
f(t) = ENV (t)  cosf(t)g. We then extract the envelope function ENV (t) and the carrier phase
(t) based on the Hilbert transformation.


















The Fourier transformation of f(t) has two peaks at ! = !0 in the frequency domain. Then, we



































The assumption of !0 > 1 guarantees that there is only one well-isolated peak of the Fourier trans-
formation in the positive frequency region.
It is obvious that the real part of the Hilbert transformation f(t) coincides with the original signal
f(t);
<[ f(t)] = e  t
2
22 cos(!0t+ ) = f(t): (A.11)
Furthermore, the amplitude A(t) and the phase S(t) of the Hilbert transformation coincide with the
envelope function ENV (t) and the carrier phase (t);
A(t) = j f(t)j = e  t
2
22 = ENV (t); (A.12)
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S(t) =  = ln f(t) = !0t+  = (t): (A.13)
These results clearly indicate that the Hilbert transformation has potential to decompose an oscillating
signal into the envelope and the phase functions.
In this section, we illustrated the extraction of the envelope and the phase functions of the simple
Gaussian pulse based on the Hilbert transformation. Fortunately, we easily extracted the envelope
and the phase functions of the Gaussian pulse since the analytic form of the pulse was given. However,
in general, it is not obvious how to extract the envelope and the phase functions. The Hilbert trans-





Modication of refractive index
In this chapter, we simply describe the relation between the modication of the refractive index n and
the nonlinear polarization PNL. The refractive index n is dened as the square root of the dielectric
function  as usual; n =
p
.
We rst consider the apparent modication of the dielectric function due to the nonlinear polar-
ization. The frequency dependent electric ux density D(!) is dened by
D(!) = E(!) + 4P (!); (B.1)
where E(!) is the electric eld, and P (!) is the polarization. If the eld strength is suciently weak,
the polarization in the above equation can be described by the linear response, P (!) = (1)(!)E(!),
and the equation becomes
DL(!) = EL(!) + 4
(1)(!)EL(!) = (!)EL(!); (B.2)
where EL(!) denotes the weak electric eld, and DL(!) denotes the corresponding electric ux density.
One may see that the dielectric function (!) is a quantity that connects the electric ux density and
the electric eld.
Decomposing the polarization P (!) into the linear response part PL(!) and the nonlinear response
part PNL(!), we may rewrite Eq. (B.1) as
D(!) = E(!) + 4PL(!) + 4PNL(!)
= E(!) + 4(1)(!)E(!) + 4PNL(!)
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