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Abstract
We study the incomplete Mellin transformation of the fractional part and the related
log-sine function when composed by an affine complex map. We evaluate the correspond-
ing integral in two different ways which yields equalities with series in hypergeometric
functions on each side. These equalities capture basic analytic properties of the Hurwitz
zeta function like meromorphic extension and the functional equation. We give rates of
convergence for the involved series. As a special case we find that the exponential rate
of convergence for the deformation of the log-sine to the fractional part in the imaginary
component is carried over to these equalities.
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1. Introduction
The Riemann zeta function
ζ psq :“
8ÿ
k“1
k´s, s P C such that <s ą 1,(1)
is arguably one of the best studied Dirichlet series. We can easily rewrite
pi
ζ psq
sin ppisq
(or any similar Dirichlet series) as a Gauss hypergeometric expansion, utilizing the
remarkable identity
pi
sin ppisqz
s “ z 2F1 p1, 1´ s; 2´ s,´zq
1´ s `
2F1
`
1, s; 1` s,´ 1z
˘
s
,(2)
which arises as a special case as one of the 20 linear relations of Kummmer’s 24
solutions of the hypergeometric differential equation [10, Section 3.8-3.9], where 2F1
denotes the Gauss hypergeometric function. Notably the above identity is valid for
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2 ALEXANDER ADAM
every z P Cz r´1, 0s and every s P CzZ if the branch for the logarithm is taken the
same on both sides in (2).
That way ζ is defined in (1) the convergence is only on the open half plane <s ą 1
and the naïve use of the identity in (2) is of no further help. A typical method for
extending ζ meromorphically on C is to derive an extension on <s ą 0 and to derive
an analytic expression relating ζ psq with ζ p1´ sq on the open strip 0 ă <s ă 1.
The existence of a meromorphic continuation for ζ on C and the evaluation at
special arguments for ζ has led to the writing of e.g.
1` 2` 3` ¨ ¨ ¨ “ ´1
2
“ ζ p´1q ,
as a short-hand which is of course wrong in the strict sense as the limit limsÑ´1 ζ psq
cannot be interchanged with the sum since the Dirichlet series is not defined at ´1,
although its meromorphic continuation is.
We present here a simple pattern into which falls the meromorphic continuation of
ζ and where an exchange of the limit in s is possible. This simple pattern consists
of a family of functions fk psq and gk psq, where k P N and s P C and fixes the
analytic properties of the sum
8ÿ
k“1
fk psq ` gk psq ,
depending on s. For <s ă 0 it is required that the sums
8ÿ
k“1
fk psq and
8ÿ
k“1
gk psq
to converge absolutely to holomorphic functions in s and uniform in s on certain
domains in C. Instead, for s P C the same kind of convergence is only required to
hold for the sum 8ÿ
k“1
fk psq ` gk psq .
Hence the real part of s serves as an interpolation quantity for the separability of
the terms fk psq ` gk psq, k P N, with respect to absolute convergence.
A prototypical example poses the Dirichlet eta function for every s P C, where
<s ą 0,
η psq :“ ´
8ÿ
k“1
p´1qk k´s.
If we set for every k P N
fk psq :“ p2k ´ 1q´s and gk psq :“ ´p2kq´s
then we can write
η psq :“
8ÿ
k“1
fk psq ` gk psq .
Here
ř8
k“1 |fk psq| and
ř8
k“1 |gk psq| exist for every <s ą 1 and
ř8
k“1 |fk psq ` gk psq|
exists for every 0 ă <s ă 8. For <s ą 1 the termwise convergence allows then to
relate η to ζ via the functional equation
η psq “
8ÿ
k“1
fk psq ´ gk psq ` 2gk psq “
`
1´ 21´s˘ ζ psq .
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We argue that an analogous pattern appears naturally also directly for ζ as it
follows from a straight-forward analysis of a well-known and canonical integral
representation for ζ for every <s ą 0
ζ psq ´ s
s´ 1 `
1
2
“ s
ż 8
1
ˆ
1
2
´ txu
˙
x´s´1 dx,(3)
where t¨u denotes the fractional part on R ([1, Section 14.1]). Therefore we stress
that this pattern reveals how the machinery of meromorphic continuation for ζ
works through additive termwise deformation of its defining Dirichlet series. Such
a deformation is of course not unique but the deformation resulting from Theorem
1.1 below follows from a direct calculation. In particular, what underlies here the
general convergence behavior is the smoothing behavior of the Mellin transform,
noting that the Fourier series for almost all x P RzZ
1
2
´ txu “ 1
pi
8ÿ
k“1
sin p2pixkq
k
(4)
is not absolutely convergent. A (very) small search through the literature [1, 11, 8]
seems to reveal that the integralż 1
0
sin pxqx´s´1 dx
has never been evaluated there in the context of the functional equation for ζ. While
this defines an entire function and gives rise to the hypergeometric function 1F2
with defining series given in (6) below, instead, in the derivation of the functional
equation the completed integralż 8
0
sin pxqx´s´1 dx “ ´ sin
´pis
2
¯
Γ p´sq .(5)
is directly used. Moreover, the recurrence relation for the values ζ p2nq, n P N,
from Lemma 4.5 follows (from) a recurrence relation for 1F2. The converse result
for ζ p2n` 1q from Lemma 4.6 follows analogously but the closed evaluation of the
left-hand side remains unknown but is provided by the result from Lemma 3.7 as
a hypergeometric expansion. Regarding this problem, generalized hypergeometric
series have been used in order to find (computational) good representations for such
values or for the computation of related special functions as a whole [5, 2, 7, 3, 6,
14].
A slight generalization for ζ poses the Hurwitz zeta function for every x ą 0
ζ ps, xq :“
8ÿ
k“0
pk ` xq´s and for every <s ą 1.
It is known that this function admits a meromorphic continuation in s P C and sat-
isfies the Hurwitz identity. For every α, z P C and β, γ P CzZď0 the hypergeometric
function 1F2 is defined as the exponential generating series
1F2 pα;β, γ; zq :“
8ÿ
n“0
pαqn
pβqn pγqn
zn
n!
,(6)
where the the bracket p¨qn is understood as a quotient of two Gamma functions
p¨qn :“
Γ p¨ ` nq
Γ
,
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also known as the Pochhammer symbol. We are able to recover the meromorphic
continuation and the functional equation for the Hurwitz zeta function from a single
equation given by the following theorem:
Theorem 1.1. Let s P C such that <s ą 1, let a P Rz t0u, b P R and let d ą 0.
Setting
Ra,b,d psq :“ s
˜ż 1´tbu
a
1
´
ż d
1
¸
tax` tbuux´s´1 dx,
then it holds
pi
s
$&%a
sζ ps, 1´ tbuq ´
´
ads
s´1 ` tbu ´ 12
¯
d´s `Ra,b,d psq , if a ą 0
´p´aqs ζ ps, 1´ t´buq `
´
ads
1´s ` t´bu ´ 12
¯
d´s ´R´a,´b,d psq , if a ă 0
“
8ÿ
k“1
sin p2pibkq
dssk
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2d2k2
˙
´ 2piad
1´s cos p2pibkq
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2d2k2
˙
` ks´1 p2piqs Γ p´sq 1
2 i
`p´ i aqs ei 2pibk ´ pi aqs e´ i 2pibk˘ ,
where the series on the right-hand side converges to a holomorphic function in
s P C. The convergence is absolute and uniform in b, in a, d bounded away from 0
and 8 and for every  ą 0 in s with <s ą ´ and |=s| ă . If <s ă 1 and b P RzZ
or <s ă 0 and b P Z it holds
8ÿ
k“1
2pia cos p2pibkq
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2k2
˙
´ sin p2pibkq
sk
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2k2
˙
“ pi
s
ˆ
as
s´ 1 ` b´
1
2
`Ra,b,1 psq
˙
.
Note that the above theorem gives immediately the holomorphic continuation in
s P C for ζ ps, 1´ tbuq ` p1´ sq´1, the functional equation for ζ ps, 1´ tbuq, the
value ζ p0, 1´ tbuq “ tbu ´ 12 and expressions for
pBsζq p0, 1´ tbuq and
´
ζ ps, 1´ tbuq ` p1´ sq´1
¯
|s“1
,
calculating the limits sÑ 0 and sÑ 1, respectively, as well. Moreover, utilizing the
identity in (2), we can cast the right-hand side completely as a series in sums of (gen-
eralized) hypergeometric functions. The special case b “ 0 belongs to the Riemann
zeta function. In this case, if we multiply both sides by
`p2piqs Γ p´sq sin `pi2 s˘˘´1,
substituting s ÞÑ 1 ´ s we recover on the right-hand side an additive deformation
of k´s and the series shows an analogous convergence behavior as mentioned above
for the prototypical example.
The converse result for Theorem 1.1 arises by considering the exchange sin ÞÑ cos,
cos ÞÑ ´ sin on the right-hand side of the principal identity from Theorem 1.1. The
left-hand side in the identity from the following theorem takes on a more compli-
cated shape and the Gauss hypergeometric function appears:
HYPERGEOMETRIC EXPANSION RELATED TO THE HURWITZ ZETA FUNCTION 5
Theorem 1.2. Let s P C such that <s ą 1, let a P Rz t0u, b P R, d ą 0 and let
n P Z be minimal such that n ą |a| d` b sgn a. Setting
Ha,b,d psq :“ log 2
sds
` 1|RzZ pad` bq log psin ppi pad` bqqq
2
2sds
` 1|Z pbq 1s2ds
` 1
sds
1|Z pad` bq
ˆ
1
s
´ ψ p1` sq ´ γ ` 1
2
log ppiadq2
˙
´ 1
ds
ÿ
kPZ
kRtb,ad`bu
ad
b´ k
2F1
´
1, 1´ s; 2´ s;´ adb´k
¯
s p1´ sq
` i pi |a|
s
s
pζ ps, 1´ tb sgn auq ´ ζ ps, n´ b sgn aqq ,
where γ denotes the Euler-Mascheroni constant and ψ the Digamma function, then
it holds
Ha,b,d psq ` pi |a|
s
s
ˆ
ζ ps, 1´ t´b sgn auq
sin ppisq `
ζ ps, 1´ tb sgn auq
tan ppisq
˙
“
´
8ÿ
k“1
cos p2pibkq
dssk
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2d2k2
˙
` 2piad
1´s sin p2pibkq
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2d2k2
˙
` ks´1 p2piqs Γ p´sq 1
2
`p´ i aqs ei 2pibk ` pi aqs e´ i 2pibk˘ .
The series on the left-hand side converges to a meromorphic function (with poles in
s P Ně2) and the summation in k is understood from 0 to 8 in absolute value. The
convergence on the left-hand side is absolute and uniform in s for every  ą 0 such
that <s ă  and s bounded away from Nď, uniform in b uniformly bounded away
from Z and uniform in a and d with ad` b bounded away from Z and ad bounded.
The series on the right-hand side converges to a holomorphic function in s. The
convergence is absolute and uniform in b, in a, d bounded away from 0 and 8 and
for every  ą 0 in s with <s ą ´ and |=s| ă .
If <s ă 1 and b P RzZ or <s ă 0 and b P Z it holds
8ÿ
k“1
2pia cos p2pibkq
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2k2
˙
`cos p2pibkq
sk
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2k2
˙
“ ´Ha,b,1 psq .
As we have already explained Theorem 1.1-1.2 appear naturally in the study of
the Hurwitz zeta function and both theorems can be superimposed to one equality
which right-hand side is Theorem 2.2 presented in Section 2. In principle, Theorem
1.2 can be extended to all a P Cz t0u, b P C by combining Theorem 2.2 with Lemma
3.9 (but we do not write down the identity explicitly as we have no immediate use in
the direction of Corollary 2.3 below). We then discuss the meaning of the integrand
in the underlying integral transform, apart from the rather obvious connection to
Poisson summation (as this leads to a fused interpretation for integrand and integral
kernel), as well as possible extensions of our result.
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Then Section 3 is completely devoted to the proofs which is then followed by Section
4 where we present some immediate consequences which are in principal all known
but arise here either as direct consequence of the presented theorems or as by-
products along their proofs.
2. Result
As we explained in the introduction, our basic starting point for Theorem 1.1
in the most simple case (a “ d “ 1, b “ 0) is the integral in (3). The principal
identity follows then by evaluation of the integral in two different ways. We proceed
analogously for Theorem 1.2. In particular, the evaluation underlying the right-
hand side in the identities from Theorem 1.1-1.2 follow a unique algorithm and the
result is captured in Theorem 2.2 below.
We endow the logarithm with the principal branch, meaning for every t P p´1, 1s
it holds
log eipit “ ipit,
and for every a, b P C, a ‰ 0, we set
ab :“ eb log a.(7)
This is important, regarding the extension of the identity in (2) to all Cz t´1, 0u.
Moreover, for every z P C we set as the fractional part (on C)
tzu :“ 1
2
` i
2pi
log e´ i 2pipz´ 12 q.(8)
With this definition the function t¨u evaluates on R as the usual fractional part. In
particular, one verifies quickly
tzu “ t<zu ` i=z.
On the other hand, setting for every x P R,
sgn pxq :“
#
1 if x ě 1
0 if x ă 0 ,(9)
we find, using < `1´ ei 2pi sgnp=zqz˘ ě 0 for the splitting of the logarithm,
log
´
4 psin ppizqq2
¯
“ log ``1´ ei 2piz˘ `1´ e´ i 2piz˘˘
“ log
´
e´ i 2pipsgnp=zqz´ 12 q
¯
` 2 log
´
1´ ei 2pi sgnp=zqz
¯
(10)
“ 2pi i
ˆ
1
2
´ tsgn p=zq<z ` i |=z|u
˙
` 2 log
´
1´ ei 2pi sgnp=zqz
¯
.
Clearly, this last equality signifies the importance to investigate the logarithm of
the sine function (log-sine) on C as we have exponentially fast convergence to the
fractional part in the imaginary part if we take =z Ñ ˘8. For every s P C such
that <s ą 1 and every z P C such that |z| ď 1 and for every x P CzZď0, we set
Φs pz, xq :“
8ÿ
k“1
zk
pk ` xqs and Lis pzq :“ Φs pz, 1q ,(11)
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and we set for every α, z P C and every β P CzZď0
1F1 pα, β, zq :“
8ÿ
k“1
pαqk
pβqk
zk
k!
.(12)
The following convergence result puts the integral of the fractional part and the
log-sine on the same footing:
Theorem 2.2. Let s P C, a P C such that <a ‰ 0, b, c P C and let d ą 0. Set for
every k P N
fs,k,1 pa, b, c, dq :“ 2piad
1´s cos p2pi pbk ` cqq
s´ 1 1F2
ˆ
1
2
´ s
2
;
3
2
,
3
2
´ s
2
;´pi2a2d2k2
˙
,
fs,k,2 pa, b, c, dq :“ sin p2pi pbk ` cqq
sdsk
1F2
ˆ
´s
2
;
1
2
,
1
2
´ s
2
;´pi2a2d2k2
˙
,
fs,k pa, b, c, dq :“ fs,k,1 pa, b, c, dq ` fs,k,2 pa, b, c, dq ,
gs,k pa, b, cq :“ ks´1 p2piqs Γ p´sq 1
2 i
´
p´ i aqs ei 2pipbk`cq ´ pi aqs e´ i 2pipbk`cq
¯
.
Set
d` :“
#
´=b=a , if =a‰0and ´ =b=aąd
d, otherwise
and d´ :“
#
1, if =a “ =b “ 0
sgn p2d`=a` =bq , otherwise ,
and set
Is pa, b, c, dq :“ cos p2picq
ż 8
d
pi
ˆ
1
2
´ tax` bu ` i p=ax` =bq
˙
x´s´1 dx
´ sin p2picq
ż 8
d
ˆ
1
2
log
´
4 psin ppi pax` bqqq2
¯
´ pi |=ax` =b|
˙
x´s´1 dx.
Then for <s ą ´1 it holds
Is pa, b, c, dq “
8ÿ
k“1
cos p2picq pfs,k p<a,<b, 0, dq ` gs,k p<a,<b, 0qq
` i d´ sin p2picq pfs,k p<a,<b, 0, dq ´ 2fs,k p<a,<b, 0, d`q ´ gs,k p<a,<b, 0qq
` sin p2picq
ˆ
1F1 p´s; 1´ s;´ i 2pid´adkq
ei 2pid´bksdsk
´ 1F1 p´s; 1´ s;´ i 2pid´ad`kq
ei 2pid´bksds`k
˙
` sin p2picq
ˆ
1F1 p´s; 1´ s; i 2pid´ad`kq
e´ i 2pid´bksds`k
` gs,k
ˆ
d´a, d´b,
1
4
˙
` i gs,k pd´a, d´b, 0q
˙
.
In particular, if =a “ =b “ 0 it holds
Is pa, b, c, dq “
8ÿ
k“1
fs,k pa, b, c, dq ` gs,k pa, b, cq .
The series converges to a holomorphic function in s on C. The convergence is
absolute and uniform subject to the conditions b, c P C, a, d bounded away from 0
and 8 and for every  ą 0 in s with <s ą ´ and |=s| ă .
Moreover, the series
(i)
ř8
k“1 fs,k,1 p<a,<b, c, dq,
(ii)
ř8
k“1 fs,k,2 p<a,<b, c, dq,
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(iii)
#ř8
k“1
e´ i 2pid´bk
sk 1F1 p´s; 1´ s;´ i 2pid´axkq if d ă x ă d`ř8
k“1
ei 2pid´bk
sk 1F1 p´s; 1´ s; i 2pid´adkq if =a “ 0
,
converge absolutely for every <s ă 0 and they satisfy the bounds
(iv)
ř8
k“1
ˇˇ
d1`sfs,k,1 p<a,<b, c, dq
ˇˇ ď 2 cosh p=cqhs p<a,<b, 0q,
(v)
ř8
k“1
ˇˇ
ds`1fs,k,2 p<a,<b, c, dq
ˇˇ ď 2 cosh p=cqhs p<a,<b, 0q,
(vi)
$&%
ř8
k“1
ˇˇˇ
e´ i 2pid´bk
sk 1F1 p´s; 1´ s;´ i 2pid´axkq
ˇˇˇ
ď hs pd´a, d´b, xq if d ă x ă d`ř8
k“1
ˇˇˇ
ei 2pid´bk
sk 1F1 p´s; 1´ s; i 2pid´adkq
ˇˇˇ
ď hs p´d´a,´d´b, dq if =a “ 0
,
where for some k0 “ k0 ps, aq P N set
hs pa, b, dq :“Li2
`
e2pi=pad`bq
˘
2pi |a| d `
Li2
`
e2pik=b
˘
2pi |a| d ` |s` 1|
`
1´ ed˘
d<s
Li1´<s
`
e2pik=b
˘
p2pi |a|q´<s
` d´1 p|hs,k0 pa, bq| ` |hs,k0 pa, bq ´ hs,1 pa, bq|q ,
hs,k pa, bq :“2 ps` 1q
˜
Φ2
`
e2pi=b, k
˘
2pi |a| p1` <sq ´
Φ1´<s
`
e2pi=b, k
˘
p2pi |a|q´<s p1` <sq
¸
,
and for every s P C it holds
(vii)
8ÿ
k“1
ˇˇˇˇ
e´ i 2pid´bk
sk
ˆ
1F1 p´s; 1´ s;´ i 2pid´adkq
ds
´ 1F1 p´s; 1´ s;´ i 2pid´ad`kq
ds`
˙ˇˇˇˇ
ď
ζ p2q
2pi |a|
˜
sup
kPN
ˇˇˇˇ
ˇ 1ds`1` ´ e
´ i 2pid´apd´d`qk
ds`1
ˇˇˇˇ
ˇ` |s` 1||1` <s| ˇˇd´s´1 ´ d´s´1` ˇˇ
¸
,
(viii) for every n P N such that <s` n ą 0
8ÿ
k“1
ˇˇˇˇ
1F1 p´s; 1´ s; i 2pid´ad`kq
e´ i 2pid´bksds`k
` gs,k
ˆ
d´a, d´b,
1
4
˙
` i gs,k pd´a, d´b, 0q
ˇˇˇˇ
ď
n´1ÿ
m“0
|ps` 1qm|Lim`1
`
e´2pid´=pad``bq
˘
p2pi |a|qm`1 d<s`m`1 `
|ps` 1qn|Lin`1
`
e´2pid´=pad``bq
˘
p2pi |a|qn d<s`n p<s` nq .
Concerning the general validity of the above result, consider a function F with poles
and zeros of order in C such that for almost every x P R
logF pxq “
8ÿ
k“1
ake
i 2pixbk ,
for some ak, bk P C (e.g. functions of the form ś8k“1 `sin pbkxq e´ ipibkx2 i˘ak which
are closely connected to integrals of Lambert series). Then the integralż 8
d
logF pxqx´s´1 dx
would follow a similar evaluation, ignoring convergence issues here, showing that
the expansion in 1F2 is intimately connected to the represetation of logF as an
exponential series. Conversely, since F has a specific zero and pole structure, the
alternative evaluation analogous to the left-hand side from Theorem 1.2 would pick
up the poles and zeroes of F , resulting in a sum in 2F1 evaluated at these points.
Thus this gives the general identity in Theorem 1.2 somehow the nature of a spectral
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sum. Moreover, this identifies series in k´s as rather special functions, since as we
will see in the proofs for Theorem 2.2 and Theorem 1.2 in Section 3, on the left-
hand side k´s emerges from the zeroes of the sine-function, involving the identity
in (2), and on the right-hand side terms with factors ks´1 are a consequence of the
Fourier modes, involving the identity in (5).
In what follows we discuss the integrand in Is, assuming the integral kernel to
be x´s´1 which can be seen as the canonical extension for the radial measure to
arbitrary complex dimension. In fact, the choice of parameters is natural in the
following sense. Set
h pxq :“ 1´ ei 2pix “ i 2 sin ppixq eipix.
Then we have the identities
h´ pxq :“ log h pxq
h p´xq “ ´ i 2pi
ˆ
1
2
´ txu
˙
and
h` pxq :“ log ph pxqh p´xqq “ log
´
4 psin ppizqq2
¯
.
and the composition of h with an affine complex map yields precisely the parameters
a, b P C and the parameter c is just an interpolation parameter between the two
functions h` and h´ while the parameter d serves as a cut-off parameter which
plays also a role in the analysis as can be seen by the appearance of d` in place
of d. In what follows, we consider different (not necessarily independent) point of
views concerning the nature of the integrand h˘.
2.1. Analytic interpretation. We may see the functions inside the log of h` and
h´ as a geometric section for log
`
1´ ei 2pix˘ for the modulus 2. What we mean
by geoemtric section is the product analogue of an arithmetic section: if we set for
every n P N and every function f : CÑ C
ωn :“ p´1q 2n and GSn,` pfq :“
n´1ź
k“0
`
f ˝ ωkn id
˘ωkln ,
then h˘ “ log GS2, 1¯12
`
1´ ei 2pi¨˘. This point of view gives then an immediate
generalization of the integrand to geometric sections for higher modulus. Moreover,
the following corollary signifies that the composition by a complex affine map is not
an arbitrary generalization:
Corollary 2.3. Let s P C, d ą 0 and let a, b P C, a ‰ 0 such that d` “ d
and d´ “ 1, recalling Theorem 2.2. Denoting the holomorphic continuation of
Is pa, b, c, dq in s by rIs pa, b, c, dq, then it holds exponentially fast
lim
d=a`=bÑ8
rIsˆa, b, 1
4
, d
˙
“ ´ i rIs pa, b, 0, dq .
Proof. By assumption d` “ d and d´ “ 1. Then, considering the bound in Theo-
rem 2.2 (viii) which decreases exponentially fast to 0, it follows
lim
d=a`=bÑ8 i
rIsˆa, b, 1
4
, d
˙
“
8ÿ
k“1
fs,k p<a,<b, 0, dq ` gk p<a,<b, 0q “ rIs pa, b, 0, dq .

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2.2. Geometric interpretation. The set S :“ tz P C | |z| “ 1u is uniquely lin-
early parameterized by ei 2pix for every x P `´ 12 , 12‰. The direction in C to the real
axis at 1 is
1´ ei 2pix “ h pxq .
This is also the shortest direction between these two points if one is allowed to pass
through the unit disc. The quadratic length of this vector is
|h pxq|2 “ ˇˇ1´ ei 2pix ˇˇ2 “ `1´ ei 2pix˘ `1´ e´ i 2pix˘ “ 4 psin ppixqq2 “ eh`pxq,
which is of course also the squared length of the corresponding line segment in the
Eucledian plane R2. On the other hand, the corresponding shortest direction on
the unit circle from 1 to ei 2pix is given by
2pix “ 2pi
ˆ"
x` 1
2
*
´ 1
2
˙
if x R
"
´1
2
,
1
2
*
.
Now the quotient of the length through the disc with the length on the circle is
given for ´ 12 ă x ă 12 by
2 |sin ppixq|
|2pix| “
sin ppixq
pix
.
However in the integrand for c “ 14 we take the logarithm of eh`pxq which gives
a rather unintuitve interpretation. For once for small values in x, using Taylor
expansion, we find
log |sin ppixq|
|pix| „
log |pix|
|pix| .
Since log |sin ppixq| is unbounded we cannot interpret h` pxq again as the shortest
distance on a corresponding circle but rather as a weight for a shortest Eulidean path
through the unit disc. So the case c “ 0 and c “ 14 seem to be of significant different
geometric origin. Regarding the values ζ p2nq and ζ p2n` 1q and their relation to
the case c “ 0 and c “ 14 in view of Lemma 4.5-4.6, respectively, it seems therefore
rather unlikely that ζ p2n` 1qpi´2n´1 is a rational number. Moreover, since one can
pass from ζ psq to ζ ps` 1q holomorphically there seems to be captured a repeated
interpolation between the two geometric origins within the zeta function. Assuming
interpolation with constant spacing, i.e. attaching an open strip
`
n´ 12 , n` 12
˘`iR
to each integer n P Z, this suggests that a result of the form
@s P I : ζ psqpi´s P Qñ ζ ps` 1qpi´s´1 R Q,
should hold for some set I Ď R containing Z as large as maybe Rz `Z` 12˘. Note
that this is true for the integers I “ Zď1.
2.3. Dynamical interpretation. Among the arguably most simple dynamical
systems is the continuous rotation of a single particle on a circle at constant speed.
Closely related is the billiard for one particle (we assume specular reflection at the
boundary) with a circle as boundary. While this billiard is a continuous dynamical
system the evolution of the intersection of the particle with the boundary forms a
discrete dynamical system, namely a discrete rotation on the unit circle. Now the
evolution of the latter is given by
S ˆ S Q `ei 2pix, ei 2piy˘ ÞÑ `ei 2pix`y, ei 2piy˘ P S ˆ S.
More precisely the set S ˆ S describes the tangent space (in physical terms the
phase space) for the billiard at the boundary in some coordinate system. We notice
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the rotational symmetry in the first component since the reflection at the boundary
is independent of the place on the boundary but depends only on the condition for
the initial direction for the particle. Hence the reduction by rotational symmetry in
the first component yields a dynamical system with exact localization in positional
space with the trivial evolution
t1u ˆ S Q `1, ei 2piy˘ ÞÑ `1, ei 2piy˘ P t1u ˆ S,
where we took 1 P S as the representative for S. And while this system is trivial it
makes sense as an accelerated system on periodic orbits (for the billiard or at the
boundary), namely whenever y P QX `´ 12 , 12‰ since on these orbits the particle will
return to 1. This would be in fact a valid game strategy for a pinball with one pad,
where the ball is shot in the direction of a periodic orbit since then it is sure that
the ball will never get stuck. The pinball we derived from the billiard we started
here with would be the most boring realization of one. Moreover, for a somewhat
ideal pinball the only configuration which matters is the positioning of the pads
which is in turn for our pinball related to
1´ ei 2pix “ h pxq ,
which in turn can be identified with an (equivalence class of an) orbit for the
underlying billiard or for the underlying discrete dynamical system on the boundary.
To this end, it should be noted that this pinball distinguishes the periodic orbits as
a set up to mirror symmetry while the system on the boundary makes no distinction
at all. In particular, a primitive periodic orbit at the boundary of length n P N
has a degeneracy of ϕ pnq (where ϕ denotes the totient function). Notably, by
comparing the primitive periodic orbits with these for the corresponding billiard
this leads to an immediate dynamical proof that ϕ pnq is an odd natural number
if and only if n P t1, 2u. Moreover, the collection of primitive periodic orbits on
the boundary up to length n is parameterized by the Farey sequence of order n
and a precise description how this sequence distributes on the unit circle as nÑ8
is ongoing research to which belongs an open question equivalent to the Riemann
hypothesis [9]. In the context of the Riemann hypothesis, a connetion to escape
rates for open circular open billiards has been made [4] and their setting suggests
an immediate connection to the concept of hohlraum radiation in physics where we
would interpret the escape of orbits though a hole as leaking radiation (physically)
measured by an outer observer.
3. Proof of Theorem 2.2 and Theorem 1.1-1.2
For every a, b, c P C, every d ą 0 and every s P C such that s R Zď0 we set
fs,k pa, b, c, dq :“ sin p2pi pbk ` cqq
dssk
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2d2k2
˙
´ 2pia cos p2pi pbk ` cqq d
1´s
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2d2k2
˙
.(13)
We recall 1F1 defined in (12).
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Lemma 3.1. Let k P N, s P C such that <s ă 0, let a, b, c P C and let d ą 0. Then
it holds
fs,k pa, b, c, dq “ ´1
k
ż d
0
sin p2pi pakx` bk ` cqqx´s´1 dx.(14)
In particular, for every k P N the above integral admits a meromorphic continu-
ation in s P C given by fs,k with (possible) poles at s P Zě0 and a holomorphic
continuation in d P CzRď0 both holomorphic in a, b, c P C. Moreover, it holds
fs,k
ˆ
a, b, c` 1
4
, d
˙
` i fs,k pa, b, c, dq “ e
i 2pipbk`cq
sdsk
1F1 p´s; 1´ s; i 2piadkq .(15)
Proof. We recall the general Euler transform [13, Equation (4.1.2)] and [10, Sect.
3.6, Equation (10)] which in our case simplifies for every <s ă 1, for every β P
CzZď0 and every z P C to
1F2
ˆ
1
2
´ s
2
;β,
3
2
´ s
2
; z
˙
“ 1´ s
2
ż 1
0
0F1 pβ;xzqx´ 12´ s2 dx,(16)
where we set (analogously to the definition of 1F2 in (6))
0F1 pβ; zq :“
8ÿ
n“0
1
pβqn
zn
n!
.
Comparing Taylor series, we find the identities
sinx
x
“ 0F1
ˆ
3
2
;´x
2
4
˙
and cosx “ 0F1
ˆ
1
2
;´x
2
4
˙
.
We let <s ă 1 and α ą 0 and compute, using in addition (16) in which we take
β “ 32 ,ż d
0
sin pαxqx´s´1 dx “ αd1´s
ż 1
0
0F1
ˆ
3
2
;´α
2d2
4
x2
˙
x´s dx
“ αd1´s2
ż 1
0
0F1
ˆ
3
2
;´α
2d2
4
x
˙
x´
s`1
2 dx
“ αd
1´s
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´α
2d2
4
˙
.(17)
On the other hand, we let <s ă 0 and compute, using in addition (16) in which we
take β “ 12 and s ÞÑ s` 1,ż d
0
cos pαxqx´s´1 dx “ d´s
ż 1
0
0F1
ˆ
1
2
;´α
2d2
4
x2
˙
x´s´1 dx
“ 1
2
d´s
ż 1
0
0F1
ˆ
1
2
;´α
2d2
4
x
˙
x´
s
2 dx
“ ´d
´s
s
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´α
2d2
4
˙
.(18)
We note for every β P C
ei 2pipβ`bk`cq “ cos p2pi pbk ` cqq cos p2piβq ´ sin p2pi pbk ` cqq sin p2piβq
` i cos p2pi pbk ` cqq sin p2piβq ` i sin p2pi pbk ` cqq cos p2piβq .(19)
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Taking now α “ 2piak in (17)-(18), and combining it with the identity in (19) in
which we take β “ 2piakx, we find
fs,k pa, b, c, dq “ sin p2pi pbk ` cqq
dss
1F2
ˆ
´s
2
;
1
2
, 1´ s
2
;´pi2a2d2k2
˙
´ 2piakd
1´s cos p2pi pbk ` cqq
1´ s 1F2
ˆ
1
2
p1´ sq ; 3
2
, 1` 1
2
p1´ sq ;´pi2a2d2k2
˙
,
and we conclude, recalling the possible poles for 1F2 (see (6)). The identity in (15),
using again an analogous transformation as in (16) with β removed, noting
0F0 pzq “ ez.

Lemma 3.2. Let n, k P N, s P CzN, a, d P Cz t0u. Then it holds
1F1 p´s; 1´ s; i 2piadkq “ ´ ei 2pikad
nÿ
m“1
psqm
pi 2pikadqm
` psqnpi 2pikadqn 1F1 p´s´ n; 1´ s´ n; i 2piadkq ,
and if <s ă 0 it holds
|1F1 p´s´ 1; 1´ s´ 1; i 2piadkq|
|s` 1| ď
1
|s` 1|
` p2pi |a| kq<s`1
˜
1´ ed
<s ` supxPpd,2pi|a|dkq
ˇˇˇ
ei
a
|a|x ´ 1
ˇˇˇ ˇˇˇˇˇ p2pi |a| kq´<s´1 ´ 11` <s
ˇˇˇˇ
ˇ
¸
,(20)
and if s P C and d1, d2 ą 0 it holds
2pi |a| k
|s|
ˇˇˇˇ
1F1 p´s; 1´ s; i 2piad1kq
ds1
´ 1F1 p´s; 1´ s; i 2piad2kq
ds2
ˇˇˇˇ
ďˇˇˇˇ
ei 2piad1k
ds`11
´ e
i 2piad2k
ds`12
ˇˇˇˇ
` |s` 1|
ˇˇ
d´<s´11 ´ d´<s´12
ˇˇ
|1` <s| supxPtd1,d2u
e´2pikx=a.(21)
Proof. We compute, using the identity in (15) from Lemma 3.1 and integration by
parts, and assuming <s ă ´1,
1
sds
1F1 p´s; 1´ s; i 2piadkq “ kfs,k
ˆ
a, 0,
1
4
, d
˙
` i kfs,k pa, 0, 0, dq
“ ´
ż d
0
ei 2pikaxx´s´1 dx “ ´d
´s´1ei 2pikad
i 2pika
´ s` 1
i 2pika
ż d
0
ei 2pikaxx´s´2 dx
“ ´ e
i 2pikad
i 2pikads`1
` 1
i 2pikads`1 1
F1 p´ ps` 1q ; 1´ ps` 1q ; i 2piadkq .
Hence by meromorphic continuation this recurrence relation holds for all s P C
away from the poles for 1F1. Then inducing on this recurrence relation, this yields
the claim on the recurrence relation. To see the bound in (20), we estimate for
14 ALEXANDER ADAM
<s ă 0ˇˇˇˇ
ˇ
ż d
0
`
ei 2pikax ´ 1˘x´s´2 dxˇˇˇˇˇ “
ˇˇˇˇ
ˇp2pi |a| kqs`1
˜ż d
0
`
ż 2pi|a|dk
d
¸
ei
a
|a|x ´ 1
xs`2
dx
ˇˇˇˇ
ˇ
ď p2pi |a| kq
<s`1
d<s`1
˜
1´ ed
<s ` supxPpd,2pi|a|dkq
ˇˇˇ
ei
a
|a|x ´ 1
ˇˇˇ ˇˇˇˇˇ p2pi |a| kq´<s´1 ´ 11` <s
ˇˇˇˇ
ˇ
¸
,
and in particular the integral on the left-hand side is holomorphic in s such that
<s ă 0, and we calculate, assuming <s ă ´1,ż d
0
x´s´2 dx “ ´d
´s´1
s` 1 ,
which has a meromorphic continuation in s P C. To see the bound in (21), we
estimate, integrating by parts,
2pi |a| k
|s|
ˇˇ
d´s1 1F1 p´s; 1´ s; i 2piad1kq ´ d´s2 1F1 p´s; 1´ s; i 2piad2kq
ˇˇ
ď
ˇˇˇˇ
ei 2piad1k
ds`11
´ e
i 2piad2k
ds`12
ˇˇˇˇ
` |s` 1|
ˇˇˇˇ
ˇ
ż d2
d1
ei 2pikaxx´s´2 dx
ˇˇˇˇ
ˇ
ď
ˇˇˇˇ
ei 2piad1k
ds`11
´ e
i 2piad2k
ds`12
ˇˇˇˇ
` |s` 1|
ˇˇ
d´<s´11 ´ d´<s´12
ˇˇ
|1` <s| supxPtd1,d2u
e´2pikx=a.

Moreover, for every k P N, s P CzZě0, a, b, c P C, a ‰ 0, d ą 0 we set
gs,k pa, b, cq :“ k
s´1
2 i
p2piqs Γ p´sq
´
ei 2pipbk`cq p´ i aqs ´ e´ i 2pipbk`cq pi aqs
¯
,(22)
and we set
Fs,k pa, b, c, dq :“ fs,k pa, b, c, dq ` gs,k pa, b, cq .(23)
Lemma 3.3. Let s P C such that <s ą ´1, k P N, a P Rz t0u, b, c P C and let
d ą 0. Then it holds
Fs,k pa, b, c, dq “ k´1
ż 8
d
sin p2pi paxk ` bk ` cqqx´s´1 dx.
In particular, for every b, c P C and every a P Rz t0u and every d ą 0 the function
Fs,k pa, b, c, dq is holomorphic in s P C and C8 in a and if s R Zď0 it is holomorphic
in a P Cz iR and in d P CzRď0, and, moreover,
Fs,k
ˆ
a, b, c` 1
4
, d
˙
` iFs,k pa, b, c, dq
admits a holomorphic continuation in a P Cz iRď0 if s P CzZď0.
Proof. We write, using Lemma 3.1, assuming first ´1 ă <s ă 0,ż 8
d
sin p2pi paxk ` bk ` cqqx´s´1 dx “
ż 8
0
sin p2pi paxk ` bk ` cqqx´s´1 dx
`fs,k pa, b, c, dq .
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We recall the identity for ´1 ă <s ă 0 (a proof in the case a “ ´1 is given in
[12, p.51, Satz 2.21] or [1, p.164] and for general a P Rz t0u use substitution and
symmetry of the cosinus):ż 8
0
ei axx´s´1 dx “ p´ i aqs Γ p´sq .(24)
Note that the right-hand side in (24) is holomorphic in ´1 ă <s ă 0 and also is
fs,k, recalling Lemma 3.1, and extends holomorphically in a P Cz iRď0, recalling
the logarithm and (7). The final claim, including the statements on b, c, d, follows
immediately, using the identity
2 i sin p2pi pax` b` cqq “ ei 2pipax`b`cq ´ e´ i 2pipax`b`cq,
together with Lemma 3.1. To see that the claimed integral identity extends in
<s ą ´1, we integrate by parts, assuming <s ą 0 and =a ě 0,ż 8
d
ei 2piaxkx´s´1 dx “ ´ e
i 2piadk
i 2piakds`1
` s` 1
i 2piak
ż 8
d
ei 2piaxkx´s´2 dx,
and we see that the right-hand side extends indeed holomorphically in <s ą ´1 if
=a ě 0. Hence this extension must coincide with the right-hand side in (24) and
we conclude. 
Lemma 3.4. For every n P N, for every s P C, for every a, d P Cz t0u and every
b, c P C it holds
Fs,k
ˆ
a, b, c` 1
4
, d
˙
` iFs,k pa, b, c, dq “ ´
n´1ÿ
m“0
ps` 1qm
ei 2pipadk`bk`cq
pi 2piadkqm`1 kds
` ps` 1qnpi 2piakqn
ˆ
Fs`n,k
ˆ
a, b, c` 1
4
, d
˙
` iFs`n,k pa, b, c, dq
˙
.
If <s ą 0, =a ě 0 and d ą 0, it holdsˇˇˇˇ
Fs,k
ˆ
a, b, c` 1
4
, d
˙
` iFs,k pa, b, c, dq
ˇˇˇˇ
ď e´2pi=padk`bk`cq d
´<s
k<s .
Proof. We calculate, using Lemma 3.3, assuming first ´1 ă <s ă 0, =a ě 0, d ą 0,
then using integration by parts, noting that the second equality is valid for <s ą ´1
if =a ě 0,
kFs,k
ˆ
s, a, b, c` 1
4
, d
˙
` k iFs,k pa, b, c, dq “
ż 8
d
ei 2pipaxk`bk`cqx´s´1 dx
“ ´e
i 2pipadk`bk`cq
i 2piad1`sk
` ps` 1q
i 2piak
ż 8
d
ei 2pipaxk`bk`cqx´s´2 dx
“ ´e
i 2pipadk`bk`cq
i 2piad1`sk
` ps` 1q
i 2pia
ˆ
Fs`1,k
ˆ
a, b, c` 1
4
, d
˙
` iFs`1,k pa, b, c, dq
˙
.(25)
Now by (meromorphic) continuation, using Lemma 3.3, the equality holds on the
prescribed domains. Inducing on the equality in (25) n ´ 1 times, where n P N,
we conclude. To see the bound, we bound trivially the right-hand side in the first
equality above ˇˇˇˇż 8
d
ei 2pipaxk`bk`cqx´s´1 dx
ˇˇˇˇ
ď e´2pi=padk`bk`cq d
´<s
<s .

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We have now finished the preparations for our proof for Theorem 2.2:
Proof of Theorem 2.2. We set
d` :“
#
´=b=a , if =a ‰ 0 and ´ =b=a ą d
d, otherwise
, and
d´ :“
$’&’%
1, if =a “ 0 “ =b
sgn p=bq if =a “ 0 ‰ =b
limÑ0 sgn p=a pd` ` q ` =bq , if =a ‰ 0
.
Then we write, recalling the factorization in (10) and sgn in (9),
1
2
ż 8
d
´
log
´
4 psin ppi pax` bqqq2
¯
´ pi |x=a` =b|
¯
x´s´1 dx “ż 8
d
ˆ
ipi sgn px=a` =bq
ˆ
1
2
´ tx<a` <bu
˙
` log
´
1´ ei 2pi sgnpx=a`=bqpax`bq
¯˙ dx
xs`1
“ ipid´
˜ż 8
d`
´
ż d`
0
`
ż d
0
¸ˆ
1
2
´ tx<a` <bu
˙
x´s´1 dx
`
˜ż d`
0
´
ż d
0
¸
log
´
1´ e´ i 2pid´pax`bq
¯ dx
xs`1
`
ż 8
d`
log
´
1´ ei 2pid´pax`bq
¯ dx
xs`1
.
By assumption d´= pax` bq ď 0 for every x P p0, d`q. Hence, using the Taylor
series for log p1´ ¨q, recalling fs,k defined in (13), we compute, using (14)-(15)
from Lemma 3.1, assuming <s ă 0,˜ż d`
0
´
ż d
0
¸
log
´
1´ e´ i 2pid´pax`bq
¯
x´s´1 dx
“
8ÿ
k“1
fs,k
ˆ
d´a, d´b,
1
4
, d`
˙
´ fs,k
ˆ
d´a, d´b,
1
4
, d
˙
` i pfs,k pd´a, d´b, 0, dq ´ fs,k pd´a, d´b, 0, d`qq
“
8ÿ
k“1
e´ i 2pid´bk
sk
`
d´s` 1F1 p´s; 1´ s;´ i 2pid´ad`kq ´ d´s1F1 p´s; 1´ s;´ i 2pid´adkq
˘
.
On the other hand, using Lemma 3.3 and, recalling the definition of Fs,k in (23),
the identities in (14)-(15) from Lemma 3.1, we find, assuming <s ą ´1,
ż 8
d`
log
´
1´ ei 2pid´pax`bq
¯
x´s´1 dx “ ´
8ÿ
k“1
Fs,k
ˆ
d´a, d´b,
1
4
, d`
˙
` iFs,k pd´a, d´b, 0, d`q
“ ´
8ÿ
k“1
ei 2pid´bk
sd´s` k
1F1 p´s; 1´ s; i 2pid´ad`kq ` gs,k
ˆ
d´a, d´b,
1
4
˙
` i gs,k pd´a, d´b, 0q .
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Recalling the definition of t¨u in (8), we factorize, using < `1´ ei 2pi<z˘ ě 0,
tzu ´ 1
2
´ i=z “
#
i
2pi log
´
1´e´ i 2pi<z
1´ei 2pi<z
¯
<z P RzZ
´ 12 <z P Z
“
#
´ i2pi
`
log
`
1´ ei 2pi<z˘´ log `1´ e´ i 2pi<z˘˘ <z P RzZ
´ 12 <z P Z
.
Using the Taylor series for log p1´ ¨q, we find now for almost all on R the Fourier
series as stated in (4) (which is the sum of two convergent Dirichlet series). Hence
we find, using Lemma 3.1 and Lemma 3.3, assuming ´1 ă <s ă 0,
pi
˜ż d`
0
´
ż d
0
´
ż 8
d`
¸ˆ
1
2
´ tx<a` <bu
˙
x´s´1 dx “
8ÿ
k“1
fs,k p<a,<b, 0, dq ´ fs,k p<a,<b, 0, d`q ´ Fs,k p<a,<b, 0, d`q “
8ÿ
k“1
fs,k p<a,<b, 0, dq ´ 2fs,k p<a,<b, 0, d`q ´ gs,k p<a,<b, 0q .
Analogously, we compute
ż 8
d
ˆ
1
2
´ tax` bu
˙
x´s´1 dx “
8ÿ
k“1
fs,k p<a,<b, 0, dq ` gs,k p<a,<b, 0q .
To see the claim on =a “ =b “ 0 note that then d` “ d and d´ “ 1. Then the
sum simplifies to (recalling trigonometric angle sum identities for sin and cos)
Is pa, b, c, dq “ cos p2picq
8ÿ
k“1
fs,k pa, b, 0, dq ` gs,k pa, b, 0q
` sin p2picq
8ÿ
k“1
fs,k
ˆ
a, b,
1
4
, d
˙
` gs,k
ˆ
a, b,
1
4
˙
“
8ÿ
k“1
fs,k pa, b, c, dq ` gs,k pa, b, cq .
To see the claim on holomorphicity, we know that all involved (or sums of it)
fs,k, Fs,k, k P N are holomorphic on the required domains, using Lemma 3.3 and
the bound in (21) (meromorphic functions bounded at all possible poles are holo-
morphic) from Lemma 3.1. Then this claim follows by the uniform summable
bounds on the fs,k and Fs,k (or sums of it) in those required variables, invoking
Weierstrass M-Test, given in Theorem 2.2 (iv)-(v), Theorem 2.2 (vii)-(viii). We
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now show the claimed bounds in Theorem 2.2 (iv)-(viii). We write
2 iFs,k pa, b, c, dq “Fs,k
ˆ
a, b, c` 1
4
, d
˙
` iFs,k pa, b, c, dq
´
ˆ
Fs,k
ˆ
´a,´b,´c` 1
4
, d
˙
` iFs,k p´a,´b,´c, dq
˙
“ei 2pipbk`cq
ˆ
Fs,k
ˆ
a, 0,
1
4
, d
˙
` iFs,k pa, 0, 0, dq
˙
´ e´ i 2pipbk`cq
ˆ
Fs,k
ˆ
´a, 0, 1
4
, d
˙
` iFs,k p´a, 0, 0, dq
˙
.
We fix s P C and let n P N be minimal such that <s ` n ą 0. Then we invoke
the recurrence relation together with the given bound from Lemma 3.4, assuming
=a “ =b “ 0, to bound
|Fs,k pa, b, c, dq| ď cosh p2pi= padk ` bk ` cqq
ˆ
n´1ÿ
m“0
|ps` 1qm|
p2pi |a| kdqm`1 kd<s `
|ps` 1qn|
p2pi |a| kqn k
d´<s´n
<s` n .
Hence on subsets of C such that <s ą ´ and =s ď  for every  ą 0 this gives a
uniform bound in s summable in k. Conversely, we make us of the identity in (15),
2 i pfs,k pa, b, c, d1q ´ fs,k pa, b, c, d2qq “
ei 2pipbk`cq
sk
ˆ
1F1 p´s, 1´ s, i 2piad1kq
ds1
´ 1F1 p´s, 1´ s, i 2piad2kq
ds2
˙
´ e
´ i 2pipbk`cq
sk
ˆ
1F1 p´s, 1´ s,´ i 2piad1kq
ds1
´ 1F1 p´s, 1´ s,´ i 2piad2kq
ds2
˙
,
and we bound the above right-hand side, using the bound in (21) from Lemma
3.1, with the analogous assumptions on s, a, b, d1, d2 as before. We now show the
bounds claimed in Theorem 2.2 (iv)-(viii). The bound in Theorem 2.2 (viii) follows
directly by summation in k of the identity from Lemma 3.4, and using the bound
for <s ` n ą 0, taking n large enough as before. The bound in Theorem 2.2 (vii)
follows by summation in k of the bound in (21) from Lemma 3.2 in which we take
aÑ ad´, d1 Ñ d and d2 Ñ d`, assuming =a ‰ 0 and d´ pd`=a` =bq “ 0,
8ÿ
k“1
ˇˇˇˇ
ˇe´ i 2pid´bksk
˜
1F1 p´s; 1´ s;´ i 2pid´adkq
d1`s
´ 1F1 p´s; 1´ s;´ i 2pid´ad`kq
d1`s`
¸ˇˇˇˇ
ˇ ď
L2
`
e2pid´pd`=a`=bq
˘
2pi |a|
˜
sup
kPN
ˇˇˇˇ
ˇ 1ds`1` ´ e
i 2pid´apd`´dqk
ds`1
ˇˇˇˇ
ˇ` |s` 1||1` <s| ˇˇd´<s´1 ´ d´<s´1` ˇˇ
¸
.
Note that L2
`
e2pid´pd`=a`=bq
˘ “ ζ p2q because of the assumption d´ pd`=a` =bq “
0. In the case d´ pd`=a` =bq ‰ 0 then d` “ d and the above estimate is trivial.
The bounds in Theorem 2.2 (vi) follow by summation in k of the recurrence relation
from Lemma 3.2, in which we take n “ 1, together with the bound in (20). Hence,
HYPERGEOMETRIC EXPANSION RELATED TO THE HURWITZ ZETA FUNCTION 19
assuming d´ “ 1 and d` ą d, we bound for every d ă x ă d`
x
8ÿ
k“1
ˇˇˇˇ
e´ i 2pibk
sk
1F1 p´s; 1´ s;´ i 2piaxkq
ˇˇˇˇ
ď Li2
`
e2pi=pad`bq
˘
2pi |a| `
Li2
`
e2pik=b
˘
2pi |a|
(26)
` |s` 1|
˜
p1´ exq
<s
Li1´<s
`
e2pik=b
˘
p2pi |a|q´<s ` 2
ˇˇˇˇ
ˇ Φ2
`
e2pi=b, k0
˘
2pi |a| p1` <sq ´
Φ1´<s
`
e2pi=b, k0
˘
p2pi |a|q´<s p1` <sq
ˇˇˇˇ
ˇ
¸
` 2 |s` 1|
ˇˇˇˇ
ˇΦ2
`
e2pi=b, 1
˘´ Φ2 `e2pi=b, k0˘
2pi |a| p1` <sq ´
Φ1´<s
`
e2pi=b, k0
˘´ Φ1´<s `e2pi=b, 1˘
p2pi |a|q´<s p1` <sq
ˇˇˇˇ
ˇ ,
with the minimal choice (or k “ 1 if it does not exist) for k0 P N such that
sgn
´
1´ p2pi |a| pk0 ´ 1qq1`<s
¯
‰ sgn
´
1´ p2pi |a| k0q1`<s
¯
.
In addition, note that
=b “ =b` x=a´ x=a ď 0,
since d´ “ 1 and d ă x ă d`. The case d´ “ ´1 and =a “ 0 is analogous,
changing the appropriate signs for a, b. The bounds in Theorem 2.2 (iv)-(v) are
deduced from the bound in (26), recalling fs,k defined in (13) and the identity in
(15), noting
2 i kdssfs,k,1 p<a,<b, c, dq “ 2 i kdss cos p2pi p<bk ` cqq fs,k p<a, 0, 0, dq
“ cos p2pi p<bk ` cqq p1F1 p´s; 1´ s; i 2pid<aq ´ 1F1 p´s; 1´ s;´ i 2pid<aqq ,
2kdssfs,k,2 p<a,<b, c, dq “ 2kdss sin p2pi p<bk ` cqq fs,k
ˆ
<a, 0, 1
4
, d
˙
“ sin p2pi p<bk ` cqq p1F1 p´s; 1´ s; i 2pid<aq ` 1F1 p´s; 1´ s;´ i 2pid<aqq .

We now prepare the proof of Theorem 1.1.
Setting
tzu :“ z ´ tzu ,
we have
tzu “ t<zu .
For every s P C, a ą 0, b P R, d ą 0 we set
Ra,b,d psq :“ s
˜ż 1´tbu
a
1
´
ż d
1
¸
tax` tbuux´s´1 dx,(27)
and in addition for every <s ą 0, a P Rz t0u, c P R we set
Ma,b,d psq :“ s
ż 8
d
ˆ
1
2
´ tax` bu
˙
x´s´1 dx.(28)
Lemma 3.5. Let s P C such that <s ą 1 and let a P Rz t0u, b P R, d ą 0. Then it
holds
Ma,b,0,d psq “
$&%a
sζ ps, 1´ tbuq ´
´
ads
1´s ` tbu ´ 12
¯
d´s `Ra,b,d psq , a ą 0
´p´aqs ζ ps, 1´ t´buq `
´
ads
s´1 ` t´bu ´ 12
¯
d´s ´R´a,´b,d psq , a ă 0
.
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In particular, the function
asζ ps, 1´ tbuq ´
ˆ
ads
1´ s ` tbu ´
1
2
˙
d´s
extends holomorphically in <s ą 0 with the extension given by Ma,b,0,d psq.
Proof. Recalling the definition of Ma,b,d in (28), we calculate, using first <s ą 1
and a ą 0,
s
ż 8
d
ˆ
1
2
´ tax` bu
˙
x´s´1 dx “ s
ż 8
d
ˆ
tax` bu` 1
2
´ ax´ b
˙
x´s´1 dx
“ s
ż 8
d
ˆ
tax` tbuu` 1
2
´ ax´ tbu
˙
x´s´1 dx
“ asζ ps, 1´ tbuq `
ˆ
1
2
´ tbu
˙
d´s ` ad1´s s
s´ 1 ` s
˜ż 8
d
´
ż 8
1´tbu
a
¸
tax` tbuu
xs`1
dx
“ asζ ps, 1´ tbuq `
ˆ
1
2
´ tbu
˙
d´s ` ad1´s s
s´ 1 `Ra,b,d psq .
Since the left-hand side extends holomorphically on <s ą 0 and since Ra,b,d is
holomorphic on C, we conclude for a ą 0. To see the result for a ă 0, we note for
almost all x P R
1
2
´ tax` bu “ ´
ˆ
1
2
´ t´ax´ bu
˙
.

Proof of Theorem 1.1. The result on the principal identity follows, using Lemma
3.5 together with Theorem 2.2 in which we take a P Rz t0u, b P R, c “ 0, d ą 0,
noting
Is pa, b, 0, dq “
8ÿ
k“1
fs,k pa, b, 0, dq ` gs,k pa, b, 0q .
To see the statement on the two identities for <s ă 0 and <s ă 1, we use the
bounds in Theorem 2.2 (iv)-(v), noting
lim
dÑ0
8ÿ
k“1
fs,k pa, b, 0, dq “ 0,
if <s ă ´1 and if d ď 1´tbua it holds
R pa, b, dq ” 0.
Comparing both sides in the principal identity, we find, assuming a ą 0,
as
pi
s
ζ ps, 1´ tbuq “
8ÿ
k“1
ks´1 p2piqs Γ p´sq 1
2 i
`p´ i aqs ei 2pibk ´ pi aqs e´ i 2pibk˘ ,
and its right-hand side converges in <s ă 0 and in <s ă 1 if b “ 0 and b ‰ 0,
respectively. 
We now prepare the proof of Theorem 1.2.
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Lemma 3.6. Let s P C P N, a, b P C and let d ą 0. Then for every n P N and for
every k P Z such that ad` b ‰ ´k ‰ b it holds
ad
1´ s
2F1
´
1, 1´ s; 2´ s;´ adb`k
¯
b` k “
n´1ÿ
m“1
padqm pm´ 1q!
p1´ sqm pad` b` kqm
`
padqn 2F1
´
n,´s` n; 1´ s` n;´ adb`k
¯
p1´ sqn pb` kqn
.
Moreover, for every n P N such that n ´ <s ą 0, for every  ą 0 and for every
k P Z such that
ˇˇˇ
ad
b`k
ˇˇˇ
ă  it holdsˇˇˇˇ
padqn 2F1
ˆ
n,´s` n; 1´ s` n;´ ad
b` k
˙ˇˇˇˇ
ď
ˇˇˇˇ
s´ n
<s´ n
ˇˇˇˇ ˇˇˇˇ
ad
b` k
ˇˇˇˇn
|1´ |´n .(29)
Moreover, it holds
ad
1´ s
2F1
´
1, 1´ s; 2´ s;´ adb`k
¯
b` k “
ad
1´ s
2F1
´
1, 1; 2´ s; `1` b`kad ˘´1¯
ad` b` k .
Proof. Using Euler’s formula [10, p.57, Equation (1)]
2F1
ˆ
n,´s` n; 1´ s` n;´ ad
b` k
˙
“
ˇˇˇˇż 1
0
x´s´1
padx` b` kqn dx
ˇˇˇˇ
for the first, noting that their b is a natural number in our case hence it is enough
to assume ad ` b ‰ ´k ‰ b, and integration by parts for the second identity, we
compute
d1´s
1´ s
2F1
´
1, 1´ s; 2´ s;´ adb`k
¯
b` k “
ż d
0
x´s
ax` b` k dx
“ pad` b` kq
´1
d1´s
1´ s `
a
1´ s
ż d
0
x1´s
pax` b` kq2 dx,
and, repeating integration by parts n´ 1 times, we find
2F1
ˆ
1, 1´ s; 2´ s;´ ad
b` k
˙
“
n´1ÿ
m“1
pb` kq padqm´1 pm´ 1q!
p2´ sqm´1 pad` b` kqm
`
padqn´1 2F1
´
n,´s` n; 1´ s` n;´ adb`k
¯
p2´ sqn´1 pb` kqn´1
.
The claimed upper bound follows, estimating, using n ´ <s ą 0 for the second
inequality,ˇˇˇˇ
pb` kq´n 2F1
ˆ
n,´s` n; 1´ s` n;´ ad
b` k
˙ˇˇˇˇ
“
ˇˇˇˇ
ps´ nq
ż 1
0
xn´s´1
padx` b` kqn dx
ˇˇˇˇ
ˇˇˇˇ
s´ n
<s´ n
ˇˇˇˇ
|b` k|´n sup
0ăxă1
ˇˇˇˇ
1` x ad
b` k
ˇˇˇˇ´n
ď
ˇˇˇˇ
s´ n
<s´ n
ˇˇˇˇ
|b` k|´n p1´ q´n .

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Lemma 3.7. Let s P C such that <s ă 0, let a, b P C and let d ą 0. Let n1, n2 P Z
be the smallest and largest integer such that
0 ă n1 ´ <b sgn<a|<a| ď
n2 ´ <b sgn<a
|<a| ă d,
respectively, and otherwise set n1 :“ 1, n2 :“ 0. Let n0 P Z be such that
sgn
ˆ
=an0 ´ <b sgn<a|<a| ` =b
˙
‰ sgn
ˆ
=a
ˆ
n0 ` 1´ <b sgn<a
|<a|
˙
` =b
˙
,
and if no such n0 exists or n0 ă n1 set n0 – n1´ 1 and otherwise set n1 “ n2. Set
ω´ :“ 1|Rzt0u p<aq
$’&’%
sgn<a sgn=a if =a ‰ 0
sgn<a sgn=b if =a “ 0 ‰ =b
´1 if =a “ =b “ 0
.
If either ad` b R Z or ad` b P Z and a ‰ 0 then it holdsż d
0
log p2 sin ppi pax` bqqq2 x´s´1 dx “ ´1|RzZ p< pad` bqq log psin ppi pad` bqqq
2
sds
´ 1
sds
1|Z`iRzt0u pad` bq
´
log psin ppi pad` bqqq2 ´ 1|t1u pω´q i 2pi
¯
´ 2 log 2
sds
` 2
sds
1|Z pad` bq
ˆ
γ ` ψ p1´ sq ´ 1
2
log ppiadq2
˙
´ 1|Z pbq 2s2ds
´ ω´ i 2pi
s
|<a|s pζ ps, n1 ´ <b sgn<aq ´ ζ ps, n0 ` 1´ <b sgn<aqq
` ω´ i 2pi
s
|<a|s pζ ps, n0 ` 1´ <b sgn<aq ´ ζ ps, n2 ` 1´ <b sgn<aqq
` 2a
ds´1
ÿ
kPZ
kRtb,ad`bu
2F1
´
1, 1´ s; 2´ s;´ adb´k
¯
s p1´ sq pb´ kq ,
where γ denotes the Euler-Mascheroni constant and ψ the Digamma function.
Moreover, the above infinite sum converges to a meromorphic function in s P C
with poles in s P Zě2. The convergence is uniform in s for every  ą 0 such that
<s ă  and s bounded away from Nď, uniform in b uniformly bounded away from
Z and uniform in a and d with ad` b bounded away from Z and ad bounded.
Proof. We note first for every z P CzZ
log psin ppizqq2 “ lim
Ñ0 log psin ppiz ˘ i qq
2
.
A point x P R of discontinuity with respect to the principal branch for log for
= log psin ppi pax` b˘ i qqq2
is given whenever sin ppi pax` b˘ i qq P iR which is equivalent to < pax` bq P Z,
assuming <a ‰ 0. Recalling the assumptions for n1, n2, we set for every m P
Nďn2´n1`1
x0 – 0, xm :“ n1 `m´ 1´ <b sgn<a|<a| , xn2´n1`2 :“ d.
We set for every  ą 0 and for every 1 ď m ď n2 ´ n1 ` 1
a “ a pq :“ sgn p<aq  and ym :“ lim
Ñ0 limδÑ0= log psin ppi pa pxm ` δq ` b´ i aqqq
2
.
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Then, assuming <s ă 0, using absolute convergence of the integral uniformly
bounded in  to exchange the limit, we writeż d
0
log p2 sin ppi pax` bqqq2
xs`1
dx “ lim
Ñ0
ż d
0
log p2 sin ppi pax` b´ i aqqq2
xs`1
dx
“ lim
Ñ0
n2´n1`1ÿ
m“0
ż xm`1
xm
log p2 sin ppi pax sgn<a` b sgn<a´ i qqq2
xs`1
dx.
We calculate, recalling <s ă 0, assuming ad` b, b R Z and for now <a ě 0 since the
result is invariant under the simultaneous change a Ñ a sgn<a and b Ñ b sgn<a,
integrating by parts for the first equality, using absolute convergence for the second
equality as the sum is understood in summing in symmetric sets in Z, and using
Euler’s formula [10, p.57, Equation (1)] for the third equality,ż xm`1
xm
log p2 sin ppi pax` b´ i qqq2
xs`1
dx`
lim
δÑ0
log p2 sin ppi pa pxm`1 ´ δq ` b´ i qqq2
s pxm`1 ´ δqs ´
log p2 sin ppi pa pxm ` δq ` b´ i qqq2
s pxm ` δqs
“
ż xm`1
xm
2pias´1x´s
tan ppi pax` b´ i qq dx “
2a
s
ÿ
kPZ
ż xm`1
xm
x´s
ax` b´ i ` k dx
“ 2a
ÿ
kPZ
x1´sm`12F1
´
1, 1´ s; 2´ s;´ axm`1b´i `k
¯
´ x1´sm 2F1
´
1, 1´ s; 2´ s;´ axmb´i `k
¯
s p1´ sq pb´ i ` kq ,
where the term for x0 here and in the rest of the proof is understood as 0 since
<s ă 0. In the case b P Z then the corresponding integral terms for k “ ´b simplify
to
2as
ż xm`1
xm
x´s
ax` b` k dx “
2
s
ż xm`1
xm
x´s´1 dx “ 2
`
x´sm ´ x´sm`1
˘
s2
.(30)
In the case ad` b P Z we write the corresponding integralż d
0
log p2 sin ppi pax` bqqq2
xs`1
dx “
ż d
0
log p2 sin ppia px´ dqqq2
xs`1
dx
“
ż d
0
log
´
2 sinppiapx´dqq
pi|a|px´dq
¯2
xs`1
dx´ log ppi |a| dq
2
sds
` 2
ż d
0
log
`
1´ xd
˘
xs`1
dx,(31)
which is valid if a ‰ 0. For the first integral we proceed analogously as in the case
ad ` b R Z, noting that the corresponding points of discontinuity are not altered,
and the second integral we compute directlyż d
0
log
´
1´ x
d
¯
x´s´1 dx “ ´d´s
8ÿ
k“1
1
k pk ´ sq “
ψ p1´ sq ` γ
sds
,(32)
where the last equality follows from the Weiserstrass factorization for the reciprocal
Gamma function 1{Γ and the definition for the Digamma function ψ (e.g. see [12,
pp. 47]. To see the statement on convergence and meromorphicity we use the
recurrence relation from Lemma 3.6 in which we take n ą <s together with the
bound in (29) which is valid due to the assumptions on s, a, b and d. This allows
us to find meromorphicity in s P C of the summands for every sufficiently large k
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in question with simple poles in s P Zě0. (Note that there are only finitely many
summands with smaller values of k due to the assumed bounds for a, b, d.) Invoking
the Weiserstrass M-Test, the convergence is uniform accordingly and hence the sum
converges to a meromorphic function with prescribes simple poles. Now we sum in
m, and by telescoping, assuming again ad ` b, b R Z (the other cases are treated
accordingly and pose only minor modifications which follow directly from our above
computations in (30)-(32)), we arrive atż d
0
log p2 sin ppi pax` bqqq2
xs`1
dx` log p2 sin ppi pad` bqqq
2
sds
“
i 2
n2´n1`1ÿ
m“1
lim
Ñ0 limδÑ0=
log psin ppi pa pxm ` δq ` b´ i aqqq2
sxsm
` 2a
ds´1
lim
Ñ0
ÿ
kPZ
2F1
´
1, 1´ s; 2´ s;´ adb´i a`k
¯
s p1´ sq pb´ i a ` kq
“
n2´n1`1ÿ
m“1
i 2
ym
sxsm
` 2a
ds´1
ÿ
kPZ
2F1
´
1, 1´ s; 2´ s;´ adb`k
¯
s p1´ sq pb` kq ,
where the last equality follows by continuity for 2F1 p1, 1´ s, 2´ s, ¨q on Cz t1u in
the directions belonging to the closed upper hemi sphere. Now n2 ´ n1 ` 1 “ 0
if <a “ 0. Assuming <a ‰ 0, then ym is just the argument at the discontinuity
from the right, meaning it is either pi or ´pi depending on the orientation at the
intersection and the location on the imaginary axis of sin pa pxm ` δq ` b´ i aq.
Hence it holds for every  ą 0 small enough
ym “ pi sgn
ˆ
lim
δÑ0= log psin pa pxm ` δq ` b´ i aqq
2
˙
“ piω´.
Then we calculate, recalling n “ 0 if <a “ 0,
8ÿ
m“1
ym
sxsm
“ω´pi
s
˜
n2ÿ
m“n0`1
´
n0ÿ
m“n1
¸ˆ
m´ <b sgn<a
|<a|
˙´s
“ω´pi
s
|<a|s pζ ps, n0 ` 1´ <b sgn<aq ´ ζ ps, n2 ` 1´ <b sgn<aqq
´ ω´pi
s
|<a|s pζ ps, n1 ´ <b sgn<aq ´ ζ ps, n0 ` 1´ <b sgn<aqq .

Lemma 3.8. For every s P CzZ and for every z P Cz t0,´1u it holds
z
2F1 p1, 1´ s; 2´ s,´zq
1´ s `
2F1
`
1, s; 1` s,´ 1z
˘
s
“ pi
sin ppisq
#
zs if z P Cz r´1, 0s
z¯s¯ if z P Cz p´8,´1s .
(33)
Proof. The claim in the case z P Cz r´1, 0s is the identity in (2). In particular,
setting for every x ą 1 and every  ą 0
z :“ ´x` i ,
the identity in (2) with z Ñ z holds in the limit Ñ 0 by continuity of 2F1 p. . . ;´zq
and zs in z in the direction of the closed upper and lower hemisphere, respectively.
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The term 2F1
`
. . . ;´ 1z
˘
is holomorphic in z since x ą 1. Now, consider the involu-
tion z ÞÑ 1z , which amounts to passing from x ą 1 to 0 ă x ă 1. Then again in (2)
we have a term 2F1 p. . . ;´zq and 2F1
`
. . . ;´ 1z
˘
and by our above considerations,
everything is continuous in the appropriate sense. However, on the left-hand side
we find `
z´1
˘s “ ˆ´x´ i 
x2 ` 2
˙s
,
which is not continuous in the limit in the direction we are taking here. Instead we
can use ´
pz´1q
¯s¯
,
which takes the limit in the direction of the closed lower hemisphere. Since the
limit on the right-hand side is unique, we conclude. 
Lemma 3.9. Let a, b P C and let d ą 0. Let n P Z be the smallest integer such that
n´ <b sgn<a ą d |<a| .
Let n0 P Z be such that
sgn
ˆ
=a
ˆ
n0 ´ <b sgn<a
|<a|
˙
` =b
˙
‰ sgn
ˆ
=a
ˆ
n0 ` 1´ <b sgn<a
|<a|
˙
` =b
˙
,
and if no such n0 exists or n0 ă n set n0 :“ n´ 1. Set
ω` :“ 1|Rzt0u p<aq
$’&’%
sgn<a sgn=a if =a ‰ 0
sgn<a sgn=b if =a “ 0 ‰ =b
1 if =a “ =b “ 0
.
s P C such that <s ą 1 and if either ad ` b R Z or ad ` b P Z and a ‰ 0 then it
holdsż 8
d
log p2 sin ppi pax` bqqq2 x´s´1 dx “ 1|RzZ p< pad` bqq log psin ppi pad` bqqq
2
sds
` 1
sds
1|Z`iRzt0u pad` bq
´
log psin ppi pad` bqqq2 ´ 1|t´1u pω`q i 2pi
¯
` 2 log 2
sds
` 2
sds
1|Z pad` bq
ˆ
1
s
´ ψ p1` sq ´ γ ` 1
2
log ppiadq2
˙
` 1|Z pbq 2s2ds
` ω` i 2pi
s
|<a|s p2ζ ps, n0 ` 1´ <b sgn<aq ´ ζ ps, n´ <b sgn<aqq
´ 2
ds
ÿ
kPZ
kRtb,ad`bu
ad
b´ k
2F1
´
1, 1´ s; 2´ s;´ adb´k
¯
s p1´ sq
´ pi
s sin ppisq
¨˝
1|CzRă´1
ˆ
b´ k
ad
˙ˆ
ad
b´ k
˙s
` 1|Ră´1
ˆ
b´ k
ad
˙ˆ
ad
b´ k
˙s¯‚˛.
where γ denotes the Euler-Mascheroni constant and ψ the Digamma function.
Proof. We proceed analogously to the proof for Lemma 3.7. In what follows we
recalculate only the key steps and we have to make sense of the possible appearing
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infinite series because of infinitely many discontinuities. To this we set for every
m P N
x0 – d, xm :“ n`m´ <b sgn<a|<a| ,
and we set for every  ą 0 and for every m ě 1
a :“  sgn<a and ym :“ lim
Ñ0 limδÑ0= log psin ppi pa pxm ` δq ` b` i aqqq
2
.
Again the exchange of the limit in  with corresponding sums or integrals is justified
by uniform convergence in , using now <s ą 0. The sum over the functions 1F2
enters, making use ofż xm`1
xm
pias´1x´s
tan ppi pax` b` i aqq dx “
ż x´1m
x´1m`1
pias´1xs´2
tan
`
pi
`
a
x ` b` i a
˘˘ dx
“
ÿ
kPZ
ż 1
0
˜
x´sm
1` x b`i a`kaxm
´ x
´s
m`1
1` x b`i a`kaxm`1
¸
xs´1 dx
“
ÿ
kPZ
2F1
´
1, s; 1` s;´ b`i a`kaxm
¯
sxsm
´ 2
F1
´
1, s; 1` s;´ b`i a`kaxm`1
¯
sxsm`1
.(34)
We pass then from 2F1 p1, s; 1` s; ¨q to 2F1 p1, 1´ s; 2´ s; ¨q, using the identity in
(33) from Lemma 3.8. In the case b P Z the corresponding integral terms for k “ ´b
simplify toż 1
0
˜
x´sm
1` x b`kaxm
´ x
´s
m`1
1` x b`kaxm`1
¸
xs´1 dx “
ż 1
0
`
x´sm ´ x´sm`1
˘
xs´1 dx
“ x
´s
m ´ x´sm`1
s
.(35)
In the case ad` b P Z we write the corresponding integralż 8
d
log p2 sin ppi pax` bqqq2
xs`1
dx “
ż 8
d
log p2 sin ppia px´ dqqq2
xs`1
dx
“
ż 8
d
log
´
2 sinppiapx´dqq
pi|a|px´dq
¯2
xs`1
dx` log ppi |a| dq
2
sds
` 2
ż 8
d
log
`
x
d ´ 1
˘
xs`1
dx,(36)
which is valid if a ‰ 0. For the first integral we proceed analogously as in the case
ad ` b R Z, noting that the corresponding points of discontinuity are not altered,
and the second integral we compute directlyż 8
d
log
´x
d
´ 1
¯
x´s´1 dx “ d´s
ż 8
1
ˆ
log x` log
ˆ
1´ 1
x
˙˙
x´s´1 dx “
“ d
´s
s2
´ d´s
8ÿ
k“1
1
k pk ` sq “
d´s
s2
´ ψ p1` sq ` γ
sds
.(37)
Hence we are left in dealing with the infinite sum over the discontinuities. At first,
we find
ym “ piω`.
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Then we calculate, recalling n “ 0 if <a “ 0,
8ÿ
m“1
ym
sxsm
“ ω`pi
s
˜ 8ÿ
m“n0´n
´
n0´n´1ÿ
m“1
¸ˆ
n`m´ <b sgn<a
|<a|
˙´s
“ ω`pi
s
|<a|s p2ζ ps, n0 ´ <b sgn<aq ´ ζ ps, n` 1´ <b sgn<aqq .

Proof of Theorem 1.2. The result of the principal identity for s P C, <s ą 1, fol-
lows, using Theorem 2.2 in which we take a P Rz t0u, b P R, c “ 14 , d ą 0, noting
Is
ˆ
a, b,
1
4
, d
˙
“
8ÿ
k“1
fs,k
ˆ
a, b,
1
4
, d
˙
` gs,k
ˆ
a, b,
1
4
˙
,
together with the result of Lemma 3.9 in which we take a P Rz t0u, b P R, d ą 0 to
evaluate the left-hand side. We recall that n in Lemma 3.9 is the minimal integer
such that n ą |a| d` b sgn a and we let n2 P Z be maximal such that n2 ă b sgn a.
We are left with the evaluation, assuming first b R Z,ÿ
kPZ
k‰|a|d`b sgn a
1|RzRă´1
ˆ
b´ k sgn a
ad
˙ˆ
1
b sgn a´ k
˙s
` 1|Ră´1
ˆ
b´ k sgn a
ad
˙ˆ
1
b sgn a´ k
˙s¯
“
ζ ps, b sgn a´ n2q ` e´ ipisζ ps, n´ b sgn aq
` eipis pζ ps, n2 ` 1´ b sgn aq ´ ζ ps, n´ b sgn aqq “
ζ ps, 1´ t´b sgn auq ` eipisζ ps, 1´ tb sgn auq ´ 2 i sin ppisq ζ ps, n´ b sgn aq “
ζ ps, 1´ t´b sgn auq ` cos ppisq ζ ps, 1´ tb sgn auq
` i sin ppisq pζ ps, 1´ tb sgn auq ´ 2ζ ps, n´ b sgn aqq .
If b P Z we have to exclude the term for k “ b sgn a. In particular, it holds
b sgn a´n2 “ 1 “ 1´t´b sgn au and we have to shift n2 by 2 instead of 1 for the third
term, meaning we replace in the first equality n2` 1´ b sgn a by n2` 2´ b sgn a “
1 “ 1´ tb sgn au. Hence the above calculation is valid in the case b P Z as well and
we conclude. The statement about holomorphicity and convergence on the right-
hand side and the second identity in the case <s ă 0, b P Z or <s ă 1, b R Z follow
analogously as in the proof for Theorem 1.1. The statement about meromorphicity
and convergence on the left-hand side follow directly from Lemma 3.7. 
4. Applications
The immediate application of Theorem 1.1 is the functional equation for the Hur-
witz zeta function. In principal we have encountered it already in the proof of
Theorem 1.1. We recall the polylogarithm Lis defined in (11).
Corollary 4.1 (Hurwitz identity). Let b P R and let s P Cz t1u. Then it holds
(i) ζ ps, 1´ tbuq “ Γp1´sqp2piq1´s
`
ei
pi
2 p1´sq Li1´s
`
ei 2pib
˘` e´ i pi2 p1´sq Li1´s `e´ i 2pib˘˘ .
(ii)
sinppisqΓp1´sqLi1´spei 2pibq
2´spi1´s “ e´ i
pi
2 sζ ps, 1´ tbuq ` ei pi2 sζ ps, 1´ t´buq .
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Proof. Taking <s ă 0 and a ą 0 in Theorem 1.1, making use of the second identity,
we find
ζ ps, 1´ tbuq “ ´Γ p1´ sqp2piq1´s i
`p´ iqs Li1´s `ei 2pib˘´ is Li1´s `e´ i 2pib˘˘
“ ´Γ p1´ sqp2piq1´s
´
e´ i
pi
2 ps`1q Li1´s
`
ei 2pib
˘´ ei pi2 ps´1q Li1´s `e´ i 2pib˘¯
“ Γ p1´ sqp2piq1´s
´
ei
pi
2 p1´sq Li1´s
`
ei 2pib
˘` e´ i pi2 p1´sq Li1´s `e´ i 2pib˘¯ .
To see the second equality, we compute
ζ ps, 1´ tbuq´e´ ipip1´sqζ ps, 1´ t´buq “
Γ p1´ sq
p2piq1´s
´
ei
pi
2 p1´sq ´ e´ i 3pi2 p1´sq
¯
Li1´s
`
ei 2pib
˘ “
2 i e´ ipip 12´sq sin ppi p1´ sqq Γ p1´ sqp2piq1´s e
´ i pi2 s Li1´s
`
ei 2pib
˘
.
By meromorphic continuation for the Hurwitz zeta function, using Theorem 1.1,
we conclude for all s P C. 
Corollary 4.2 (Functional equation for Riemann zeta function). Let s P Cz t1u.
Then it holds
ζ psq “ 2spis´1Γ p1´ sq sin
´pi
2
s
¯
ζ p1´ sq .
Proof. We take b “ 0 in Corollary 4.1 (i). 
Since the convergence of the sum in s such that <s ą 0 is not absolute if b “ 0
this separates the identity for the Riemann zeta function from the general identity
for the Hurwitz zeta function (and therefore for every Dirichlet series with periodic
coefficients). Hence we find an apparently non-trivial classification of zeros of the
Riemann zeta function (on the critical strip):
Corollary 4.3. Let ρ P C. Then for every a ą 0 it holds ζ pρq “ 0 if and only if
1
2
ˆˆ
d
aρ
1´ ρ ´
1
2
˙
d´ρ `Ra,0,d pρq
˙
“
8ÿ
k“1
ad1´ρρ
1´ ρ 1F2
ˆ
1
2
p1´ ρq ; 3
2
; 1` 1
2
p1´ ρq ;´pi2a2d2k2
˙
` aρΓ p1´ ρq sin
`
pi
2 ρ
˘
p2piq1´ρ k1´ρ .
Proof. We take b “ 0 in Theorem 1.1. 
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Corollary 4.4. Let ρ P CzZ. Then for every a P Rz t0u and for every d ą 0 it
holds ζ pρq “ 0 if and only if
log 2
dρ
` 1|RzZ padq log psin ppi padqqq
2
2dρ
` 1
ρdρ
` 1
dρ
1|Z padq
ˆ
1
ρ
´ ψ p1` ρq ´ γ ` 1
2
log ppiadq2
˙
` 1
dρ
ÿ
kPZ
kRt0,adu
ad
k
2F1
`
1, 1´ ρ; 2´ ρ; adk
˘
1´ ρ ` ipi |a|
ρ
ζ pρ, nq “
´
8ÿ
k“1
1
dρk
1F2
ˆ
´ρ
2
;
1
2
, 1´ ρ
2
;´pi2a2d2k2
˙
´ |a|ρ Γ p1´ ρq cos
`
pi
2 ρ
˘
p2piq´ρ k1´ρ ,
and n P Z is the smallest integer satisfying n ą |a| d.
Proof. We take b “ 0 in Theorem 1.2. 
Lemma 4.5. Let n P N, let a P Rz t0u, b P R and let d ą 0. Then it holds
pi
n
ˆ
a´nζ p´n, 1´ tbuq ´
ˆ
´ adn
1` n ` tbu ´
1
2
˙
dn `Ra,b,d p´nq
˙
“
dn
nÿ
m“1
p1´ nqm´1
2 p2piadqm
´
p´ iqm`1 Lim`1
´
ei 2pipad`bq
¯
` im`1 Lim`1
´
e´ i 2pipad`bq
¯¯
.
In particular, if ad P Z it holds
pi
n
ˆˆ
n
1` n ´ tbu `
1
2
˙
dn `Ra,b,d p´nq
˙
“
dn
n´1ÿ
m“1
p1´ nqm´1
2 p2piadqm
´
p´ iqm`1 Lim`1
`
ei 2pib
˘` im`1 Lim`1 `e´ i 2pib˘¯ .
Proof. From Theorem 2.2 we know for every s P C, a P Rz t0u, b, d P R
rIs pa, b, 0, dq :“ 8ÿ
k“1
Fs,k pa, b, 0, dq
converges. Now ´rI´n pa, b, 0, dq evaluates to the left-hand side of the claimed iden-
tity, using Theorem 1.1. By Lemma 3.4, Fs,k satisfies for every n P N
F´n,k pa, b, 0, dq “ ´dn
n´1ÿ
m“0
p1´ nqm
2 p2piadqm`1
p´ iqm`2 ei 2pipad`bqk ´ im`2 e´ i 2pipad`bqk
km`2
,
recalling holomorphicity of Fs,k in s and p1´ nqn “ 0. Then the summation in k
yields the first claim. To see the statement in the event ad P Z, we note
dn
p1´ nqn´1
2 p2piadqn
´
p´ iqn`1 Lin`1
´
ei 2pipad`bq
¯
` in`1 Lin`1
´
e´ i 2pipad`bq
¯¯
“
Γ pn` 1q
2 p2piaqn n
´
in`1 Lin`1
`
ei 2pib
˘` p´ iqn`1 Lin`1 `e´ i 2pib˘¯ ,
and conclude, combining this identity with Corollary 4.1 and the first claim. 
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Let n P N. Set as the generalized log-sine integral for every a P Rz t0u, b, d P R
Ls
pn´3q
n´1 pa, b, dq :“ ´
1
2
ż d
0
log
´
4 psin ppi pax` bqqq2
¯
xn´1 dx.
Lemma 4.6. For every s P C, a P Rz t0u, b P R, d ą 0
Ls
pn´3q
n´1 pa, b, dq “
Γ pnq
2an p2piqn
`
in Lin`1
`
ei 2pib
˘` p´ iqn Lin`1 `e´ i 2pib˘˘
` dn
nÿ
m“1
p1´ nqm´1
2 p2piadqm
´
p´ iqm Lim`1
´
ei 2pipad`bq
¯
` im Lim`1
´
e´ i 2pipad`bq
¯¯
.
In particular, if ad P Z it holds
Ls
pn´3q
n´1 pa, b, dq “ dn
n´1ÿ
m“1
p1´ nqm´1
2 p2piadqm
`p´ iqm Lim`1 `ei 2pib˘` im Lim`1 `e´ i 2pib˘˘ .
Proof. For every a P Rz t0u, b P R, d ą 0
´
8ÿ
k“1
fs,k
ˆ
a, b,
1
4
, d
˙
“ ´1
2
8ÿ
k“1
ˆ
fs,k
ˆ
a, b,
1
4
, d
˙
` i fs,k pa, b, 0, dq
˙
`
ˆ
fs,k
ˆ
´a,´b, 1
4
, d
˙
` i fs,k p´a,´b, 0, dq
˙
evaluates to the left-hand side of the claimed identity if s P Ză0, recalling Lemma
3.1. On the other hand, we find, combining Lemma 3.2, taking advantage of (15)
in Lemma 3.1, with Lemma 3.4,
gs,k
ˆ
a, b,
1
4
˙
` i gs,k pa, b, 0q` ps` 1qn
2 pi 2piakqn
ˆ
fs`n,k
ˆ
a, b,
1
4
, d
˙
` i fs`n,k pa, b, 0, dq
˙
“ ps` 1qn
2 pi 2piakqn
ˆ
Fs`n,k
ˆ
a, b,
1
4
, d
˙
` iFs`n,k pa, b, 0, dq
˙
.
For s “ ´n the above right-hand side vanishes by an analgous argument as in the
proof for Lemma 4.5, and therefore it holds
lim
sÑ´n
ps` 1qn
2 pi 2piakqn
ˆ
fs`n,k
ˆ
a, b,
1
4
, d
˙
` i fs`n,k pa, b, 0, dq
˙
“
´ g´n,k
ˆ
a, b,
1
4
˙
´ i g´n,k pa, b, 0q .
Evaluation of ´ř8k“1 f´n,k `a, b, 14 , d˘, using again the recurrence relation from
Lemma 3.2 together with the identity of (15) in Lemma 3.1, yields the first final
claim. The second claim is analogous to the second claim from Lemma 4.5. 
We end this section with the collection of hypergeometric identities which are natu-
ral with respect to Section 2. Notably, except for the extension from Lemma 3.8 of
the identity in (2) we did not make direct use of these but rather their incomplete
form as a recurrence relation, in order to show meromorphic extension. Stated
otherwise the following identities appear as the limiting cases of the recurrence
relations stated in Section 2.
Proposition 4.7 (Hypergeometric identities). Let s P CzN and let a P C. Then it
holds
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(i) 1F1 p´s, 1´ s, i 2piaq “ ei 2pia1F1 p1, 1´ s,´ i 2piaq and,
(ii) recalling fs,k defined in (13), for every k P N, b, c P C, d ą 0
fs,k pa, b, c, dq “d
´s
s
sin p2pi padk ` bk ` cqq 1F2
ˆ
1;
1
2
´ s
2
, 1´ s
2
;´pi2a2d2k2
˙
´2piad
1´sk
s p1´ sq cos p2pi padk ` bk ` cqq 1F2
ˆ
1; 1´ s
2
,
3
2
´ s
2
;´pi2a2d2k2
˙
,
(iii) a1´s 2F1 p1, 1´ s, 2´ s,´aq “ p
1`a´1q´1
1´s a2F1
´
1, 1, 1´ s, p1` aq´1
¯
.
Proof. From Lemma 3.2 we find
1F1 p´s, 1´ s, i 2piaq ´ pi 2piaq
n
ps´ nqn 1
F1 p´s` n, 1´ s` n, i 2piaq
“ ei 2pia
nÿ
m“1
ps´ nqm
ps´ nqn
pi 2piaqn´m “ ei 2pia
n´1ÿ
m“0
ps´ nqn´m
ps´ nqn
pi 2piaqm
“ ei 2pia
n´1ÿ
m“0
p1´ sq´1m p´ i 2piaqm .
Hence taking the limit limnÑ8 on both sides, assuming s is fixed away from the
poles at N yields the first claim, noting 1F1 p´s` n, 1´ s` n, i 2piaq is bounded
for every a and n which follows from its representation as hypergeometric series.
Claim (ii) follows by reversing the identity (15) in Lemma 3.1 together with claim
(i). In particular, we first find
2 i pfs,k pa, b, c, dq ` fs,k p´a,´b,´c, dqq “
ei 2pipbk`cq
sdsk
1F1 p´s; 1´ s; i 2piadkq ` e
i 2pip´bk´cq
sdsk
1F1 p´s; 1´ s;´ i 2piadkq .
Then by considering the corresponding hypergeometric series for 1F1, utilizing
Γ ps` 1` 2m´ 2nq
Γ ps` 1q “
p2´ sq´12n´2´2m
ps´ 1q s “
2m`1´n
ps´ 1q s
´
1´ s
2
¯´1
n´1´m
ˆ
3
2
´ s
2
˙´1
n´1´m
,
Γ ps` 2` 2m´ 2nq
Γ ps` 1q “
p1´ sq´12n´2´2m
s
“ 2
m`1´n
s
ˆ
1
2
´ s
2
˙´1
n´1´m
´
1´ s
2
¯´1
n´1´m
,
the result follows. Claim (iii) follows, taking the limit n Ñ 8 in the identity in
Lemma 3.6 with s away from the poles. Note that 2F1 in there can grow at most
exponentially, which follows from its integral representation. 
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