In this paper, a multilevel Monte Carlo theta EM scheme is provided for stochastic differential delay equations with small noise. Under a global Lipschitz condition, the variance of two coupled paths is derived. Then, the global Lipschitz condition is replaced by one-sided Lipschitz condition, in order to guarantee the moment finiteness of numerical scheme, a modified multilevel Monte Carlo theta EM scheme is put forward and the second moment of two coupled paths is estimated.
Introduction
Small noise stochastic differential equations (SDEs) are widely used in economics, finance, computational fluid dynamics, ecology, population dynamics and etc, and many customized numerical methods have been developed for small noise SDEs with the aim of improving efficiency [1, 2, 3] . The mostly used numerical methods are the Euler-Maruyama (EM) scheme, the Monte Carlo method, the Milstein method and the Runge-Kutta method. There are a lot of results for numerical schemes of SDEs under the global Lipschitz condition, see [4, 5] , etc. Since the global Lipschitz condition is too strong for most equations, more and more works on SDEs with the non-global Lipschitz conditions are established in recent years. For SDEs under the non-global Lipschitz condition, the numerical schemes may not reproduce the behaviour of exact solutions [6] , or the moments of numerical solutions may even explode in a finite time [7] . Thus, the classical numerical schemes are modified or improved to guarantee the finiteness of numerical solutions or to improve efficiency under non-global Lipschitz conditions, for example the tamed EM scheme [7] , the truncated EM scheme [8] , the theta EM scheme [9, 10] , the tamed Milstein method [11] , the multilevel Monte Carlo method [12, 13, 14, 15] .
In [1] , the authors proposed a multilevel Monte Carlo EM method for stochastic differential equations with small noise, analyzed the variance between two coupled paths, and discovered that the computational complexity of multilevel Monte Carlo method combined with standard EM scheme was lower than the standard Monte Carlo. However, the results of [1] are obtained under the global Lipschitz condition. If the global Lipschitz condition weakens to one-sided Lipschitz condition, will it remain the same property? Motivated by [1] , we combine multilevel Monte Carlo method with the theta EM scheme and consider the variance between two coupled paths for stochastic differential delay equations (SDDEs) with small noise under global Lipschitz condition. Then, we replace the global Lipschitz condition by the one-sided Lipschitz condition, give a modified multilevel Monte Carlo theta EM scheme in order to guarantee the moment finiteness of the scheme. The second moment of two coupled paths is estimated under one-sided Lipschitz condition.
Throughout this paper, unless otherwise specified, we let (Ω, F , {F t } t≥0 , P) be a complete probability space with a filtration {F t } t≥0 satisfying the usual conditions. Let W (t) = (W 1 (t), . . . , W d (t))
T be an d-dimensional Brownian motion defined on the probability space. Let τ > 0 be a delay. Consider the stochastic differential delay equation with small noise of the form dX ε (t) = f (X ε (t), X ε (t − τ ))dt + εg(X ε (t), X ε (t − τ ))dW (t), t ≥ 0 (1.1) with initial data X(θ) = ξ(θ), θ ∈ [−τ, 0], where ε ∈ (0, 1) and f : R a × R a → R a and g : R a × R a → R a×d .
In the following, we will analyze multilevel Monte Carlo EM solution of (1.1) under the global Lipschitz condition and one-sided Lipschitz condition respectively.
SDDEs with Global Lipschitz Condition
We shall impose the following hypothesis:
(H) Both f and g satisfy the global Lipschitz condition. That is, there exists an α > 1 such that |f (x, y) − f (x,ȳ)| + |g(x, y) − g(x,ȳ)| ≤ α(|x −x| + |y −ȳ|)
for all x, y,x,ȳ ∈ R a . Moreover, for all x, y ∈ R a |∇f (x, y)| 2 ∨ |∇ 2 f (x, y)| 2 ≤ α. 
where β = max{α, |f (0, 0)|, |g(0, 0)|}, and for any x, y,x,ȳ ∈ R
The theta EM Scheme
We now introduce theta EM scheme for (1.1). Given any time T > 0, assume that there exist two positive integers such that h =
, where h ∈ (0, 1) is the step size. For
where t n = nh, ∆W (t n ) = W (t n+1 ) − W (t n ). Here θ ∈ [0, 1] is an additional parameter that allows us to control the implicitness of the numerical scheme. For θ = 0, the theta EM scheme reduces to the EM scheme, and for θ = 1, it is exactly the backward EM scheme. For a given X ε h (t n ), in order to guarantee a unique solution X ε h (t n+1 ) to (2.1), the step size is required to satisfy θh < 1 α according to the monotone operator [16] , whereᾱ is defined as in Remark 2.1. In addition, to guarantee the moment finiteness of numerical solutions, we also require hθ < 1 6β in this section. Thus, in Section 2, we set h * ∈ 0,
, and let h, h l ∈ (0, h * ] for θ ∈ (0, 1], while for θ = 0, we only need h, h l ∈ (0, 1), where h l is a step size defined in Section 2.2.
We find it is convenient to work with a continuous form of a numerical method. Rewrite (2.1) with a continuous form as follows:
where η h (s) = ⌊s/h⌋ h. Lemma 2.2 Let assumption (H) hold. Then, for any T > 0 and p ≥ 2, we have
2) and the Burkholder-Davis-Gundy (BDG) inequality, we get
where
Let t = nh and s =nh, where n andn are nonnegative integers such thatnh ≤ nh ≤ T , then by assumption (H),
By the discrete Gronwall inequality,
Furthermore, by (2.3) and (2.5),
In the same way as (2.4), we derive
This completes the proof. ✷ Lemma 2.3 Let assumption (H) hold. Then, for any p ≥ 2, we have
Proof. Use the same notation Y ε h (t) as in Lemma 2.2. We derive from (2.2), assumption (H), Lemma 2.2 and the BDG inequality that for p ≥ 2
With the relationship between X ε h (t) and Y ε h (t), we obtain
By Lemma 2.2, it is easy to show that
✷ We now reveal the error between the numerical solution (2.2) and the exact solution (1.1).
Theorem 2.1 Let assumption (H) hold, assume that Ψ : R a → R has continuous second order derivative and there exists a constant C such that
where I(0) = −θf (ξ(0), ξ(−τ ))h. By the assumption (H) and Lemma 2.3, we see
(2.12)
Let t = nh l and s =nh l , where n andn are nonnegative integers such thatnh l ≤ nh l ≤ T , then by assumption (H),
(2.13)
By using |x − y| p ≥ 2 1−p |x| p − |y| p and assumption (H) again, we see
then, Lemma 2.4 and (2.13) give that
The discrete Gronwall inequality leads to
Furthermore, with assumption (H), we derive from (2.12) and Lemma 2.4 that
Then, the first part follows by using the relationship between Y 
Proof. By (2.9), for k ∈ {1, 2, · · · , M},
(2.14)
Taking expectation on both sides, together with Lemma 2.4, yields
Since we have 
Proof. We derive from (2.14), assumption (H), Lemma 2.4 and the discrete BDG inequality
where g i is the i-th column of g and in the last step we have used Lemma 2.4. By (2.16) and Lemma 2.4 again, we conclude that the desired result follows for p ≥ 2. Finally, one can use the Young inequality to get the results for p ∈ (0, 2). ✷ Taylor expansion of the drift coefficient.
Lemma 2.9 Let ∇ and ∇ 2 be the first and second order derivatives respectively. Then
where A Proof. Let f i (x) be the ith component of f (x). By the Taylor expansion, for i = 1, 2, · · · , a,
Again by the Taylor expansion we derive
These implies
This completes the proof. ✷ Theorem 2.2 Let assumption (H) hold. Then we have
Proof. For any n ≤ M l−1 − 1 , by (2.10) and (2.11), we get
By the elementary inequality
Taking expectation, then summing both sides, using assumption (H) and the Young inequal-ity, we obtain that for
By Lemma 2.8, we immediately get
(2.17)
Applying the Young inequality and Lemma 2.9, we see 
By the definition of
Taking advantage of the elementary equality 2(|a| 2 + |b| 2 ) ≥ |a − b| 2 ≥ |a| 2 − |b| 2 , we get
This, together with Lemma 2.4 imply
By the discrete Gronwall inequality, the desired result can be obtained since the dominant term above is of order M 2 h 2 l and ε 4 Mh l . ✷ The following two lemmas are from [1] .
Lemma 2.10 Suppose X 1 (t) and X 2 (t) are stochastic processes on R a and that x 1 (t) and x 2 (t) are deterministic processes on R a . Further, suppose that
for some C 1 , C 2 and any ε ∈ (0, 1). Assume that Φ : R a → R is Lipschitz with Lipschitz constant C L . Then
Lemma 2.11 Suppose that A εh and B εh are families of random variables determined by scaling parameters ε and h. Further, suppose that there are positive constants C 1 , C 2 , C 3 such that for any ε ∈ (0, 1), the following three conditions hold:
Theorem 2.3 Let assumption (H) hold, assume that Ψ : R a → R has continuous second order derivative and there exists a constant C such that
for any i, j = 1, 2, · · · , a. Then, we have
Proof. By the Taylor expansion, we see
Moreover, we have 
(t n ). By Lemma 2.6, it is obvious to get
Thus, application of Lemma 2.10 leads to
Then by Theorem 2.2 and Lemma 2.11, we get
where f i is the i-th component of f and g i is the i-th row of g. By computation,
Summing both sides, for 0
Lemma 2.12 There exists a positive constant C such that
Proof. By the Taylor expansion,
.
By virtue of properties of expectation, for r = 1, 2, · · · , 2a,
where ∇ r f i is the r-th component of first derivatives to f i , and (·) r is the r-th component of a vector. We apply Lemma 2.6 and Lemma 2.10 to get
Moreover, for r = 1, · · · , a, taking advantage of assumption (H) and Lemmas 2.4-2.6,
Similarly, for r = a + 1, · · · , 2a,
l . Thus, combining (2.22) and Lemmas 2.8, 2.11, we see
l , which leads to
✷ Lemma 2.13 There exists a positive constant C such that
Proof. Application of the Taylor expansion gives that
Taking similar steps as in Lemma 2.12, Lemma 2.6 together with Lemma 2.10 yield 
✷ Lemma 2.14 There exists a positive constant C such that
Proof. By assumption (H) and Lemma 2.8,
This completes the proof. ✷ Lemma 2.15 There exists a positive constant C such that
Proof. By assumption (H) and Theorem 2.2,
There exists a positive constant C such that
Proof. Recall from Lemma 2.9 that
Var(C 
l . Since for r = 1, · · · , a, similar to the procedure of Lemma 2.12, by assumption (H) and Lemmas 2.4-2.6, we get . That is, the multilevel Monte Carlo theta EM scheme is more efficient than the theta EM scheme.
SDDEs under One-side Lipschitz Condition
In this section, instead of the global Lipschitz condition (H), we impose weaker assumptions to (1.1). We assume that:
(H1) There exist α 1 , α 2 > 1 such that for some p ≥ 2, r ≥ 1 2 x −x, f (x, y) − f (x,ȳ) + (p − 1)ε 2 |g(x, y) − g(x,ȳ)| 2 ≤ α 1 (|x −x| 2 + |y −ȳ| 2 ) and |f (x, y) − f (x,ȳ)| ≤ α 2 (1 + |x| r + |x| r + |y| r + |ȳ| r )(|x −x| + |y −ȳ|)
for all x, y,x,ȳ ∈ R a .
(H2) There exists a positive constant α 3 such that |g(x, y)| 2 ≤ α 3 (1 + |x| 2 + |y| 2 )
for all x, y ∈ R a .
Lemma 3.1 Let assumptions (H1) and (H2) hold. Then, for any T > 0 and p ≥ 2, we have whereα is a constant depends on α 1 and α 2 . In order to guarantee the finiteness of p-th moment of the numerical solutions to (1.1), we make a tiny modification to the drift coefficient. Given any T > 0, let M ≥ 2, l > 1, h l = T · M −l , h l−1 = T · M −(l−1) , define f h l (x, y) := f (x, y) 1 + h l−1 δ |f (x, y)| (3.3)
for any x, y ∈ R a and some δ ∈ (0, 1 2 ]. Moreover, one can verify that f h l satisfies the following properties:
x −x, f h l (x, y) − f h l (x,ȳ) ≤ α 1 2 (|x −x| 2 + |y −ȳ| 2 ), (3.5) and x, f h l (x, y) ≤ᾱ 1 (1 + |x| 2 + |y| 2 ). By the Itô formula, we get
