Mormyrid fish generate weak electric organ discharges (EODs
Introduction
Similar to many behaviors, communication signals are often characterized by stereotyped temporal output patterns orchestrated by central pattern generators (CPGs) (Pollack, 2001) . Much of our understanding of the mechanisms controlling the rhythmic output of CPGs comes from studies on relatively simple behaviors such as locomotion, digestion, respiration, and heartbeat (Marder and Bucher, 2001) . In this paper, I address electromotor pattern generation in mormyrid fish. Their electric signaling behavior is relatively simple and easily quantified, making them an excellent system for studying the mechanisms underlying rhythmic motor output in vertebrate communication.
Mormyrid electric signals consist of a constant electric organ discharge (EOD) produced with a variable sequence of pulse intervals (SPI) (Hopkins, 1986) . The resting SPI has a baseline rhythm of EOD intervals ranging from ϳ100 -300 msec (Teyssedre and Boudinot, 1987; Carlson, 2002b) . Superimposed on this are a variety of displays, including bursts and cessations, several of which have been linked to specific social contexts (Carlson, 2002b) . In Brienomyrus brachyistius, it was recently shown that bursts fall into three categories termed "scallops" (transient, stereotyped bursts; Serrier and Moller, 1989) , "accelerations" (graded increases in rate; Carlson, 2002b) , and "rasps" (combination of the two; Hopkins and Bass, 1981) based on distinct temporal patterns of EOD production (B. A. Carlson and C. D. Hopkins, unpublished observations) .
EODs are initiated in the medullary command nucleus (CN), the output of which is relayed to spinal electromotor neurons (EMN) via the medullary relay nucleus (MRN) (Fig. 1) (Bennett et al., 1967; Bell et al., 1983) . CN receives a dense projection from a column of cells within the mesencephalic precommand nucleus (PCN) and the thalamic dorsal posterior nucleus (DP), plus a minor projection from the ventral edge of the toral ventroposterior nucleus (VPv) (Bell et al., 1983; Carlson, 2002a) . PCN neurons provide excitatory input to CN (von der Emde et al., 2000) ; DP and VPv neurons have not yet been described physiologically.
The medullary electromotor network also gives rise to an ascending corollary discharge pathway that provides an internal reference for the timing of EOD output (Bell et al., 1983 (Bell et al., , 1995 . This pathway activates neurons that provide inhibitory input to PCN (von der Emde et al., 2000) , thereby establishing a negative feedback loop. It is likely that these inhibitory neurons are located within the dorsal subdivision of the toral ventroposterior nucleus (VPd), which projects to DP-PCN and receives input from the corollary discharge pathway (Carlson, 2002a ).
In the current study, I record extracellularly from single units in DP-PCN and VPd to: (1) verify that VPd provides recurrent inhibition to DP-PCN; (2) quantify the diversity of activity patterns among DP-PCN and VPd neurons; (3) analyze the relationship between variation in the resting SPI and single-unit activity; and (4) describe patterns of single-unit activity in relation to the generation of displays. The results suggest several hypotheses on the mechanisms of regulating electromotor output that are likely to be of general relevance in understanding temporal pattern generation in vertebrate communication.
Portions of these results have appeared in abstract form Hopkins, 2000, 2002) .
Materials and Methods
Animals. A total of fifty Brienomyrus brachyistius, ranging in size from 8.0 to 51.0 gm in body weight and from 8.0 to 19.3 cm in total length were used in this study. Fish were composed of a mix of wild-caught and laboratory-bred fish. They were housed in 280 l group aquaria at a temperature of 25-27°C and conductivity of 150 -200 S/cm on a 12 hr light/dark cycle and fed live black worms daily. All procedures were in accordance with the guidelines established by the National Institutes of Health and were approved by the Cornell University Institutional Animal Care and Use Committee.
Surgery. Surgical procedures were identical to those described earlier (Carlson, 2002a) . Animals were anesthetized in a solution of 500 mg/l tricaine methanesulfonate (MS-222; Sigma, St. Louis, MO) and then respirated under a solution of 160 mg/l MS-222 during the surgery. Fish were placed on a horizontal platform with lateral supports and completely immersed in aquarium water except for the dorsal surface of the head. A flap of skin was removed from the head, and the underlying tissue was scraped away to expose the dorsal surface of the skull. Lidocaine (100 -200 l of a 2% solution; Radix Laboratories, Inc., Eau Claire, WI) was applied as a local anesthetic. A metal post was affixed to the skull using Superglue (Norpak Adhesives, Lowell, MA) to hold the skull in place, and a small rectangular portion of the skull and meninges were removed to expose the dorsal surface of the midbrain and caudal forebrain. A reference electrode was then placed in the dorsal musculature at the posterior end of the skull. At the end of surgery, the fish were immobilized and electrically silenced with an intramuscular injection of flaxedil (gallamine triethiodide: 100 -300 l of a 3 mg/ml solution; Sigma), and the respiration was switched to fresh water for physiological recording.
Electrophysiology. Electromotor output was monitored by placing a silver wire against the caudal peduncle with a reference several centimeters away. Even though the EOD is silenced by flaxedil, the EOD command can still be recorded as a three-spike potential resulting from the synchronous activation of EMN (Bennett et al., 1967) . The first negative peak in the EMN volley was defined as the reference time for EOD output (T 0 ), which in a natural situation precedes the EOD by 4 -5 msec. In general, the average EOD (EMN) interval is greater in isolated, curarized preparations than in freely behaving fish, although specific electromotor displays, including scallops and accelerations may still be produced spontaneously.
Glass microelectrodes were pulled using a Sutter Instruments (Novato, CA) Flaming Brown Micropipette Puller, model P-87, and broken to a tip diameter of Ͻ5 m. Most electrodes were filled with a solution of 3 M NaCl. In some cases, electrodes were filled with Woods metal and electroplated with gold and platinum (modified from Dowben and Rose, 1953) . I localized DP-PCN and VPd first using landmarks on the dorsal surface of the brain and then more precisely by recording characteristic field potentials that were phaselocked to the EMN volley (Carlson, 2002a) . Single units were isolated by slowly advancing and retracting the electrode using a microelectrode drive (Inchworm 6000; Burleigh Instruments, Inc., Fishers, NY) that was held by a micromanipulator (model 462-XY-M; Newport Co., Fountain Valley, CA). Extracellular single-unit activity and EMN output were amplified 10,000ϫ on a differential AC amplifier (model 1700; A-M Systems, Inc., Everett, WA). Singleunit recordings were band-pass filtered from 300 -5000 Hz, whereas EMN recordings were band-pass filtered from 10 -5000 Hz. Signals were either digitized at 100 kHz on two separate channels of an analog-to-digital board (model AD2; Tucker-Davis Technologies, Gainesville, FL) or sent to two separate Schmitt Triggers with outputs going to event timers that recorded the time of occurrence of spikes and T 0 using a clock rate of 1 MHz (model ET1; Tucker-Davis Technologies). All data were saved using custom-made software for Matlab 6.5 (The MathWorks, Inc., Natick, MA).
At the end of several experiments (n ϭ 23), recording locations were verified by iontophoresis of biotinylated tract-tracers into PCN, DP, or VPd, followed by histological processing (for results, see Carlson, 2002a) . In all cases, the injection site was accurately placed using the surface landmarks and field potential characteristics alone, indicating that these methods were sufficient to verify the locations of single-unit recordings in cases in which no injection was made. It was clear that units recorded from at the caudal and rostral ends of DP-PCN were located within PCN and DP, respectively. However, because the two nuclei form a continuous column of cells, it was impossible to determine whether recordings at more intermediate positions were located within PCN or DP. Therefore, all recording locations within these two nuclei are defined as being within DP-PCN rather than precisely within either nucleus.
Data analysis. For analyzing baseline activity levels of single units and their relation to the resting SPI, portions of the records containing burst displays were removed so that only resting output was considered. The relationships between single-unit activity and displays were then analyzed separately. For certain analyses, data on spike times were converted into the spike density function (SDF) through convolution with a Gaussian kernel of a width equal to the mean interspike interval of the unit (Szücs, 1998) . The advantages of using the SDF over more traditional means of spike rate analysis have been described elsewhere (Paulin, 1992; Szücs, 1998) . Spike timing data and the SPI were analyzed using custommade software for Matlab 6.5. Statistical analyses were done using Statistica 6.1 (StatSoft, Inc., Tulsa, OK) and SAS/STAT 8.02 (SAS Institute, Inc., Cary, NC).
Results
Two different types of units were encountered while recording within DP-PCN and VPd (Fig. 2) . "Type I units" fired sporadically to tonically before T 0 and then went characteristically silent after T 0 for tens to hundreds of milliseconds before resuming activity (Fig. 2 A) . Within type I units, two distinct subtypes were observed (Fig. 2 B) . "Type Ia units" were characterized by single action potentials that were tightly phase-locked with the EMN volley. Across units, the timing of this spike varied from 2.5 to 3.5 msec before T 0 , but it was highly consistent within units, varying in its relative timing by Ͻ100 sec. Some type Ia units also had a second phase-locked action potential occurring from 1 msec before to 1 msec after T 0 . By contrast, "type Ib units" did not have any action potentials phase-locked with the EMN volley, although they appeared qualitatively identical in other respects. I recorded from a total of 70 type I units in DP-PCN, of which 54 were type Ia units, and 16 were type Ib units. I did not encounter any type I units in VPd.
"Type II units" were silent throughout the EOD cycle, except for firing a burst of action potentials that started between ϳ1 msec before to 8 msec after T 0 , depending on the unit (Fig. 2C,D) . I recorded from a total of seven type II units in DP-PCN and six in VPd.
These findings suggest that type I unit recordings were from neurons in DP-PCN, whereas type II unit recordings were from neurons in VPd, as well as the axons of those neurons in DP-PCN. This is consistent with a known projection from VPd to DP-PCN (Carlson, 2002a) , as well as a previous study on single- 
Variation in single-unit activity
The phase-locked spikes in type Ia units occur immediately after the generation of an action potential in CN rather than before, and the available evidence suggests that they result from antidromic activation of axons via electrical synapses in CN (von der Emde et al., 2000) . Because these antidromic spikes are considered a response to CN activation rather than a cause, the phaselocked spikes were removed in all subsequent analyses of singleunit activity so that they would not artificially increase measures of descending activity in type Ia units. Both type Ia and Ib units showed wide variation in baseline activity levels from units that fired only sporadically to units that fired at high tonic rates. Across all type I units, the mean spike rate varied from as low as 0 sec Ϫ1 to as high as 49.24 sec Ϫ1 (Fig. 3 ). There was no significant difference in mean spike rate between type Ia and Ib units (Wald-Wolfowitz runs test; z ϭ 1.266; p Ͼ 0.2). There did appear to be relatively more type Ia units among those with very low firing rates, although this is likely attributable to a sampling bias because silent type Ib units would have gone unnoticed, whereas silent type Ia units would be identified because of their phase-locked antidromic action potentials.
Looking at mean firing rate in relation to mean EMN interval throughout the entire recording from each unit revealed no significant correlation between mean unit spike rate and mean EMN interval (F (1,68) ϭ 0.846; r 2 ϭ 0.0123; p Ͼ 0.35). Thus, neurons with a variety of baseline firing rates were encountered, irrespective of the fish's rate of EOD production.
To analyze the activity patterns of single units in relation to EMN output, rasters and cumulative histograms of spike times relative to T 0 were constructed (Fig. 4) . For each type I unit, spike times relative to the previous T 0 (positive delays) and the following T 0 (negative delays) were both used (von der Emde et al., 2000) . Thus, each spike is shown twice, once as following T 0 (i) with a given lag and once as preceding T 0 (i ϩ 1) with a given lead. Each type I unit exhibited an increased probability of firing starting from 10 to 150 msec before T 0 that peaked at 2-6 msec before T 0 (Fig.  4 A) . This peak was very narrow in units with relatively low firing rates (Fig. 4 A1,2) , whereas it was quite broad in units with higher firing rates (Fig. 4 A4 -6 ). Thus, units with high firing rates tended to fire tonically, starting early in the EOD cycle and gradually increasing their activity up to T 0 , whereas units with low firing rates tended to fire only immediately before T 0 . In all units, there was a pronounced decrease in the probability of firing immediately after T 0 that lasted from 50 to 100 msec (Fig. 4 A) , resulting from the inhibitory input provided by type II units.
For type II units, each spike was included only once in rasters and histograms as part of a burst centered near T 0 (von der Emde et al., 2000) . Each type II unit was silent throughout the EOD cycle, except for the burst of action potentials, which was more or less stereotyped from cycle to cycle (Fig. 4 B) . The first one or two spikes in the burst tended to be especially constant in their presence and timing. There was considerable variation between type II units in the timing of the first spike in the burst relative to T 0 , intraburst firing rate, burst duration, and number of spikes per burst (Table 1) .
Interspike interval (ISI) histograms of type I unit activity revealed a characteristic bimodal structure, as is characteristic of oscillatory activity (Fig. 5A) . The peak at long intervals resulted from the relatively long pauses after T 0 in response to inhibition from type II units, whereas the peak at short intervals resulted from the spikes occurring after these pauses, before the following T 0 . The former are hereafter referred to as post-EMN ISIs, whereas the latter are referred (ISI i ϩ 1 ) . C, Autocorrelation functions using a bin size of 1 msec show the relative probability of obtaining a spike at a given delay after a spike at time 0. D, Power spectral densities show the relative energy across frequencies for the spike train.
to as pre-EMN ISIs (Fig. 5A, inset) . When considering units with a mean spike rate of at least 3 sec
Ϫ1
, there was a strong correlation between the overall mean pre-EMN ISI and mean post-EMN ISI of a unit (F (1,28) ϭ 114.7; r 2 ϭ 0.8038; p Ͻ 0.000001). This relationship did not exist for units with a mean SDF of Ͻ3 sec Ϫ1 (F (1,25) ϭ 3.225; r 2 ϭ 0.1142; p Ͼ 0.08), because of their highly infrequent and sporadic activity. Thus, among units that were continuously active, those with high firing rates also tended to resume firing sooner after feedback inhibition.
Resting activity patterns of type I units were also analyzed using joint interval histograms (JIH), autocorrelations, and power spectral densities (Fig. 5B-D) (Gabbiani and Koch, 1998) . Like the ISI histograms, all three measures indicate that type I units exhibit properties characteristic of oscillatory activity (Munemori et al., 1984) , resulting from a combination of firing at a preferred ISI and periodic interruption of that activity after each T 0 in response to inhibitory feedback by type II units (Doiron et al., 2003) .
Relationships between single-unit activity and the resting SPI
To analyze the relationship between variation in the activity of individual type I units and the resting SPI, the mean pre-EMN ISI and the post-EMN ISI before each T 0 were determined and then compared with the corresponding EMN interval (Fig. 6 A) . Of 43 total units with a sufficient number of mean pre-EMN ISI values to do a regression analysis, 37 had a significant correlation between mean pre-EMN ISI and EMN interval (Fig. 6 Bi,Ci) (r 2 ϭ 0.015-0.613; p Ͻ 0.05). Of 45 total units with a sufficient number of post-EMN ISI values to do a regression analysis, 41 had a significant correlation between post-EMN ISI and EMN interval (Fig. 6 Bii,Cii) (r 2 ϭ 0.008 -0.616; p Ͻ 0.05). In an overall analysis of covariance across all units, controlling for unit identity as a repeated measure, there was a highly significant relationship between EMN interval and both mean pre-EMN ISI (F (1,20719) ϭ 2909.0; p Ͻ 0.0001) and post-EMN ISI (F (1,24855) ϭ 2719.56; p Ͻ 0.0001). When comparing these relationships across units, the slopes of both were positively correlated with mean spike rate (Fig. 6 Di) (mean pre-EMN ISI; F (1,35) ϭ 18.11; r 2 ϭ 0.3410; p Ͻ 0.0002) (Fig. 6 Dii) (post-EMN ISI; F (1,39) ϭ 30.57; r 2 ϭ 0.4394; p Ͻ 0.000001), indicating that variation in the activity of units with high firing rates has a greater influence on the resting SPI than variation in the activity of units with low firing rates. For mean pre-EMN ISIs, there was a greater increase in the slope with increasing mean spike rate for type Ib units compared with type Ia units (Fig. 6 Di) (F (1,33) ϭ 5.863; p Ͻ 0.03), although this was not the case for post-EMN ISIs (Fig. 6 Dii) (F (1,37) ϭ 1.159; p Ͼ 0.25).
Although the bursts produced by type II units were fairly stereotyped, there was slight variation within units in the timing of the first spike relative to T 0 , intraburst firing rate, burst duration, and number of spikes per burst. In general however, variation in these variables was not correlated with resting EMN interval within units (Fig. 7) . In an overall analysis of covariance across all units, controlling for unit identity as a repeated measure, there was no significant relationship between EMN interval and any of these variables (Bonferoni corrected p Ͼ 0.0125). Thus, variation in the resting SPI appears to result primarily from variation in the activity of type I units, but not from variation in the inhibitory feedback provided by type II units.
Relationships between single-unit activity and production of displays
While recording from type I units, a total of 92 scallops (13 U) and 142 accelerations (30 U) were produced. While recording from type II units, a total of 15 scallops (4 U) and 23 accelerations (8 U) were produced. Rasp production was extremely infrequent, so there were insufficient numbers to analyze neuronal activity during rasps. Figure 8 shows representative example raster diagrams of the activity of single units during scallop and acceleration production. A type I unit with a relatively high firing rate shows a strong decrease in both pre-EMN ISI and post-EMN ISI during a scallop (Fig. 8 Ai) and a weaker decrease in pre-EMN ISI and post-EMN ISI during an acceleration (Fig. 8 Aii) . By contrast, a type I unit with a relatively low firing rate shows a strong decrease in both pre-EMN ISI and post-EMN ISI during an acceleration (Fig.  8 Bii) , but is fairly silent during a scallop (Fig. 8 Bi) . For type II units, there was a decrease in the number of spikes per burst and ). Cii, Correlation between post-EMN ISI and EMN interval for the unit in Ci. Di, Summary of the correlations between mean pre-EMN ISI and EMN interval for all units with a significant correlation coefficient. The slope of the correlation is plotted against mean spike rate. Dii, Summary of the correlations between post-EMN ISI and EMN interval for all units with a significant correlation coefficient. The slope of the correlation is plotted against mean spike rate.
burst duration during both scallop (Fig. 8Ci ) and acceleration production (Fig. 8Cii) . Figure 9 shows the activity patterns of a single type I unit with a high firing rate during the production of several scallops, along with the single-unit SDF. There is a clear increase in the SDF during the generation of each scallop. However, although the three or four EMNs occurring before the peak (minimum EMN interval) of each scallop are stereotyped in their timing, the temporal pattern of the activity of the unit is quite variable between scallops.
To quantify the patterns of activity across type I and type II units during displays, the peak value of the SDF before each T 0 during the displays was determined. Because scallops have a stereotyped temporal structure with a distinct peak, it was possible to look at the temporal progression of activity across units relative to scallop production by referencing all activity to the time of occurrence of this peak. Among type I units, those with low baseline firing rates experienced either no change or a decrease in activity during scallop production ( Fig. 10 A1-8) . Only those type I units that fired at high baseline firing rates experienced an increase in the peak SDF during the scallop rise (Fig. 10 A9 -12) . However, depending on the unit, this maximum was reached anywhere from one to four cycles before the scallop peak. Across units, there was an overall significant increase in peak SDF relative to scallop production (F (8,632) ϭ 2.019; p Ͻ 0.05). In addition, there was a significant interaction effect between units and the change in peak SDF relative to scallop production (F (96,632) ϭ 4.070; p Ͻ 0.000001), reflecting the fact that only units with high baseline firing rates showed an increase in activity. Type II units showed a significant decrease in activity during the scallop rise (Fig. 10 B) (F (8,88) ϭ 3.053; p Ͻ 0.005). As with type I units, the temporal progression of these changes differed between units, resulting in a significant interaction effect between units and the change in peak SDF relative to scallop production (F (24,88) ϭ 1.907; p Ͻ 0.02). In one type II unit, there was also a dramatic increase in the peak SDF immediately after the scallop peak (Fig.  10 B1) .
Unlike scallops, accelerations are not stereotyped in their temporal structure, so it was not possible to mark a common reference point across accelerations to analyze the temporal progression of activity relative to acceleration production. Thus, changes in activity during accelerations were determined simply by comparing the mean peak SDF during the period before the acceleration to the mean peak SDF during the acceleration. Across type I units, there was a significant increase in the peak SDF during accelerations (F (1,112) ϭ 143.5; p Ͻ 0.000001), although this increase was markedly greater in units with low baseline firing rates (Fig. 11 A) , leading to a significant interaction effect between units and the change in mean peak SDF (F (29,112) ϭ 5.411; p Ͻ 0.000001). Across type II units, there was a significant decrease in the peak SDF during accelerations (Fig. 11 B) (F (1,15) ϭ 143.5; p Ͻ 0.002), although no significant interaction effect between units and the change in mean peak SDF (F (7,15) ϭ 2.243; p Ͼ 0.08).
Discussion
The results of the current study identify two types of units in the descending electromotor nuclei of B. brachyistius that are quali- ) shows a strong increase in activity during scallop onset, seen as a decrease in pre-EMN ISI and post-EMN ISI. Aii, The same unit as in Ai during an acceleration. There is a decrease in pre-EMN ISI and post-EMN ISI, although it is less dramatic than during the scallop. Bi, A type I unit with a low firing rate (4.7781 sec
Ϫ1
) shows no increase in activity during scallop onset and in fact is silent for three cycles near the scallop peak. Bii, The same unit as in Bi during an acceleration. There is a marked decrease in pre-EMN ISI and post-EMN ISI. Ci, A type II unit experiences a decrease in burst duration and number of spikes per burst during scallop onset. Cii, A second type II unit shows a similar decrease in activity during an acceleration. tatively identical to those described in the PCN of Gnathonemus petersii (von der Emde et al., 2000) . Type I units (DP-PCN neurons) fire throughout the EOD cycle, except for going silent immediately after each EOD. Type II units (VPd neurons) are silent throughout the EOD cycle, except for producing a stereotyped burst near the time of EOD production, the same time that DP-PCN neurons go silent. This finding, combined with an anatomical projection from VPd to DP-PCN and a corollary discharge projection to VPd, strongly suggest that VPd neurons provide recurrent inhibitory input to DP-PCN. An additional group of neurons in VPv project to both DP-PCN and CN, but no recordings have been made in this region, so it remains unclear what role they play in regulating electromotor output.
The available evidence indicates that CN is not a pacemaker; rather it functions as a command structure that integrates descending activity (Szabo, 1961; Grant et al., 1986 Grant et al., , 1999 Carlson, 2002b) . Because there is strong electrotonic coupling among CN neurons (Elekes and Szabo, 1985) , and they are only active in synchrony (Grant et al., 1986 ), CN appears functionally equivalent to one large integrate-and-fire neuron, as suggested by a modeling study (Gomez et al., 1998) . Descending activity results in a gradual depolarization of CN until it reaches threshold and generates an EOD (Grant et al., 1986 (Grant et al., , 1999 Carlson, 2002b) .
There was wide variation in the activity patterns of DP-PCN neurons, both in the presence and absence of phase-locked action potentials and in resting rates of activity. Although variation in the activity of DP-PCN neurons was correlated with resting EMN intervals, the strength of this relationship increased with increasing average firing rates. This indicates that units with high baseline firing rates that are continuously active are primarily responsible for the gradual depolarization of CN neurons that eventually leads to an action potential and EOD generation. However, the infrequent spikes produced by units with lower baseline firing rates tend to occur just before EOD generation and may serve as a final push to drive CN above threshold. Thus, faster units may widely regulate EOD interval, but slower units may help determine the precise timing of each EOD. Variation in the activity of VPd neurons was not correlated with resting EMN interval, suggesting that they do not contribute to variation in the resting SPI.
During accelerations, DP-PCN neurons with low baseline firing rates experienced a much greater increase in activity than those with high baseline firing rates. By contrast, only those DP-PCN neurons with high baseline firing rates experienced an increase in activity during scallops. This suggests that production of the two displays is separated into distinct pathways and results from different patterns of activity across the DP-PCN population. Accelerations appear to result from a recruitment of relatively silent neurons, leading to an increase in the population of units driving CN and a concomitant increase in the rate and regularity of EOD production, as expected if CN were serving as an integrate-and-fire unit (Gabbiani and Koch, 1998) . During scallops, units that are already firing at high rates and primarily controlling the resting SPI experience a dramatic rise in activity that drives a much more intense, transient burst. Although scallops are highly stereotyped in their temporal structure, the patterns of activity within single units varied dramatically between scallops, indicating that the stereotypy of scallops does not result from stereotyped patterns of input to CN. More likely, this stereotypy results from the biophysical properties of CN neurons: extremely high rates of activity in a subset of neurons may result in summation, saturation of the CN membrane potential, and stereotyped output patterns. The available behavioral evidence indicates that rasps result from combining a scallop and acceleration, suggesting that their production may result from combining these two mechanisms.
Two motor control centers for social communication displays
In gymnotiform electric fish, which have independently evolved electromotor and electrosensory systems (Bullock et al., 1983) , the medullary pacemaker nucleus receives input from two sources analogous to DP and PCN, the central posterior and prepacemaker nuclei, respectively (Carlson, 2002a) . The former is responsible for modest, maintained rate increases similar to accelerations, whereas the latter is responsible for intense, transient bursts similar to scallops (Metzner, 1999) . Control of scallop and acceleration production may similarly be segregated between PCN and DP, as suggested by preliminary experiments using electrical stimulation (Carlson and Hopkins, 2001) . If true, this would suggest a difference in the population of type I units within DP and PCN, with relatively slow units that get recruited during accelerations located in DP and relatively fast units that experience an increase in activity during scallops located in PCN. PCN neurons are larger than DP neurons, and PCN neurons have large extrinsic dendrites, whereas DP neurons have fine intrinsic dendrites (Carlson, 2002a) . Such morphological variation is likely related to differences in physiology, further suggesting that variation in activity patterns across type I units may be related to differences between DP and PCN.
The ultrastructure of afferent terminals in CN fall into two categories: club endings with mixed synapses, and bouton-like terminals with chemical synapses (Elekes and Szabo, 1985) . Because the phase-locked activity of type Ia units is thought to result from antidromic invasion across electrical synapses (von der Emde et al., 2000) , it is possible that these two morphologies correspond to synapses from type Ia and Ib units, respectively.
Inhibitory mechanisms for behavior
Variation in activity within VPd neurons did not correlate with variation in the resting SPI. However, their activity was reduced during scallops and accelerations, suggesting that generating these displays results at least in part from a reduction in negative feedback. Disinhibition would free DP-PCN neurons from their ratelimiting factor, allowing them to drive bursts. Similar disinhibitory mechanisms for generating stereotyped motor output have been described in other systems (Noga et al., 1988; Wang and Bieger, 1991; Faumont et al., 1998) , and experiments are currently testing this hypothesis. It is unclear what may drive disinhibition, but the tectum mesencephali has a strong projection to VPd that may provide a modulatory input (Wullimann and Northcutt, 1990; Carlson, 2002a) . In addition to burst displays, mormyrids may produce cessations of electromotor output . It is possible that they result from an increase in inhibitory feedback from VPd, thereby removing the excitatory input to CN.
The inhibitory feedback provided by VPd may also be involved in establishing physiological differences among DP-PCN neurons. There was wide variation in activity among VPd neurons, and this variation could drive differences in the baseline activity levels of DP-PCN neurons. Furthermore, spatial segregation of VPd projections could play a role in the differential activation of certain subsets of DP-PCN neurons during the production of different displays.
The mormyrid electromotor network as a CPG
Research on the neural control of motor output has generally focused on model systems with easily quantified behaviors and readily accessible neurons. These advantages have led to concepts such as the CPG, a neural circuit that produces rhythmic output in the absence of external input (Marder and Bucher, 2001 ). The rhythmic activity of CPGs results from a combination of cellular and network properties, and many common features are found across a wide diversity of systems (Selverston, 1999; Marder and Bucher, 2001 ). Several observations from the current study and other recent findings on the mormyrid electromotor system suggest that it shares several of these properties (von der Emde et al., 2000; Carlson, 2002a) , including recurrent inhibition, oscillatory activity in DP-PCN neurons, and bursting behavior in VPd neurons (Fig. 12) .
In addition to driving EOD production, activity in CN leads to activation of the corollary discharge pathway, which ultimately leads to stereotyped bursts in VPd neurons that inhibit DP-PCN neurons. Such recurrent inhibition plays an important role in patterning rhythmic activity in several CPGs (Getting, 1989; Marder and Bucher, 2001) . If DP-PCN neurons tend to fire tonically at rest, recurrent inhibition would provide a rate limiting input that would reset their activity, thereby inducing an oscilla- Figure 10 . Changes in activity relative to scallop production. A, Change in peak SDF during scallop production for 12 of the 13 type I units that were recorded from during scallop production. Units are arranged in order of increasing mean spike rate. The number of scallops produced while recording from that unit is shown in parentheses, and mean spike rate is shown in the top right of each plot. Values shown are the mean peak SDF (Ϯ SEM) occurring before each T 0 during the scallop, with 0 equal to T 0 at the scallop peak (minimum EMN interval). The one omitted unit had a mean spike rate intermediate to plots 4 and 5 and showed a similar pattern as in plot 4. B, Change in peak SDF values during scallop production for the 4 type II units that were recorded from during scallop production, plotted as in A. Figure 11 . Changes in activity during acceleration production. A, Change in mean peak SDF during accelerations for all type I units that were recorded from during acceleration production. Values plotted are the mean (Ϯ SEM) of the ratio between the mean peak SDF during each acceleration and the mean peak SDF during the period before each acceleration, plotted against mean spike rate. B, Change in mean peak SDF during accelerations for all type II units that were recorded during acceleration production. The histogram shows the ratio between the mean peak SDF during each acceleration and the mean peak SDF during the period before each acceleration. The vertical dashed line indicates a 1:1 ratio (no change in activity).
tory firing pattern that may be responsible for the resting electromotor rhythm (Friesen and Stent, 1978) . External influences on these network components appear to disrupt this rhythm and induce the production of different electrical displays, which is similar to other CPGs in which modulatory inputs lead to changes in activity that result in different motor output patterns (Kupfermann and Weiss, 2001) .
These commonalities between a vertebrate communication system and several well studied rhythmic motor systems suggest that many of the basic features involved in generating temporal patterns are shared across widely divergent networks with different functions. Compared with other vertebrate communication systems, the mormyrid electromotor network is relatively simple and the behavior is easily quantified, making it fairly straightforward to establish direct links between temporal patterning in signal production and neuronal control. It may therefore prove to be an excellent model system for exploring CPG function in vertebrate signal production.
