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We prove a generalization of Graves’ Open Mapping Theorem for a class of mappings which
can be approximated at a reference point by a set-valued one having particular properties.
The nonlinear mapping is restricted to a closed convex subset of a Banach space. We
apply the results to derive necessary and suﬃcient conditions ensuring the existence of
a differentiable selection for the inverse mapping. A slight generalization of a suﬃcient
condition by J. Klamka on so-called constrained exact local controllability of nonlinear and
semi-linear dynamic systems is also proved.
© 2010 Elsevier Inc. All rights reserved.
An important tool in solving nonlinear problems arising from both the theory and applications is some kind of con-
strained open mapping theorem (see e.g. [1,2]). However, the authors employ several different concepts to approximate the
set representing constraints and the nonlinear mapping, respectively, such as a tangent cone and γ -Gateaux inverse deriva-
tive. Going back to the original paper by Graves [9] we infer that none of these concepts is in fact needed in case that the
imposed constraint is a closed convex set. Last but not least, there is no need to have a suitable approximation of both the
set and the nonlinear mapping in a whole neighborhood of the point in question.
The paper is organized as follows. In the ﬁrst part, we prove the following generalization of the well-known Graves’
theorem when the nonlinear mapping in question is restricted to a closed convex subset of a Banach space.
Theorem 1. Let (X,‖·‖X ), (Y ,‖·‖Y ) be Banach spaces, let K be a nonempty closed bounded convex subset of X , let F : K → Y be a
continuous mapping, and let x0 ∈ K . Put K0 = K − x0 and y0 = F (x0). Let T : K0⇒ Y be a set-valued mapping the graph of which is
star-shaped relative to (0,0), and let β be a nondecreasing function from (0,+∞) into [0,+∞] such that∥∥F (k1)− F (k2)− z∥∥Y  β(ε)‖k1 − k2‖X (1)
for each ε > 0, for each k1,k2 ∈ K ∩ BX (x0, ε) with k1 − k2 ∈ K0 , and for each z ∈ T (k1 − k2).
Let r > 0, and let D be a closed bounded convex subset of Y , with 0 ∈ D, such that
T (K0)+ D ⊃ BY (0, r). (2)
Further, suppose that there are R > 0 and ε0 > 0 such that K ⊂ BX (x0, R) and  := r−1Rβ(ε0) < 1.
Then for each positive ε <min {ε0, R},
F
(
K ∩ BX (x0, ε)
)+ R−1εD ⊃ BY (y0, cε)
where c := (1− )rR−1. In particular, if D = {0}, then F is open at x0 with linear rate.
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the case that the constraint set is the whole neighborhood of the reference point and the approximation is single-valued
and linear. However, it suﬃces in several applications where the reference point is ﬁxed, e.g. one can derive necessary opti-
mality conditions for constrained optimization or deduce the local constrained controllability of a certain class of nonlinear
dynamic systems. In these cases, the fact that only positive homogeneity of the approximation is required might be useful.
Moreover, under mild additional assumptions, the property required in (1) is strong enough to answer the question what
happens even in a vicinity of the reference point as the following statement shows.
Theorem 2. In addition to the assumptions of Theorem 1, suppose that T : X ⇒ Y has a closed convex graph, that (1) is satisﬁed for
each ε > 0, each k1,k2 ∈ K ∩ BX (x0, ε) and each z ∈ T (k1 − k2), and that there exist L > 0 and a neighborhood W of x0 in the aﬃne
hull of K such that
T (K − v)∩ BY (0, L) 	= ∅ whenever v ∈ W . (3)
Let c¯ ∈ (0, (1− )rR−1). Then the following assertions are valid:
(A1) There exist a neighborhood U1 of x0 in K and a constant ε1 > 0 such that
F
(
K ∩ BX (x, ε)
)+ R−1εD ⊃ BY (F (x), c¯ε) whenever x ∈ U1 and ε ∈ (0, ε1].
(A2) There exist a neighborhood U2 of x0 in K , a neighborhood V2 of y0 in Y , c2 > 0, and a continuous mapping G : U2 × V2 → K
such that for each x ∈ U2 and y ∈ V2 it holds
y ∈ F (G(x, y))+ c2∥∥y − F (x)∥∥Y D and G(x, y) ∈ x+ c2∥∥y − F (x)∥∥Y (K − x).
In the second part, assuming the strict differentiability of the nonlinear mapping, we focus on several corollaries of the
above mentioned results. In particular, they yield a constrained analogue of Lyusternik’s theorem which plays an essential
role in the calculus of variation, optimization theory and differential geometry. Further, we derive necessary and suﬃcient
conditions ensuring the existence of a differentiable selection for the inverse mapping, and also provide a slight generaliza-
tion of the results by J. Klamka on so-called constrained exact local controllability of inﬁnite-dimensional dynamic systems
governed by a nonlinear (semi-linear) operator equation.
Our approach is based on an open mapping theorem, e.g. we use a notion of linearly open mapping instead of metrically
regular one. We do not even try to provide an exhaustive list of all the relevant references, because there are great books
that provide an excellent survey on the equivalence of several fundamental concepts of nonlinear analysis such as linear
openness, metric regularity and inverse Aubin property. Mainly, we follow the notation of a recent book [6] by A.L. Dontchev
and R.T. Rockafellar which serves as an excellent reference book on the subject.
First, let us recall some notions and ﬁx the notation. All the spaces we work with are over R. For X being a normed
space, ‖·‖X denotes its norm, S X its unit sphere, and BX (x, r) the closed ball with the center x ∈ X and the radius r  0,
and I X is the identity mapping on X . For a subset K of X its closure and interior are denoted by K and int K , respectively.
For topological spaces X1 and X2 the Cartesian product Z := X1 × X2 will be considered with the product topology, i.e. for
each x1 ∈ X1 and x2 ∈ X2, the sets {V1 × V2: Vi is a neighborhood xi in Xi for i = 1,2} form (x1, x2)-neighborhood basis
in Z .
Let us start with the following easy observation.
Lemma 3. Under the assumptions of Theorem 1, there exist (possibly discontinuous) mappings ΦS and ψS from rSY into K0 and D,
respectively, satisfying
h ∈ T (ΦS(h))+ψS(h) whenever h ∈ rSY . (4)
Moreover, there exit mappings Φ and ψ from BY (0, r) into K0 and D, respectively, and R∗ > 0 such that for each y ∈ BY (0, r) we
have
y ∈ T (Φ(y))+ψ(y), ∥∥Φ(y)∥∥X  r−1R‖y‖Y , ∥∥ψ(y)∥∥Y  r−1R∗‖y‖Y , (5)
Φ(y) ∈ r−1‖y‖Y K0, and ψ(y) ∈ r−1‖y‖Y D. (6)
Finally, if both ΦS and ψS are continuous then so are Φ and ψ .
Proof. The existence of ΦS and ψS follows immediately from (2). Deﬁne mappings Φ and ψ as follows: for h ∈ rSY and
λ ∈ [0,1] put
Φ(λh) = λΦS(h) and ψ(λh) = λψS(h).
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are continuous. Further,
Φ(y) ∈ r−1‖y‖Y K0 and ψ(y) ∈ r−1‖y‖Y D for y ∈ BY (0, r).
As D is bounded, ﬁnd R∗ > 0 such that D ⊂ BY (0, R∗). Since K ⊂ BX (x0, R), we have K0 ⊂ BX (0, R). Therefore, for each
y ∈ BY (0, r) we have∥∥Φ(y)∥∥X  r−1R‖y‖Y and ∥∥ψ(y)∥∥Y  r−1R∗‖y‖Y .
The above inequalities ensure that Φ and ψ are continuous at 0. Fix h ∈ rSY and λ ∈ [0,1] for a while. By (4), h − ψS(h) ∈
T (ΦS (h)). The graph of T is star-shaped relative to (0,0), thus λh−λψS(h) ∈ T (λΦS (h)). Consequently, y ∈ T (Φ(y))+ψ(y)
whenever y ∈ BY (0, r). 
Incorporating an appropriate scaling at each step of the original Graves’ proof we get the following approximation lemma.
Lemma 4. In addition to the assumptions of Theorem 1, let t ∈ [0,1− ], ε > 0, x1 ∈ X, and v ∈ Y be such that
ε  (1− )min {ε0, R}, x1 ∈ (x0 + tK0)∩ BX (x0, ε), and v ∈ y0 + T (x1 − x0). (7)
Then there exists x¯ ∈ K satisfying the relations
F (x¯) ∈ v − c1β(c2ε)εD, x¯− x0 ∈
(
t + c1β(c2ε)ε
)
K0, x¯− x1 ∈ c1β(c2ε)εK0, (8)
‖x¯− x0‖X  c2ε, and ‖x¯− x1‖X  c3β(c2ε)ε (9)
where
c2 := (1− )−1, c1 := c2r−1, and c3 := c1R. (10)
Proof. Without a loss of generality, assume that x0 = 0 and y0 = 0. Use Lemma 3 to ﬁnd mappings Φ and ψ , and R∗ > 0.
Fix t , ε, x1, and v as in the premise. Put
1 = r−1Rβ(c2ε), (11)
tn =
{
t if n = 0,
R−1εn1 if n ∈ N, and
(12)
sn =
n∑
i=0
ti for n ∈ N∪ {0}. (13)
Now, (7) and (10) imply that c2ε  ε0. As β is nondecreasing, (11) says that 1   (< 1). Consequently, since t  1 − 
and ε  (1− )R , we have
tn < 1−  (< 1) for all n ∈ N, and sn  t + R−1ε
∞∑
i=1
i = t + ε
R(1− )  1 for all n 0. (14)
Put v0 = v , u0 = x1, and w0 = 0 in Y . For n ∈ N, deﬁne inductively vn ∈ Y , un ∈ X , wn ∈ D , and xn+1 ∈ K such that the
following conditions are satisﬁed for each n 0:
(i) vn = v − F (xn)−∑n−1i=1 wi (where the sum of wi is put 0 for n 1);
(ii) un ∈ tnK and wn ∈ tnD;
(iii) vn ∈ T (un)+ wn;
(iv) xn+1 = xn + un;
(v) ‖xn+1 − xn‖X = ‖un‖X  εn1;
(vi) ‖xn+1‖X  c2ε(1− n+11 ); and
(vii) xn+1 ∈ snK ⊂ K .
Observe that all the conditions (i)–(vii) are fulﬁlled for n = 0. Now, ﬁx N  1, and suppose that vn , un , wn , and xn+1
have already been deﬁned for all 0 n  N − 1. We shall ﬁnd vN , uN , wN , and xN+1. Let vN be given by (i) with n = N .
Thus
vN = vN−1 − wN−1 −
(
F (xN)− F (xN−1)
)
. (15)
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that xN − xN−1 ∈ K . From (iii) and (iv), we get vN−1 − wN−1 ∈ T (xN − xN−1). Hence, (15) and (1) reveal that ‖vN‖Y 
β(c2ε)‖xN − xN−1‖X . Thus, taking into account (v), (11), and (12) we infer that
‖vN‖Y  β(c2ε)εN−11 = rtN . (16)
Therefore, by (14), we have that ‖vN‖Y < r. Deﬁne
uN = Φ(vN) and wN = ψ(vN). (17)
Now, (16) and (6) imply (ii) with n = N . According to (17) and (5), (iii) is fulﬁlled for n = N . Replacing n by N , deﬁne
xN+1 by (iv). As K ⊂ BX (0, R), from (ii) and (12) we get (v). The triangle inequality and (v) yield ‖xN+1‖X ∑Ni=0 εi1,
whence (vi) follows. Finally, we show that (vii) is true for n = N . Combining (vii) for n = N − 1 with (ii) and (iv) for n = N ,
we obtain
xN+1 = xN + uN ∈ sN−1K + tN K . (18)
By (13), sN−1 + tN = sN . The convexity of K and (14) imply that
sN−1K + tN K = sN
(
sN−1
sN
K + tN
sN
K
)
⊂ sN K ⊂ K .
This and (18) imply (vii). The induction step in the construction of the sequences satisfying (i)–(vii) is concluded.
By (iv), (v) and completeness of X , there exists x¯ ∈ X such that
x¯ = lim
n→∞ xn =
∞∑
n=0
un. (19)
We claim that x¯ is the promised element of the set K . To see this, combining (12), the inequality 1  , (11), and (10)
we infer that
∞∑
n=1
tn  R−1ε1(1− )−1 = c1β(c2ε)ε. (20)
Since K is convex and closed, (19), (ii), and (12) reveal that
x¯ ∈
( ∞∑
n=0
tn
)
K =
(
t +
∞∑
n=1
tn
)
K . (21)
This in combination with (20) yields the second inclusion in (8), and since x¯− x1 =∑∞n=1 un , one gets similarly the last one.
As K ⊂ BX (0, R), the second inequality in (9) follows from (8) and (10). Clearly, (19) and (v) imply that ‖x¯‖X  ε(1−1)−1 
(1− )−1ε = c2ε, thus the ﬁrst inequality in (9) is veriﬁed.
Put s = limn→∞ sn (which exists since 1 < 1). By (14), s 1. Using (21), we obtain x¯ ∈ sK ⊂ K . As D is a bounded subset
of the (complete) space Y , by (ii), the sum of wn ’s converges, to w , say. Moreover, D is closed and convex, employing (20)
we get w ∈ c1β(c2ε)εD . By (16), (vn)∞n=1 tends to 0 in Y . Thus, by (i), (F (xn))∞n=1 converges to v − w . The continuity of F
and (19) yield the ﬁrst relation in (8). The claim is proved, and our lemma as well. 
Remark. The above lemma remains true if K is ﬁnite-dimensional (instead of closed). Indeed, we used the ﬁrst part of the
following simple fact in the proof: Let K be a convex subset of a topological vector space X, let (xn)∞n=1 be a sequence in K , and
(λn)
∞
n=1 be a sequence in [0,+∞) such that
∞∑
n=1
λn = λ < +∞ and
∞∑
n=1
λnxn = x ∈ X .
Then x ∈ λK . If the dimension of X is ﬁnite, then x ∈ λK . In our case, s 1 and x¯ perform λ and x, respectively, hence we have
x¯ ∈ K by the convexity of the constraint set, only.
Further, observe that we do not assume that β(ε) → 0 as ε ↓ 0. Hence, no differentiability of the nonlinear mapping at
the reference point is required. We only need its “approximate differentiability” (see also [6, p. 277]).
Examining the proof of the previous lemma we immediately get the following one.
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G from BY (y0,ω) into K such that for each y ∈ BY (y0,ω) we have
y ∈ F (G(y))+ c1‖y − y0‖Y D, G(y) ∈ x0 + c1‖y − y0‖Y K0 (22)
(hence G(y0) = x0 and G is calm at y0 relative to BY (y0,ω) with the constant c3), and
G(y0 + th)− x0 − tΦS(h) ∈ c3β(c2Rt)tK0 (23)
whenever h ∈ rSY and t ∈ [0,ωr−1], where c1 , c2 , c3 are given by (10) and ΦS is deﬁned by (4).
Proof. Without a loss of generality we may assume that x0 = 0 and y0 = 0. Use Lemma 3 to ﬁnd mappings ΦS , Φ and ψ .
Fix an arbitrary y ∈ Y with ‖y‖Y ω (< r). Put
x1 = Φ(y) and v = y −ψ(y). (24)
By (6), we have x1 ∈ tK with t := r−1‖y‖Y  1− . Since K ⊂ BX (0, R), we infer that
‖x1‖X  ε with ε := Rr−1‖y‖Y . (25)
Note that, as ‖y‖Y ω = (1−)rmin {R−1ε0,1}, we have ε  (1−)min {ε0, R}. From (24) and (5), one gets v ∈ T (Φ(y)) =
T (x1). Summarizing the facts above, we see that t , ε, x1, and v satisfy the assumptions of Lemma 4. Find x¯ ∈ K and put
G(y) = x¯.
Since c2ε  ε0 and β is nondecreasing, (25) implies that
β(c2ε)ε  β(ε0)ε = ‖y‖Y . (26)
By (24) and (6), v ∈ y − r−1‖y‖Y D . This in combination with (8) and (26) yields
F
(G(y))− y ∈ −r−1‖y‖Y D − c1‖y‖Y D. (27)
Employing (10), we infer that r−1 + c1 = c1. Now, (27) and the convexity of D , yield the ﬁrst inclusion in (22) (the latter
can be established similarly). In particular, as K ⊂ BX (0, R), (22) and (10), imply ‖G(y)‖X  c1R‖y‖Y = c3‖y‖Y (which
holds for an arbitrary y ∈ BY (0,ω)). Thus, G(0) = 0, and G is calm at 0 relative to BY (0,ω) with the constant c3.
To show (23), let h ∈ rSY and t ∈ [0,ωr−1] be arbitrary. Put y = th, and suppose that x1 is as in (24). Hence, x1 = tΦS (h).
Letting x¯ = G(y) be as above, and ε be as in (25), we have ε = Rt . Using (8) and (10), we get (23). Our lemma is proved. 
Remark. If both the mappings ΦS and ψS in Lemma 3 are continuous, then so is the mapping G , with properties as in
Lemma 5. In particular, this is the case if the graph of T is convex and closed in X × Y , and T (K0)+ D ⊃ BY (0, r¯) for some
r¯ > r. To see this, one uses similar approach as in the proof of the assertion (A2) of Theorem 2.
The following lemma can be viewed as a constrained analogue of the well-known Lyusternik’s theorem (e.g., see [14] for
a smooth version, and [13, Theorem 3] for a nonsmooth one) as we shall see in Corollary 8.
Lemma 6. In addition to the assumptions of Theorem 1, suppose that the mappings ΦS and ψS in Lemma 3 are continuous, and that
there is a continuous selection T for T . Then there exists a continuous mapping G from the set K1 := x0 + (1 − )(K0 ∩ BX (0, ε0))
into K such that for each x1 ∈ K1 , we have
F
(G(x1)) ∈ y0 − T (x1 − x0)− c1β(c2‖x1 − x0‖X)‖x1 − x0‖X D and∥∥G(x1)− x1∥∥X  c3β(c2‖x1 − x0‖X)‖x1 − x0‖X
where c1 , c2 , and c3 are given by (10).
Proof. Without a loss of generality we may and do assume that x0 = 0 and y0 = 0. Let x1 ∈ K1 be arbitrary. Put v = T (x1)
and ε = ‖x1‖X . As K = K0 ⊂ BX (0, R), all the assumptions of Lemma 4 are satisﬁed. Find x¯ ∈ K such that (8)–(10) hold true.
Put G(x1) = x¯. By Lemma 3, Φ and ψ are continuous. Let us check the continuous dependence of the variables from the
proof of Lemma 4 on x1. We recall that u0 = x1, v0 = v , and w0 = 0. For n ∈ N, the relations (i), (17), and (iv) are used to
determine vn , un , wn , and xn+1 inductively, thus all these quantities are clearly continuous functions of x1. According to (19)
and the deﬁnition of G , the value G(x1) is the sum of un = un(x1). Due to (v), ‖un‖X  Rn for each n ∈ N. Consequently,
the series (19) converges uniformly with respect to x1. Therefore, G is a continuous function of x1. The other properties
of G follow directly from (8) and (9). 
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Lemma 5. Thus y ∈ BY (y0,ω). Let c1 be as in (10). Hence c1‖y − y0‖Y  c1cε = R−1ε. Use Lemma 5 to ﬁnd a mapping G .
Thus G(y) ∈ K . From (22), we obtain y ∈ F (G(y))+ R−1εD and ‖G(y)− x0‖X  c1‖y − y0‖Y R  ε. 
Proof of Theorem 2. Without a loss of generality we may assume that x0 = 0 and y0 = 0. We claim that for each θ ∈ (0,1)
there is a neighborhood U of 0 in K and k ∈ (θ,1) such that
T (K − x)+ kD ⊃ BY (0, θr) for each x ∈ U . (28)
To prove this, ﬁnd λ ∈ (0,1− θ) such that
θr + λL  (1− λ)r. (29)
Then U := λW ∩ K is a neighborhood of 0 in K . Let x ∈ U be arbitrary. Using the convexity of the set K , we infer that
K − x = (1− λ)K + λ(K − λ−1x). Hence, as the graph of T is convex,
T (K − x) ⊃ (1− λ)T (K ) + λT (K − λ−1x). (30)
Since λ−1x ∈ λ−1U ⊂ W , by (3), there is y ∈ BY (0, L) such that
y ∈ T (K − λ−1x). (31)
Using (29), we get λ‖y‖Y  λL  (1− λ)r − θr. Hence, λy + (1− λ)BY (0, r) ⊃ BY (0, θr). This in combination with (30), (31),
and (2) yields
T (K − x)+ (1− λ)D ⊃ (1− λ)T (K ) + (1− λ)D + λy ⊃ (1− λ)BY (0, r)+ λy ⊃ BY (0, θr).
Therefore, (28) follows, with k := 1− λ. The claim is proved.
First, we prove the assertion (A1). To do so, put ε1 := min {ε0, R}. Let r˜ ∈ (0, r), R˜ > R , ˜ := r˜−1 R˜β(ε0) (hence ˜ > ),
and c˜ := (1− ˜)r˜ R˜−1. Since  < 1 and c¯ < (1−)rR−1, choosing r˜ and R˜ suﬃciently close to r and R , respectively, we have
˜ < 1 and c˜ > c¯. Use the claim in the ﬁrst part of the proof (with θ := (r˜ + r)/(2r)), to ﬁnd a neighborhood U1 of 0 in K
such that
int
[
T (K − x)+ D]⊃ BY (0, r˜) whenever x ∈ U1. (32)
As K ⊂ BX (0, R), taking U1 smaller, if necessary, we may assume that K ⊂ BX (x, R˜) for each x ∈ U1. Apply Theorem 1 with
x, r˜, R˜ , ˜, and c˜ instead of x0, r, R , , and c to ﬁnish the proof of the ﬁrst part. Indeed, R˜−1D ⊂ R−1D as R˜ > R , and c˜ > c¯.
Now, we prove (A2). Fix some positive α < (1 − )rmin {1, ε0R−1}. Put V2 = BY (0,α). Let r˜ ∈ (0, r), R˜ > R , and put
˜ = r˜−1 R˜β(ε0). Hence ˜ > . Put ω˜ = (1− ˜)r˜min {1, ε0 R˜−1}. Since  < 1, we can ﬁnd r˜ and R˜ such that
˜ < 1 and α < ω˜. (33)
Again, use the claim at the very beginning of the proof to ﬁnd a neighborhood U2 of 0 in K such that
int
[
T (K − x)+ D]⊃ BY (0, r˜) whenever x ∈ U2. (34)
The continuity of F and the second inequality in (33) reveal that, taking U2 smaller, if necessary,
V2 = BY (0,α) ⊂ BY
(
F (x), ω˜
)
whenever x ∈ U2. (35)
Denote Z = X × Y and S = r˜ SY . Let Γ : U2 × S⇒ Z be deﬁned by
Γ (x, y) = {(k,d) ∈ K × D: y − d ∈ T (k − x)}, (x, y) ∈ U2 × S.
By virtue of (34) the values of Γ are nonempty, closed, and convex subsets of Z .
We claim that Γ is lower semi-continuous on its domain. To prove this, let xˆ ∈ U2, yˆ ∈ S and (kˆ, dˆ) ∈ Γ (xˆ, yˆ) be
arbitrary. Let P and Q be convex neighborhoods of kˆ and dˆ in K and D , respectively. We shall ﬁnd neighborhoods Û and Ŝ
of xˆ and yˆ in U2 and S , respectively, such that
Γ (x, y) ∩ (P × Q ) 	= ∅ whenever (x, y) ∈ Û × Ŝ. (36)
By the continuity of algebraic operations, there exist θ ∈ (0,1) and a convex neighborhood M of dˆ in D such that
γM ⊂ Q for each γ ∈ [θ,1]. (37)
Let J : K × D⇒ Y be deﬁned by J (k,d) = T (k− xˆ)+d, (k,d) ∈ K × D . Hence, the graph of J is closed and convex. As yˆ ∈ S ,
the deﬁnition of Γ and (34) reveal that yˆ ∈ J (kˆ, dˆ) and yˆ ∈ int J (K × D). On account of Robinson–Ursescu’s theorem [18,
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at the very beginning of the proof we ﬁnd a neighborhood Û of xˆ in K , γ ∈ (θ,1), and a neighborhood Ŝ of yˆ in S such
that T (P − x)+ γM ⊃ Ŝ for each x ∈ Û . Taking Û smaller, we may assume that Û ⊂ U2. Thus (37) implies (36). The claim is
proved.
By Michael’s Selection Theorem [19, Theorem 9.G], there exists a continuous selection Γ˜ for Γ . Let P1 and P2 be the
canonical projections of K × D onto K and D , respectively. For x ∈ U2 and y ∈ BY (0, r˜) we deﬁne
Φ˜(x, y) = ‖y‖Y
r˜
[
P1 ◦ Γ˜
(
x,
r˜
‖y‖Y y
)
− x
]
if y 	= 0,
ψ˜(x, y) = ‖y‖Y
r˜
P2 ◦ Γ˜
(
x,
r˜
‖y‖Y y
)
if y 	= 0,
Φ˜(x,0) = 0 ∈ X, and ψ˜(x,0) = 0 ∈ D.
Since Pi ◦ Γ˜ for i = 1,2 are continuous mappings with bounded ranges, both Φ˜ and ψ˜ are continuous. Let x ∈ U2 and
y ∈ V2 be arbitrary. In consequence of (35), y ∈ BY (F (x), ω˜). Thus we may apply the procedure of ﬁnding x¯ ∈ K as in the
proof of Lemma 4 with x, K − x, R˜ , r˜, ˜, ω˜, Φ˜ , and ψ˜ instead of x0, K0, R , r, , ω, Φ , and ψ , respectively. So, the initial
quantities of the iterative procedure are x0 := x, y0 := F (x), x1 := x+ Φ˜(x, y− F (x)), v := y− ψ˜(x, y− F (x)), v0 := v − F (x),
u0 := x1 − x, and w0 := 0. As in (19), x¯ := x +∑∞n=0 un(x, y) with ‖un‖X  R˜˜n for each n ∈ N. So that the convergence
is uniform with respect to (x, y). The mappings un deﬁned inductively through the continuous mappings F , Φ˜ , and ψ˜ are
easily seen to be continuous with respect to (x, y). Consequently, the mapping G(x, y) := x¯, (x, y) ∈ U2 × V2, is continuous.
Put c2 = [(1− ˜)r˜]−1. Analogously to the proof of the relations in (22), we obtain the desired conclusion. 
Now, we focus on several corollaries of Theorem 1 and Theorem 2 concerning strictly differentiable mappings. Let us
start with the following constrained open mapping theorem.
Corollary 7. Let (X,‖·‖X ), (Y ,‖·‖Y ) be Banach spaces, let K be a closed convex subset of X , let F : K → Y be a continuous mapping,
let x0 ∈ K , and let T : X → Y be the strict derivative of F at x0 relative to K , i.e. T is linear, continuous, and for each δ > 0 there is
α > 0 such that∥∥F (x1)− F (x2)− T (x1 − x2)∥∥Y  δ‖x1 − x2‖X whenever x1, x2 ∈ K ∩ BX (x0,α). (38)
Let D be a closed convex subset of Y , with 0 ∈ D, such that T (x0) is a core point of the set T (K )+ D. Then the following assertions are
valid:
(A1) There exist a neighborhood U1 of x0 in K , constants c¯1 > 0 and ε1 > 0 such that
F
(
K ∩ BX (x, ε)
)+ εD ⊃ BY (F (x), c¯1ε) whenever x ∈ U1 and ε ∈ (0, ε1].
In particular, if D = {0}, then F is open around x0 with linear rate.
(A2) There exist a neighborhood U2 of x0 in K , a neighborhood V2 of F (x0) in Y , c2 > 0, and a continuous mapping G : U2 × V2 → K
such that for each x ∈ U2 and y ∈ V2 it holds
y ∈ F (G(x, y))+ c2∥∥y − F (x)∥∥Y D and G(x, y) ∈ x+ c2∥∥y − F (x)∥∥Y (K − x).
Proof. Put Z = X × Y and L = K × D . Clearly, S(x, y) = T (x)+ y, (x, y) ∈ Z is a continuous linear mapping. By the assump-
tions, S(x0,0) = T (x0) is in the core of S(L). Robinson–Ursescu’s theorem [18, p. 132] reveals that S is open on L at (x0,0).
Deﬁne
K˜ = K ∩ BX (x0,1) and D˜ = D ∩ BY (0,1). (39)
As K˜ × D˜ is a neighborhood of (x0,0) in L,
T (K˜ )+ D˜ = S(K˜ × D˜) ⊃ BY
(
T (x0), r˜
)
for some r˜ > 0. (40)
Fix an arbitrary δ ∈ (0, r˜). By (38), we may ﬁnd R ∈ (0,1] such that ‖F (k1)− F (k2)− T (k1 − k2)‖Y  δ‖k1 − k2‖X whenever
k1,k2 ∈ K̂ := K˜ ∩ BX (x0, R). Deﬁne the function β from (0,+∞) into [0,+∞] by β(t) = δ for t ∈ (0, R] and β(t) = +∞
otherwise. Since R ∈ (0,1], (39) reveals that
R(K˜ − x0) = R(K − x0)∩ BX (0, R) ⊂ (K − x0)∩ BX (0, R) = K ∩ BX (x0, R)− x0 = K̂ − x0.
Hence, (40) yields T (K̂ − x0)+ R D˜ ⊃ R(T (K˜ )− T (x0)+ D˜) ⊃ BY (0, Rr˜). Put r = Rr˜. Then  := r−1Rβ(R) = r˜−1δ < 1. Apply
Theorem 2 with K̂ and D̂ := R D˜ instead of K and D , respectively, to get both (A1) and (A2). 
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which turns out to be useful in some applications such as ﬁnding of a Fucˇík’s spectrum of a certain differential equation [3].
Moreover, we do not need (38) to be satisﬁed for each δ but for a “suﬃciently small” one, only. In particular, we get that
[2, Corollary 3.18] remains true if K is a general convex set. In this statement the notion of weak Gateaux derivative (e.g.,
see [4, p. 154] for the deﬁnition) is used.
Remark. Clearly, for D := {0} and K being a closed neighborhood of x0 in X the assertion (A1) of the above corollary
reduces to the classical Graves’ theorem. In fact, the openness with linear rate of F at x0 implies that its strict derivative T
is surjective. Such a statement was derived by A.L. Dontchev in [5] as a consequence of a stability result on the openness
with linear rate property for locally closed set-valued mappings between Banach spaces. This assertion remains true if x0 is
a boundary point of a closed convex set K and can be proved via standard separation argument. To be more precise, under
the assumptions of Corollary 7 we have: F is open on K around x0 with linear rate if and only if T (x0) is a core point of T (K ).
In particular, this means that a linear continuous mapping T : X → Y is open on K around x0 with linear rate if and only if T (x0)
is a core point of T (K ). Of course, this is a particular case of Robinson–Ursescu’s theorem. Simple examples show that the
convexity of K in such a case is essential, hence so is in Theorem 1.
In 1934 L.A. Lyusternik [14] published the following fundamental geometric result: If a mapping F from a Banach space X
into a Banach space Y is continuously Fréchet differentiable at x0 and its derivative at x0 , denoted by T , maps X onto Y , then the tangent
manifold to F−1(F (x0)) at x0 is exactly T−1(T (x0)). That is, for every ε > 0 there is α > 0 such that dist(x, F−1(F (x0))) 
ε‖x− x0‖X whenever x ∈ T−1(T (x0)) and ‖x− x0‖X  α. The following corollary contains a constrained analogue of the
above mentioned result.
Corollary 8. In addition to the assumptions of Corollary 7, suppose that D = {0}. Then the following assertions hold true:
(A1) For each ε > 0 there is α > 0 such that for each x ∈ K ∩ BX (x0,α) with T (x) = T (x0) there is x˜ ∈ K such that F (x˜) = F (x0) and
‖x˜− x‖X  ε‖x− x0‖X .
(A2) If T is injective then there are neighborhoods U1 of x0 in K and V1 of F (x0) in Y such that for each y ∈ V1 the equation F (x) = y
has exactly one solution x ∈ U1 .
(A3) Suppose that the equation T (u) = T (x0) has a solution u ∈ K different from x0 . Then for each neighborhood U2 of x0 in K there
exists a neighborhood V2 of F (x0) in Y such that for each y ∈ V2 there is a continuous nonconstant mapping gy from [0,1]
into U2 such that F (gy[0,1]) = {y}. In particular, for each y ∈ V2 , the equation F (x) = y has a continuum of different solutions
x ∈ U2 .
Proof. To prove (A1), use Corollary 7(A1) to ﬁnd positive c, γ1 and α such that
F
(
K ∩ BX (x, γ )
)⊃ BY (F (x), cγ ) whenever x ∈ K ∩ BX (x0,α) and γ ∈ (0, γ1]. (41)
Let ε > 0. Taking α smaller, we may assume that εα  γ1 and that ‖F (x)− F (x0)− T (x− x0)‖Y  cε‖x− x0‖X for all
x ∈ K ∩ BX (x0,α) (as a consequence of the strict differentiability). Fix an arbitrary x ∈ K ∩ BX (x0,α) with T (x) = T (x0).
Hence, for γ := ε‖x− x0‖X we have that ‖F (x)− F (x0)‖Y  cγ . Thus, (41) yields the existence of x˜ ∈ K ∩ BX (x, γ ) such
that F (x˜) = F (x0), and (A1) is proved.
To prove the rest, assume that x0 = 0, F (0) = 0, and ﬁnd c > 0 and R0 > 0 such that
T
(
K ∩ BX (0, R)
)⊃ BY (0, cR) whenever R ∈ (0, R0]. (42)
First, assume that T is injective. Find α ∈ (0, R0) such that (38) holds true with δ := c/2. Deﬁne β : (0,+∞) → [0,+∞]
by β(ε) = c/2 if ε ∈ (0,α], and β(ε) = +∞ otherwise. Put r = cR0, thus  := r−1R0β(α) = 1/2. Set U1 = K ∩ BX (0,α/2).
Theorem 1 says that
F (U1) ⊃ BY
(
0, (1− )rα/(2R0)
)⊃ BY (0, cα/4) =: V1.
Fix an arbitrary y ∈ V1, and suppose that there are two distinct solutions x1, x2 ∈ U1 ⊂ K ∩ BX (0,α) of the equation
F (x) = y. As T (0) = 0 and T is injective, we infer that ‖T (x1 − x2)‖Y > 0. Note that ‖T (x1 − x2)‖Y  c‖x1 − x2‖X . Indeed,
use (42) to ﬁnd x ∈ K ∩ BX (0,α) such that αcT (x1−x2)‖T (x1−x2)‖Y = T (x), Hence, αc‖T (x1 − x2)‖−1Y (x1 − x2) = x, from which the de-
sired inequality follows. Now, apply (38) (with δ := c/2) to obtain ‖F (x1)− F (x2)‖Y > 0, a contradiction. The assertion (A2)
is proved.
On the other hand, we may suppose that U2 = K ∩ BX (0,) for some positive  < min {1, R0}. Put r = c. Find ε > 0
such that h := εu ∈ U2. Thus 0< ‖h‖X < 1, and T (h) = 0. Fix δ ∈ (0,2−5r‖h‖X ). Find α ∈ (0,1] such that (38) holds true. The
set K˜ := αU2 is closed, convex, and (42) says that T (K˜ ) ⊃ BY (0,αr). As T is continuous on K at 0, there is ν ∈ (0,α/2) such
that ‖T (x)‖Y < αr/2 for each x ∈ ν K˜ . Deﬁne β : (0,+∞) → [0,+∞] by β(t) = δ if t ∈ (0,α], and β(t) = +∞ otherwise.
Note that T (ν K˜ ) ⊃ BY (0, ναr). Hence, Corollary 7(A1) says that F maps ν K˜ on a neighborhood of 0 in Y , denote it by V2.
Let y ∈ V2 be arbitrary. Find x ∈ ν K˜ ⊂ K˜ ⊂ K ∩ BX (0,α) such that F (x) = y. As K˜ ⊂ BX (x,2α), it follows that
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Put R˜ = 2α, r˜ = αr/4. Hence  := δ R˜/r˜ = 8δ/r. Since ‖h‖X < 1, the choice of δ implies that δ < 2−5r. Hence,  < 1/4. Put
K˜1 = x+ (1− )
[
(K˜ − x)∩ BX (0,α)
]
.
To sum up, we proved that all the assumptions of Lemma 6 with K , x0, K0, y0, T , R , r, and ε0 replaced by K˜ , x, K˜ − x, y,
T , R˜ , r˜, and α, respectively. Note that the continuity assumption on ΦS and ψS is also satisﬁed since (43) is valid (see the
remark following Lemma 5 with r := αr/2 and r˜ instead of r). Therefore, there is a continuous mapping G : K˜1 → K˜ such
that
F
(G(x1))= y + T (x1 − x) for each x1 ∈ K˜1.
Moreover, we claim that ‖G(x1)− x1‖X < 2αt whenever t ∈ (0,1 − ] and x1 ∈ x + t[(K˜ − x) ∩ BX (0,α)]. Indeed, ﬁx
any such t and x1. Clearly, x1 ∈ K˜1 and ‖x1 − x‖X  αt . Moreover, c2‖x1 − x‖X  αt/(1 − )  α. This implies, as c3 =
R˜/[(1− )r˜], β(α) = δ and  < 1/4, that ‖G(x1)− x1‖X  c3β(α)αt = (1− )−1αt < 2αt . The claim is proved.
Noting that x ∈ ν K˜ ⊂ α/2K˜ ⊂ 1/2K˜ and h ∈ U2, the convexity of K˜ = αU2 implies that x+αh/2⊂ K˜ . As αh/2 ∈ BX (0,α),
we have αh/2 ∈ (K˜ − x) ∩ BX (0,α). Putting η(t) = x + tαh/2, t ∈ [0,1/2], we get η(t) ∈ K˜1 for each t ∈ [0,1/2]. Thus
ξ(t) := G(η(t)), t ∈ [0,1/2] is a continuous mapping from [0,1/2] into K˜ . Fix an arbitrary t ∈ [0,1/2] for a while. As
T (h) = 0, we get F (ξ(t)) = y and our claim says that ‖ξ(t) − η(t)‖X < 2αt = 16δαt/r. Therefore the choice of δ and η(t)
yields ‖ξ(t)− η(t)‖X < 1/2‖h‖Xαt = ‖x− η(t)‖X . Therefore, ξ(t) 	= x. Moreover, ξ(t) → x = G(x) = ξ(0) as t ↓ 0. Deﬁne
gy(t) := ξ(t/2), t ∈ [0,1], to conclude the proof. 
Remark. In [13], the authors discuss a generalization of Lyusternik’s Theorem to a certain class of nonsmooth mappings.
Taking into account the ﬁrst remark following Corollary 7 we infer that a constrained version of their Theorem 3 holds true.
Remark. Corollary 8 reveals that the injectivity of (linear) approximation T is both necessary and suﬃcient for injectivity of
the original nonlinear mapping (on some neighborhood of a reference point). Simple examples (even for K = X = R) show
that the assumption that T (x0) is a core point of T (K ) cannot be omitted. In terminology of [7], if T is injective then the
set-valued mapping F−1 has a single-valued graphical localization. See also [17] for closely related results.
Now, we use the above derived results to prove necessary and suﬃcient conditions ensuring the existence of a differ-
entiable selection for the inverse mapping. Before doing so, assume that Ω is an open subset of a Banach space (X,‖·‖X )
which contains x0 ∈ X , and that F is a mapping deﬁned on Ω with values in another Banach space (Y ,‖·‖Y ). By the Gateaux
derivative of F at x0 we mean a continuous linear mapping T : X → Y such that for each h ∈ X the one-sided derivative
DF (x0,h) := lim
t↓0
F (x0 + th)− F (x0)
t
of F at x0 in the direction h exists and equals T (h).
Theorem 9. Let (X,‖·‖X ), (Y‖·‖Y ) be Banach spaces, let Ω be a subset of X , let x0 be an interior point of Ω , and let F : Ω → Y
be a mapping such that the strict derivative of F at x0 , denoted by T , exists and maps X onto Y . Then F (Ω) is a neighborhood of
y0 := F (x0), and the following four conditions are equivalent:
(i) there is a continuous linear selection S for T−1;
(ii) T−1(0) is complemented in X ;
(iii) there exists a selection G for F−1 such that G(y0) = x0 and G is Gateaux differentiable at y0; and
(iv) there exists a selection G for F−1 such that G(y0) = x0 . Moreover, G is continuous on a neighborhood of y0 and Fréchet differen-
tiable at y0 .
Proof. Assume that x0 = 0 and y0 = 0. Theorem 1 reveals that F (Ω) is a neighborhood of 0 in Y .
It is easy to see that (i) is equivalent to (ii). Indeed, suppose that a continuous linear selection S for T−1 is given. Clearly,
P (x) := x− S(T (x)), x ∈ X , is a continuous linear projection of X onto T−1(0). On the other hand, if P is such a projection,
then we claim that S(T (x)) = x − P (x), x ∈ X , deﬁnes the desired continuous linear selection for T−1. Indeed, S is well-
deﬁned because if T (x1) = y and T (x2) = y for some x1, x2 ∈ X and y ∈ Y , then x1 − x2 ∈ T−1(0). Thus P (x1 − x2) = x1 − x2
which means that x1 − P (x1) = x2 − P (x2). Clearly, S(y) ∈ T−1(y) for any y ∈ Y and S is obviously linear. Finally, to
see the continuity, put Ψ := I X − P and let Ω be an open subset of X . Hence, we have S−1(Ω) = T (T−1(S−1(Ω))) =
T ((S ◦ T )−1(Ω)) = T (Ψ−1(Ω)) which is an open subset of Y because Ψ is continuous, and T is open. The claim is proved.
Second, we show that (i) implies (iv). To prove this, we are going to use Theorem 1. Put K = BX (0, R) where R > 0 is
such that K ⊂ Ω . By Banach’s Open Mapping Theorem, for some r > 0 the inclusion (2) is valid with D := {0}. As T is the
strict derivative of F at 0, there exists a non-decreasing function β from (0,+∞) into (0,+∞] such that (1) holds true, and
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rSY and ΨS be the mapping assigning 0 ∈ Y to each y ∈ rSY . By Lemma 5, there exist a neighborhood V of 0 in Y and a
continuous mapping G from V into K with G(0) = 0 such that y = F (G(y)) for y ∈ V . Thus G is a continuous selection for
F−1|V . In consequence of (23), there exist constants t0 > 0, b > 0 and c > 0 such that∥∥G(th)− tS(h)∥∥X  bβ(ct)t whenever h ∈ rSY and t ∈ [0, t0].
Therefore, S is the Fréchet derivative of G at 0. We extend G to be a selection for F−1 by setting G(y) to be an arbitrary
element of F−1(y) for each y ∈ F (Ω) \ V . The implication is proved.
Third, we prove that (iii) implies (i). To do so, as F is strictly differentiable at 0, there exists a bounded open neighbor-
hood U of 0 in X such that F is Lipschitz-continuous on U , with constant L > 0, say. Denote by S the Gateaux derivative
of G at 0. Fix an arbitrary v ∈ Y . It suﬃces to show that T (S(v)) = v . To end this, as both F (Ω) and U are neighborhoods
of 0 in the corresponding spaces, we ﬁnd t0 > 0 such that
F
(G(tv))= tv and tS(v) ∈ U for each t ∈ [0, t0]. (44)
Since G(0) = 0, and S(v) = DG(0, v), taking t0 smaller, if necessary, we also have G(tv) ∈ U for each t ∈ [0, t0]. Hence,∥∥F (G(tv))− F (tS(v))∥∥Y  L∥∥G(tv)− tS(v)∥∥X for each t ∈ [0, t0]. (45)
Denoting by o(t) terms which divided by t tend to 0 in Y as t ↓ 0, we infer that G(tv) − tS(v) = o(t). Thus (45) and (44)
imply that tv − F (tS(v)) = o(t), which means that v = DF (0,S(v)) = T (S(v)), and establishes (i).
Finally, noting that (iv) obviously implies (iii) we conclude the proof. 
Remark. In addition to the assumption of Theorem 9, assume that F is of the class C1 on a neighborhood of x0, then any
of the conditions from (i) to (iv) is equivalent to the following one:
(v) There exists a selection G for F−1 such that G(y0) = x0 and G is of the class C1 on a neighborhood of y0 .
Theorem 2 yields immediately the following version of [15, Theorem 2.4].
Corollary 10. Let (X,‖·‖X ), (Y ,‖·‖Y ) be Banach spaces, let F : X → Y be a continuous mapping, and let x0 ∈ X. Suppose that the
strict derivative T : X → Y of F at x0 has closed and complemented range in Y . Denote by P an arbitrary projection from Y onto T (X).
Then there are neighborhoods U of x0 and V of F (x0), and a constant c > 0 such that for any x ∈ U and any y ∈ V , there is xy ∈ X
satisfying
P
(
y − F (xy)
)= 0 and ‖x− xy‖X  c∥∥F (x)− y∥∥Y .
In control applications, the nonlinear mapping corresponds to the reachability operator of the nonlinear or semi-linear
dynamic system. This is approximated by a linear one the reachability operator of which is linear (e.g., see [10]). The authors
use an open mapping theorem to prove that a suﬃcient condition ensuring the constrained local exact controllability of a
nonlinear system is the global exact controllability of the linear one with the same set of admissible constraints. Using
Corollary 7(A1), we infer that [12, Theorem 4.1], [11, Theorems 4.1 and 5.1], [10, Theorems 4.1 and 6.1], and [2, Theorem
4.4] remain true for a general closed convex set K (instead of a closed convex cone).
Finally, although it is not the aim of this note, one has to mention that Graves’ Open Mapping Theorem can be used to
characterize the set of reachable states of a nonlinear dynamic system. Indeed, relations (7) and (8) in Lemma 4 indicate a
relationship between the range of the nonlinear mapping and the one of its approximation (at least in local sense). To be
more precise, in [16, Theorem 3] we proved the following:
Theorem 11. Let (X,‖·‖X ), (Y‖·‖Y ) be Banach spaces, let Ω be a neighborhood of 0 in X, let F : Ω → Y be a continuous mapping
with F (0) = 0. Suppose that the strict derivative T of F at 0 maps X onto Y . Let K be a convex subset of X with nonempty interior,
0 ∈ K , and let Q be a compact subset of the interior of T (K ) such that 0 /∈ Q . Then F (Ω ∩ K ) contains a neighborhood of 0 in the
cone generated by Q .
Roughly speaking, the above result means that a reachable state in a given ﬁnal time of the associated linear dynamic
system is also reachable in the same time for the original nonlinear system. See also [8, Corollary 2.4 and Theorem 3.3]
where similar statement, with X being a complete metric space, Y := Rn , and Q being convex, is proved using certain
higher-order approximation of F .
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