In this paper, we propose an accurate finite difference method to discretize the two and three dimensional fractional Laplacian (−∆) α 2 in the hypersingular integral form and apply it to solve the fractional reaction-diffusion equations. The key idea of our method is to split the strong singular kernel function of the fractional Laplacian. Hence, we first formulate the fractional Laplacian as the weighted integral of a central difference quotient and then approximate it by the weighted trapezoidal rule. It is proved that for u ∈ C 3, α 2 (R d ), our method has an accuracy of O(h 2 ), uniformly for any α ∈ (0, 2), while for u ∈ C 1, α 2 (R d ), the accuracy is O(h 1− α 2 ). As α → 2 − , the convergence behavior of our method is consistent with that of the central difference approximation of the classical Laplace operator. This study would fill the gap in the literature on numerical methods for the high dimensional factional Laplacian. In addition, we apply our method to solve the fractional reaction-diffusion equations and present a fast algorithm for their efficient computations. The computational cost of our method is O(M log M ), and the storage memory is O(M ), with M the total number of spatial unknowns. Moreover, our method is simple and easy to implement. Various examples, including the two-dimensional fractional Allen-Cahn equation, and two-and three-dimensional fractional Gray-Scott equations, are provided to demonstrate the effectiveness of our method. It shows that our method is accurate and efficient in solving the higher dimensional fractional reaction-diffusion equation, and it can be easily applied to solve other fractional PDEs. the classical diffusion models, the fractional models possess significant advantages for describing problems with long-range interactions, enabling one to describe the power law invasion profiles that have been observed in many applications [5, 22, 27] .
Introduction
The reaction-diffusion equation is one of the most applied partial differential equations (PDEs), and its applications can be found in many fields, including biology, chemistry, physics, finance, and so on. In classical reaction-diffusion equations, the diffusion is described by the standard Laplace operator ∆, characterizing the transport mechanics due to the Brownian motion. Recently, it has been suggested that many complex (e.g., biological and chemical) systems are indeed characterized by the Lévy motion, rather than the Brownian motion; see [6, 8, 13, 21] and references therein. Hence, the classical reaction-diffusion models fail to properly describe the phenomena in these systems. To circumvent such issues, the fractional reaction-diffusion equations were proposed, where the classical Laplace operator is replaced by the fractional Laplacian (−∆) scheme of the classical Laplace operator −∆. It could be a great tool to compare and understand the differences of mathematical models with the classical and fractional Laplacian. We prove that for u ∈ C 1, α 2 (R d ), our method has an accuracy of O(h 1− α 2 ), while for u ∈ C 3, α 2 (R d ), the accuracy increases to O(h 2 ), uniformly for any α ∈ (0, 2). Extensive numerical examples are provided to verify our analysis. Our study not only provides an accurate finite difference method for highdimensional fractional Laplacian, but also fills the gap in the literature on numerical methods for 3D fractional Laplacian. On the other hand, it is well known that the computational costs of solving the fractional PDEs are forbiddingly expensive, due to the large and dense stiffness matrix. One merit of our method is that it results in a symmetric block Toeplitz matrix. Based on this property, we develop a fast algorithm via fast Fourier transform (FFT) to efficiently compute the fractional reaction-diffusion equations. Our algorithm has the computational complexity of O(M log M ), and memory storage O(M ) with M the total number of unknowns in space. Various examples, including the 2D fractional Allen-Cahn equation, and 2D and 3D fractional Gray-Scott equations are provided to demonstrate the effectiveness of our method. This paper is organized as follows. In Sec. 2, we propose a finite difference method for the 2D fractional Laplacian, and the detailed error estimates are provided in Sec. 3. In Sec. 4, the discretization of the fractional reaction-diffusion equation (1.1)-(1.3) are presented together with the convergence analysis and efficient implementation. In Sec. 5, we generalize our results in Sec. 2-4 to 3D . Numerical examples are presented in Sec. 6 to test the accuracy of our method and study various fractional reaction-diffusion equations. Finally, we draw conclusions in Sec. 7.
Finite difference method for the fractional Laplacian
Due to its nonlocality, numerical methods for the fractional Laplacian still remain very limited, especially in high dimensions (i.e., d > 1). Recently, several finite difference methods are proposed to discretize the 1D fractional Laplacian; see [10] and references therein. However, the finite difference method for the high-dimensional fractional Laplacian (1.4) is still missing in the literature. In this section, we present a finite difference method to discretize the 2D fractional Laplacian, and its generalization to 3D can be found in Sec. 5.
The key idea of our method is to reformulate the fractional Laplacian (1.4) as a weighted integral of the central difference quotient; see (2.3) . This idea was first introduced in [10, 12] for the 1D fractional Laplacian, and it has been applied to solve the fractional Schrödinger equation in an infinite potential well [12] . Currently, the method in [10] is the state-of-the-art finite difference method for the 1D fractional Laplacian -it has a second order of accuracy uniformly for any α ∈ (0, 2). However, the generalization of this scheme to high dimensions is not straightforward, especially numerical analysis. In the following, we will present a detailed scheme to the 2D fractional Laplacian (1.4) , and its error estimates will be carried out in Sec. 3 .
Let the domain Ω = (a x , b x ) × (a y , b y ). First, we introduce new variables ξ = |x − x | and η = |y − y |, denote the vector ξ = (ξ, η), and then rewrite the 2D fractional Laplacian (1.4) as: This is a hypersingular integral, and the traditional quadrature rule can not provide a satisfactory approximation [20] . Here, we introduce a splitting parameter γ ∈ (α, 2], and define a function i.e., a weighted integral of the central difference quotient ψ γ with the weight function ω γ (ξ) = |ξ| γ−(2+α) . The reformulation in (2.3), i.e., splitting the kernel function and rewriting it as a weighted integral, is the key idea of our method. Note that the splitting parameter γ plays a crucial role in determining the accuracy of our method, which will be discussed further in Sec. 3. Choose a constant L = max{b x − a x , b y − a y }, and denote D 1 = (0, L) 2 and
We can divide the integration domain of (2.3) into two parts:
Due to the extended homogeneous Dirichlet boundary condition (1.2), the second integral of (2.4) can be easily simplified. Notice that for x ∈ Ω, and ξ ≥ L or η ≥ L, the point (x + (−1) m ξ, y + (−1) n η) ∈ Ω c , for m, n = 0, 1, and thus u(x + (−1) m ξ, y + (−1) n η) = 0. Immediately, we can reduce the function ψ γ (x, ξ) = −4u(x)|ξ| −γ on D 2 , and simplify the integral over D 2 as:
5)
If the integral of |ξ| −(2+α) over D 2 can be evaluated exactly, the calculation of the second term of (2.4) is exact, and no discretization errors are introduced. We now move to approximate the first integral of (2.4). Here, the main difficulty comes from the strong singular kernel, and we propose a weighted trapezoidal method to retain part of the singularity in the integral. Choose an integer N > 0, and define the mesh size h = L/N . Denote grid points ξ i = ih and η j = jh, for 0 ≤ i, j ≤ N .
For notational simplicity, we denote ξ ij = (ξ i , η j ) and then |ξ ij | = ξ 2 i + η 2 j , for 0 ≤ i, j ≤ N . Additionally, we define the element I ij := [ih, (i + 1)h] × [jh, (j + 1)h], for 0 ≤ i, j ≤ N − 1. It is easy to see that D 1 = ∪ N −1 i,j=0 I ij , and thus we can formulate the first integral of (2.4) as:
Next, we focus on the approximation to the integral over each element I ij . For i = 0 or j = 0, we use the weighted trapezoidal rule and obtain the approximation:
While i = j = 0, the approximation of the integral over I 00 is not as straightforward as that in (2.7). Using the weighted trapezoidal rule, we get
Assuming the limit in (2.8) exists, then it depends on the splitting parameter γ. We will divide our discussion into two cases: γ ∈ (α, 2) and γ = 2. If γ = 2, it is approximated by:
Substituting (2.9)-(2.10) into (2.8), we obtain the approximation of the integral over I 00 as:
where c γ mn = 1 for γ ∈ (α, 2), while c γ 10 = c γ 01 = 2 and c γ 11 = 0 for γ = 2. Denote all the elements associated to the point ξ ij , i.e., elements that have ξ ij as a vertex, as:
Then, combining (2.4)-(2.7) and (2.11) and reorganizing the terms, we obtain the approximation to the 2D fractional Laplacian (1.4) as:
with · denoting the floor function. Without loss of generality, we assume that N x = N , and choose N y as the smaller integer such that a y + N y h ≥ b y . Define the grid points x i = a x + ih for 0 ≤ i ≤ N x , and y j = a y + jh for 0 ≤ j ≤ N y . Let u ij be the numerical approximation of u(x i , y j ). Noticing the definition of ψ γ in (2.2), we get the fully discretized 2D fractional Laplacian as:
The scheme (2.13) shows that the discretized fractional Laplacian at point (x i , y j ) depends on all points in the domain Ω, reflecting the nonlocal characteristic of the fractional Laplacian. The coefficient a mn depends on the choice of the splitting parameter γ. For m, n ≥ 0 but m + n > 0, there is
where σ(m, n) denotes the number of zeros of m and n, and the constantc 01 =c 10 = −c 11 = 1, andc mn ≡ 0 for other m, n. For m = n = 0, the coefficient 
Imn |ξ| −α dξ = 0, for m + n > 0.
We can write the scheme (2.13) into matrix-vector form. Denote the vector u x,j = (u 1,j , u 2,j , . . . , u Nx−1,j ) for 1 ≤ j ≤ N y − 1, and let the block vector u = (u x,1 , u x,2 , . . . , u x, Ny−1 ) T . Then the matrix-vector form of the scheme (2.13) is given by
where the matrix A 2 is a symmetric block Toeplitz matrix, defined as
being the total number of unknowns, and each block A x,j (for 0 ≤ j ≤ N y − 2) is a symmetric Toeplitz matrix, defined as
.
It is easy to verify that the matrix A 2 is positive definite. In contrast to the differentiation matrix of the classical Laplacian, the matrix A 2 in (2.17) is a large dense matrix, which causes considerable challenges not only for storing the matrix but also for computing matrix-vector products. However, noticing that A 2 is a block-Toeplitz-Toeplitz-block matrix, we can develop a fast algorithm for the matrix-vector multiplication in (2.16) . More details can be found in Sec. 4.
Error analysis for spatial discretization
In this section, we provide the error estimates for our finite difference method in discretizing the 2D fractional Laplacian. The main technique used in our proof is an extension of the weighted Montgomery identity (see Lemma 3.1). The Montgomery identity is the framework of developing many classical inequalities, such as the Ostrowski, Chebyshev, and Grüss type inequalities. As an extension, the weighted Montgomery identity, first introduced in [15, 24] , plays an important role in the study of weighted integrals. Here, we will begin with introducing the following function:
where the set S = (a, c), (a, d), (b, c), (b, d) .
The function Θ can be viewed as an extension of the generalized Peano kernel, and it has the following properties: (ii) There exists a positive constant C, such that
Here, we denote ∂ m,n f (x, y) = ∂ m x ∂ n y f (x, y) as a partial derivative of f .
The properties (i) and (ii) are implied from its definition, and the property (iii) can be obtained by using the Leibniz integral rule. Here, we will omit their proofs for brevity. Next, we introduce the following lemma from the weighted Montgomery identity of two variables. 
(ii) If the derivatives ∂ m,2 f and ∂ 2,n f exist and are integrable, for m, n = 0, 1, there is
Proof. The proof of Lemma 3.1 can be done by first averaging the wighted Montgomery identity [15, Theorem 2.2] at points (a, c), (a, d), (b, c) and (b, d), and then using the integration by parts.
The Chebyshev integral inequality for two-variable functions will be frequently used in the proof of our theorems. For the sake of completeness, we will review it as follows, and the Chebyshev integral inequality for multiple variable functions can be found in [4, Theorem A].
For k ∈ N 0 and α ∈ (0, 2], let C k, α 2 (R d ) denote the space that consists of all functions u : R d → R with continuous partial derivatives of order less than or equal to k, whose k-th partial derivatives are uniformly Hölder continuous with exponent α 2 . To prepare our main theorems, we will first study the properties of function ψ γ (x, ξ). For notational simplicity, we will omit x, and let ψ γ (ξ) := ψ γ (x, ξ).
, then the derivative ∂ m,n ψ γ exists, for m, n = 0, 1 and m + n < 2. Moreover, there exists a positive constant C, such that
, then the derivative ∂ m,n ψ 2 (ξ, η) exists, for m, n = 0, 1, 2 and 0 < m + n < 4. Moreover, there is
with C a positive constant. If one of ξ and η equals to zero, we further have
Proof. The proof of the above properties can be done by directly applying the Taylor's theorem.
h,γ be the finite difference approximation of the fractional Laplacian (−∆) α 2 , with h a small mesh size. For any γ ∈ (α, 2], the local truncation error
with C a positive constant depending on α and γ.
Proof. Introduce the error function at point x ∈ Ω as:
which is obtained from (2.4) and (2.12) . For simplicity, we denote the index set
For term I, we use the triangle inequality and then Lemma 3.3 (i) with m = n = 0 to obtain
where the last inequality is obtained by using the following properties: for any β < 2, there is
For term II, by the triangle inequality, Property 3.1 (ii), and then Lemma 3.3 (i), we obtain
where the last inequality is obtained by the Chebyshev integral inequality. Note the summation
By simple calculation, we have the properties: for β > 0
Immediately, we obtain
Following the similar lines as in obtaining (3.7), i.e., using the triangle inequality, Property 3.1 (ii), Lemma 3.3 (i), and the Chebyshev inequality, we obtain the estimate of term III as:
by the property (3.6). Following the same lines, we can obtain the estimate of term IV as:
Combining (3.3) with (3.4), (3.7)-(3.9) yields the error estimate in (3.1).
Theorem 3.1 shows that for u ∈ C 1, α 2 (R 2 ), our method has an accuracy of O(h 1− α 2 ), independent of the splitting parameter γ. However, our numerical results indicate that choosing the splitting parameter γ = 2 generally yields smaller numerical errors; see more discussion in Sec. 6.1.
be the finite difference approximation of the fractional Laplacian, with h a small mesh size. If the parameter γ = 2, then the local truncation error
with C a positive constant depending on α.
Proof. Taking γ = 2 in (3.2) and using Lemma 3.1 (ii) with the ω(ξ) = |ξ| −α , we obtain
For term I, by the triangle inequality and Taylor's theorem, we get
where the last inequality is obtained using Lemma 3.3 (ii) and the inequality (3.5).
For term II, we first rewrite it as
where the last line is obtained by switching the position of i and j in the first summation, and using Property 3.1 (i). Then, using the triangle inequality, Property 3.1 (ii), Lemma 3.3 (ii), and the Chebyshev integral inequality, we obtain
where the last inequality is obtained by the inequality (3.6).
For term III, noticing that ξ i = η i and applying Property 3.1 (i) and following the same lines as in obtaining (3.13), we get
by the inequality (3.6), where the estimate of n = 0 is dominant. Noticing ξ i = η i and using Property 3.1 (i), we can rewrite term IV as
For term IV 1 , we first use the triangle inequality and obtain
To further estimate it, we will need the following property of Θ. Introducing an auxiliary function
for n = 0, or 1, we can write Θ (1,n)
Then, we apply Taylor's theorem to obtain
(3.15) By (3.15) and Lemma 3.3 (ii), we then obtain
The estimates of terms IV 2 , IV 3 and IV 4 can be done by following the similar lines above, i.e., using (3.15) and Lemma 3.3 (ii). While the estimates of terms IV 5 , IV 6 , IV 7 and IV 8 can be done by using Properties 3.1 (ii) and Lemma 3.3 (ii). To avoid redundancy, we will only summarize the results as follows:
and thus we have term IV , Theorem 3.2 shows that for u ∈ C 3, α 2 (R 2 ), if the splitting parameter is chosen to be optimal, i.e., γ = 2, our method has the second order of accuracy, uniformly for any α ∈ (0, 2).
Full discretization and its efficient computations
In this section, we present a numerical method to the fractional reaction-diffusion equation (1.1)-(1.3), study the convergence of its numerical solution to the exact solution, and present a fast algorithm for its efficient computations. Choose a time step τ > 0, and define the time sequence t n = nτ , for n = 0, 1, . . .. Let u n ij be the numerical approximation to the solution u(x i , y j , t n ). Using the finite difference method in Sec. 2 for spatial discretization and the Crank-Nicolson for temporal discretization, we obtain the following numerical scheme for the fractional reactiondiffusion equation (1.1):
for n = 1, . . ., and at t = 0, the initial condition (1.2) is discretized as
Note that the extended Dirichlet boundary conditions have been considered when discretizing the fractional Laplacian (−∆) α 2 . The matrix-vector form of (4.1) is given by
with u n approximates u(t n ), and the block vector u(t n ) as defined in (2.16). Next, we will perform the convergence analysis of the fully-discretized scheme (4.1)-(4.2). Proof. Let x ij = (x i , y j ). Taking the average of (1.1) at (x ij , t n ) and (x ij , t n+1 ), we get:
Using Taylor's theorem at t = t n and t = t n+1 on the left-hand side of (4.4) and combining with the spatial error analysis in Theorems 3.1-3.2, it is easy to get
with p > 0. Subtracting (4.1) from (4.5) yields
where we denote e n ij = u(x ij , t n ) − u n ij and δf n ij = f u(x ij , t n ) − f u n ij , and R ∼ O(τ 2 + h p ). Multiplying e n+1 i,j + e n i,j at both sides of (4.6) and summing it over i, j, we obtain
Ny−1 j=1 e n+1 ij + e n ij , since the matrix A 2 from discretizing the 2D fractional Laplacian is positive definite. Using the triangle inequality, and the Lipschitz condition of f (u), we further obtain
where C 0 is the Lipschitz constant of f . Dividing e n+1 l 2 + e n l 2 at both sides, we then get e n+1 l 2 − e n l 2 ≤ C 0 τ 2 ( e n l 2 + e n+1 l 2 ) + τ |R|.
Assuming τ ≤ 1/C 0 , we further obtain
Repeating the above inequality at steps n, n − 1, . . . 1, and noticing e 0 l 2 = 0, we get
where the constant C is independent of τ and h. Combining the results in Theorems 3.1 and 3.2, we can determine the value of p.
In practice, we solve the nonlinear system (4.3) by the fixed point iteration, i.e., letting u n+1,0 = u n , and at each iteration step m = 0, 1, . . ., solving
for u n+1,m+1 . In our simulations, the iteration is stopped, if max |u n+1,m+1 − u n+1,m | < 10 −8 is satisfied. At each iteration step m, if the Gaussian elimination method is used, the computational cost of solving the linear system (4.8) is of O(M 3 ) with M = (N x − 1)(N y − 1). Here, noticing that the stiffness matrix (I + κ 2 τ 2 A 2 ) is symmetric and positive definite, we propose the conjugate gradient (CG) method to solve the linear system (4.8). At each CG iteration step, we need to evaluate two inner products and one matrix-vector product, and as A 2 is a large dense matrix, the computational costs of the matrix-vector multiplication are extremely expensive.
Noticing that A 2 is a block-Toeplitz-Toeplitz-block matrix, next we introduce a fast algorithm for the matrix-vector multiplication A 2 u for u ∈ R M . The main idea is to embed the block-Toeplitz-Toeplitz-block A 2 matrix into a block-circulant-circulant-block matrix C, and then use the fast Fourier transformation (FFT) to compute its matrix-vector products. We will outline the main steps as follows. First, we embed the Toeplitz matrix A x,j (for 0 ≤ j ≤ N y − 2) into a double sized circulant matrix and obtain
From it, we can construct a block-Toeplitz-circulant-block matrixC 2M ×2M with the same structure as that in (2.17) but each block is C x,j . Second, asC is also a block Toeplitz matrix, we can further embedC it into a double sized block circulant matrix and obtain
where the matrix T is defined by
Here, C is a block-circulant-circulant-block matrix, and it can be decomposed as [7] :
where F (2Ny−2) ⊗F (2Nx−2) represents the 2D discrete Fourier transform matrix, andĉ = F (2Ny−2) ⊗ F (2Nx−2) c with c being the first column of matrix C. Let the vector v x,j = u x,j , 0 1×(Nx−1) , and introduce the block vectorv = v x,1 , v x,2 , . . . , v x,Ny−1 1×2M and v = v, 0 1×2M T . Then, the matrix-vector product Cv can be written as Another practice issue is the evaluation of the entries of A 2 , i.e., the coefficients a mn in (2.14)- (2.15) . In general, the entries of the stiffness matrix in high-dimensional (i.e., d ≥ 2) case have to be evaluated numerically. Here, we mainly use the MATLAB built-in function 'integral2.m' to compute the double integral of a mn with a tolerance of 10 −16 . However, extra treatments should be made in computing a 11 and the integral over D 2 in (2.15) to ensure the accuracy. More precisely, for the integral of the form q p q p |ξ| −β dξ (for q > p ≥ 0), when either p = 0 or q = ∞, we first adapt the polar coordinator and write 
Then, it can be computed by the MATLAB built-in function 'integral.m'. It is easy to see from (2.14) that a mn = a nm , for any m, n ≥ 0. Hence, we only need to evaluate around (N x −1)(N y −1)/2 double integrals in the simulations, which can be prepared once and used in all time steps.
Generalization to three dimensions
So far, numerical methods for discretizing the 3D hypersingular integral fractional Laplacian (1.4) are still missing in the literature, and thus numerical studies of the corresponding fractional PDEs are limited to 1D and 2D. In this section, we will generalize our study in Sec. 2-3 to present a finite difference scheme for the 3D fractional Laplacian and apply it to solve the problem (1.1)-(1.3). For brevity, we will only outline the main steps and results. Let the domain Ω = (a x , b x ) × (a y , b y ) × (a z , b z ). Following the same lines as in Sec. 2, we can rewrite the 3D fractional Laplacian (1.4) as a weighted integral, i.e.,
for α ∈ (0, 2), notational convenience, we let ξ ijk = (ξ i , η j , ζ k ), and |ξ ijk | = ξ 2 i + η 2 j + ζ 2 k , for 0 ≤ i, j, k ≤ N . Splitting the integral in (5.1) into two parts, i.e., over D 1 = (0, L) 3 and D 2 = R 3 + \D 1 , and noticing ψ γ (x, ξ) = −8u(x)|ξ| −γ , for any ξ ∈ D 2 , we obtain
where the element I ijk is defined as
We now focus on approximating the integral over each element I ijk . If i + j + k = 0, we apply the weighted trapezoidal rule and obtain:
4)
If i = j = k = 0, we get the approximation 
Substituting (5.6)-(5.7) into (5.5), we obtain the approximation of the integral over I 000 as:
where the coefficient 
Without loss of generality, we assume that N x = N , and choose N y , N z as the smaller integer such that a y + N y h ≥ b y and a z + N z h ≥ b z . Define the grid points x i = a x + ih for 0 ≤ i ≤ N x , y j = a y + jh for 0 ≤ j ≤ N y , and z k = a z + kh for 0 ≤ k ≤ N z . Let u ijk represent the solution u(x i , y j , z k ). Combining (5.9) with (5.2) and simplifying the calculations, we then obtain
where the index sets
Similarly, the coefficients a mns depend on the splitting parameter γ. For m + n + s > 0, there is
where σ(m, n, s) denotes the number zeros of m, n and s, and the constantc mns = − 5 3 if σ(m, n, s) = 2; otherwise,c mns = 1 if σ(m, n, s) < 2. For 0 ≤ m, n, s ≤ N − 1, we denote
i.e., all the elements associated to the point ξ mns . The coefficient a 000 is computed by:
Remark 5.1. Similar to 2D cases, the optimal splitting parameter is γ = 2. Moreover, as α → 2 − , the finite difference scheme in (5.10) with γ = 2 can reduce to the central difference scheme of the classical 3D Laplace operator −∆, which can be proved by noticing the facts:
Following the similar arguments in proving Theorems 3.1 and 3.2, we can obtain the following estimates on the local truncation errors of the finite difference scheme (5.10) to the 3D fractional Laplacian (−∆) α 2 . For brevity, we will omit their proofs, which can be done straightforwardly by following lines in proving Theorems 3.1 and 3.2. Denote the vector u(t) = u x,y,1 (t), . . . , u x,y,Nz−1 (t) T . Here, the block vector u x,y,k (t) = u x,1,k (t), . . . , u x,Ny−1,k (t) , with each block u x,j,k (t) = u 1jk (t), . . . , u (Nx−1)jk (t) . Then, the semi-discretization of the fractional reaction-diffusion equation (1.1)-(1.2) reads:
Here, A 3 is the matrix representation of the 3D fractional Laplacian, defined as: where for k = 0, 1, . . . , N z − 2, the block matrix
for j = 0, 1, . . . , N y − 2, and k = 0, 1, . . . , N z − 2. Similar to the 2D case, we discretize (5.11) by the Crank-Nicolson method. Note that A 3 is a positive definite matrix. We can obtain the similar conclusions as that in Theorem 4.1. In practice, the resulting system of difference equations are computed by combining the fixed point iteration and the CG method, where the matrix product can be efficiently computed by the 3D FFT. Hence, the computational cost of each CG iteration is of O(M log M ), and the memory cost is O(M ), with M = (N x − 1)(N y − 1)(N z − 1).
Numerical experiments
In this section, we will first test the numerical accuracy of the finite difference method in discretizing the 2D and 3D fractional Laplacian and compare them with our theoretical results. We remark that our focus here is the spatial accuracy, since the temporal accuracy of the Crank-Nicolson method has been well studied. To test its performance, we then apply our method to solve various fractional reaction-diffusion equations, including the 2D fractional Allen-Cahn equation, and the 2D and 3D fractional Gray-Scott equations.
Numerical accuracy
Example 1 (2D accuracy). Consider the function
which is in C s, α 2 (R 2 ) (for s ∈ N) and has compact support on Ω = (−1, 1) 2 . We use the solution with a fine mesh size h = 1/4096 as the reference solution in computing numerical errors.
In Tables 1 and 2 , we present the numerical errors (−∆) γ,h u ∞ and the convergence rates, for the function u in (6.1) with s = 1 and 3, respectively, where γ = 2 is used in our method. For a fixed mesh size h, the larger the power α, the bigger the numerical errors. Table 1 shows that for u ∈ C 1, α 2 (R 2 ), the accuracy of O h 1− α 2 , confirming our theoretical results in Theorem 3.1. Table 2 shows that the accuracy is improved to O(h 2 ), uniformly for any α ∈ (0, 2), if the function u ∈ C 3, α 2 (R 2 ), verifying the conclusion in Theorem 3.2. To further understand the role of γ, we study the numerical errors for various splitting parameter γ ∈ (α, 2] in Figure 1 . It shows that for fixed α and h, the larger the parameter γ, the smaller the γ,h u ∞ and convergence rates (c.r.) for u ∈ C 3, α 2 (R 2 ) in (6.1), where γ = 2. numerical error. For u ∈ C 1, α 2 (R 2 ), even though different choice of γ leads to the same convergence rate O(h 1− α 2 ), the numerical errors from γ = 2 are much smaller. By contrast, for u ∈ C 3, α 2 (R 2 ) only the splitting parameter γ = 2 yields the optimal convergence rate O(h 2 ), while for γ ∈ (α, 2) the method has a lower accuracy, i.e., O(h 2−α ) (see Fig. 1 lower row) . Hence, we conclude that γ = 2 is the optimal splitting parameter of high-dimensional finite difference method, distinguishing from the one-dimensional case where both γ = 2 and γ = 1 + α/2 are the optimal choices [10] .
Example 2 (3D accuracy). Similarly, we consider a function u ∈ C s, α 2 (R 3 ) of the form
for s ∈ N. It has compact support on Ω = (−1, 1) 3 . Our extensive simulations show that the splitting parameter γ = 2 is also the optimal choice for the 3D finite difference method proposed in Sec. 5. Hence, we will focus on only the case of γ = 2. Figure 2 shows the numerical errors (−∆) (6.2) . It shows that for a fixed mesh size h, the 
larger the power α, the bigger the numerical errors. The numerical results in Fig. 2 agree with our theoretical results in Theorem 5.2 -the accuracy of our method is O(h 2 ) for u ∈ C 3, α 2 (R 3 ).
Fractional Allen-Cahn equation
The Allen-Cahn equation has been widely used in modeling phase field problems arising in materials science and fluid dynamics. Recently, the fractional analogue of the Allen-Cahn equation was proposed to study phase transition in the presence of anomalous diffusion [26] . Here, we apply our method to study the benchmark problem -coalescence of two "kissing" bubbles -in the phase field models. Consider the 2D fractional Allen-Cahn equation [26] :
where the domain Ω = (0, 1) 2 , and u is the phase field function. The constant ε > 0 describes the diffuse interface width. In the following, we take ε = 0.03. The initial condition is chosen as and its fractional counterparts with α = 1.9 (second row), 1.5 (third row), and 1.2 (last row). Figure 3 shows the time evolution of the two bubbles in both classical (non-fractional) and fractional Allen-Cahn equations. In the classical case, the two bubbles first coalesce into one bubble, and then this newly formed bubble shrinks and are eventually absorbed by the fluid (see Fig. 3 top row). By contrast, their dynamics in the fractional cases crucially depend on α. For relative large α (e.g., α = 1.9 or 1.5), they evolve similarly to the classical cases, but the process is much slower. Moreover, the smaller the fractional power α, the slower the evolution, and consequently it takes a much longer time for the bubbles to vanish for smaller α (cf. α = 1.5 and 1.9). When further reducing α (e.g., α = 1.2), the kissing bubbles separate into two single bubbles and finally vanish at the same time. Fig. 3 also suggests that the width of the interface depends not only on the value of ε but also on the fractional power α: for a fixed ε, the smaller the value of α, the thinner the interface. Hence, high spatial resolution is demanded in order to capture the evolution of the interface, implying that the computation of the fractional Allen-Cahn equation is more challenging than its classical counterpart.
Fractional Gray-Scott equations
The Gray-Scott system was originally proposed for modeling autocatalytic reacting system, and has been well used to study the pattern formation and morphogenesis [19, 23] . In this section, we numerically explore the morphogenesis phenomena in the fractional Gray-Scott equations in two and three dimensions. Consider the fractional Gray-Scott equation:
for the concentration of u and v, where κ 1 and κ 2 are diffusion coefficients, a is the feed rate, and b is the depletion rate. The system (6.5)-(6. Similar to the situation in Sec. 6.2, we rewrite (6.5)-(6.6) (i.e., changing variableū = u − 1) into a problem with the homogeneous Dirichlet boundary conditions. In our simulations, we choose κ 1 = 2 × 10 −5 , κ 2 = 10 −5 , and b = 0.065, the mesh size h = 2.5/1024, and time step τ = 0.5. Figures 4 and 5 illustrate the pattern formation in the 2D Gray-Scott equation with a = 0.44 and 0.4, respectively. For easy comparison, we also present the results of the classical Gray-Scott equation. It shows that the pattern starts to develop from the initial perturbation area. In Fig.  4 for a = 0.44, a mixed pattern of stripes and spots are observed in the classical system (also referred to as pattern η in [23] ). By contrast, only stripe patterns are observed in the fractional cases. For α = 1.95, each stripe first grows outwards with a velocity normal to the stripe and then grows inwards after reaching the boundary, until the steady state is formed. The decrease of the fractional power α leads to a much finer structure. For example, for α = 1.5, a new process of pattern nucleation is observed, and they grow gradually outwards until the entire domain reaches the steady state configuration. Comparing Figs. 4 and 5, we find that a slight change in parameters could lead to dramatically different patterns. In Fig. 5 for a = 0.4, a spot configuration is observed in the classical system (also referred to as pattern λ in [23] ). Although the similar configuration is observed for α = 1.95, the final pattern is much finer. In contrast to it, a mixed pattern of stripes and spots is formed for α = 1.8 and 1.5.
To further demonstrate the effectiveness of our method, we use it to study the pattern formation in the 3D Gray-Scott equations. Note that due to the lack of effective numerical methods, so far no numerical results can be found in the literature on the fractional PDEs with the 3D hypersingular integral fractional Laplacian (1.4). Figure 6 shows the isosurface plots of the component u at different time t, where α = 1.9 and a = 0.4. For a better resolution, only the region of [0.9, 1.6] 3 is displayed. It shows that the 3D fractional Gray-Scott model exhibits more exotic patterns than the 2D cases. In addition, the computations of the 3D systems become more challenging, however, our method and fast algorithms can ensure both the accuracy and efficiency of the simulations.
Conclusions
We proposed an accurate finite difference method to discretize the two and three dimensional fractional Laplacian in hypersingular integral form, applied it to solve the fractional reactiondiffusion equations, and developed a fast algorithm for its efficient computations. The key idea of our method is that we reformulate the fractional Laplacian as the weighted integral of a central difference quotient, so as to avoid directly discretizing the hypersingular integral. The detailed error estimates were provided to understand the accuracy of our method. For u ∈ C 1, α 2 (R d ), we proved that our method has an accuracy of O(h 1− α 2 ), for any splitting parameter γ ∈ (α, 2]. Furthermore, our numerical studies showed that although different choices of γ leads to the same convergence rate, numerical errors are usually smaller by choosing γ = 2. For u ∈ C 3, α 2 (R d ), we proved that our method with γ = 2 has an accuracy of O(h 2 ), independent of the power α ∈ (0, 2). Extensive numerical examples were presented to verify our theoretical results. Noticing that our method results in a symmetric block Toeplitz matrix, we thus developed a fast algorithm via fast Fourier transform (FFT) to efficiently compute the fractional reaction-diffusion equations. Our algorithm has the computational cost of O(M log M ), and the storage memory O(M ) with M the total number of spatial unknowns. We then applied our method to solve various fractional reactiondiffusion equations, such as the 2D fractional Allen-Cahn equation, and the 2D and 3D fractional
