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1. Introduction
This paper deals with the convex optimization problem
min
x∈C f (x), (1)
where C is a closed and convex subset of a real Banach space E , and f is a proper lower semicontinuous convex function
on E . Let S be the set of solutions to (1). We assume throughout that S is nonempty. The proximal point algorithm is a
well-known method for solving the problem (1): x1 = x ∈ E and
xn+1 = Jrn (xn) (n = 1,2, . . .), (2)
where {rn} ⊂ (0,∞), Jr = ( J + r∂ fC )−1 J for all r > 0, fC = f + iC , iC is the indicator function of C , J is the duality mapping
on E and ∂ fC is the subdifferential mapping of fC (see Section 2 for deﬁnitions). In this paper, we are interested in the
conditions that ensure the sequence {xn} generated by (2) can obtain an exact solution in a ﬁnite number of steps.
The proximal point algorithm was ﬁrst introduced by Martinet [16]. In a Hilbert space setting, Rockafellar [20] proved
that if lim infn→∞ rn > 0, then the proximal point algorithm converges weakly to an element of S . Later several authors
investigated the convergence of this algorithm under suitable conditions (see, e.g., [4,17,14,11,12,15,7,2,10,13]). However,
some examples are known that sequences generated by the proximal point algorithm converge weakly, but not in norm
(see, e.g., [8,3]).
The notion of weak sharp minima plays an important role in establishing ﬁnite termination of (2). We say that S is a set
of weak sharp minima [7,5] if there exists α > 0 such that
f (x) f
(
P S(x)
)+ αd(x, S), (3)
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set of weak sharp minima, then the proximal point algorithm terminates in a ﬁnite number of steps. Kassay [11] extended
Rockafellar’s result to a Banach space. In a ﬁnite dimensional setting, Ferris [7] proved that the condition (3) is a suﬃcient
condition for ﬁnite termination of the proximal point algorithm. For other related results, see [14,15,24].
The purpose of this paper is to extend Ferris’ results to Banach spaces. To ensure ﬁnite convergence, we prove a useful
property of the subdifferential mapping and obtain two lemmas which are important for the proof of main results. We then
develop two ﬁnite convergence results of the proximal point algorithm by applying an equivalent characterization of the
condition (3). These results include the corresponding results in [15,7] as special cases.
2. Basic deﬁnitions and preliminaries
Let E be a reﬂexive Banach space with norm ‖ · ‖ and let E∗ be the dual space of E . We denote the value of x∗ ∈ E∗ at
x ∈ E by 〈x, x∗〉. The duality mapping J from E into E∗ is deﬁned by
J (x) = {x∗ ∈ E∗: 〈x, x∗〉= ‖x‖2 = ∥∥x∗∥∥2} (4)
for all x ∈ E . A Banach space E is said to be smooth if the limit
lim
t→0
‖x+ ty‖ − ‖x‖
t
(5)
exists for all x, y ∈ S(E) = {z ∈ E: ‖z‖ = 1}. It is also said to be uniformly smooth if the limit (5) exists uniformly in
x, y ∈ S(E). A Banach space E is said to be strictly convex if ‖ x+y2 ‖ < 1 whenever x, y ∈ S(E) with x 
= y. When E is smooth,
the duality mapping J is single valued (see [22,23] for details). E is also said to be uniformly convex if for each  ∈ (0,2],
there exists δ > 0 such that ‖ x+y2 ‖ 1− δ whenever x, y ∈ S(E) with ‖x− y‖  .
For a given set C in E , we denote the interior of C by int C . B∗(x∗, ) denotes the closed ball in E∗ with center at
x∗ ∈ E∗ and radius  > 0. The normal cone to C at x is deﬁned by
NC (x) =
{
x∗ ∈ E∗: 〈x∗, y − x〉 0 for all y ∈ C}. (6)
Let C be a nonempty closed convex subset of a smooth, strictly convex and reﬂexive Banach space E . Then for each x ∈ E ,
there corresponds a unique element x0 ∈ C (denoted by PC (x)) such that ‖x0 − x‖ = miny∈C ‖y − x‖. PC (x) satisﬁes〈
y − PC (x), J
(
x− PC (x)
)〉
 0 for all y ∈ C . (7)
The proof of this property can be found in [22].
For a proper lower semicontinuous convex function f : E → (−∞,∞], the subdifferential mapping ∂ f : E → 2E∗ of f is
deﬁned by
∂ f (x) = {x∗ ∈ E∗: f (y) f (x) + 〈y − x, x∗〉 for all y ∈ E} (8)
for all x ∈ E . Rockafellar [18] (see also [1]) proved that ∂ f is a maximal monotone operator, i.e.,
〈
x− y, x∗ − y∗〉 0 whenever x∗ ∈ ∂ f (x) and y∗ ∈ ∂ f (y),
and there is no other monotone operator including properly the graph of ∂ f . It is easy to verify that 0 ∈ ∂ f (u) if and only
if f (u) = minx∈E f (x) and the solution set ∂ f −1(0) = {u ∈ E: f (u) = minx∈E f (x)} is closed and convex.
For each r > 0 and x ∈ E , there corresponds a unique element xr ∈ E satisfying
J (x) ∈ J (xr) + r∂ f (xr);
see [19] or [21]. We deﬁne the resolvent of ∂ f by Jr(x) = xr . In other words, Jr = ( J + r∂ f )−1 J for all r > 0. We can also
deﬁne, for each r > 0, the Yosida approximation of ∂ f by Ar = ( J − J Jr)/r. We know that Ar(x) ∈ ∂ f ( Jr(x)) for all r > 0
and x ∈ E . We also know the following results.
Lemma 1. (See [13, Lemma 3.1].) Let E be a smooth, strictly convex and reﬂexive Banach space, let f : E → (−∞,∞] be a proper
lower semicontinuous convex function with ∂ f −1(0) 
= ∅, let r > 0 and let Jr = ( J + r∂ f )−1 J . Then
φ
(
u, Jr(x)
)+ φ( Jr(x), x) φ(u, x) for all u ∈ ∂ f −1(0) and x ∈ E,
where φ : E × E → R is a function deﬁned by
φ(x, y) = ‖x‖2 − 2〈x, J (y)〉+ ‖y‖2 for all x, y ∈ E. (9)
Proposition 2. (See [9, Proposition 2].) Let E be a smooth and uniformly convex Banach space and let {xn} and {yn} be sequences in E
such that either {xn} or {yn} is bounded. If limn→∞ φ(xn, yn) = 0, then limn→∞ ‖xn − yn‖ = 0.
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In this section, we consider ﬁnite termination of the proximal point algorithm in Banach spaces. For this purpose, we
investigate the following condition:
B∗(0,α) ∩
(⋃
x∈S
NS(x)
)
⊂ ∂ fC (S), (10)
where α > 0, S = ∂ f −1C (0), fC = f + iC and iC is the indicator function of C deﬁned at x ∈ E by
iC (x) =
{
0, if x ∈ C;
∞, otherwise. (11)
It has been shown [5, Theorem 2.3] that S is a set of weak sharp minima with modulus α, if and only if condition (10)
holds. We investigate the ﬁnite termination of the sequence {xn} generated by (2) under the condition (10).
The following result [6, Proposition 2.2] was obtained in a ﬁnite dimensional space. Similarly, we can verify that the
subdifferential has the following property in a Banach space.
Proposition 3. Let E be a Banach space, let f : E → (−∞,∞] be a proper lower semicontinuous convex function and let x∗ ∈ ∂ f (x)
and y∗ ∈ ∂ f (y). If 〈x− y, x∗ − y∗〉 = 0, then y∗ ∈ ∂ f (x) and x∗ ∈ ∂ f (y).
The following results were obtained by Ferris [7, Lemmas 4 and 5]. We extend these results from the ﬁnite dimensional
space to the Banach space. Applying Proposition 3, we ﬁrst prove the following result.
Lemma 4. Let C be a closed and convex subset of a reﬂexive, strictly convex and smooth Banach space E and let z ∈ E. For any λ > 0,
let y∗ = λ J (z − P S(z)). If there exists w ∈ S such that y∗ ∈ ∂ fC (w), then y∗ ∈ ∂ fC (P S (z)).
Proof. Since ∂ fC is monotone, and (7), we have
0
〈
w − P S(z), y∗ − 0
〉= 〈w − P S(z), λ J(z − P S(z))〉 0.
Since fC is a proper lower semicontinuous convex function, it follows from Proposition 3 that y∗ ∈ ∂ fC (P S (z)). 
Lemma 5. Let C be a closed and convex subset of a reﬂexive, strictly convex and smooth Banach space E and let f : E → (−∞,∞] be
a proper lower semicontinuous convex function. Suppose that there exists α > 0 such that the condition (10) holds. If ‖w∗‖ < α and
w∗ ∈ ∂ fC (z), then z ∈ S.
Proof. Let us assume that z /∈ S . Deﬁne
y∗ = α J (z − P S(z))‖z − P S(z)‖ . (12)
From (7) and (12), y∗ ∈ B∗(0,α) ∩ (⋃y∈S NS(y)). Since (10), there exists w ∈ S such that y∗ ∈ ∂ fC (w). It follows from
Lemma 4 that y∗ ∈ ∂ fC (P S (z)). Since ∂ fC is monotone, we have 0 〈z − P S (z),w∗ − y∗〉, and hence
〈
z − P S(z), y∗
〉

〈
z − P S(z),w∗
〉

∥∥z − P S(z)∥∥∥∥w∗∥∥.
From (4) and (12), we have that α  ‖w∗‖, and this is a contradiction. 
We prove that the proximal point algorithm converges to a solution in a ﬁnite number of steps. From Ar(x) ∈ ∂ fC ( Jr(x)),
it is suﬃcient to show that Arn (xn) → 0 as n → ∞. This result was obtained in [10]. For the sake of completeness, we
present a proof, taken from [10, Theorem 3.1].
Theorem6. Let C be a closed and convex subset of a uniformly smooth and uniformly convex Banach space E and let f : E → (−∞,∞]
be a proper lower semicontinuous convex function and let {xn} be a sequence deﬁned as follows: x1 = x ∈ E and
xn+1 = Jrn (xn) (n = 1,2, . . .), (13)
where {rn} ⊂ (0,∞) satisﬁes lim infn→∞ rn > 0 and Jrn = ( J + rn∂ fC )−1 J . If the condition (10) holds, then xn ∈ S for all suﬃciently
large n.
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φ(u, xn+1) + φ(xn+1, xn) φ(u, xn). (14)
From (14), limn→∞ φ(u, xn) exists and further limn→∞ φ(xn+1, xn) = 0. It follows from Proposition 2 that limn→∞ ‖xn+1 −
xn‖ = 0. Since E is uniformly smooth, the duality mapping J is uniformly norm to norm continuous on each bounded subset
of E (see [22, Theorem 4.3.4]). Thus, we have that
lim
n→∞
∥∥ J (xn+1) − J (xn)∥∥= lim
n→∞
∥∥ J( Jrn (xn))− J (xn)∥∥= 0. (15)
From (15) and lim infn→∞ rn > 0, we have
lim
n→∞
∥∥Arn(xn)∥∥= limn→∞
1
rn
∥∥ J (xn) − J( Jrn (xn))∥∥= 0.
This implies that there exists n0 ∈ N such that ‖Arn (xn)‖ < α for all n  n0. Therefore, desired result is obtained from
Lemma 5. 
We present another result on the ﬁnite termination of the proximal point algorithm. The strong convergence of the
following algorithm was investigated by Reich [17].
Theorem 7. Let C be a closed and convex subset of a smooth, strictly convex and reﬂexive Banach space E and let f : E → (−∞,∞]
be a proper lower semicontinuous convex function and let {xn} be a sequence deﬁned as follows: x ∈ E and
xn = Jrn (x) (n = 1,2, . . .), (16)
where {rn} ⊂ (0,∞) satisﬁes limn→∞ rn = ∞ and Jrn = ( J + rn∂ fC )−1 J . If the condition (10) holds, then xn ∈ S for all suﬃciently
large n.
Proof. Let u ∈ ∂ f −1C (0). Since Lemma 1 implies that, for each n ∈ N,
φ(u, xn) φ(u, xn) + φ(xn, x) φ(u, x).
Since (‖a‖ − ‖b‖)2  φ(a,b) for all a,b ∈ E by (9), the sequence {xn} is bounded. Moreover, since (4) implies that the
sequence { J (xn)} is also bounded. It follows from (16) that
1
rn
(
J (x) − J (xn)
) ∈ ∂ fC (xn).
Therefore, the desired result is obtained from Lemma 5, because limn→∞ rn = ∞. 
Remark 1. Theorems 6 and 7 include the results of Mangasarian [15, Theorem 2.13] and Ferris [7, Theorems 6 and 7].
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