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Abstract
We prove that the double-inequality
1
x + 1/x +

(x + 1/x)1/2 <
1
(x)
+ 1
(1/x)

1
x + 1/x +

(x + 1/x)1/2
holds for all x > 0 with the best possible constants
 = 0 and  = 3/√2.
The right-hand side reﬁnes
1
(x)
+ 1
(1/x)
2 (x > 0),
which was proved in 1974 by W. Gautschi. Moreover, we present sharp inequalities for the product, the sum, the
difference, and the ratio of (x) and (1/x).
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1. Introduction
In 974, Gautschi [8] published a remarkable inequality for Euler’s gamma function. He proved that for
all x > 0 the harmonic mean of (x) and (1/x) is greater than or equal to 1:
1
2
1/(x) + 1/(1/x) (x > 0). (1.1)
This inequality found much attention and several research articles appeared providing reﬁnements, gen-
eralizations, and various related results; see [3–6,9–12]. It is the aim of this paper to continue the study
of inequalities involving (x) and (1/x).
In Section 3, we determine the best possible constants  and  in
1
x + 1/x +

(x + 1/x)1/2 <
1
(x)
+ 1
(1/x)

1
x + 1/x +

(x + 1/x)1/2 (x > 0).
Our result leads to an improvement of Gautschi’s inequality. In Section 4, we provide sharp constants ∗,
∗, and a, b in
1
x
+ ∗(x − 1/x) (x)(1/x)
(x + 1/x) 
1
x
+ ∗(x − 1/x) (0<x1) (1.2)
and
a
(x) + (1/x)
(x + 1/x) b (x > 0).
It turns out that the right-hand side of (1.2) reﬁnes an inequality due to C. Giordano andA. Laforgia.And,
ﬁnally, in Section 5, we present the best possible constants a∗, b∗, and a′, b′ such that
a∗x1−1/x(x) − (1/x)b∗x1−1/x
and
a′ (ex)
1/x
x3/2

(x)
(1/x)
< b′ (ex)
1/x
x3/2
are valid for all x ∈ (0, 1].
In order to prove our theorems we need some lemmas. They are collected in the next section. The
numerical values have been calculated by the computer program ‘Maple V Release 5.1’.
2. Lemmas
In this section, we study functions, which are deﬁned in terms of ,  = ′/, and their derivatives.
Throughout this paper we denote by x0 = 1.461 . . . the only positive zero of ′.
Lemma 1. The function
f1(x) = (x + 1/x)
is decreasing on (0, 1].
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Proof. Since ′ is increasing on (0,∞), we conclude from x + 1/xx0 that ′(x + 1/x)′(x0) = 0.
Hence, we get for x ∈ (0, 1]:
f ′1(x) =
(
1 − 1
x2
)
′(x + 1/x)0. 
Lemma 2. The function
f2(x) = (x) + (1/x)
is decreasing on (0, 1].
Proof. We distinguish two cases.
Case 1. 0<x1/x0.
Then we get
′(x)< 0 1
x2
′(1/x).
This implies
f ′2(x) = ′(x) −
1
x2
′(1/x)< 0.
Case 2. 1/x0 <x1.
Let
1(x) = x2f ′2(x). (2.1)
We obtain
1
x
′1(x) = 2′(x) + x′′(x) +
1
x3
′′(1/x)> 2′(x) + x′′(x) = 2(x), say. (2.2)
Since (4) is positive on (0,∞), we get for x ∈ (0, 1]:
′′′(x)′′′(1) = −5.44 . . . ,
so that ′′ is decreasing on (0, 1]. Let 0.68rxs1. Then we obtain
2(x)2′(r) + r′′(s) = 3(r, s), say.
We have
3(0.68, 0.72)> 0, 3(0.72, 0.77)> 0, 3(0.77, 0.84)> 0, 3(0.84, 0.94)> 0,
3(0.94, 1)> 0.
This implies that 2(x)> 0 for x ∈ [0.68, 1]. From (2.2) and 1/x0 > 0.68 we conclude that ′1 is positive
on [1/x0, 1]. Using 1(1) = 0 and (2.1) we get f ′2(x)0 for x ∈ [1/x0, 1]. 
Lemma 3. Let a˜ = 0.77. The function
f3(x) = (x) − a˜(x + 1/x) (2.3)
is decreasing on [1, 6.667].
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Proof. Let 1rxs6.667. Then we have
f ′3(x) = ′(x) − a˜
(
1 − 1
x2
)
′(x + 1/x)′(s) − a˜
(
1 − 1
r2
)
′(r + 1/r) = (r, s), say.
Since
(1 + k/100, 1 + (k + 1)/100)< 0 for k = 0, 1, . . . , 480,
(5.81 + k/200, 5.81 + (k + 1)/200)< 0 for k = 0, 1, . . . , 102,
and
(6.32 + k/500, 6.32 + (k + 1)/500)< 0 for k = 0, 1, . . . , 173,
we conclude that f ′3 is negative on [1, 6.667]. 
Lemma 4. The functions
f4(x) = ′(1/x), f5(x) = ′(x + 1/x), and f6(x) = ′′(x + 1/x) (2.4)
are decreasing on (0, 1].
Proof. We have
f ′4(x) = −
1
x2
′′(1/x)< 0 for x > 0,
f ′5(x) =
(
1 − 1
x2
)
′′(x + 1/x)0 for x ∈ (0, 1],
and
f ′6(x) =
(
1 − 1
x2
)
′′′(x + 1/x).
Since ′′′ is increasing and x + 1/x2, we obtain ′′′(x + 1/x)′′′(2) = 0.48 . . .. Thus, f ′6(x)0 for
x ∈ (0, 1]. 
Lemma 5. The function
f7(x) = x3′′(x) (2.5)
is decreasing on [0.133, 0.15] and [0.45, 0.64].
Proof. Since x → ′′(x)/x and −′′′ are decreasing on (0, 1], we get for 0<rxs1:
1
x3
f ′7(x) =
3
x
′′(x) + ′′′(x) 3
r
′′(r) + ′′′(s) = (r, s), say.
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We have
(0.133 + k/25000, 0.133 + (k + 1)/25000)< 0 for j = 0, 1, . . . , 424,
and
(0.45 + k/700, 0.45 + (k + 1)/700)< 0 for j = 0, 1, . . . , 132.
This gives
f ′7(x)< 0 for x ∈ [0.133, 0.15] ∪ [0.45, 0.64]. 
Lemma 6. The function
f8(x) = 1
x
′′(1/x) (2.6)
is decreasing on (0, 0.64].
Proof. Let
1(t) = ′′(t) + t′′′(t).
Further, let t0 = 1.741 . . . be the only positive zero of ′′′. We show that 1(t)> 0 for t1.56.
Case 1. 1.56 t1.68.
We have
1
t
1(t)
1
1.68
′′(1.68) + ′′′(1.56) = 0.003 . . . .
Case 2. 1.68 t t0.
Since ′′′(1.68) = −0.13 . . ., we obtain
1(t)′′(t) − 0.14t = 2(t), say.
Let t¯ = 1.74. The function 2 is convex on (0,∞) and ′2(t¯) = −0.14 . . .. Applying the mean-value
theorem gives
2(t)2(t¯) + (t − t¯ )′2(t¯)2(t¯) + (1.75 − t¯ )′2(t¯) = 0.51 . . . .
Case 3. t > t0.
Since ′′ and ′′′ are positive on (t0,∞), we conclude that 1(t)> 0.
Let 0<x0.64. Then we get 1/x > 1.56 and
f ′8(x) = −
1
x2
1(1/x)< 0. 
Lemma 7. Let a˜ = 0.77. The function
f9(x) = (x) + (1/x) − a˜(x + 1/x) (2.7)
is convex on [0.133, 0.15].
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Proof. Differentiation gives
x3f ′′9 (x) = 2f4(x) − 2a˜f5(x) − a˜
(x2 − 1)2
x
f6(x) + f7(x) + f8(x),
where fj (j =4, 5, 6, 7, 8) are deﬁned in (2.4), (2.5), and (2.6), respectively. Let 0.133rxs0.15.
Applying Lemmas 4–6 we get
x3f ′′9 (x)2f4(s) − 2a˜f5(r) − a˜
(r2 − 1)2
r
f6(r) + f7(s) + f8(s) = 	(r, s), say.
Since
	(0.133 + k/27000, 0.133 + (k + 1)/27000)> 0 for k = 0, 1, . . . , 462,
we conclude that f ′′9 is positive on [0.133, 0.15]. 
Lemma 8. Let b˜ = 2.0979. The function
f10(x) = b˜(x + 1/x) − (x) − (1/x) (2.8)
is convex on [0.45, 0.64].
Proof. Let fj (j = 4, 5, 6, 7, 8) be the functions given in (2.4)–(2.6), respectively. We prove that

1(x) = −2f4(x) + 13 b˜
(x2 − 1)2
x
f6(x)
and

2(x) = 2b˜f5(x) + 23 b˜
(x2 − 1)2
x
f6(x) − f7(x) − f8(x)
are positive on [0.45, 0.64]. Let 0.45rxs0.64. Lemma 4 gives

1(x) − 2f4(r) + 13 b˜
(s2 − 1)2
s
f6(s) = 
3(r, s), say.
We have

3(0.45 + k/50, 0.45 + (k + 1)/50)> 0 for k = 0, 1, . . . , 9.
This implies 
1(x)> 0. Using
2b˜ > 4.19 and
2
3
b˜
(x2 − 1)2
x
> 0.76
we get

2(x)> 4.19f5(x) + 0.76f6(x) − f7(x) − f8(x).
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Applying Lemmas 4–6 we obtain

2(x)> 4.19f5(s) + 0.76f6(s) − f7(r) − f8(r) = 
4(r, s), say.
Since

4(0.45, 0.5)> 0, 
4(0.5, 0.58)> 0, 
4(0.58, 0.64)> 0,
we conclude that 
2(x)> 0. Thus,
x3f ′′10(x) = 
1(x) + 
2(x)> 0 for x ∈ [0.45, 0.64]. 
Lemma 9. Let
g1(x) = ((x))3, g2(x) = 1x2 (x), g3(x) = (x)′(x), g4(x) = − 1x ′(x),
g5(x) = x3′(x), and g6(x) = 1x ′(1/x).
(2.9)
Then we have: g1 is increasing on (0,∞); g2 is increasing on [1, 1/0.57]; g3 is increasing on (0, 1/0.57];
and, g4, g5, g6 are increasing on (0,∞).
Proof. Using the integral representation
(−1)n+1(n)(x) =
∫ ∞
0
e−xt t
n
1 − e−t dt (x > 0; n ∈ N) (2.10)
(see [1, p. 260]), we get
g′1(x) = 3((x))2′(x)0 for x > 0.
We have for x ∈ [1, 1/0.57]:
x3g′2(x) = −2(x) + x′(x) − 2(1/0.57) + ′(1/0.57) = 0.26 . . . .
Since − and ′ are decreasing and positive on (0, x0), we obtain that g3 is increasing on (0, x0]. Let
x0x1/0.57. Then
g′3(x) = (′(x))2 + (x)′′(x)(′(1/0.57))2 + (1/0.57)′′(x0) = 0.35 . . . .
−g4 is the product of two functions, which are decreasing and positive. We have
1
x
=
∫ ∞
0
e−xt dt (x > 0).
Using this formula as well as (2.10) (with n= 1, 2) and the convolution theorem for Laplace transforms,
we get
1
x3
g′5(x) =
3
x
′(x) + ′′(x) =
∫ ∞
0
e−xt l(t) dt ,
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where
l(t) = 3
∫ t
0
s
1 − e−s ds −
t2
1 − e−t .
We have l(0) = 0 and
l′(t) = te
−t
(1 − e−t )2 (e
t − 1 + t) > 0 for t > 0.
This implies that g′5 is positive on (0,∞). In order to prove that g6 is increasing, it sufﬁces to show that
g˜6(x) = g6(1/x) is decreasing on (0,∞). We obtain by an argument similar to the one for g5:
1
x
g˜′6(x) =
∫ ∞
0
e−xtm(t) dt ,
where
m(t) =
∫ t
0
s
1 − e−s ds −
t2
1 − e−t .
Since m(0) = 0 and
m′(t) = − te
−t
(1 − e−t )2 (e
t − 1 − t) < 0 for t > 0,
we get g˜′6(x)< 0 for x > 0. 
Lemma 10. The functions
f11(x) = − 1
(x)
and f12(x) = 1
(1/x)
are 3-convex on [0.57, 1]. And, 1/f12 is 3-concave on [0.2, 1/x0].
Proof. Differentiation gives
(x)f ′′′11(x) = g1(x) − 3g3(x) + ′′(x),
where g1 and g3 are deﬁned in (2.9). Applying Lemma 9 and (2.10) we get for 0.57rxs1:
(x)f ′′′11(x)g1(r) − 3g3(s) + ′′(r) = (r, s), say.
Since
(0.57 + k/60, 0.57 + (k + 1)/60)> 0 for k = 0, 1, . . . , 25,
we conclude that f ′′′11 is positive on [0.57, 1].
We set t = 1/x and obtain
x6(1/x)f ′′′12(x) = g1(t) + 6g2(t) − 3g3(t) − 6g4(t) + ′′(t) −
6
t
h(t),
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where gj (j = 1, 2, 3, 4) are given in (2.9) and h(t) = ((t))2. We have h′(t) = 2g3(t) and h′(1)< 0<
h′(1/0.57). This implies that there exists a number t˜ ∈ (1, 1/0.57) such that h is decreasing on [1, t˜] and
increasing on [t˜ , 1/0.57]. Thus,
h(t) max{h(1), h(1/0.57)} = ((1))2 for t ∈ [1, 1/0.57]. (2.11)
Lemma 9, (2.10), and (2.11) yield for 1r ts1/0.57:
x6(1/x)f ′′′12(x)g1(r) + 6g2(r) − 3g3(s) − 6g4(s) + ′′(r) −
6
r
((1))2 = 1(r, s), say.
We have
1(1, 1.15)> 0, 1(1.15, 1.35)> 0, 1(1.35, 1.55)> 0, and 1(1.55, 1/0.57)> 0.
This leads to f ′′′12(x)> 0 for x ∈ [0.57, 1].
Again, we set t = 1/x. Then we get for x0r ts5:
− x
6
(1/x)
(1/f12)′′′(x) = − 6g4(t) + ′′(t) + (t)
(
6
t
(t) + ((t))2 + 3′(t) + 6
t2
)
 − 6g4(s) + ′′(r) = 2(r, s), say.
Since 2(x0, 2.7)> 0 and 2(2.7, 5)> 0, we conclude that (1/f12)′′′ is negative on [0.2, 1/x0]. 
Lemma 11. There exists a real number x∗ = 0.291 . . . such that
(x) − (1/x)< 0 for x ∈ (0, x∗) and (x) − (1/x)> 0 for x ∈ (x∗, 1).
Proof. We deﬁne for x ∈ (0, 1):
1(x) = log (x) − log (1/x).
Then we get
x2′1(x) = x2(x) + (1/x) = 2(x), say.
Differentiation gives
′2(x) = 2x(x) + x2′(x) −
1
x2
′(1/x).
We prove that ′2 is negative on (0, 1].
Case 1. 0<xx0 − 1.
Using the recurrence formulas
(x) = (x + 1) − 1
x
and ′(x) = ′(x + 1) + 1
x2
(x > 0) (2.12)
we obtain
′2(x) = 2x(x + 1) + x2′(x + 1) −
1
x2
′(1/x) − 1<x2′(x + 1) − 1
(x0 − 1)2′(1) − 1 = −0.64 . . . .
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Case 2. x0 − 1x1.
Let x0 − 1rxs1. We get
1
x
′2(x) = 2(x) + x′(x) −
1
x3
′(1/x)2(s) + s′(r) − 1
s3
′(1/r) = 3(r, s), say.
Since
3(x0 − 1, 0.6)< 0, 3(0.6, 0.8)< 0, 3(0.8, 1)< 0,
we obtain ′2(x)< 0 for x ∈ [x0 − 1, 1]. Thus, 2 is strictly decreasing on (0, 1]. We have
lim
x→0 2(x) = ∞ and 2(1) = −1.15 . . . .
This implies that there exists a number x˜ ∈ (0, 1) such that we have for x ∈ (0, 1), x 	= x˜:
(x˜ − x)2(x)> 0.
Hence, 1 is strictly increasing on (0, x˜] and strictly decreasing on [x˜, 1]. Since
1(0.2910)< 0<1(0.2919) and 1(1) = 0,
we conclude that there exists a number x∗ = 0.291 . . . such that 1 is negative on (0, x∗) and positive on
(x∗, 1). 
3. Gautschi’s inequality
Inequality (1.1) leads to
0<
1
(x)
+ 1
(1/x)
2 (x > 0). (3.1)
Since limx→0(1/(x)+1/(1/x))=0 and(1)=1, we conclude that the constant bounds 0 and 2 are best
possible. Our ﬁrst result shows that the algebraic functions x → 1/(x + 1/x) and x → 1/(x + 1/x)1/2
can be used to sharpen both sides of (3.1).
Theorem 1. For all real numbers x > 0 we have
1
x + 1/x +

(x + 1/x)1/2 <
1
(x)
+ 1
(1/x)

1
x + 1/x +

(x + 1/x)1/2 , (3.2)
with the best possible constants
 = 0 and  = 3/√2 = 2.121 . . . .
Proof. It sufﬁces to establish (3.2) for x ∈ (0, 1]. In order to prove the left-hand side of (3.2) with = 0
we consider two cases.
Case 1. 0<xx0 − 1.
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Since x(x) = (x + 1)< 1, we get
1
(x)
+ 1
(1/x)
>
1
(x)
> x >
1
x + 1/x .
Case 2. 0.46x1.
We have 1/(x)1/(0.46) = 0.51 . . . . Thus,
1
(x)
+ 1
(1/x)
>
1
(x)
>
1
2

1
x + 1/x .
Let  = 3/√2. Now, we prove that
(x) = 1
x + 1/x +

(x + 1/x)1/2 −
1
(x)
− 1
(1/x)
0
for x ∈ (0, 1].
Case 1. 0<x0.57.
Since mint>0 (t) = 0.885 . . ., we get
x
0.88
>
1
(x)
. (3.3)
We deﬁne for t1/0.57:
p(t) = (t) − 0.49t .
Let t∗ = 2.09. Since p is convex with p′(t∗) = 0.009 . . ., we obtain
p(t)p(t∗) + (t − t∗)p′(t∗)p(t∗) + (1/0.57 − t∗)p′(t∗) = 0.01 . . . .
This yields
x
0.49
>
1
(1/x)
. (3.4)
Let c = 1/0.49 + 1/0.88. Using (3.3) and (3.4) we get
(x + 1/x)(x)1 + (x + 1/x)1/2 − c(x2 + 1) = q(x), say.
Since q is decreasing on (0, 0.57], we obtain q(x)q(0.57) = 0.02 . . . .
Case 2. 0.57x1.
Let
u(x) = x
x2 + 1 and v(x) =
(
x
x2 + 1
)1/2
.
We have
u′′′(x) = −6(x
2 − 2x − 1)(x2 + 2x − 1)
(x2 + 1)4 and
v′′′(x) = −3
8
5x6 − 35x4 − x2 − 1
x2(x2 + 1)4
(
x2 + 1
x
)1/2
.
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Since
x2 − 2x − 1< 0<x2 + 2x − 1 and 5x6 − 35x4 − x2 − 1< 0,
we conclude that
w(x) = 1
x + 1/x +

(x + 1/x)1/2
is 3-convex on [0.57, 1]. This result and Lemma 10 yield for 0.57rxs1:
′′(x) = w′′(x) + f ′′11(x) − f ′′12(x)w′′(r) + f ′′11(r) − f ′′12(s) = z(r, s), say.
Since
z(0.57, 0.75)> 0, z(0.75, 0.84)> 0, z(0.84, 0.90)> 0, z(0.90, 0.95)> 0, z(0.95, 1)> 0,
we obtain that ′′ is positive on [0.57, 1]. We have (1) = ′(1) = 0. This implies that (x)0 for
x ∈ [0.57, 1]. Thus, we have proved that if  = 0,  = 3/√2, and x > 0, then (3.2) is valid.
Conversely, if (3.2) holds for all x > 0, then
<P(x),
where
P(x) = (x + 1/x)1/2
(
1
(x)
+ 1
(1/x)
− 1
x + 1/x
)
.
We have
lim
x→0 P(x) = 0 and P(1) = 3/
√
2.
This shows that the best possible constants in (3.2) are given by  = 0 and  = 3/√2. 
Remark. Let 0<x 	= 1 and s = [(x + 1/x)/2]1/2. Since s > 1, we get
2 − 1
x + 1/x −
3/
√
2
(x + 1/x)1/2 =
(4s + 1)(s − 1)
2s2
> 0.
This implies that the right-hand side of (3.2) (with = 3/√2) improves the second inequality of (3.1) for
all positive real numbers x 	= 1.
4. Inequalities for (x)(1/x) and (x) + (1/x)
We deﬁne for x > 0:
Q∗(x) = (x)(1/x)
(x + 1/x) .
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Using the integral representation
(x) =
∫ ∞
0
(
e−t
t
− e
−xt
1 − e−t
)
dt (x > 0)
(see [1, p. 259]), and taking the logarithmic derivative of Q∗ we get
Q∗′(x) = −Q
∗(x)
x
∫ ∞
0
te−(x+1/x)t
1 − e−t ((t/x) − (tx)) dt ,
where (s)=(es −1)/s. Since  is strictly increasing on (0,∞), we conclude thatQ∗ is strictly decreasing
on (0, 1]. This leads to the sharp inequality
1Q∗(x) (x > 0). (4.1)
Moreover, the limit relation limx→0 Q∗(x)= ∞ implies that there does not exist a constant upper bound
for Q∗(x). In 2001, Giordano and Laforgia [10] provided a reﬁnement and a converse of (4.1):
1
2
(x + 1/x) (x)(1/x)
(x + 1/x) < x + 1/x (x > 0). (4.2)
The next theorem reveals that the right-hand side of (4.2) can be improved for all x ∈ (0, 1].
Theorem 2. For all x ∈ (0, 1] we have
1
x
+ ∗(x − 1/x) (x)(1/x)
(x + 1/x) 
1
x
+ ∗(x − 1/x), (4.3)
with the best possible constants
∗ = 1/2 and ∗ = 0.
Proof. The expressions on the left-hand sides of (4.2) and (4.3) (with ∗ = 1/2) are equal. To prove the
right-hand side of (4.3) with ∗ = 0 we note that x(x)1 for 0<x1. Hence, it sufﬁces to show that
for x ∈ (0, 1]:
(1/x)(x + 1/x).
We set t = 1/x and deﬁne for t1:
d(t) = log (t + 1/t) − log (t).
If 1 t < x0, then d ′(t) = (t + 1/t)(1 − 1/t2) − (t)> 0. This leads to d(t)d(1) = 0. And, if tx0,
then (t + 1/t)>(t) implies d(t)> 0.
Let
W(x) = x
x2 − 1
(
(x)(1/x)
(x + 1/x) −
1
x
)
(0<x < 1).
Since
lim
x→0 W(x) = 0 and limx→1 W(x) = 1/2,
we conclude that the best possible constants in (4.3) are given by ∗ = 1/2 and ∗ = 0. 
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In view of (4.3) it is natural also to ask for inequalities for the closely related function
Q(x) = (x) + (1/x)
(x + 1/x) .
We prove that there exist constant upper and lower bounds for Q.
Theorem 3. For all real numbers x > 0 we have
a
(x) + (1/x)
(x + 1/x) b, (4.4)
with the best possible constants
a = 0.770 . . . and b = 2.097 . . . . (4.5)
Proof. It is enough to prove (4.4) for x ∈ (0, 1]. Let f9 be the function deﬁned in (2.7). We show that f9
is positive on (0, 1].
Case 1. 0<x < 0.133.
Let t7.51. We deﬁne
(t) = (t) − t′(t).
Since ′ > 0>′′, we get
′(t) = −t′′(t)> 0 and (t)(7.51) = 0.87 . . . .
This leads to
(t)> t′(t)> t
2 − 1
t
′(t). (4.6)
Let a˜ = 0.77 and
(t) = log (t) − log (t + 1/t) − log a˜.
Since  is concave on (0,∞), we obtain
t2′(t) = (t) + (t2 − 1)[(t) − (t + 1/t)](t) − t
2 − 1
t
′(t). (4.7)
Combining (4.6) and (4.7) we conclude that  is increasing on [7.51,∞). This implies
(t)(7.51) = 0.0006 . . . . (4.8)
Applying (4.8) and 1/x > 7.51 gives
f9(x)>(1/x) − a˜(x + 1/x)> 0.
Case 2. 0.133x0.15.
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Let c∗ = 0.146. Then we have f ′9(c∗) = −1.10 . . . . Applying Lemma 7 we obtain
f9(x)f9(c∗) + (x − c∗)f ′9(c∗)f9(c∗) + (0.15 − c∗)f ′9(c∗) = 0.76 . . . .
Case 3. 0.15x1.
Let f3 be the function deﬁned in (2.3). From Lemma 3 we get for 1r ts6.667:
f9(t) = (1/t) + f3(t)(1/r) + f3(s) = (r, s), say.
Since
(1, 4)> 0, (4, 6)> 0, and (6, 6.667)> 0,
we obtain f9(t)> 0 for t ∈ [1, 6.667]. We have 11/x < 6.667. Thus, f9(x) = f9(1/x)> 0.
The three cases yield that f9(x)> 0 for x ∈ (0, 1]. We have
lim
x→0 Q(x) = 1.
This together with the positivity of f9 implies
min
0x1
Q(x)> a˜ = 0.77.
And, since
min
0x1
Q(x)Q(0.144) = 0.77098 . . . ,
we get
min
0x1
Q(x) = 0.770 . . . . (4.9)
Next, we prove that f10, as deﬁned in (2.8), is positive on (0, 1]. Again, we consider three cases.
Case 1. 0<x1/3.
Let b˜ = 2.0979 and
(x) = (b˜ − 1)(x + 1/x) − 1
x
.
We have
1 − x2′(x) = (b˜ − 1)(1 − x2)′(x + 1/x) 8
9
(b˜ − 1)′(10/3) = 2.83 . . . .
Hence, ′(x)< 0 and therefore
(x)(1/3) = 0.05 . . . . (4.10)
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Using (4.10) and 1/x >(x) we get
(b˜ − 1)(x + 1/x)>(x). (4.11)
Combining (4.11) and (x + 1/x)>(1/x) reveals that f10(x)> 0 for x ∈ (0, 1/3].
Case 2. x ∈ [1/3, 0.45] ∪ [0.64, 1].
From Lemmas 1 and 2 we obtain: if 0<r ts1, then
f10(t) = b˜f1(t) − f2(t) b˜f1(s) − f2(r) = (r, s), say.
We have
(1/3 + k/120, 1/3 + (k + 1)/120)> 0 for k = 0, 1, . . . , 13,
and
(0.64 + k/100, 0.64 + (k + 1)/100)> 0 for k = 0, 1, . . . , 35.
This implies that f10 is positive on [1/3, 0.45] ∪ [0.64, 1].
Case 3. 0.45x0.64.
Let c˜ = 0.552. Then, f ′10(c˜) = −0.0001 . . . . Applying Lemma 8 yields
f10(x)f10(c˜) + (x − c˜)f ′10(c˜)f10(c˜) + (0.64 − c˜)f ′10(c˜) = 0.0005 . . . .
Thus, f10(x)> 0 for x ∈ (0, 1]. This leads to
max
0x1
Q(x)< 2.0979.
Further,
max
0x1
Q(x)Q(0.55) = 2.0974 . . . ,
so that we get
max
0x1
Q(x) = 2.097 . . . . (4.12)
From (4.9) and (4.12) we conclude that (4.4) holds for x > 0 with the best possible constant bounds given
in (4.5). 
Remark. Theorem 3 implies that the gamma function is neither subadditive nor superadditive on the
hyperbola xy = 1, x > 0. This means that neither the inequality (x + y)(x)+ (y) nor its converse
is true for all x, y > 0 with xy = 1. The subadditivity of  ( ∈ R) is discussed in [7].
5. Inequalities for (x) − (1/x) and (x)/(1/x)
In this section we study counterparts of the results given in Theorems 2 and 3.We provide sharp bounds
for the difference (x) − (1/x) and the ratio (x)/(1/x).
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Theorem 4. For all real numbers x ∈ (0, 1] we have
a∗x1−1/x(x) − (1/x)b∗x1−1/x , (5.1)
with the best possible constant factors
a∗ = −0.040 . . . and b∗ = 0.420 . . . .
Proof. Let x∗ = 0.291 . . . be the number deﬁned in Lemma 11. Further, let b¯ = 0.4209 and
F(x) = −(x) + (1/x) + b¯x1−1/x .
We show that F(x)> 0 for x ∈ (0, 1].
Case 1. 0<x <x∗.
From Lemma 11 we obtain F(x)> 0.
Case 2. 0.291x0.5.
Let G(t) = t1−1/t . Then
G′(t) = G(t)
t2
(log t + t − 1)< 0 for t ∈ (0, 1).
Hence, we get for 0.291rxs0.5:
F(x) − (r) + (1/s) + b¯G(s) = H(r, s), say.
Since
H(0.291, 0.39)> 0, H(0.39, 0.44)> 0, H(0.44, 0.47)> 0, H(0.47, 0.49)> 0,
H(0.49, 0.50)> 0,
we conclude that F is positive on [0.291, 0.5].
Case 3. 0.5x1/x0.
We have
x5+1/xG′′′(x) = z1(x) + z2(x) + z3(x),
where
z1(x) = (log x + x − 1)2(log x − 2x − 1), z2(x) = 3x(log x + x − 1)(2 − log x),
and
z3(x) = x2(6 log x + 2x − 11).
Since z1, z2, and z3 are negative on (0, 1), we obtain
G′′′(x)< 0 for x ∈ (0, 1). (5.2)
Applying Lemma 10 and (5.2) we get for 0.5rxs1/x0:
F ′′(x) = −′′(x) + (1/f12)′′(x) + b¯G′′(x) − ′′(r) + (1/f12)′′(s) + b¯G′′(s) = I (r, s), say.
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We have
I (0.5, 0.6)> 0 and I (0.6, 1/x0)> 0.
This implies that F is convex on [0.5, 1/x0]. Let c¯ = 0.575. Then we have F ′(c¯) = −0.004 . . . . This
leads to
F(x)F(c¯) + (x − c¯)F ′(c¯)F(c¯) + (0.685 − c¯)F ′(c¯) = 0.0002 . . . .
Case 4. 1/x0x1.
Let 1/x0rxs1. We obtain
F(x) − (r) + (1/r) + b¯G(s) = J (r, s), say.
Since
J (1/x0, 0.75)> 0 and J (0.75, 1)> 0,
we get F(x)> 0 for x ∈ [1/x0, 1].
Thus, F is positive on (0, 1]. This implies that the function
R(x) = ((x) − (1/x))x1/x−1
satisﬁes
R(x)< 0.4209 for x ∈ (0, 1].
We have
lim
x→0 R(x) = 0 and R(0.575) = 0.4203 . . . .
Hence,
0.4203 max
0x1
R(x)< 0.4209.
This reveals that the right-hand side of (5.1) holds for all x ∈ (0, 1] with the best possible constant
b∗ = 0.420 . . . .
Next, we study the left-hand inequality of (5.1). Let a¯ = 0.0409 and
K(x) = (x) − (1/x) + a¯x1−1/x .
In order to prove that K is positive on (0, 1] we distinguish four cases.
Case 1. 0<x0.2.
We have
K(x)> a¯x1−1/x − (1/x).
Let t5 and
L(t) = log a¯ + (t − 1) log t − log (t).
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Using
log x − (x)> 1
2x
(x > 0) (5.3)
(see [2]), we obtain
L′(t) = log t − (t) + 1 − 1
t
>
1
t
(t − 1/2)> 0.
Thus, L(t)L(5) = 0.06 . . . . This yields K(x)> 0 for x ∈ (0, 0.2].
Case 2. 0.2x0.25.
Applying Lemma 10 and (5.2) we get for 0.2rxs0.25:
K ′′(x) = ′′(x) − (1/f12)′′(x) + a¯G′′(x)′′(s) − (1/f12)′′(r) + a¯G′′(s) = M(r, s), say.
Since
M(0.2 + k/600, 0.2 + (k + 1)/600)> 0 for k = 0, 1, . . . , 29,
it follows that K is convex on [0.2, 0.25]. Let cˆ = 0.233 . Then, K ′(cˆ) = −4.82 . . .. This leads to
K(x)K(cˆ) + (x − cˆ)K ′(cˆ)K(cˆ) + (0.25 − cˆ)K ′(cˆ) = 0.01 . . . .
Case 3. 0.25x0.292.
We obtain for 0.25rxs0.292:
K(x)(s) − (1/r) + a¯G(s) = N(r, s), say.
We have
N(0.25 + k/450, 0.25 + (k + 1)/450)> 0 for k = 0, 1, . . . , 18.
Hence, K(x)> 0.
Case 4. x∗x1.
Applying Lemma 11 we conclude that K is positive on [x∗, 1] .
Thus, we have proved that
−0.0409<R(x) for x ∈ (0, 1].
Since R is continuous at x = 0 and R(0.2333) = −0.04013 . . ., we get
−0.0409 min
0x1
R(x)< − 0.0401.
This means that the left-hand side of (5.1) is valid for all x ∈ (0, 1] with the best possible constant
a∗ = −0.040 . . . . 
We conclude with a double-inequality for (x)/(1/x). Our result has been inspired by Stirling’s
formula, which reveals a close connection between (x)/(1/x) and (ex)1/x/x3/2 for small positive x.
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Theorem 5. For all real numbers x ∈ (0, 1] we have
a′ (ex)
1/x
x3/2

(x)
(1/x)
< b′ (ex)
1/x
x3/2
, (5.4)
with the best possible constant factors
a′ = 0.338 . . . and b′ = 1√
2
= 0.398 . . . .
Proof. Let x > 0 and
Y1(x) = log
(
x3/2(x)
(ex)1/x(1/x)
)
.
Applying the ﬁrst formula in (2.12) and (5.3) gives
2x2Y ′1(x) = −x + 2 log x + 2x2(x + 1) + 2(1/x + 1)< 2(x2 + 1)Y2(x),
where
Y2(x) = log(x + 1) − x
x2 + 1.
A short calculation shows that there exists a number xˆ ∈ (0, 0.4) such that Y2 is strictly decreasing on
(0, xˆ] and strictly increasing on [xˆ, 0.4]. Since Y2(0)= 0 and Y2(0.4)= −0.008 . . ., we conclude that Y2
is negative on (0, 0.4]. This implies that Y1 is strictly decreasing on (0, 0.4].
Next, we prove that Y1 is convex on [0.4, 1]. Differentiation yields
2x3Y ′′1 (x) = y˜1(x) + y˜2(x) + 2g5(x) − 2g6(x),
where
y˜1(x) = 2 − 3x − 4 log x, y˜2(x) = −4(1/x),
and g5, g6 are deﬁned in (2.9). The functions −y˜1, y˜2, g5, and g6 are increasing on (0, 1], so that we get
for 0.4rxs1:
2x3Y ′′1 (x) y˜1(s) + y˜2(r) + 2g5(r) − 2g6(s) = Y3(r, s), say.
We have
Y3(0.4 + k/120, 0.4 + (k + 1)/120)> 0 for k = 0, 1, . . . , 71.
This implies that Y ′′1 (x)> 0 for x ∈ [0.4, 1].
Hence, we get: if 0<x0.4, then
Y1(x)< lim
t→0 Y1(t) = log
1√
2
= −0.918 . . . .
And, if 0.4x1, then
Y1(x) max{Y1(0.4), Y1(1)} = −1.
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This gives
Y1(x)< log
1√
2
for x ∈ (0, 1], (5.5)
where the upper bound is sharp.
Let Z(x)= exp(Y1(x)) and x′ = 0.56. Since Z is convex on [0.4, 1] and Z′(x′)= 0.003 . . ., we obtain
for x ∈ [0.4, 1]:
Z(x)Z(x′) + (x − x′)Z′(x′)Z(x′) + (0.4 − x′)Z′(x′) = 0.3383 . . . .
This leads to
0.3383 min
0.4x1
Z(x)Z(0.56) = 0.3388 . . . .
If 0<x0.4, then Z(x)Z(0.4) = 0.342 . . . . Hence, we have
min
0x1
Z(x) = 0.338 . . . . (5.6)
From (5.5) and (5.6) we get that (5.4) is valid for all x ∈ (0, 1] with the best possible constant factors
a′ = 0.338 . . . and b′ = 1/√2. 
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