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In this study we compare three calculi listed in the title for analysis of structures involving uncertainty.
The main idea is based on the consideration that the maximum structural response predicted by the pre-
ferred theory ought to be minimal, and the minimum structural response predicted by the preferred the-
ory ought to be maximal, to constitute a lower overestimation. We present analytic results that allow one
to calculate the structural response via the interval, ellipsoidal or super-ellipsoidal calculus. We provide
several examples of truss structures and illustrate that in different situations, depending on the available
data, one of these calculi ought to be preferred. Conclusion is made on the preferable approach to be the
super-ellipsoidal calculus.
 2014 Elsevier Ltd. All rights reserved.1. Introduction
The ‘‘supermarket’’ of uncertainty analysis is quite large. Pate-
Cornell (1996) lists six possible alternatives. Elishakoff (1990) de-
scribes three possible major classes in approaching uncertainty.
There are: (a) probabilistic analysis involving probability densities
and probability distributions of considered random variables, (b)
fuzzy-sets based analysis that is based on the notion of the mem-
bership function, and (c) anti-optimization, or seeking for worst-
case scenarios, and associated optimization to reduce the effect
of the worst-case consequences. The latter technique is discussed
in detail in the monographs by Hlavacˇek et al. (2004) and Elishak-
off and Ohsaki (2010).
The central point of incorporating available, though a scarce,
data into the analysis is discussed in the paper by Wang et al.
(2008). In their study the authors advocate the idea that the choice
of the uncertainty analysis must be determined by the experimen-
tal data. Speciﬁcally, anti-optimization analysis may involve either
interval analysis as in the books by Moore (1966) and by Hansen
and Walster (2004) or ellipsoidal analysis as in the monographs
by Schweppe (1973), by Chernousko (1980, 1994) and by Ben-
Haim and Elishakoff (1990). The natural question arises: ‘‘Which
one, interval analysis or ellipsoidal analysis, ought to be preferred
to its counterpart?’’ Wang et al. (2008) advocated the idea that the
answer to the question depends on the experimental data;speciﬁcally one should prefer the analysis that produces least value
for the maximum response so as to avoid overdesign.
In the recent article, Elishakoff and Bekel (2013) introduced
new anti-optimization modeling based on super-ellipsoids (see
Lame, 1818; Gardner, 1977; Sokolov, 2001), and derived analytical
results for the maximum response of some structures involving
uncertainty. This paper is a generalization of the two previous
studies, namely papers by Wang et al. (2008) and Elishakoff and
Bekel (2013). It proposes taking experimental data into account,
bounding these data with an appropriate geometrical ﬁgure for
two-dimensional uncertainty, namely a rectangle, ellipse or
super-ellipse, and calculating the extreme displacements of the
studied structure. We subscribe the philosophy articulated by
Oden et al. (2010): ‘‘. . . theory and observation – the fundamental
pillars of science – can be cast as mathematical models: mathe-
matical constructs that describes system and represent acknowl-
edge of the system in a usable form’’. Thus, this study combines
experimental and analytical approaches. Conclusions are made as
to the preference of the method that ought to be utilized. For other
applications of super ellipsoids in applied mechanics the reader
can consult with papers by Wang et al. (1994) and Ceribasi and
Altay (2009).
2. Analytic results
In this study we concentrate on structures subjected to two
independent uncertain loads; it is assumed that the experimental
data describing their uncertainty is provided. Three candidate
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In addition, we consider the case when the expression of the re-
sponse of the structure is a linear equation. Indeed, if X denotes
the uncertain load applied on the node i, whereas Y denotes the
uncertain load applied on the node j, the expression of the dis-
placement u of the generic node k is expressible as follows
u ¼ pX þ qY ð1Þ
with p and q being the deterministic coefﬁcients representing the
elements occurring in the kth line and the ith and jth columns of
the inverse of the stiffness matrix. Note that in the two-dimensional
uncertainty case under consideration may involve additional,
though determination forces which would lead to appropriate mod-
iﬁcation of Eq. (1).
Due to the linearity of the expression of the response of the
structure in Eq. (1) and the Kelly–Weiss theorem in the paper by
Ben-Haim and Elishakoff (1990), the extreme values of the dis-
placements will necessarily be on the boundary of the bounding
ﬁgure. A different method for each kind of bounding ﬁgure will
be used to determine the extreme values of a given displacement.
We will consider hereinafter three possible geometric ﬁgures that
can be selected to bound the available data.Fig. 2. Lines representing a constant value of the response are parallel to two sides
of the rectangle (shared area contains experimental data).2.1. Determination of the extreme values for a given data enclosed by a
rectangle
If one postulates the experimental data on (X,Y) to be repre-
sented by a rectangle, the extreme values of the response in Eq.
(1) will be found by conducting a comparison between the values
attained by the response function at the four vertices of the rectan-
gle. Indeed, it appears inadvisable to study the response evaluated
at other points inside the rectangle because of the linearity of the
expression of the response. Namely, for the speciﬁed value u⁄ of
the response in Eq. (1), the latter equation represents a line in
the coordinate system OXY. Different values of u = u⁄ correspond
to different, but parallel, lines since the slope of the line (1) is inde-
pendent of the value of u⁄ as depicted in Fig. 1. We have to estab-
lish the direction in which the value attained by u⁄ is increasing.
Then the maximum value of u⁄ is attained by either by the line
(1) or by the line (2), depending on the direction of increase of
the response. If the line (1) corresponds to the maximum response,
the line (2) is associated with the minimum one, and vice versa.
Line (3) in Fig. 1 corresponds to neither maximum nor minimum.
In the case that the line (1) with u ¼ u1 turns out to be parallel
to none of the sides (as it occurs in Fig. 1), two of the four vertices
will lead to the extreme responses. Hereinafter, the points leading
to the extreme responses are circled.Fig. 1. Lines representing a constant value of the response are parallel to none of
the sides of the rectangle (shared area contains experimental data).If the line representing the constant response of the structure in
Eq. (1) with u = u⁄ is parallel to two sides of the rectangle (like in
the Fig. 2), all the points of that side will lead to the same response.
In such a special case, two of the four vertices will lead to the max-
imum response and the two other vertices will lead to the mini-
mum response.
Hence, one just needs to compare the values provided by the
four vertices to determine the extreme values of the response of
the structure.
2.2. Determination of the extreme values for a given data enclosed by
an ellipse
Let us now consider the case when the center of the ellipse is
located at the point C (Cx,Cy); the ellipse is inclined by an angle
a, as shown in Fig. 3. The equation of the sought displacement u
is again given by the Eq. (1).
In a ﬁrst step, we consider the ellipse in its local coordinate sys-
tem which is centered at the origin 0, with semi-axes being along
with 0X and 0Y axes, respectively (Fig. 4). The semi-major axis of
this ellipse is denoted by a, whereas the semi-minor axis is desig-
nated by b.Fig. 3. Ellipse centered on a given point C and inclined by an angle a.
Fig. 4. Ellipse in its local coordinate system.
Fig. 5. Constant response line parallel to two sides of the rhombus (shared area
contains experimental data).
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become
x ¼ ðX  CxÞcosðaÞ  ðY  CyÞsinðaÞ
y ¼ ðX  CxÞsinðaÞ þ ðY  CyÞcosðaÞ

ð2Þ
The expression of the sought displacement becomes:
u ¼ vxþwyþ pCx þ qCy ð3Þ
The coefﬁcients v and w of the linear function representing the dis-
placement u are:
v ¼ pcosðaÞ  qsinðaÞ
w ¼ psinðaÞ þ qcosðaÞ

ð4Þ
To simplify this expression, we denote
F ¼ u pCx  qCy ð5Þ
Thus, we are interested in ﬁnding the extreme values of the linear
function deﬁned as follows, in view of Eqs. (3) and (5):
F ¼ vxþwy ð6Þ
In the local coordinate system, the equation of the ellipse reads
x
a
 2
þ y
b
 2
¼ 1 ð7Þ
Because of the linearity of the function in Eq. (6), the points
which lead to extreme values are necessarily on the boundary of
the ellipse. The line representing the Eq. (6) must pass through
one of the points of the ellipse and hence constitutes a tangent
to the ellipse. Therefore, we are searching the points C0(x0, y0)
which lead to extreme values of F. At the point C0, Eq. (7) becomes
x20
a2
þ y
2
0
b2
¼ 1 ð8Þ
Eq. (6) takes the following form
FC0 ¼ vx0 þwy0 ð9Þ
which leads to
x0 ¼ FC0 wy0v ð10Þ
Hence, substituting Eq. (10) into Eq. (8), we get
ðFC0 wy0Þ2
v2a2 þ
y20
b2
¼ 1 ð11Þ
or
w2 þ v
2a2
b2
 
y20  2FC0wy0 ¼ v2a2  F2C0 ð12Þ
Since extreme values are sought the line in Eq. (6) must be the tan-
gent to the ellipse, there will be a single intersection point between
this line and the ellipse. Thus, there is only one solution for y0, in Eq.
(12). To accomplish this, we demand that the discriminant of the Eq.
(12) equals zero, leading to
y0 ¼
FC0w
w2 þ v2a2
b2
ð13Þ
Substituting Eq. (9) into Eq. (13), we obtain
y0 ¼
ðvx0 þwy0Þw
w2 þ v2a2
b2
¼ vw
w2 þ v2a2
b2
x0 þ w
2
w2 þ v2a2
b2
y0 ð14Þ
Or, in view of Eq. (14), we get
y0 1
w2
w2 þ v2a2
b2
 !
¼ vw
w2 þ v2a2
b2
x0 ð15Þ
We arrive aty0 ¼
wb2
va2 x0 ð16Þ
Finally, using Eq. (8), we derive
x0 ¼ va2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p
y0 ¼ wb
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p
8><
>: or
x0 ¼  va2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p
y0 ¼  wb
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p
8><
>: ð17Þ
Hence, the extreme values of F are
Fmax ¼ v2a2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p þ w2b2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
va2þw2b2
p
Fmin ¼  v2a2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p  w2b2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2a2þw2b2
p
ð18Þ
In the global coordinate system, the extreme values of the sought
displacement u read, in view of Eqs. (4) and (5)
umax ¼ ðpcosðaÞqsinðaÞÞ
2a2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpcosðaÞqsinðaÞÞ2a2þðpsinðaÞqcosðaÞÞ2b2
p
þ ðpsinðaÞþqcosðaÞÞ2b2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpcosðaÞqsinðaÞÞ2a2þðpsinðaÞqcosðaÞÞ2b2
p þ pCx þ qCy
umin ¼  ðpcosðaÞqsinðaÞÞ
2a2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpcosðaÞqsinðaÞÞ2a2þðpsinðaÞqcosðaÞÞ2b2
p
 ðpsinðaÞþqcosðaÞÞ2b2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðpcosðaÞqsinðaÞÞ2a2þðpsinðaÞqcosðaÞÞ2b2
p þ pCx þ qCy
ð19Þ2.3. Determination of the extreme values for a given data enclosed by a
super-ellipse
Here, we ﬁrst consider the case when the power of the super-el-
lipse is lower than or equal to 1. This kind of super-ellipse looks
like a four-armed star with concave sides if the power is below 1
and straight sides if the power equals 1. In this case, the extreme
values of the response are determined like in the case of the rect-
angle: by comparison between the values provided by the four
points appearing at the ends of the axes of the super-ellipse. In-
deed, if the power of the super-ellipse is 1, the data bounding ﬁg-
ure is a rhombus (Fig. 5). In such circumstances, the determination
of the extremal response is the same as for a rectangle: there are
two separate cases, one when the line representing the constant
structural response is parallel to two sides of the rhombus and an-
other case when this line is not parallel to any side.
If the power of the super-ellipse is below 1, every line of con-
stant response passing through two boundary points of the
super-ellipse will be between two lines. Each of these two lines
passes through an end point of one of the axes (as in Fig. 6). The
extreme lines will pass through two ending points of the axes of
the super-ellipse. The super-ellipse for the particular case of a
power equals 0.5 is shown in Fzig. 6.
We will now study the case when the power of the super-ellipse
is above unity. The center of the super-ellipse is C (Cx,Cy) and the
super-ellipse is inclined by an angle a. We ﬁrst consider the
Fig. 6. Super-ellipse with a power n = 0.5 (shared area contains experimental data).
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center of the super-ellipse and has the same axes as the super-el-
lipse. Let n denote the power of the super-ellipse. The equation of
the super-ellipse reads
x
a
 n þ y
b
 n ¼ 1 ð20Þ
In the following, we consider that n is an even number (the case
when n is not an even number will be treated later), so
x
a
 n
þ y
b
 n
¼ 1 ð21Þ
At the point C0(x0, y0) of the extremal response
x0
a
 n
þ y0
b
 n
¼ 1 ð22Þ
We express x0 as a function of y0
x0 ¼  1 y0b
 n	 
1n
ð23Þ
Substituting Eq. (23) into Eq. (9), we obtain
FC0 ¼ f ðy0Þ ¼ va 1
y0
b
 n	 
1n
þwy0 ð24Þ
We need to ﬁnd the minimum and maximum values of FC0 . To this
end, we need to ﬁnd the coordinate y0 when the derivate of f(y0) is
equal to zero, namely
f 0ðy0Þ ¼ 
vanyðn1Þ0
nbn
1 y0
b
 n	 
1nn
þw ¼ 0 ð25Þ
Therefore
yðn1Þ0 1
y0
b
 n	 
1nn
¼ wb
n
va ð26Þ
or
1
yn0
 1
bn
 1n
n
¼ wb
n
va ð27Þ
We get
1
yn0
 1
bn
¼  va
wbn


n
n1
ð28Þumin=max ¼  jpcosðaÞ  qsinðaÞj
ð nn1Það
n
n1Þ
jpsinðaÞ þ qcosðaÞjð nn1Þbð nn1Þ þ jpcosðaÞ  qsinðaÞjð nn1

 jpcosðaÞ þ qsinðaÞj
ð nn1Þbð
n
n1Þ
jpsinðaÞ þ qcosðaÞjð nn1Þbð nn1Þ þ jpcosðaÞ  qsinðaÞjð nn1
leading to
y0 ¼ 
1
1
bn
þ va
wbn
 ð nn1Þ
0
B@
1
CA
1
n
ð29Þ
Since a and b are the semi-axes of the super-ellipse, they are posi-
tive. Thus, we get
y0 ¼ 
1
1
bn
þ jvjajwjbn
 ð nn1Þ
2
64
3
75
1
n
ð30Þ
Further,
y0 ¼ 
1
jwjð nn1Þbð nn1Þ
jwjð nn1Þbð n
2
n1Þ
þ jvjð
n
n1Það
n
n1Þ
jwjð nn1Þbð n
2
n1Þ
0
BB@
1
CCA
1
n
ð31Þ
or
y0 ¼ 
jwjð nn1Þbð n
2
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
0
@
1
A
1
n
ð32Þ
Finally, we arrive at
y0 ¼ 
jwjð 1n1Þbð nn1Þ
jwjð nn1Þbð nn1Þ þ jvjð nn1Það nn1Þ
 1
n
ð33Þ
Using Eq. (33) into Eq. (23), we obtain for x0
x0 ¼ a 1  jwj
ð 1n1Þbð
n
n1Þ
b jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
 1
n
0
BB@
1
CCA
n2
664
3
775
1
n
ð34Þ
or
x0 ¼ a 1 jwj
ð nn1Þbð
n
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
 
0
@
1
A
2
4
3
5
1
n
ð35Þ
Further analysis yields
x0 ¼ a jv j
ð nn1Það
n
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
 
2
4
3
5
1
n
ð36Þ
Finally,
x0 ¼  jv j
ð 1n1Það
n
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
 1
n
ð37Þ
Hence, the extreme values are
Fmin=max ¼  jv j
ð nn1Það
n
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
h i1
n
 jwj
ð nn1Þbð
n
n1Þ
jwjð nn1Þbð nn1Þ þ jv jð nn1Það nn1Þ
h i1
n
ð38ÞÞað
n
n1Þ
1
n
Það
n
n1Þ
1
n
þ pCx þ qCy ð39Þ
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In the global coordinate system, the extreme values of the
sought displacement u read
Again, for the particular case of n = 2, Eq. (39) coincides with Eq.
(19).
Let us consider now the case when n is not an even number. Eq.
(22) becomes
x0
a
 n
þ y0
b
 n
¼ 1 ð40Þ
We obtain for FC0
FC0 ¼ f ðy0Þ ¼ va 1
y0
b
 n	 
1n
þwy0 ð41Þ
We consider 2 particular cases: (1) the value y0 is positive (2) the
value y0 is negative.
Eq. (41) becomes:umin=max ¼  jpcosðaÞ  qsinðaÞj
ð nn1Það
n
n1Þ
jpsinðaÞ þ qcosðaÞjð nn1Þbð nn1Þ þ jpcosðaÞ  qsinðaÞjð nn1Það nn1Þ
h i1
n
 jpcosðaÞ þ qsinðaÞj
ð nn1Þbð
n
n1Þ
jpsinðaÞ þ qcosðaÞjð nn1Þbð nn1Þ þ jpcosðaÞ  qsinðaÞjð nn1Það nn1Þ
h i1
n
þ pCx þ qCy ð50Þf 0ðy0Þ ¼  van 
nyðn1Þ0
bn
1 ðy0b Þ
n ð1nn Þ þw ¼ 0 for case ð1Þ
f 0ðy0Þ ¼  van  nðy0Þ
ðn1Þ
bn
1 ðy0b Þ
n ð1nn Þ þw ¼ 0 for case ð2Þ
8<
:
ð42Þ
Eq. (42) leads to
yðn1Þ0 1 ðy0b Þ
n ð1nn Þ ¼  wbnva for the case ð1Þ
ðy0Þðn1Þ 1 ðy0b Þ
n ð1nn Þ ¼  wbnva for the case ð2Þ
8<
: ð43Þ
or
1
yn0
 1
bn
 ð1nn Þ ¼  wbnva for the case ð1Þ
1
ðy0Þn 
1
bn
 ð1nn Þ ¼  wbnva for the case ð2Þ
8>><
>: ð44Þ
Finally, we arrive at
1
yn0
 1
bn
¼  va
wbn
 ð nn1Þ for the case ð1Þ
1
ðy0Þn 
1
bn
¼  va
wbn
 ð nn1Þ for the case ð2Þ
8><
>: ð45Þ
Both cases in Eq. (45) lead to
y0 ¼ 
1
1
bn
þ jvjajwjbn
 ð nn1Þ
0
B@
1
CA
1
n
ð46Þ
orTable 1
A hypothetical set of points.
1 2 3 4 5 6
X 0.991 1.082 1.085 0.938 0.976 0.993
Y 1.018 1.031 0.964 1.037 0.965 1.011y0 ¼ 
jwjð 1n1Þbð 1n1Þ
jwjð nn1Þbð nn1Þ þ jmjð nn1Það nn1Þ
 1
n
ð47Þ
Eq. (40) results in
x0 ¼ a 1 y0b
 n	 
1n
ð48Þ
Hence, the value of x0 is the same as was obtained when n is an even
number
x0 ¼  jmj
ð 1n1Það
1
n1Þ
jwjð nn1Þbð nn1Þ þ jmjð nn1Það nn1Þ
h i1
n
ð49Þ
Thus, the results for the case when n constitutes not an even num-
ber are the same as when n is an even number. Hence, if n > 1, the
extreme values of the response of the structure for a super-ellipse
will be given by the following expression3. Minimum area bounding ﬁgure is not always the best
bounding ﬁgure
In the paper by Wang et al. (2008), the response of the structure
has been calculated by considering that the bounding ﬁgure of the
experimental data which attains the minimum area is the one
which leads to the best results.
The above idea is revisited in this study. First, we provide a
counterexample when the minimum area ﬁgure does not lead to
the best results. Let us consider the set of points summarized in
Table 1.
This set of points will be bounded by two candidate rectangles:
the ﬁrst one is deﬁned by the points [1.12; 1.16], [1; 1.2], [0.88;
0.84], [1; 0.8] and has an area of 0.064; the second one is deﬁned
by the points [1.2; 1], [1; 1.2], [0.8; 1], [1; 0.8] and has an area of
0.08.
Then, we calculate the extreme values of the following
expression
u ¼ 3X þ 4Y ð51Þ
associated with these rectangles. The problem is represented in
Fig. 7.
The extreme values of the response associated with experimen-
tal data contained in both rectangles are summarized in Table 2.
Thus, in this particular case, the rectangle 1 which is the mini-
mum area bounding rectangle is not the one which leads to the
minimal maximum absolute value of the response. Hence, we con-
clude that the minimum area bounding ﬁgure is not always the one
which leads to the best response. The only statement that can be7 8 9 10 11 12 13
1.011 1.056 0.8 1.2 1 1 1.15
1.048 1.008 1 1 0.9 1.1 1.05
Fig. 7. Representation of the set of points, the bounding rectangles and the linear
equation for two constant values of the response.
Table 2
Extreme values of the response for the two rectangles.
Minimum value of u Maximum value of u
Rectangle 1 6 8
Rectangle 2 6.2 7.8
Fig. 8. Bounding rectangle found through the convex hull.
Fig. 9. Increasing of the power n of the super-ellipse approximates a bounding
region by a rectangle.
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response associated with the smaller one will be better than the re-
sponse of the biggest one, since it will yield the smaller estimate of
the maximum response. On the other hand, the data that is
bounded by the rectangle should be such that at least one point
of it ought to be on the boundary. Thus, if two rectangles contain
the same experimental data, there cannot be a situation in which
one rectangle contains the other one, except when they touch in
a single point or more points. Therefore, we must conclude that
the rectangles that contain the data ought to have some common
area. This leads to the conclusion that rectangles’ areas may differ.
Then one has to evaluate the maximum and minimum responses
associated with each rectangle and prefer the one which results
in the minimum value for the maximum absolute value of the
response.
4. Description of the method used to obtain the bounding
ﬁgures and determination of the best bounding ﬁgure
In this section we compare efﬁciency of bounding the data by
rectangle, ellipse or super-ellipse. Since the ﬁgure which may lead
to the best response is not necessarily the minimum area ﬁgure, we
need to determine all the ﬁgures which could lead to the sought
best response.
4.1. Determination of the bounding rectangles
The calculation of the bounding rectangles starts by the deter-
mination of the convex hull of experimental data, this convex hull
being a polygon. We employ the function ‘‘convhull’’ available in
the software Matlab. Then, we ﬁnd all the bounding rectangles
which contain this polygon but which do not contain another rect-
angle which contains the polygon. These rectangles are con-
structed in a manner that each of them contains at least a side of
the polygon. For each side of this polygon, we deﬁne a new coordi-
nate system centered in the center of the side in question and with
axes determined by the side and by the perpendicular to it, as dem-
onstrated in Fig. 8. Further, we ﬁnd the vertices of the polygon
which have the biggest and smallest coordinates in this new coor-
dinate system. The corners of the rectangle will be determinedwith these coordinates. Thus, we obtain as many rectangles as
the number of sides of the convex hull (see Fig. 9).
4.2. Determination of the bounding ellipses
The ﬁrst step is to determine the center and the axes of the
ellipses. To calculate them, we use the bounding rectangles. We
use 3 different ways to determine the 3 groups of bounding
ellipses:
(1) The ellipses which have the same center and the same axes
as do the bounding rectangles (there is one ellipse corre-
sponding to each rectangle).
(2) The ellipses which have the same center but not the same
axes than the bounding rectangles, these ellipses are found
by using one diagonal of the rectangle and its perpendiculars
as axes of the ellipse (there are two such ellipses corre-
sponding to each rectangle).
(3) The ellipses which do not depend on the bounding rectan-
gles: for determine the main axis of such an ellipse, we
use two vertices of the convex hull, the second axis of this
ellipse being the perpendicular to the main axis and the cen-
ter being the middle of the main axis.
Since we found the center and axes of the ellipses, we need to
determine the semi-axes. We execute the following steps for every
ellipse:
(1) we deﬁne a coordinate system with the same center and
axes as the ellipse;
(2) we determine the points of the data with the greatest and
smallest coordinates in this new coordinate system;
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of the ellipse as equal to the value of above coordinate, i.e. a
a =max|xj| and b =max|yj|;
(4) we check for each point of the data if the following inequal-
ity holdsx
a
 2
þ y
b
 2
6 1 ð52Þ(5) If all the points are not bounded by the ellipse, we increase
one of the semi-axes by multiplying it by a factor (1 + D), D
being an increment (we utilized the value D = 1/1000). To
decide if we need to increase the value of the semi major-
axis or the semi minor-axis, we compare the maximum val-
ues of x/a and of y/b; the biggest value will be the decisive
factor for the increase.
Hence, we obtain all the bounding ellipses which are deﬁned by
a center, semi-axes and an angle of inclination.
4.3. Determination of the bounding super-ellipses
The determination of the center and axes of the bounding
super-ellipses is realized the same way as for the bounding ellip-
ses. To ﬁnd their semi-axes, we execute the following steps for
every bounding super-ellipse:
(1) we deﬁne a coordinate system with the same center and
axes as in the case of the ellipse;
(2) we determine the points of the data with the greatest and
smallest coordinates in this new coordinate system;
(3) we deﬁne the initial approximation of the semi-axes a and b
of the super-ellipse as equal to the value of above coordi-
nate, i.e. a a =max|xj| and b =max|yj|;
(4) we set the power of the super-ellipse initially, say, at n = 2;
(5) we check for each point of the data if the following inequal-
ity holdsx
a
 n þ y
b
 n 6 1 ð53ÞFig. 10. Super-ellipses with a power of 1 and of 0.5, both leading to the same
results.
Fig. 11. First set of hypothetical experimental points.(6) if all the points are bounded by the ellipse since, in step 4, n
was set as equal 2, we decrease the power n of the super-
ellipse by multiplying n by the factor (1  Dn) (Dn is an
increment; we employed value of Dn = 1/1000) until the
super-ellipse stops bounding the data. The last value n⁄ of
n when the supere-llipse is still bounding the data is taken
as the power of super-ellipse in Eq. (53). Thus, we have
found a bounding super-ellipse; in such a case, subsequent
steps 7 to 9 are not executed;
(7) if all the points are not bounded by the initial ellipse,
obtained by setting n = 2 in Eq. (53), the step 6 has not been
executed. Then, we increase the power n and test all the
integer powers from 2 up to the maximum preselected
power (here it was set at 1000) until the super-ellipse is
bounding the data, with increment Dn = 1;
(8) if the super-ellipse with the maximum preselected power is
not bounding the data, we increase one of the semi-axes by
multiplying it by a factor (1 + D). To decide if we need to
increase the value of the semi major-axis or the semi
minor-axis, we compare the maximum values of x/a and of
y/b; the biggest value will be the decisive factor for the
increase. Then, we go back to step (4) until we ﬁnd a bound-
ing super-ellipse;
(9) as a result of execution of above steps, we end up with a
super-ellipse referred hereinafter as the ﬁrst one, whose
power is bigger or smaller than one. If the power of the ﬁrst
super-ellipse is bigger than 1, we search for all super-ellipseswith a bigger semi major-axis and/or semi minor-axis than
in the ﬁrst one but with a smaller power until we arrive at
a bounding super-ellipse with a power of 1, choosing integer
powers. We keep all these super-ellipses to evaluate the
associated response of the structure.
The step (9) is executed only if the power of the ﬁrst bounding
super-ellipse is bigger than 1. Otherwise, for n 6 1, the response
provided by the ﬁgure is obtained by comparing the values of
the four points at the ends of the axes, every super-ellipse with
the same semi major-axis, semi minor-axis and angle and with a
power lower than 1 or equal to 1 will lead to the same result for
the response (as shown in Fig. 10).
At this stage, it is unadvisable to increase the semi-axes; in fact,
if we increase one of the semi-axes of the super-ellipse and de-
crease the power, it will lead to worse results than the ﬁrst
super-ellipse.
Hence, we obtain all the bounding super-ellipses which are de-
ﬁned by a center, semi-axes, an angle of inclination and a power.4.4. Determination of the best bounding ﬁgure
After the calculation of all these ﬁgures, we need, for every type
of ﬁgure (rectangle, ellipse or super-ellipse), to ﬁnd the one which
leads to the best response.
The problem is that there are some cases when one ﬁgure leads
to the minimum value for the maximum absolute value of the re-
sponse for the displacement of a given node of the structure, while
another ﬁgure also leads to the minimum value for the maximum
absolute value of the response but for the displacement of another
node. Thus, we will use a weight system which depends on the
Table 3
First set of hypothetical experimental points.
1 2 3 4 5 6 7 8 9 10 11 12
X 0.991 1.082 1.085 0.938 0.976 0.993 1.011 1.056 0.8 1.2 1 1
Y 1.018 1.031 0.964 1.037 0.965 1.011 1.048 1.008 1 1 0.9 1.1
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in a situation where we need to avoid the vertical displacement
of the node i but the other displacements are not as important as
the vertical displacement of the node i, the weighting coefﬁcient
of this displacement will be greater than the weighting coefﬁcients
of the other displacements. The best ﬁgure will be the one which
lead to the smallest value of factor W; deﬁned as
W ¼
Xdis
j¼1
wjMaxðjujjÞ ð54Þ
with dis being the number of displacements (=2  the number of
nodes for a two-dimensional structure), wj being the weighting
coefﬁcient for the displacement j and Max(|uj|) being the maximum
absolute value of the response led by the ﬁgure for the displace-
ment j.5. Structural response under uncertainty
In this section, we study three different truss structures with
the following four sets of points where each of the coordinate of
the points represents a force applied to the structures:
– The ﬁrst set of points is shown in Fig. 11 and listed in Table 3. It
has been studied by Wang et al. (2008).
– The second set of points has also been studied by Wang et al.
(2008). It is depicted in Fig. 12 and listed in Table 4.Fig. 12. Second set of hypothetical experimental points.
Table 4
Second set of hypothetical experimental points.
1 2 3 4 5 6
X 0.349 0.422 0.458 0.294 0.362 0.355
Y 1.377 1.434 1.377 1.367 1.323 1.372As one can see in the Fig. 12, this second set of points has been
chosen because the four vertices of the best bounding rectangle
will always be the points 9, 10, 11 and 12. Indeed, in this case,
the best bounding rectangle will not depend on the structure be-
cause all other bounding rectangles will contain this one (because
they will contain its four vertices), and so, will lead to worse results
than the best bounding rectangle. Then, it is interesting to study
what will happen in such a case.
– The third set of points has been studied by Wang et al. (2008). It
is depicted in Fig. 13 and listed in Table 5.
– The fourth set of points is depicted in Fig. 14 and listed in
Table 6. It has been studied by Wang et al. (2008).
In the following sections, we compare the results provided by
the study with the best rectangle, best ellipse and best super-el-
lipse associated with the given data. Our aim is to determine re-
sponses in every point of the structure. Then, for each
displacement, we determine which one of the maximum and the
minimum response leads to the maximum absolute value. This en-
ables us to determine the factor W obtained through the adopted
weighting coefﬁcients, for each bounding conﬁguration. In this
study, for three example structures, all displacements will have
the same assigned weighting coefﬁcient, namely unity.
All the bars of the following structures have a ﬁxed cross sec-
tional area A = 5 and a ﬁxed Young’s modulus E = 200. The param-
eters of the truss are given as dimensionless numbers, since the
physical values are not relevant to current analysis.7 8 9 10 11 12
0.351 0.411 0.304 0.478 0.428 0.254
1.413 1.401 1.273 1.373 1.459 1.359
Fig. 13. Third set of hypothetical experimental points.
Table 5
Third set of hypothetical experimental points.
X Y
1 0.022628512914738798528225 0.019249936730845899901521
2 0.011179464677967300423322 0.026469619427880900636163
3 0.010677075915943499279104 0.024927991214521799667736
4 0.021411335605780498769768 0.002024004733094979940899
5 0.017023911816296598970011 0.021802221409821999353884
6 0.002448182216264440085735 0.028754798795435999869685
7 0.018644383462151900565651 0.014011457392537800606402
8 0.025511969996083100342688 0.007407458522466339734258
9 0.000138684678643258908753 0.000068796311789064216432
10 0.008796326762679088325790 0.005375435975316790864257
Fig. 14. Fourth set of hypothetical experimental points.
Table 10
Results obtained with the second set of point for the three-bar truss structure.
Rectangle Ellipse Super-ellipse (n = 694)
u2x 0.000228494 0.000240790 0.000228513
u2y 0.002579097 0.002585173 0.002579106
u3x 0.001105000 0.001109456 0.001105007
W 0.003912591 0.003935419 0.003912625
Fig. 15. Three-bar truss structure.
Table 7
Vertices of the best bounding rectangle of the ﬁrst data and for the three-bar truss
structure.
X 0.88 1.2 1.12 0.8
Y 0.84 1 1.16 1
Table 8
Results obtained with the ﬁrst set of point for the three-bar truss structure.
Rectangle Ellipse Superellipse (n = 0.741)
u2x 0.001797056 0.001800308 0.001797056
u2y 0.001660488 0.001630181 0.001605635
u3x 0.000200000 0.000223607 0.000200000
W 0.003657544 0.003654096 0.003602691
Table 9
Vertices of the best bounding rectangle of the second data and for the three-bar truss
structure.
X 0.428432019068 0.254 0.303567980932 0.478
Y 1.459248286821 1.359 1.272751713179 1.373
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Let us consider the three-bar planar truss depicted in Fig. 15.
For the ﬁrst set of points, the four vertices of the best bounding
rectangle are summarized in Table 7.
The best bounding ellipse and super-ellipse are both deﬁned by
the center-point [1; 1], a semi major-axis b = 0.2, a semi minor-axis
b = 0.1 and an angle in radians equals zero. The best bounding
super-ellipse has a power n = 0.741 (see Tables 8 and 9).
These ﬁgures lead to the following results:
The result exposed for each displacement is the response lead-
ing to the maximum absolute value.
We notice that the super-ellipse leads to the best bounds of
each of the responses.
For the second set of points, the best bounding rectangle is de-
ﬁned by the vertices:
The best bounding ellipse is deﬁned by the center-point [0.366;
1.366], a semi major-axis a = 0.142297, a semi minor-axis
b = 0.070359 and an inclination angle constitutes 0.521618 radi-
ans. The best bounding super-ellipse is deﬁned by the center-point
[0.366; 1.366], a semi major-axis a = 0.100694, a semi minor-axis
b = 0.049788 and angle is 0.521618 radians and a power n = 694.Table 6
Fourth set of hypothetical experimental points.
1 2 3 4 5 6
X 0.349 0.422 0.458 0.294 0.362 0.355
Y 1.377 1.434 1.377 1.367 1.323 1.372It must be noted that the integer power appears due to the stipu-
lated power increment equal to 1.
The results obtained with these ﬁgures are listed in Tables 8–10.
Here, we notice that the best bounding ﬁgure is the rectangle
but the results of the super-ellipse with a power of 694 are extre-
mely close to the ones obtained with the rectangle. This is because
a super-ellipse with a very high power is a ﬁgure which is exceed-
ingly close to a rectangle. The obtained number 694 for the power
of the best super-ellipse will be additionally explained in the Sec-
tion 6 (see Table 11).7 8 9 10 11 12
0.351 0.411 0.330 0.452 0.443 0.289
1.413 1.401 1.288 1.358 1.433 1.299
Table 11
Vertices of the best bounding rectangle of the third data and for the three-bar truss structure.
X 0.019928168095 0.026477056537 0.017023911816 0.029381312815
Y 0.031612870094 0.021476917382 0.021802221410 0.011666268698
Table 12
Results obtained with the third set of point for the three-bar truss structure.
Rectangle Ellipse Super-ellipse (n = 2)
u2x 0.000062075 0.000054874 0.000054874
u2y 0.000054350 0.000058870 0.000058870
u3x 0.000047954 0.000036994 0.000036994
W 0.000164379 0.000150739 0.000150739
Table 13
Vertices of the best bounding rectangle of the fourth data and for the three-bar truss
structure.
X 0.428847149211 0.255146380914 0.303902951880 0.477603720178
Y 1.457666397089 1.358002021836 1.273026283866 1.372690659118
Table 14
Results obtained with the fourth set of point for the three-bar truss structure.
Rectangle Ellipse Super-ellipse (n = 2)
u2x 0.000227890 0.000205698 0.000205698
u2y 0.002575861 0.002550077 0.002550077
u3x 0.001102856 0.001075488 0.001075488
W 0.003906607 0.003831263 0.003831263
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by the following vertices:
The best bounding ellipse and super-ellipse are both deﬁned by
the center-point [0.001673; 0.002658], a semi major-axis
a = 0.031759, a semi minor-axis b = 0.025427 and an angle
a = 0.856080. The best bounding super-ellipse is deﬁned by a
power n = 2, so it is an ellipse.
The results obtained with these ﬁgures are summarized in
Table 12.
We notice that the best bounding ﬁgure is the ellipse.
For the fourth set of points, the best bounding rectangle is de-
ﬁned by the following vertices: (see Tables 13 and 14).
The best bounding ellipse and super-ellipse are both deﬁned by
the center-point [0.373827; 1.363900], a semi major-axis
a = 0.112179, a semi minor-axis b = 0.056557 and an angle
a = 0.564843. The best bounding super-ellipse is also deﬁned by
a power n = 2, so it is an ellipse.
These ﬁgures lead to the following results:
Here too, we notice that the ellipse leads to the best bounds of
responses. It should be noted that calculations performed for other
structures (7-bar truss, 10-bar truss) were not included in this
study due to the lack of space. For the 10-member truss the best
bounding ﬁgure for the fourth set of points is not an ellipse (as is
for the 3-member truss) but a super-ellipse with a power 4. In
the 7-member truss and for the third set of points, the bounding
of the data by the rectangle leads to the smallest predicted maxi-
mum response. We conclude, in light of the above results, that
the best bounding ﬁgure among the rectangle, ellipse and super-
ellipse depends on both the data and the structure.
6. Linking chosen increment and super-ellipsoids best power
In the previous section we observe that for the second set of
points, the best bounding super-ellipse have a large powerreaching 694. This is because, for this data, the best bounding
box is the rectangle. The bigger is the power of the super-ellipse,
the closer the super-ellipse is to the rectangle. Some other sets of
points for which the best bounding box is the rectangle have also
been tested; the power of the best bounding super-ellipse turned
out always to be 694 instead of anticipated value of 1000 (the max-
imum preselected power in the computer program). This phenom-
enon takes places due to the maximum power and the selected
increment on the semi major-axis and the semi minor-axis when
determining the best super-ellipse. It is instructive to explain
how the Matlab code proceeds. When the tested super-ellipse
has a semi major-axis and a semi minor-axis equal to the length
and width of the minimum bounding rectangle, namely L and l
respectively, the equation of the super-ellipse reads:
x
L
 1000 þ y
l
 1000 ¼ 1 ð55Þ
When a corner of the rectangle is tested, its coordinates were
substituted into Eq. (55). Thus, we obtain:
L
L


1000
þ l
l


1000
¼ 2 > 1 ð56Þ
We conclude that the super-ellipse is not bounding all the data.
Then, the code increases the semi minor-axis by multiplying it by
factor (1 + D) with D = 1/1000, testing all the powers below the
maximum power without success, code then increases the semi
major-axis resulting the following equation for a power of 693
and for a corner of the rectangle:
L
Lð1þ 0:001Þ


693
þ l
lð1þ 0:001Þ


693
¼ 1
1:001
 693
þ 1
1:001
 693
 1:000493572 < 1 ð57Þ
At this stage we conclude that the super-ellipse is not bounding all
the data. Hence, the code tests the power 694 and with attendant
equation for a corner of the rectangle:
L
Lð1þ 0:001Þ


694
þ l
lð1þ 0:001Þ


694
¼ 2 1
1:001
 694
 0:9994940774 < 1 ð58Þ
Thus, we ﬁnally obtain the best bounding super-ellipse.
In general case, we calculate the maximum power n⁄ provided
by the Matlab code for any increment D from the equation:
1 ¼ 2 1
1þ D
 n
ð59Þ
Eq. (59) leads to
n ¼ lnð0:5Þ
ln 11þD
  ð60Þ
Hence, if the best bounding ﬁgure is a rectangle, the best
bounding super-ellipse found will have a power of the ﬁrst integer
equal to or greater than the value of n given in Eq. (60).
An exception to the previous statement is the particular case
when the best bounding ﬁgure is a square. In this case, the best
bounding super-ellipse that will be obtained will have a power 1
and semi-axes of equal lengths, leading to a square. Indeed, since
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super-ellipse are the diagonals of the square and the ﬁgure pro-
vided by the rectangle and the super-ellipsoidal calculi are exactly
the same.7. Conclusion
The area of ﬁgures bounding experimental data should not be
used as a sole criterion to determine which bounding ﬁgure of
the available experimental is the best because the best bounding
ﬁgure will be decided both by the data as well as by the structure.
We also notice that, when the best bounding ﬁgure is the rectangle,
the difference between the displacements given by the rectangle
and the super-ellipse is extremely small, namely about 0.005%.
The percentagewise difference can be reduced by appropriate de-
crease of the increment. Since the ellipses are a particular case of
super-ellipses, the results provided by super-ellipses always turn
to be better or equal to the ones given by ellipses. This statement
has been conﬁrmed by the extensive numerical analysis conducted
in this study. Thus, for engineering applications, it could be a wise
choice to calculate the displacements of the structure using the
super-ellipsoidal calculus for the available experimental data,
super-ellipse constituting a ﬁgure which creates a link between
the ellipse and rectangle.Acknowledgment
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