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Abstract
This paper discusses the benefits and drawbacks of caching and replication strategies in the WWW with
respect to the Internet infrastructure. Bandwidth consumption, latency, and overall error rates are considered
to be most important from a network point of view. The dependencies of these values with input parameters
like degree of replication, document popularity, actual cache hit rates, and error rates are highlighted. In order
to determine the influence of different caching and replication strategies on the behavior of a single proxy
server with respect to these values, trace-based simulations are used. Since the overall effects of such strate-
gies can hardly be decided with this approach alone, a mathematical model has been developed to deal with
their influence on the network as a whole. Together, this two-tiered approach permits us to propose quantita-
tive assessments on the influence different caching and replication proposals (are going to) have on the Inter-
net infrastructure.
1. Introduction
Caching and replication are proven techniques for scaling up most computing or communications infrastruc-
tures [HK+88]. With the rapid deployment of the World-Wide Web the use of caching infrastructures quickly
became a necessity. Recently, following the example of filesystem design, many different concepts for data
replication in the Web have been developed. All of these approaches are aimed at solving only singular prob-
lems experienced by both users and administrators of the WWW. For example, in order to reap the benefits
with respect to server load reduction, increased document availability, and latency reduction, one has to sacri-
fice bandwidth. Due to the contradictory nature of the involved variables the concentration on one particular
set of parameters in caching and replication systems is an inevitable limitation. However, so far no work has
been presented that makes explicit these trade-offs from both perspectives of a single cache and the overall
network infrastructure.
In particular, this paper aims at providing answers to questions like: What percentage of WWW requests made
by clients using a caching hierarchy have to be answered by the origin servers? How much network traffic is
generated by WWW requests at which locations? To what extent does a caching infrastructure influence the
failure behavior of the WWW? In what way do these numbers change if a particular replication concept is
used? Where are the most profitable locations for replica servers?
In order to provide answers to these issues, two complementary approaches are followed in this work. The first
one is a trace-based simulation of the behavior of a WWW cache given different caching and replication
parameters, algorithms, and heuristics. Derived from the results and experiences gained during the use of this
system, a more general model of the network entities involved in caching and replication strategies for the
Web has been developed. This two-tiered approach is backed by the evaluation of 2.7 million log entries of our
university’s main proxy and over 100 million logfile entries of major backbone caches.
Thus, this paper is structured as follows. The ensuing section contains an overview on related research in the
area of development and evaluation of caching and replication techniques for the WWW. A brief introduction
to methodology and prerequisites for our work is given in section 3. Section 4 contains an overview on the
design and implementation of a simulator for a caching proxy enhanced with replication facilities. The struc-
ture and information of the traces forming the base of this work is also explained in this section. In section 5, a
Quantifying the Overall Impact of Caching and Replication in the Web
2
mathematical model for the overall effect of caching and replication techniques in the WWW is suggested.
Assumptions, necessary simplifications, and initial results are reported on. A comparative analysis of the two
approaches with a distinct focus on data replication is given in section 6 before the paper concludes.
2. Related Research
The advantages of caching within the Internet have been discussed for example in [DHS93]. In particular, the
influence of caches within the backbone infrastructure of the Internet has been examined for FTP traffic. One
result of that work was the development of the Harvest system and its caching proxy for the WWW [CD+96].
The resulting software over time started to boast more installations than the original WWW caching proxy
distributed by CERN/the WWW Consortium [LuA94]. Especially from the performance point of view, the
Harvest proxy, resp. systems as the one presented in [Wes95] clearly have the leading edge. Other approaches
are aimed at improving the performance of caches by introducing further parameters significant for the cach-
ing algorithms, e.g. user behavior [PiR94] or document properties [WA+96].
A distinctive separation between caching and replication proposals for the World-Wide Web is hardly visible.
For example, proposals like geographical push-caching [GwS95], or speculative service [Be95a] may be con-
sidered initial approaches to introducing active replication into the Web. More technology-driven proposals
are given in [Don95], [MLB95], or [Be95b]. In general, these proposals require rather drastic modifications to
the basic HTTP protocol, whereas other researchers’ proposals remain compatible with current Web technol-
ogy.
Three approaches falling in the area of replication-based proposals can be differentiated. The first one pro-
poses to preload existing caches primarily in order to reduce cache staleness (e.g. [WaC96]). A second one
takes the opposite position and calls for server-initiated cache invalidation, resp. active data replication (e.g.
[Wes95], [GwS95], [Be95b]). An approach trying to find a middle ground in both issues argues for replica
servers whose establishment is controlled by traffic information collected by proxies. In combination with a
simple, application-level naming service it also permits to transparently redirect clients to appropriate replica
servers [BMS96]. Research results as [CPB93] confirming the existence of high traffic favoritism also make
the point that the latter approach might be best suited to distribute the most often requested documents farthest
into the net.
As far as simulations of caching behavior in the WWW are concerned, several —in part contradictory— find-
ings are known. For example, [CD+96] does not advocate active invalidation strategies, whereas [GwS96]
argue in favor of it. In any case, the importance of simulations relying on real-world data has been pointed out
explicitly in those presentations. Finally, the different works surveyed tend to concentrate on many, but not all
aspects at stake when considering the influence of caching and replication techniques on the Web. Some trade
latency for bandwidth [GwS95], others improve cache hit rate [AS+95]. Yet other research suggests that a
concentration on byte hit rate, i.e., the actual amount of data conserved by employing caching, is more impor-
tant [BC+95]. Server load reduction [Be95a] as well as increased failure tolerance as visible to users of the
WWW also form the base of further research [BMS96].
As far as modeling concepts for internetwork structures are concerned, many proposals are known, like
[ZCB96], or [VNo92]. However, these approaches are in general very much focused on researching particular
aspects of packet-oriented networking and to a lesser degree deal with the application-level perspective.
Therefore, this work aims at assessing end-to-end application performance as opposed to end-to-end packet
transmission performance as considered for example in [Bol93]. Three basic reasons caused us to select this
approach. First, reliability and performance of the —application-level— proxy software has to be considered.
Second, our observations from evaluations of different kinds of proxy logfiles affirm the assumption that the
law of large numbers applies in this area of measuring bandwidth, latency, and error rate. In our opinion, this
obviates the need to consider the complex network behavior at packet level. Finally, this approach permits us
to concentrate on the effects of the HTTP protocol without having to consider network-level phenomena.
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3. Foundations
This section first discusses the basic methodology employed for tackling the questions at hand. Secondly, the
raw data used for our approach are introduced.
Methodology
The foundation for both approaches discussed in this paper are traces obtained from real-world proxy servers.
Moreover, we have modified our university’s main WWW proxy to log additional information of importance
to more accurate simulations. This server has been run for a period of six months starting in January of 1996.
During this time, 2.7 million requests have been
served, giving our simulator an acceptable broad
data set. For example, the logs have been evaluated
to measure bandwidth and latency at application-
level for sites from which documents have been
requested. This approach also remedies the problem
of erratic behavior with respect to measurable
latency and loss rates in case of probe traffic making
up only a small fraction of the overall traffic
[Bol93]. Accordingly, our "probe" traffic consists of
the actual application traffic and thus our measure-
ments do not exhibit a random behavior — resulting
in representative figures like fig. 1. Moreover, such
passive log evaluations do not create any additional
network overhead.
This evaluation also provided input data to our
model of the World-Wide Web as discussed in section 5. In particular, data access rates, cache hit rates, and
document popularity have been measured. In order to not only rely on this comparatively local data set, we
also used the logs of more globally operating proxies for obtaining input data to our overall network model.
About 100 million accesses from the proxies in the Distributed Testbed for National Information Provisioning
[NLANR] have been obtained and evaluated for this purpose.
Input data
Access patterns obtained from the logs of our
university’s main proxy server reflect the traffic
in a typical proxy server scenario (see fig. 2)
where clients send their requests via a proxy
server. For each request, the logfile contains
important input data for the simulation, like the
client´s HTTP request itself, the date and time of
day when the retrieval took place, and the dura-
tion of a document download. Further informa-
tion contained in each log entry are the size of the
retrieved document as well as the origin server’s
reply code indicating whether the access was suc-
cessful or not. Additionally, we modified the
server code to also log the last-modified time
stamp of each remotely accessed page. This addi-
tional information makes it possible to approxi-
mate the average change rate of WWW objects
and furthermore permits our cache simulator to evaluate various cache coherence protocols.
Figure 1. Average bandwidth as measured
between our proxy and WWW servers
in the .com domain.
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4. Simulation
The first goal of this work was to learn in more detail about how different cache and replication parameters
influence the performance of a single WWW proxy cache. To this end, we designed a cache simulator called
CaSimiR (Cache Simulator with integrated Replication strategies). It provides the basic environment for eval-
uating different cache configurations and for visualizing the results obtained by evaluating real-world WWW
proxy logs. The presentation of this work [Lau96] concentrates on the discussion of the basic features of the
simulator with respect to handling replicated documents. A brief overview of some of the results gained while
testing usual and new caching strategies is also given. The results include information on average document
retrieval latency, bandwidth used, as well as other cache statistics like the cache (byte) hit-rate or the stale rate.
The latter value is of particular importance to any heuristically working cache, as it indicates how often old
objects were retrieved from the cache instead of a more current version on the original server. .
A typical simulation run
The following paragraph gives a brief description about the basic computational steps during a simulation run,
typically evaluating the requests logged within one particular month. The simulator first sets all parameters
like cache size, maximum size of cachable objects, or cache coherence strategy. For example, CaSimiR cur-
rently supports a time-to-live (TTL) strategy based on the age of the cached document. This means that each
object in the cache is assigned a time frame during which it is considered valid and accesses to this object are
served from the cache. Accesses to objects after the end of their TTL result in conditional HTTP requests
being sent to the appropriate server. These requests are dubbed if-modified-since (IMS) requests since they
aim at determining whether a document has changed on the origin server after a particular date or not. The
length of the validity period is determined by the object’s last modification time multiplied by the TTL factor.
The integration of replication in CaSimiR’s caching scheme is realized by setting apart a fraction of the cache
memory to hold replicated documents. All objects stored in this area are considered up to date. Technically,
this means that (simulated) conditional IMS requests never have to be issued for a document in this part of the
cache. CaSimiR provides for the basic functionality to load any set of pages into this area, thus allowing any
replication strategy to be tested. Currently the most heavily referenced documents of the preceding month
become replicated pages.
The next step of simulation consists of preloading the cache. Starting with a cold cache would result in many
cache misses at the start of the simulation and would therefore not reflect the performance of a real world
cache. Warming up the cache is typically done with access patterns from a month directly preceeding the one
used for the simulation. When this preload is finished, CaSimiR starts to continuously read entries from the
logfile containing the access patterns mentioned above. All necessary information like accessed URL, last
modified time stamp, and object size is passed to the respective caching algorithm under consideration. Thus,
CaSimiR maintains a complete image of the (simulated) cache at any time. For example, the URLs of stored
objects are available, such as to decide whether an access was a cache hit or a miss. In order to compute accu-
rate performance results, like latency, bandwidth demands, or stale rate, more information has to be main-
tained. In case of a cache hit the expiry time stamp of the accessed object is checked to determine whether a
further (simulated) conditional IMS request has to be issued to check the object’s freshness. If the object has
been modified, the access has to be handled like a normal cache miss. In this case, the ensuing access evalua-
tion phase adds an additional penalty in transfer time and transferred bytes for this access. Cache misses nor-
mally lead to the replacement of one or more objects in the cache. In this case, the caching algorithm updates
its cache list, marks the actual page stored and deletes the replaced pages. Accesses to replicated pages are
unconditionally handled in the same way as normal cache hits.
After complying to the respective caching and replication strategy under consideration, the statistics module
of CaSimiR evaluates the access. The first value calculated is the duration of the access. Overall —average—
latency information is updated accordingly. Of course, this is only possible if the logfile trace contains enough
(URL-specific) information about loading times throughout a typical day. This information makes it possible
to estimate transmission times for which no actual data can be found in the proxy logfile. These estimations
are necessary for example when additional accesses like the conditional IMS requests mentioned above have
to be taken into account. To reiterate, CaSimiR has to rely on these estimations as the actual proxy from which
the traces have been obtained might have used a completely different caching strategy. Accordingly, no actual
data for one particular URL at one particular time of day might be present in the trace.
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The calculation of the required overall bandwidth measured in bytes retrieved from all the WWW servers via
the proxy server is rather straightforward. If a cache miss is encountered, the number of bytes equaling the
page size is considered sent from a server and therefore increases the overall bandwidth used. In any case, the
HTTP protocol overhead (response header information) is counted, even if no actual data is transferred, e.g. in
case of empty IMS responses. Otherwise, in case of a cache hit —or the retrieval of a replicated page—, no
externally measurable bandwidth usage is assumed. As already mentioned above, the measure of bandwidth
usage in our case does not include any update activities for the replicated pages.
Results
The following graphs are highlighting some of the simulation results. The first one shows the influence of dif-
ferent caching strategies and overall cache size on observable hit rate and externally observable bandwidth
requirements (fig. 3). Several caching algorithms have been experimented with. Serving as a baseline strategy,
Random denotes the algorithm replacing some random document if space is needed in the cache. LRU is the
well-known least recently used data replacement algorithm. TTL denotes the strategy known for example
from the CERN caching proxy [LuA94] to replace those pages whose time to live has expired. In this experi-
ment, the TTL factor is set to 10%, resp. 30%. The last strategy under consideration has been dubbed Least
Caching Profit (LCP). This novel algorithm aims at removing those documents promising the least benefit
with respect to loading latency. This means that those documents are deleted from the cache which are consid-
ered to be more quickly reloaded and less often requested from the original server than other documents. This
decision rests upon the measured loading duration as seen in the proxy logs and the net benefits acquired by
this page while it was staying in the cache. The most important conclusion drawn from fig. 3 is the lesson that
the LCP algorithm which strives to reduce user-perceptible latency results in lower byte hit rates, and accord-
ingly in a worse bandwidth utilization. In turn, fig. 4 shows that indeed overall latency is reduced while docu-
ment staleness is comparable with a usual LRU strategy. In the last figure highlighting pure caching effects,
fig. 5 shows the influence of different limitations on the size of documents permitted to enter the cache under
the LRU strategy. Decreasing the upper limits on cached documents size, results in increased bandwidth
requirements as well as increased cache hit rates.
Figure 3. Byte hit rate and bandwidth as functions of cache size and caching algorithm used
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One effect of setting aside a distinct part of the simulated caches’ space for replicated documents is high-
lighted in fig. 6. Both values shown —cache hit rate and byte hit rate— represent the percentage of traffic
served from the replicated area. One lesson drawn from this result is that bigger cache sizes —and accordingly
larger replica space— does not have as much influence of the success of replication as the size of the reserved
replication space. Finally, the most interesting results with regard to answering some of the questions brought
up in the introduction are presented in fig. 7. The influence of different percentages of cache space set aside
for replicated data is shown. Both values of interest —latency per request and overall transfer rate— are
reduced. The latter of course only results from neglecting the amount of bandwidth required to replicate the
data to the cache in the first place. Since this issue can only be tackled sensibly in a more general setting, it is
one of the focal points of the next section.
Figure 4. Latency and staleness as functions of cache size and different caching algorithms
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
100M 200M 300M 400M 500M 600M 700M 800M 900M 1GB
St
ale
-ra
te

Cachesize (bytes)
Random
LRU
LCP
TTL (30%)
TTL (10%)
16
18
20
22
24
26
28
30
32
34
36
100M 200M 300M 400M 500M 600M 700M 800M 900M 1GB
Av
er
ag
e 
lat
en
cy
 (s
ec
)

Cachesize (bytes)
Random
LRU
LCP
TTL (30%)
TTL (10%)
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Figure 6. Percentage of all (byte) hits served from the replicated area of the simulated cache
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5. A model of the WWW
The simulation results of the replication benefits in the WWW cannot be fully satisfying in two regards. On
the one hand side, replication did not provide the sought after definitive improvements immediately visible at
the level of a single proxy. On the other hand, some of the conceptual advantages of replication simply cannot
be shown at this level. In order to quantify the influence of caching and replication on the overall network’s
reliability, latency, and bandwidth requirements, a more general model is needed. Thus, building on the expe-
riences gained when designing the simulator, a model interconnecting the different parameters of a caching
and replication system for the Web has been developed. Before introducing this more formal model, some pre-
requisites are in order. To start with, a list of simplifying assumptions about the modeled system as well as a
set of definitions has to be introduced.
Assumptions
In order to strike a balance between simplifications and accuracy of the overall model, the system depicted in
fig. 8 forms the base for the ensuing discussions.
This figure shows an application-level view of the client/server model of the WWW infrastructure using the
Internet. WWW servers are located on the left hand side, proxies and clients on the right hand side. The cloud
in the center represents the fault-tolerant backbone structure of the Internet. Closer to the clients and servers,
the net degenerates into a hierarchic tree of connections whose failure would severe the respective sub-branch
from the rest of the net. The rationale for this decision is given by both actual Internet service provider struc-
tures and research results indicating route stability for long periods of time [Pax96], resp. a small set of vola-
tile routes [Chi93]. The dark dots within fig. 8 represent WWW proxies or —at the server side— WWW
servers and accelerators [CD+96]. No further locations for intermediate servers are considered in this model.
In particular, additional firewalls with caching functionality at any level on the server side of fig. 8 are not rep-
resented. The numbers and variables beneath the figure denote the distance in terms of network hops from a
client. In this realm, da and de represent —average— entry and exit distance into the backbone mesh, whereas
ds denotes the —average— distance of a WWW server from its clients. Since we were not interested in deter-
mining the effects document replication has on the server side of the Web, only one branch of clients access-
ing the servers is printed in bold in fig. 8. An extension of the model to further branches of clients is
considered for future work.
All in all, fig. 8 might be regarded in a more vivid, geographically oriented explanation as a representation of
US WWW servers at the left hand side, and Asian or European proxies and clients at the right hand side.
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Quantifying the Overall Impact of Caching and Replication in the Web
8
Initial parameters
In order to determine the overall data flow with respect to bytes transferred and network hops traversed per
request, the following parameters are introduced. DocSize denotes the average document size, ReqNum the
average number of requests made by a single client. The percentage of conditional HTTP IMS requests per
client is denoted by PIMS. In contrast to PIMS which determines the percentage of validation requests of —
higher level caches— by lower level caches, PRefresh denotes the forced reloads of cache contents by the user
via the respective browser button. The amount of server side accelerators, resp. firewalls with caching func-
tionality is denoted by PAcc. Parameters on the single network levels starting with 0 at the client site are differ-
entiated by the subscript letter j. Arityj describes the number of immediate children of one particular node in
fig. 8. Thus, Arity0 accordingly is 1 as only one client is found at the end of this client-side tree. Pj designates
the Byte-hitrate per level. At levels without a proxy cache (da<j<ds-1), this number is set to 0. Accordingly,
these levels are omitted from our model. In order to still correctly determine the amount of routers traversed
by each request, the parameter distr has been introduced. It is used to designate the —average— number of
network hops between proxy servers at the receiver side of fig. 8. As far as the determination of overall system
resiliency against faults is concerned, the parameter Fj has been introduced. It determines the daily failure
probability of one single hop, i.e., router and proxy server (software) combined. The last parameter of impor-
tance to the explanation of the initial caching model is the probability for an IMS request to be satisfied at a
particular level, Qj. According to the semantics of this request,  has to be 1 and Qj = 0 for all levels j with-
out a proxy (da<j<ds-1).
Caching equations
Building on these initial definitions, the single levels are considered separately. On the recipient side, the per-
centages of data served exactly at any one particular level are denoted by Sj. Sj in turn recursively depends
upon the percentage of requests served up to a particular level j (Uj). Serving in this context refers to the fact
that a WWW request is satisfied by a cache —or later on, replica server— hit.
Figure 8. Overview on the application-level abstraction of the WWW underlying the
presented model
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 for all j with 1<j<=da.
The first factor in this equation expresses the explicit disabling of caches via the no-cache pragma as issued by
a browser in reaction to the —PRefresh percent— explicit document reload commands by the users.
for all j with 1<j<=da.
The actual amount each level contributes to the overall average hop count per request can then be determined
as .
For all j with da<j<ds-1, Sj = 0, as no proxies are located at those levels. Accordingly, the value of Uj does not
change at these levels. The values for S and U only change at level ds-1 and ds, i.e., at the accelerator/caching
firewall and origin server respectively. The first one contributes
 to .
Finally, the original server has to handle the requests not dealt with at any earlier level:
 resulting in .
In summary, the overall average number of hops any single WWW request issued by a user has to travel is
. This number can be also seen as the measurement for request latency. In order to fully equate
H with the user-perceptible latency, an average dependency between per-hop latency, time of day, and number
of hops has to be used. This has been shown to be hard to do on a network level due to high variances
[SA+93]. Nevertheless, statistical statements based on average latencies for hosts more than a certain number
of hops away are still considered to be possible (cf. fig. 1).
The two remaining values of interest in this model, i.e., overall bandwidth and failure rate, can be derived
directly from the equations above. Overall bandwidth can be computed as the average number of hops per
request (H) multiplied with the number of requests made by all clients within the spanning tree:
.
For the failure rates per level the following equations hold:
 for j<ds-1.
for any level without a proxy (da <j < ds-1).
and .
The overall failure rate results in .
In order to be able to apply these results to single requests, only a few considerations are necessary. First, E
and H already denote per-request values by definition. B in turn has to be divided by the overall number of
requests made by any client on the recipient side of fig. 8. Thus, the following equations hold:
S j 1 PRefresh–( ) 1 U j 1––( ) P j 1 PIMS–( )⋅ Q j PIMS⋅+( )⋅ ⋅=
U j U j 1– S j+=
H j j 1 distr+( ) S j⋅ ⋅=
Sds 1– 1 Uds 2––( ) PAcc Pds 1– 1 PIMS–( )⋅ Qds 1– PIMS⋅+( )⋅ ⋅= Hds 1– da distr⋅ 1+( ) ds 1– Sds 1–⋅ ⋅=
Sds 1 Uds 1––( )= Hds ds da distr⋅+( ) 1 Uds–( )=
H H j
j 1=
ds
∑=
B H Arity j
j 1=
da
∏ ReqNum DocSize⋅ ⋅ ⋅=
E j F j Si
i j=
ds
∑⋅=
E j F j Sds 1– Sds+( )⋅=
Eds 1– Sds 1– Sds+( ) Fds 1– Fds+( )⋅= Eds Sds Fds⋅=
E E j
j 1=
ds
∑=
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, , and .
Results with respect to caching behavior
In order to determine the validity of this model, most of the parameters given have to be filled in with concrete
values. These have been gained from evaluating the proxy logfiles as described in section 3. Moreover, cache
log evaluation results as reported in [BC+95], [Wes95] have been taken into consideration. In particular, the
following numbers form the base of the ensuing presentation of results.
Table 2 is showing some initial results of applying the model for a caching hierarchy as introduced above. Six
different configurations with respect to the number of caches available and the amount of cache refresh (IMS)
requests are listed.
After developing our model to be used in a pure cache setting, it is now extended to a replication-enhanced
Web. In this context, we refer to data as being replicated if it is always found in a strictly up-to-date version
within hosts other than its origin server. We do not care about how this property is implemented though some
proposals have been made (cf. section 2). The only important constraint in our model is that replicated data are
held within any host marked with a dot in fig. 8.
Changes
In order to derive the equations for the differentiating values for average overall network hop count, band-
width, and failure rate, some new parameters specific to our replication model have to be introduced. The first
and most important one is the overall number of documents in the Web, DocNum. PChange denotes the proba-
bility for a modification to one particular document during any single day. Document popularity is measured
in that the top PTop percent of all documents generate the POverall percentage of overall WWW traffic. In our
model, POverall denotes the percentage of all documents that are replicated from their origin server to other
Table 1. Per-level parameters for evaluating the model
Level Arityj Pj Qj Fj
0 1 40.0 % 0.0 % 0.01 % Client-local cache
1 5 30.0 % 0.1 % 0.001 % LAN level cache
2 10 20.0 % 0.5 % 0.0005 %
3 15 15.0 % 2.0 % 0.0002 %
4 50 10.0 % 5.0 % 0.0001 %
da = 5 20 7.5 % 30.0 % 0.00001 % WAN backbone cache
da<j<ds-1 - 0 0 0.00001 % No caches within backbone
ds-1 = 13 - 80.0 % 80.0 % 0.0002 % Cache accelerator
ds = 14 - 100.0 % 100.0 % 0.001 % Origin server
Table 2. Applying the model to different recipient-side configurations
5 Caches 2 Caches 1 Cache
IMS 10% 20% 10% 20% 10% 20%
hops/URL 6,75081 7,64484 9,6357 10,49201 9,94194 10,81204
bytes/URL 54006,460 61158,749 77085,59 83936,078 79535,529 86496,326
failures/URL 0,00265 0,00294 0,00420 0,00442 0,00469 0,00486
EURL E= HURL H= BURL B Arity j
j 1=
da∏ ReqNum⋅  ⁄ H DocSize⋅= =
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proxies between the levels 1 and da. The actual area of distribution of any particular document is determined
by the parameters ReplicationLevel and ReplicationPercent. The first one denotes the actual level down to which
the PTop most interesting pages have been replicated. ReplicationPercent in turn determines the percentage of
documents replicated from level i to level i-1. The latter parameter permits to model conservative replication
strategies with more limited resources closer to the clients, i.e., level 0.
The overall reduction in average network hops can now be determined by the number of hops that are not
taken due to the availability of replicated documents at lower levels j. Accordingly, the reduction with respect
to network hops is determined by
Liberally spoken, the term within the sum denotes the number of network hops saved due to the availability of
replicated data at lower levels j, i.e., ReplicationLevel. As already stated above, in this model the same percent-
age of documents is replicated from level to level down closer to the client. That is why the amount of repli-
cated documents at any particular level beneath da is accordingly reduced by the factor ReplicationPercent,
yielding the exponential expression in the equation above.
The improvement in terms of failure reduction is comparably determined as
.
The amount of bandwidth sacrificed for this degree of replication closer to the clients is determined by
Again, the product represents the number of links traversed for the distribution of the replicated documents
down to ReplicationLevel multiplied with the actual amount of documents treated this way.
6. Applying the model to replication
With the set of equations derived in the previous section, it is now possible to determine the amount of over-
head, resp. the exact numbers of improvement due to data replication. This section aims at giving an overview
on the influence the different parameters exert on the overall numbers for bandwidth requirements, network
hops per request, and error probability. As an initial example for the validity of the model, the most extreme
case of replication is considered. Assuming that every single document of the Web (PTop=POverall=100%) is
replicated over all levels to the client (ReplicationLevel=1, ReplicationPercent=100%), the improvements ERed
and HRed —necessarily— both equal 100%.
For the more general case, all figures shown below are based on the same fixed set of parameters as introduced
in table 1. In addition, the further —replication-specific— parameters listed in table 3 are used. Finally, table 4
shows the document popularity as determined in [BB+97] encoded in the parameters PTop and POverall used on
the x axis of the right hand side of the following figures.
Table 3. Parameters used for evaluating the replication influence
PIMS distr PChange PTop POverall DocNum
10% 1 5% 1% 10% 200 mio.
Hred POverall Hds Hds 1–+( ) ReplicationPercent
j H j⋅( )
j ReplicationLevel=
da
∑+  
 
⋅=
ERed POverall Sds 1– Sds+( ) F j
j da 1–=
ds 2–
∑ Fds 1– PAcc⋅+  
 
⋅  
 
⋅ Sds Fds⋅ ReplicationPercent
j E j⋅
j ReplicationLevel=
da
∑+ +=
BInc PChange DocNum DocSize PTop ds da– ReplicationPercent
j Arity j 1 j distr⋅+( )⋅ ⋅( )
j ReplicationLevel=
da
∏+  
 
⋅ ⋅ ⋅ ⋅=
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In fig. 9, the left hand side shows the percentage reduction in average network hops per request as documents
are replicated to a higher degree (ReplicationPercent per level) farther to the client (ReplicationLevel). The right
hand side underlines the advantage of replicating a higher amount of the most popular documents for different
choices of the parameters ReplicationLevel and ReplicationPercent.
As far as the reduction of failures to retrieve documents are concerned, fig. 10 shows an even more pro-
nounced advantage of replication. In particular, the left hand side underlines the advantages of replicating data
as close to the client as possible. The improvements depicted on the right of fig. 10 again suggest that different
choices of ReplicationPercent and ReplicationLevel are not as important as the determination of the most valu-
able, i.e., most popular documents.
Finally, fig. 11 shows the major drawback of replication in the setting underlying our model where the data is
replicated via broadcast closer to the clients. In each case, the bandwidth requirements are directly propor-
tional to the amount of documents replicated, their change frequency and the degree of the spanning tree
beneath da. This observation is certainly not surprising, but the degree to which the percentage of overhead
can be controlled is somewhat interesting.
Table 4. Popularity of documents
PTop 0.25 % 0.5% 1.0% 2.0% 3.0%
POverall 6.0% 8.0% 12.0% 17.0% 22.0%
Figure 9. Overall access latency as measured in average network hops per request.
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Figure 10.Overall failure rate reduction.
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In general, the biggest improvements in terms of latency/hop count reduction and failure tolerance can be
gained by replicating the most popular documents to the edges of the Internet backbone structure. Only under
certain circumstances replication further down the hierarchy of network links —closer to the client— is justi-
fiable. With regard to the amount of bandwidth required for such a feat, some caveats have to be issued. To
begin with, the document change rate of the most profitably replicated documents determines the amount of
network traffic induced to the largest degree. Together with the specific recipient side configuration with
respect to the arity on the single levels, this can prohibit active replication approaches from being successful.
Nevertheless, our model presented in this paper can be used to determine which specific configurations are
suitable for data replication. Finally, if it were possible to remove the main penalty of replication, i.e., the
induced bandwidth consumption from the network itself, advantages quantifiable by this model can be reaped.
One approach would be the regular dissemination of the most popular data via a satellite system in much the
same way Usenet News are being distributed to some recipients.
7. Further Work
As far as the trace-based simulations are concerned, three immediate directions for further work are seen. The
first one concerns experimentation with different caching strategies, like the one employed by the most recent
Squid cache version [Wes97]. Another parameter to be looked more closely into is the failure rate as visible to
a single proxy. The model introduced in this paper suggested a surprisingly high ability of caching and repli-
cation in the Web to mask failures from the user. By enhancing the simulator with the capability to record fail-
ures within single document retrievals, we are confident to find out about the actual numbers of errors masked.
Finally, a more challenging task is the extension of our simulator to complete caching hierarchies. The main
obstacle for this, however, is the non-availability of logfiles for most proxies of a caching hierarchy during
identical intervals, though there are notable exceptions [NLANR].
In general, the results reported in this work have to be considered with the explicit simplifications made as
stated in sections 4 and 5. Though they were necessary to make simulation and modeling viable, some of them
might have to be refined. In addition, it seems to be feasible to also model the potential for server load reduc-
tion by means of data replication. The reduction in terms of reduced server hit count and bytes transferred can
be easily deduced from the model suggested in this work. Nevertheless, the actual means of replication and the
still rather simple modeling of the recipient side caused us to refrain from doing this at this early stage of
development of our model for caching and replication behavior in the Web. Finally, another question arose
from our work, though it cannot be answered directly with the particular model suggested in this paper: Is it
possible to develop a precise algorithm determining the number of clients’ requests necessary to make replica-
tion beneficial in all values discussed above? To name just a few, such an algorithm would have to contain
explicit dependencies between document popularity, change frequencies of those pages, and actual costs for
network utilization on different levels of the Internet structure. Unfortunately, these values are either very hard
to determine, or cannot be specified at all in the current Internet. Nevertheless, such questions are going to be
interesting to answer in a policy-routable IPng [BrM96].
Figure 11.Overall bandwidth consumption due to replication.
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8. Conclusion
This paper presented a two-tiered approach to quantifying the use of caching and replication techniques for
the World-Wide Web. Both approaches are based on the evaluation of real-world traces of the logfiles of
WWW caching proxies. The first approach consisted of a simulation of the effects various caching strategies,
cache sizes, and replication parameters have on a single WWW proxy. Secondly, an application-level model
has been presented that focuses on the overall effects of intertwined caching and replication concepts on the
Web. This model —available online at [Bae97]— makes explicit the relationships between degree of replica-
tion, document popularity, cache hit rates, error rates, resulting overall network bandwidth, network hops, and
overall failure rates. For example, under certain circumstances, latency and failure rates per request can be
reduced by about 7% while at the same time increasing the bandwidth requirements by only 2%. In general,
the most interesting overall contributions of this work are the explicit dependencies found between the result-
ant values for bandwidth, latency, and failure rates for a replication-enhanced WWW. In this respect, a tool set
has been developed that permits to make conclusive decisions on what kind of caching and replication infra-
structure to use for the WWW.
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