Introduction
Let G(a, 7) denote the gamma distribution with the characteristic function (ch.f.) -1 , t e R,
<p(t) = (1 -¿1
if a > 0 , 7 > 0 and the conjugate gamma distribution for a < 0, 7 > 0. We use the notation X ~ G(a, 7) to denote that the random variable X follows a gamma distribution or conjugate gamma distribution with parameters a and 7.
In [5] the following interesting regressional characterization of the gamma law has been obtained: If X\, X2,. • •, X n , (n > 3) are independent random variables (r.v's), E(l/Xj) ^ 0 for j = 1,2,..., n and
then Xj ~ G(aj, 7), 7 > 1 for j = 1,2,..., n or all X's are degenerate. This and other results in this area are partial answers for the following general problem. Let Xi, X2,.. •, X n , (n > 3) be independent r.v's and let h be a real measurable function on R n , such that E | h(X\,X2,..., |< 00. Denote by R = (Xi -X, X2 -X,..., X n -X) the vector of residuals, X = ¿(X1+X2 + .. .+X"). What are the distributions of the r.v's X\, X2,.
• .,X n if d
..., n, then X's are the Meixner hypergeometric.
For details see: [2] , [11] , [4] for (a), [12] for (b), [9] for (c) and [10] for (d).
Hence all distributions belonging to the Meixner class (see, for example, [7] ) except the gamma law, are characterized by constant regression of a polynomial statistic with respect to residuals. Our aim is to fill this gap by proving that the gamma law is characterized by (1) with
Let us recall that other regressional characterizations for the Meixner class were obtained in [6] and [1] . 
Characterization
..,n, (ii) e = ELi Proof. We first prove that the conditions (i) and (ii) are necessary and assume therefore that (2) is satisfied. Observe that in the conditioning the residual^ may be replaced by the vector (X 2 -Xi, X3 -Xj,..., X n -Xi).
(Such conditioning was considered in [5] ). Then (2) (see, for example, Lemma 1.1.1 in [3] ) is equivalent to n n n n n In some neighborhood V of the origin <pk f , k = 1,2,..., n is non-zero so we can define
Then, by (4) we have n n (6) ¿1 ("£'*) + = fc=2 k=2
As the solution of the equation (6) we obtain (see, for example, Lemma 1.5.1 in [3] )
Since <£*(()) = dk = k = 1,2,..., n then c = It follows from (5) that (7) »V fc (i)=(ai+ -W(0> fc = l,2,...,n. V m kJ Consequently k = l,2,...,n, are infinitely differentiable. Differentiating the above equation and putting then t = 0 we find that a = -ib, b = a k/ m ki w here a\ = V(Xk), k = 1,2,...,n. We solve the differential equation (7) and obtain in V = (i where 7 = at = A; = 1,2,...,». The final result is a consequence of the fact that the gamma ch.f. is uniquely determined by its form in a neighborhood of the origin. Now, let us assume that Xk ~ G(ctk, 7), k = 1,2,..., n. In this case we compute the right side of (5) (t € V = R)
The equation (6) is fulfilled for any real tk, k = 2,3,..., n with c = Since (6) is equivalent to (4) this ends the proof.
• Using similar methods we can prove a characterization of the gamma law by zero regression of a polynomial on some linear function. It is an analogy of Theorem 4.2 from [5] (i)X!-G(a, 7 ), 00 £"=i a 5 = cm -
Proof. If <p(t) = Eexp(itXi), t e R, is the ch.f. of Xi and <f>{t) = i<p(t)/<p/(t), then from (8)
a\<t>{ht) + ••• + a n <f>(b n t) = c, for suitably small |/|. By application of Lemma 1.5.10 from [3] it follows that <f> is a linear function of t. • Remark. A special case of this result for n = 2, oi = cfe//3, 02 = cb, bi = -/3, i >2 = 1> where b jí 0, 0 ^ ¡3 ^ ±1, was obtained in the course of proof the main result from [8] .
