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A B S T R A C T
Video games are not only a growing business field, but also provide interest-ing research opportunities. In particular, collaborative multiplayer games have
become increasingly popular with players, developers and researchers alike. These
games offer players the opportunity to tackle difficult challenges together instead of
competing against each other. Collaboration within a game not only increases player
interest and developer revenue, research has also shown that it can have positive
effects on the players’ social skills.
The rise of collaborative games, however, also has a downside. As more developers
create this kind of game, instances in which players complain about the collaborative
elements being implemented halfheartedly are becoming more and more frequent.
At least in part, this can be attributed to the fact that developing collaborative mul-
tiplayer games introduces unique challenges to the game development process. The
players must not only get enough opportunities to interact with each other in a
meaningful way, but it is also essential that their contributions are similar. Moreover,
testing the game becomes more difficult due to a higher number of testers required.
But even when there are enough testers, the complexity of the state space grows
exponentially with each new player. This means that human testers are often unable
to test every combination of events. These aspects make it much harder to develop
collaborative games, especially for small and inexperienced teams.
Although these issues are well known, the current state of the art is only partially
able to solve them. For example, there are guidelines on how to develop collaborative
games – but these only give general ideas. Therefore, they are not always directly
implementable, especially for developers that are new to multiplayer development.
This thesis aims at supporting those developers by conceptualizing an authoring
environment that addresses these issues. Its overall concept consists of three steps
or four modules: Game design patterns as player interaction templates (1), a formal
analysis concerning structural errors (2a) and collaborative balancing (2b) as well as
a rapid prototyping environment (3).
To help developers with the initial design, a number of well-received player inter-
actions, which can be seen as the central element of a collaborative game, is gathered.
These interactions are described using the well-known format of game design pat-
terns. In order to make the patterns more user-friendly, the format is extended with
properties specific to collaborative interaction. For example, one property describes
whether the players must be close to each other in order to trigger the interaction.
Following this, a representative selection of the patterns is used to develop a game,
in which collaboration can be switched off. This game is evaluated in a user study
later. Here, the outcomes have shown that the interactions are well received by the
players.
If combined in the wrong way, however, these interactions can cause structural
issues such as deadlock situations, i.e. a state from which the game can no longer
be completed. In order to detect such problems, verification algorithms can be used.
Those require the transformation of the game into a formal model. As such, colored
petri nets are chosen, since they can model concurrent actions by multiple players.
Since developers cannot usually be expected to create such a model by themselves, an
automated transformation approach is devised. For that, rules between each element
of the underlying game model and the elements of a colored petri net are defined.
Additionally, optimization rules are developed to mitigate the state space explosion
when verifying complex games. These rules use knowledge about the game model
in order to reduce the complexity of the resulting petri net. Evaluations with both
existing games and synthetic examples confirm that such a verification approach is
viable for smaller games.
Whether the game involves all players on an equal basis can be checked in tandem
to this. However, a novel definition for balancing in collaborative games needs to
be created first, as the related work only examines balancing from a competitive
perspective. Based on this definition, concrete measurements to indicate disparities
between the players are devised. As the games’ complexity and the players’ influence
on the course of the game prevent exact measurements, an approximation approach
is instead developed. Similar to the structural verification, an evaluation shows that
this approach works for smaller games.
Finally, a rapid prototyping environment is designed, which allows a single devel-
oper to test games designed for up to four players. For this, visual and audio infor-
mation for separate players is made both observable and, at the same time, clearly
attributable. Additionally, simultaneous player actions can be simulated by using a
record and replay approach.
By implementing and evaluating these modules, this work is able to show how
development issues that are specific to collaborative multiplayer games can be ad-
dressed. Using these modules can therefore reduce the effort involved in developing
collaborative multiplayer games.
K U R Z FA S S U N G
Videospiele repräsentieren nicht nur einen kommerziell wachsenden Markt, son-dern stellen auch ein interessantes Forschungsfeld dar. Insbesondere kollabo-
rative Mehrspieler-Spiele werden immer beliebter, sowohl bei Spielern und Entwick-
lern als auch in der Forschung. Diese Art von Spielen ermöglicht es den Spielern,
Herausforderungen zusammen mit ihren Freunden zu bewältigen anstatt sich mit
diesen im Duell zu messen. Kollaboration in Spielen kann dabei nicht nur das Inter-
esse der Spieler und die Absatzszahlen der Entwickler erhöhen. Wissenschaftliche
Studien haben außerdem gezeigt, dass diese Zusammenarbeit positive Auswirkun-
gen auf die sozialen Fähigkeiten der Spieler haben kann.
Die wachsende Beliebtheit von kollaborativen Spielen hat aber auch eine Kehrsei-
te. Während immer mehr Entwickler diese Art von Spielen erstellen, mehren sich
gleichzeitig die Fälle, in denen sich Spieler über nur halbherzig umgesetzte Kolla-
borationselemente beschweren. Zumindest partiell kann dies damit erklärt werden,
dass die Entwicklung dieser Art von Spielen besondere Herausforderungen beinhal-
tet. Beispielsweise sollten die Spieler nicht nur sinnvoll miteinander interagieren kön-
nen, sie sollten auch vergleichbare Beiträge zur Lösung des Spiels liefern. Auch das
Testen des Spieles wird alleine dadurch schwieriger, dass eine größere Anzahl von
Spielern benötigt wird. Selbst wenn genug Testspieler zur Verfügung stehen, steigt
jedoch die Komplexität des Zustandsraumes durch jeden weiteren Spieler. Daher ist
es menschlichen Testspielern oft nicht möglich alle denkbaren Varianten des Spiels
zu durchlaufen. All diese Aspekte erschweren die Entwicklung von kollaborativen
Spielen, insbesondere für kleine und unerfahrene Entwicklerstudios.
Obwohl diese Herausforderungen bekannt sind, gibt es aktuell nur teilweise Lö-
sungsansätze. Beispielsweise gibt es Empfehlungen für die Entwicklung von kollabo-
rativen Spielen – jedoch beinhalten diese meist nur grundsätzliche Aspekte. Sie sind
daher oft nicht direkt umsetzbar, insbesondere wenn die Entwickler vorher noch
keine Erfahrungen mit Mehrspieler-Spielen gesammelt haben.
Um genau diese Entwickler zu unterstützen, wird im Rahmen dieser Dissertation
eine Autorenumgebung konzipiert, die diese Probleme gezielt adressiert. Das Kon-
zept hierfür gliedert sich in drei Stufen beziehungsweise vier Module: Game Design
Patterns als Vorlagen für Spieler-Interaktionen (1), eine formale Analyse bezüglich
struktureller Fehler (2a) und kollaborativem Balancing (2b) sowie eine Umgebung
die das Testen des Spiels vereinfacht (3).
Um den Entwicklern einen Einstieg zu bieten, wird eine Menge von beliebten
Spielerinteraktionen identifiziert, die als das zentrale Element eines kollaborativen
Spieles gesehen werden können. Diese werden anschließend im bekannten Format
der Game Design Patterns beschrieben. Um deren Nutzung zu vereinfachen, wird
das Format vorher um zusätzliche, Interaktions-spezifische Eigenschaften erweitert.
Beispielsweise wird so beschrieben, ob sich die Spieler am gleichen Ort befinden
müssen, um die Interaktion ausführen zu können. Danach wird eine repräsentative
Auswahl der Interaktionsmuster zur Entwicklung eines Beispiel-Spiels eingesetzt, in
dem die Kollaboration auch ausgeschaltet werden kann. Dieses Spiel wird anschlie-
ßend mit Hilfe einer Benutzerstudie evaluiert. Diese zeigt, dass die Interaktionen
von den Spielern positiv bewertet werden.
Bei ungünstiger Kombination dieser Interaktionen können strukturelle Probleme
wie Zustände, in denen ein Spiel nicht mehr regulär beendet werden kann, ent-
stehen. Zur Erkennung derartiger Probleme können Verifikationsalgorithmen ein-
gesetzt werden. Für diese muss das Spiel in ein formales Model überführt werden.
Hierfür werden farbige Petri Netze gewählt, da diese parallele Aktionen von mehre-
ren Spielern abbilden können. Da man von einem Entwickler nicht erwarten kann,
dass dieser selbst ein entsprechendes Model erstellt, wird zudem eine automatische
Übersetzung entworfen. Diese beinhaltet Übersetzungsregeln für jedes Element des
zugrundeliegenden Spiel-Models in Petri Netz Elemente. Um der Zustandsexplosion
bei der Verifikation von komplexen Spielen entgegenzuwirken, werden zusätzliche
Optimierungsregeln entwickelt. Die Regeln nutzen dabei Wissen über das Spielm-
odell um die Größe des entstehenden Petri Netzes von vornherein zu reduzieren.
Eine Evaluation mit realen und synthetischen Beispielen zeigt, dass eine derartige
Verifikation für kleinere Spiele möglich ist.
Gleichzeitig sollte geprüft werden, ob das Spiel alle Spieler gleichermaßen fordert.
Hierfür muss zunächst eine neue Definition für Balancing in kollaborativen Spielen
entwickelt werden, da die verwandten Arbeiten lediglich eine kompetitive Perspekti-
ve einnehmen. Basierend auf dieser Definition werden konkrete Metriken entwickelt,
die Ungleichheiten zwischen den Spielern aufzeigen können. Da die Komplexität der
Spiele und der Einfluss der Spieler auf den Spielablauf jedoch eine exakte Berech-
nung unmöglich machen, wird stattdessen eine Abschätzung entwickelt. Analog zur
strukturellen Verifikation kann per Evaluation gezeigt werden, dass dieser Ansatz
für kleinere Spiele funktioniert.
Zuletzt wird eine Umgebung für schnelle Tests entwickelt, die es sogar einzel-
nen Autoren, ein Spiel für bis zu vier Spieler zu testen. Dazu werden optische und
akustische Informationen für verschiedene Spieler so vermittelt, dass sie gleichzeitig
verfügbar und trotzdem klar zuordenbar sind. Simultane Aktionen mehrerer Spieler
können zudem per Aufzeichnung von Eingaben simuliert werden.
Durch die Implementierung und Evaluation dieser Module kann diese Arbeit
zeigen, dass dadurch Probleme angegangen werden können, die für kollaborative
Mehrspieler-Spiele spezifisch sind. Die Nutzung der Module bietet daher das Poten-
tial den Erstellungsaufwand für kollaborative Mehrspieler-Spiele zu reduzieren.
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1
I N T R O D U C T I O N
Over the years the games industry has become an important economical factor,with digital sales alone growing to $61 billion worldwide in 2015 [35]. Addi-
tionally, video games are also an important research field in multiple disciplines, as
they touch technical as well as social aspects.
Multiplayer games, in which players play together or against each other, are an
important subgroup. Repeated samples drawn from Steam1, the largest digital dis-
tribution platform for PC games, show the popularity of such games. Each time,
between 40 and 50% of the top selling games were marked as multiplayer games.
Developing a multiplayer game also includes some interesting technical (multiple
active players) and design (involvement of differently skilled players) challenges to
be researched.
1.1 motivation
»In only half a decade we’ve gone from famine to feast
in terms of co-op offerings in games.«
— Nick Puleo [88]
Collaborative/cooperative games2 are multiplayer games in which the players are
working together instead of competing. Such games have become more and more
popular among both players and the research community, both as video- as well
as boardgames [52]. Additionally, we analyzed data provided by Co-Optimus [31],
a large database focusing on cooperative games, and MobyGames [40], a website
cataloging as many games as possible. This analysis did not only confirm that the
absolute number of cooperative games increase over the recent years, but their per-
centage in comparison to the overall releases also grew (Figure 1).
Aside from being relevant due to their popularity, cooperative and collaborative
games can provide additional benefits. On the one hand, playing with friends is
generally more fun for most players, on the other, they can use their assistance to
overcome difficult challenges they could not solve on their own. In addition, they
can even use this as an opportunity to teach the game to their peers. Doing so can
consequently help them to work on their social skills, practice teamwork and enable
collaborative learning [122], which is more effective than learning alone. It has also
1 http://www.steampowered.com
2 Some authors differentiate between collaborative and cooperative games, others only use the term “co-
operative” when players are working together. Those who use both terms usually differentiate them
based on the players’ goals: The goals of all players align in collaborative games, whereas they differ
slightly in cooperative games [132]. This means that in collaborative games, players work together all
the time, while in cooperative games this might happen for only a limited time or in certain aspects.
However, this goal-based distinction is irrelevant in the context of this work since it focuses on individ-
ual instances of players working together. Therefore, the term “collaborative” will be used – but most
findings are also applicable to cooperative games as well.
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Figure 1: Cooperative games released per year (dark, left scale) and in comparison to overall
releases (light, right scale). Data taken from Co-Optimus [31] and MobyGames [40].
been shown that playing collaboratively increases cooperation [13, 45] and decreases
violent behavior [120], even after play.
1.2 challenge
»While making co-op [...] was difficult with a small team, I have to say there was nothing
nearly as rewarding as watching a group of players taking on the challenge [...].«
— Tim Keenan [56]
Developing multiplayer games is often more complex than developing singleplayer
games [130]. The fact that multiple players interact not only with the game world, but
also with each other, increases the complexity of the implementation. It also affects
the uncertainty during gameplay due to the influence of other players and compli-
cates organizational aspects such as the number of required testers. Addressing such
issues requires specific knowledge and experience, which makes it harder to develop
multiplayer games – even for seasoned singleplayer game developers3.
One common pitfall during multiplayer development is that the multiplayer as-
pects are added too late during development. In such cases, this mode is usually
inferior to the singleplayer part [99]. This pitfall could still be observed during the
recent influx of collaborative games, where players and professional reviewers com-
plained about games in which the collaboration feels “tacked-on”. In some cases, this
impression is caused by a game being designed for a single player initially, with addi-
tional players having been added without adapting the overall design. Such feedback
makes it clear that collaborative games must be engaging in their own right and that
the maxim “everything is better with friends” does not hold for games lacking a
certain quality.
3 There is a multitude of roles necessary to develop a game, including programmers, game designers and
story authors. This thesis, however, focuses on small teams or even single persons that develop a game,
which means that multiple roles are fulfilled by the same person. We therefore use the more general
term “developer” to describe any person who is working on a game. Furthermore, only male pronouns
are used to improve readability – although developers and players of both genders are addressed.
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One crucial aspect that has to be considered is the number and type of collab-
orative interactions. Many games offer what has been described as simultaneous
play, which means that the players play alongside each other [29]. This implies that
they only interact with the game world as they would do in a singleplayer game and
cannot interact with each other in any meaningful way. This has already been investi-
gated in a study which found that closely coupled interactions are more appreciated
than loosely coupled ones [17].
Another aspect in which collaborative games can fail is game balancing. If a sin-
gleplayer game design is not extended correctly the game can feel too easy, as there
are now more players working on the same tasks. Moreover, there is also the issue
of balancing contributions between group members. If one player is faster than the
others, it is possible that this player solves the majority of the challenges on his or her
own. Not only could this make the other players feel unnecessary and demotivated,
it could also cause them to miss some of the game’s content when a task is solved
before they could even take a look at it. The “better” player might, in turn, complain
that the others are not helping – therefore, such a scenario has the potential to leave
everyone involved dissatisfied.
Once the game is implemented testing becomes another challenge. In multiplayer
games, there are more possibilities for how they can play out due to simultane-
ous and sometimes unexpected player interactions. Having multiple players also
increases the number of potential game states. For example, in a game with n dis-
crete locations and m players there are nm possible ways the players could inhabit
those locations. This often renders it impossible for human playtesters, the current
state-of-the-art approach in the industry, to check all of those possibilities.
Additionally, user testing is more difficult for multiplayer games as, by definition,
there must be multiple players available. This increases organizational overhead as
well as the associated costs. Finally, user testing in general requires a game to have a
certain level of fidelity, for example, there must be an understandable representation
of the game state as a game without graphics cannot be tested by people. Even using
simple placeholders could cause inexperienced testers to get distracted in such a
way that they focus purely on this lack of fidelity. However, as in general software
development, it becomes more costly to fix problems the later they are discovered.
This implies that it is highly important to validate games as early as possible.
The combination of these issues renders it hard to develop multiplayer games,
especially for smaller studios with few employees and a low budget. While larger
studios can use their workforce to tackle the additional complexity, smaller ones
need to neglect other aspects in order to work on the multiplayer elements. Most
players, however, will still judge these studios by the same standards as their larger
competitors, resulting in them gaining a bad reputation. Although the increased
complexity is most problematic for so called “indie developers” consisting of a few
people, improving the current state of the art could help larger studios as well. This
makes research on improving the quality and decreasing the development effort for
(collaborative) multiplayer games generally applicable.
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1.3 contribution
Due to these challenges it is the goal of this thesis to support the development of
multiplayer games, especially for smaller development teams. The proposed concept
is intended to provide design templates focusing on player interactions as the central
element, and to give feedback on how balanced a game’s collaboration is. Addition-
ally, it should be able to verify that a game has no critical errors on any possible
path and to enable quick user tests. However, closing the gap in development effort
between single- and multiplayer games completely is not part of the scope of this
work, as this also involves many other aspects.
The contribution of this work consists of a development process that combines
four modules:
• Collaborative interaction patterns that can serve as building blocks or inspire
inexperienced developers to include enough opportunities for interaction.
• Formalized verification of the game’s structure to detect problems which cause
the game to end unexpectedly (“game-breaking bugs”).
• Collaborative balancing assessment that gives feedback on the involvement of
each player.
• Rapid prototyping to quickly test multiplayer games without the overhead of
recruiting additional players.
1.4 outline
In Chapter 2, the current state of the art, in relation to multiplayer game develop-
ment in general and more specific aspects linked to the contribution of this work, is
analyzed. This is followed by Chapter 3, which defines the research questions based
on the application scenario of this work. It also explains the overall approach linking
the individual module concepts. Following this, the conceptual and technical foun-
dations that are integral for understanding this thesis, are described in Chapter 4.
The next four chapters describe the concept of the four modules that represents the
main contribution in detail: Interaction patterns (Chapter 5), structural verification
(Chapter 6), collaborative balancing (Chapter 7) and rapid prototyping environment
(Chapter 8). Chapter 9 describes the technical implementation that is provided in
order to evaluate this concept and chapter Chapter 10 discusses the results of the
subsequent studies. Lastly, a conclusion on the main contributions of this work is
given in Chapter 11.
2
R E L AT E D W O R K
This thesis tackles the overall topic of authoring collaborative multiplayer games.Therefore, the topics of authoring (Section 2.1) and multiplayer game design
(Section 2.2) serve as the foundations of this work. After that, more specific as-
pects related to the challenges identified in Section 1.2 are discussed. These include
game design patterns (Section 2.3), formal verification (Section 2.4), game balancing
(Section 2.5) and rapid prototyping (Section 2.6). However, there are still challenges
which have not been addressed yet (Section 2.7).
2.1 authoring multiplayer games
Authoring tools like <e-Adventure> [115], SeGAE [127] and StoryTec [74, 73] are well-
known instruments to support video game development. The main approach of these
tools is to facilitate collaboration between game developers and people from other
disciplines (e.g. pedagogy) by guiding them into a common workflow. To assist non-
programmers, they also provide predefined templates encapsulating complex game-
play functionality and which can be filled with arbitrary content. Lastly, they vali-
date the user input in order to prevent errors, both simple (is a variable defined?)
and complex (is the game solvable?).
Authoring tools are used in e-learning as well, COLLAGE [50] and docendo [51]
for example provide configurable learning templates. The main difference between
these two application domains is that learning templates are mostly static, while
game templates are highly dynamic.
Aside from COLLAGE, which contains e-learning templates for the interaction be-
tween learners, these tools are used to create applications for individuals. Therefore,
to the best of our knowledge, there are no game authoring tools available that explic-
itly address the challenges that arise when creating multiplayer games (Section 1.2).
Another option for creating multiplayer games is to use general purpose game en-
gines [84], which are very flexible. For example, Unity3D1 and Unreal2 also support
collaborative working processes and provide predefined functionality like physics
calculations. But, in contrast to authoring tools, they require programming skills and
do not offer design templates or advanced error checking. In regard to networked
multiplayer games, for example, they provide basic technology like network inter-
faces, but the user still has to decide which information is sent over the network.
Therefore, they require expert knowledge in order to be used.
An easier but less flexible alternative is to take an existing multiplayer game which
has a publicly available game editor. This kind of editors is less complex than a game
engine, as the user can only modify certain aspects of the game. Depending on the
configuration provided by the game developer, this can include missions, locations,
1 http://www.unity3d.com
2 http://www.unrealengine.com
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stories or characters. Since the underlying technology is already provided by the
game, the users can focus on design and content when using such an editor. The
drawback of using editors is that everything created is limited by the bounds of the
game and the expressiveness of the editor. For example, the editor of Portal 23 allows
the creation of puzzles based on gravity and distances, but it is impossible to create
tasks that include magnetism.
2.2 designing multiplayer games
Most relevant literature on game design tackles the design and development of multi-
player games. Adams [2] for example describes two basic types of multiplayer modes:
competitive (players have mutually exclusive goals) and cooperative (they have the
same or at least related goals). Team-based modes represent a middle ground, in
which players on the same team share a goal that is in conflict with the other teams’
goals. While a single game can support multiple modes, each of them has to be de-
signed separately and they can therefore vary in quality as perceived by the players.
Adams also mentions different settings: playing on the same device, playing on dif-
ferent devices located in the same room and playing on different devices which are
connected over a network. These settings can influence a game’s design. For example,
communication is trivial when playing on the same device but requires effort when
playing in different rooms. Adams also urges developers to take social (misbehav-
ior, cheating), technical (connection problems) and organizational aspects (players
having to leave early) into account.
Contrary, Zagal et al. [130] do not view multiplayer as one of several design as-
pects. They argue that there are so many differences between single- and multiplayer
games that they require separate design processes. To support these processes, they
propose a multiplayer design methodology. This methodology focuses on the im-
portant characteristics of multiplayer games that influence the design of the game
rules. Similar to Adams, one of these characteristics is the trade-of between competi-
tion and cooperation (in between: temporary alliances). The existence of meta games
(getting information outside of the game to gain an advantage inside) is also unique
to multiplayer games. According to Zagal et al., these aspects are influenced by the
players themselves. Other aspects like whether the players can act synchronously or
who coordinates the game are influenced by the tools, i.e. the soft- and hardware in
digital games. Finally, social interactions between the players, which can be natural
or stimulated by the game, are influenced by both the players and the tools that are
available to them.
Hartevald et al. [48] also argue that single- and multiplayer games require different
design approaches. They justify this claim by stating that both types of games differ
significantly along four dimensions. For example, singleplayer games rely on pre-
configured elements (data intensive) and strictly defined rules. Multiplayer games
in contrast are process intensive (i.e. they can be greatly influenced by the players)
and usually have unwritten, socially established rules as well. This means that single-
player games can be better controlled by the developers, but multiplayer games offer
the players more freedom. Giving the players freedom to choose between different
possibilities implies that for each decision multiple outcomes must be defined. This
3 http://www.thinkwithportals.com/
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requires more development effort, which – again – indicates that developing multi-
player games can be very complex. Since this also implies that both game types have
distinct features as well as different strengths, they suggest to focus development
resources on either type in order to create a good game. The decision on which of
the types is chosen should be based on the goals that the developers have for the
game. In order to support their claims, Hartevald et al. compared the properties of
a single- and a multiplayer game which they have created, trying to point out these
general differences in the concrete examples as well. They are able to do so for the
first two dimensions (process vs. data intensive and formal vs. social rules), but they
also have to admit that it was a difficult comparison because the games also differ in
many other aspects unrelated to the distinction between single- and multiplayer.
If games are played on different devices over a network, additional technical and
design challenges arise. Pinelle et al. [86] noted ten heuristics for this kind of games,
which include having session management, matchmaking and communication tools.
They also suggested reducing temporal dependencies between the players and trying
to prevent waiting times caused by connection problems. However, there are also
approaches that can keep temporal dependent games in a consistent state, even when
limited delays between transmission arise. This is done by retroactively manipulating
the execution order of events [71].
2.2.1 Collaborative and Cooperative Multiplayer Games
Developing for a scenario in which players work together instead of fighting each
other greatly influences the game’s design. Zagal et al. [132] investigate this by an-
alyzing collaborative board games. They note that for creating an interesting col-
laborative game there must be some tension between collaboration and selfish play.
Although the players ultimately share the same goal and always win or loose as a
group, this tension can facilitate discussions about how to reach this goal. Their find-
ings also lead to the formulation of several lessons and pitfalls, which are relevant
for computer games as well:
• Introduce tension between perceived individual and team value of decisions
• Allow players to make decisions without the consent of the group
• Enable players to understand the results of their decisions
• Give players different roles and abilities
• Prevent dominant players from making decisions for the team,
for example by distributing information among all players
• Make players care about the outcome of the game
• Vary the game between play session,
for example by making it harder for experienced players
Zea et al. [134] transformed collaborative learning requirements into game design
guidelines:
• Give players a common goal and shared rewards
• Require a minimal score of each player before the group can progress,
but also give the players enough information to enable helping
• Make players accountable for their actions, for example by showing their indi-
vidual results to the group
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• Guide group members towards social interactions,
for example require consensus to foster discussions
• Establish a rotating leader role
During the development of the game “Jamestown”, the developers gathered some
practical advice based on player observations [29]:
• Prevent waiting times
• Avoid differentiating statistics like individual scores (contradicts Zea et al.)
• Take into account that the players’ skill can vary and that negative contributions
could result in blaming
• Make sure that teams only fail as a collective and that each player is able to
contribute something tangible
• Facilitate interactions among the players
The developers of the game “Together” followed similar rules to establish a rela-
tionship between the players [30], including:
• Avoid levels that could be solved without all players contributing
• Add game mechanics that allow helping and coordination
• Have no abilities unique to each player so that each player knows exactly what
the others can do (contradicts Zagal et al.)
• Let players choose their responsibilities at any given time,
for example to help when a player has difficulties using a certain ability
Furthermore, Corrigan et al. [32] conducted a user study regarding a collaborative
board game. Their main finding is that collaboration has to be required by the game,
otherwise the players tended to play solitary.
These suggestions differ significantly and even contradict each other in some as-
pects. This highlights the fact that in game design there is no single right answer for
most questions. Instead, decisions have to be made for each game individually and
based on the intended target audience.
2.2.2 Game Mechanics for Collaborative Interactions
The interactions between players are not only a central aspect of multiplayer games
in general, but also of collaborative games in particular. They usually take the form
of game mechanics, which can be defined as player activities that result in some
kind of response from the game [38]. Following this definition, game mechanics can
be sorted into different categories depending on whether they are required to solve
the game (core mechanics) or not (satellite mechanics). The non-essential satellite
mechanics provide choices to the players and enhance, substitute or diminish core
mechanics. A similar definition by Sicart [105] describes game mechanics as methods
invoked by agents that interact with the game state. Agents cannot only be players,
but also entities controlled by the game itself. Since other players are a part of the
game state, his definition also covers interactions among the players.
Koster [58] listed a large number of game mechanics which are regularly found in
multiplayer games. These include collaborative player interactions like helping, men-
toring new players, trading items, voting and specializing for a certain role inside
of a group. Manninen and Korva [69] described eight collaborative puzzles, which
were based on the following interaction mechanics:
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• Coordinating different perspectives and actions (under time constraints)
• Sharing information
• Negotiating multiple possible solutions and plans
During their evaluation they found that they had to guide their players towards
collaboration, even though their mechanics already required them to work together.
Manninen and Korva realized this by constraining the environment, which made
the players stay together, and by introducing a threat of punishment, which forced
the players to coordinate their actions. Kim [57] also gave some ideas on how mul-
tiplayer jigsaw puzzles could work in general. His suggestions use the cooperative
mechanics of trading puzzle pieces, acting simultaneously at different puzzle parts
and exchanging information.
In that context, it has to be noted that although multiple sources mention informa-
tion exchange as a mechanic, communicating with another player does not directly
change the game state. This means that it is not a mechanic itself when following the
definitions provided at the start of this section. However, one can easily construct me-
chanics that require the players to exchange information in order to change the game
state. For example, one player could be able to determine a monster’s weakness that
another player then has to exploit in combat. Therefore, exchanging information has
to be seen as a special case in relation to the concept of game mechanics.
Parker [83] noted that team-based mechanics can result in frustration, if not im-
plemented correctly. Arguing that even bad teammates must always be better than
an incomplete team, he suggested that player interactions should always result in
something positive. He also advised against total dependencies between the players
and that it should be hard to criticize other players. Such criticism can be impeded by
providing multiple solutions to each problem and by giving imperfect information
about these options as well as the current game state to the players. This means that
no option can objectively determined to be the best one.
2.3 game design patterns
The idea of design patterns first appeared in architecture [3], where Alexander et al.
collected recurring problem-solution pairs using a fixed structure. Their goal was to
support the design and construction of buildings by preserving existing solutions.
They also aimed at providing a common language for experts in the field and there-
fore called their results a pattern language. Gamma et al. [41] adapted this approach
for software design, in which design patterns are meant to provide reusable building
blocks for common problems.
Kreimeier [59] proposes to use the same approach for game design aspects. How-
ever, Björk et al. [19] argues that game design patterns, unlike architecture and soft-
ware design patterns, should not be defined as strict problem-solution pairs. They
justify this by pointing out that game design is a creative process with no objectively
“right” solutions, as the intended outcome can often be achieved with multiple pat-
terns. Additionally, each game design decision imposes different constraints on de-
sign aspects other than their intended outcome. Therefore, pattern definition by Björk
et al. emphasizes the relationships between different patterns as an important aspect.
The Game Ontology Project [131] is very similar to the game design pattern approach.
It also identifies important game design elements and the hierarchical relationships
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between them. The ontology’s goal, however, is to describe, to analyze and to study
existing games. Game design patterns, in contrast, also aim at supporting the design
of new games. Because of this, the ontology format focuses on general descriptions
and the relationships between elements, while game design patterns also contain
practical advise on how to use them.
The approach by Björk et al. is criticized by McGee [72] for being too hard to
use, especially by non-experts in game design. He argues that their descriptions lack
prescriptive information about the context in which the patterns can be used. For that,
McGee proposes an alternative design pattern definition which views patterns as
trade-offs between conflicting forces. Contrarily, Olsson et al. [81] argue that design
patterns should only describe abstract concepts in a neutral way. On a lower and
more concrete level, contextualization takes actual design goals into account in order
to provide general design directions. In their opinion, mechanics (Section 2.2.2) are
even more specific, providing actionable advise for the developer.
Design patterns have further applications other than preserving recurring ele-
ments for other experts. Game design patterns are also algorithmically combined
in order to procedurally generate game content [108, 33]. Patterns are used in e-
learning as well, for example as templates that can be filled with content [50] or to
model the process of creating e-learning material itself [135].
2.3.1 Formalization
A comparison between multiple software and game design pattern sources [41, 76,
20, 59, 19, 72] indicates that the underlying pattern description formats share many
similarities (the complete comparison can be found in Appendix A, Table 21).
All of them split their description into several properties, most of which are tex-
tually described (one paragraph or more). There are, however, exceptions that are
shorter (identifiers like name) or follow a different format (source code, diagrams).
Every analyzed pattern language requires a name as a unique identifier for each
pattern, with some of them allowing aliases as well. The problem each pattern ad-
dresses and its solution are very common elements as well. Only Björk et al. do not
describe patterns as problem-solution-pairs and instead focus on common design
elements and their effects. Another common property are the consequences of using
the patterns (all but McGee). Finally, usage examples and the relationship to other
patterns can be found in Björk et al. and all software design sources.
While the software design patterns provide practical implementation guidelines or
example implementations, only the design patterns of Björk et al. feature something
similar (although more abstract). They describe the decisions which follow when a
pattern is used. This lack of implementation details can be explained by game de-
sign patterns being more about abstract design concepts. Therefore, there are many
valid ways to integrate them into a game design, let alone implement them into the
game’s code. A related aspect is that software design patterns feature constraints,
which have to be met for the pattern to be applicable. But there is nothing similar re-
quired for game design patterns. Due to their higher abstraction level and the overall
creativity involved in game design, game design patterns can usually be adapted to
fit a specific context.
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However, formally describing individual patterns is only one part of a pattern
collection. The potentially large number of patterns must also be organized in such
a way that a user can find specific patterns as fast as possible. This is trivial when
knowing its name, for example after having it suggested by another person, but
harder when having only a problem description in mind. Gamma et al. [41] therefore
provide a list with the pattern names and a very short description, which can be
skimmed and searched. They also drew a diagram visualizing the relations between
patterns, helping the users to find similar patterns. Björk et al. [18] grouped their
patterns into hierarchical categories based on the topic they describe, which also
allows users to find similar patterns. Furthermore, they employ a wiki, which allows
them to provide navigational links between patterns at any point of their description.
They also classified the relations between patterns as:
can instantiate / can be instantiated by denotes a more concrete imple-
mentation of the same concept (superior / sub-patterns)
can modulate / can be modulated by when patterns influence each other in
some way with no implications about abstraction level,
potentially conflicting with when patterns cannot be used together
possible closure effects for timed relations
An example pattern including its relations is given in Table 1.
Name Multiplayer Games
Description Games that have more than one player. Most games let several
players participate in the gameplay, either against each other or
working together towards a common goal. [...]
Consequences [...] The gameplay in Multiplayer Games naturally provide Mu-
tual Experiences as long as the players have some direct interac-
tion with each other. [...] It can be difficult to have Extra Chances
in Multiplayer Games since letting one player undo an effect in a
game easily disrupts the other players gameplay experience [...]
Using the Pattern [...] A basic decision regarding Multiplayer Games is if the pri-
mary gameplay resolves around PvE (Players vs. Environments)
as in Space Alert and Left 4 Dead series or PvP (Players vs. Play-
ers) as in Chess, Go, and Quake series. [...]
Examples Chess has two players competing against one another by taking
turns. [...] Computer and console games such as the Quake series
or the Need for Speed series allow players to compete against
each other in combat or races. [...]
Relations Can Instantiate: [...] Mutual Enemies, Mutual Experiences [...]
Can Be Modulated By: [...] PvE, PvP [...]
Potentially Conflicting With: Extra Chances [...]
Table 1: Game design pattern “Multiplayer Games” by Björk et al. [18] (abbreviated).
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2.3.2 Pattern Generation
There are multiple ways in which design patterns can be generated. Gamma et al. [41]
envisioned experienced practitioners writing down a software design pattern each
time they observe a recurring problem and its solutions. To this end Wellhausen and
Fiesser [123] suggested a writing process, starting with a critical evaluation of the
novelty and relevance of the pattern. Then, one should write the solution first and
after that the problem, the consequences including drawbacks, the forces that make
the problem difficult and the context (which is not modified by the solution). After
that, the authors should give the pattern a short name that is easy to remember and
refine it, especially comparing the consistency between each of these sections.
For game design patterns, Björk et al. [19] suggested three sources: Converting de-
scriptions of game mechanics by abstraction and merging, analyzing existing games
and interviewing experienced developers. Later, Lankoski and Björk [63] discussed
generating patterns purely from theory as well. Using this approach there are no
existing games using the patterns. Therefore, special care must be taken to ensure
that the patterns result in interesting gameplay mechanics.
Once a pattern has been created, its quality needs to be assessed. The dominant
approach for evaluating software design patterns are expert discussions, written or
in workshops, with the goal of refining the pattern. This is often called “shepherd-
ing” [76].
Björk et al. [19] suggest workshop discussions for validating game design patterns
as well, but are also in favor of testing their applicability by using them in practice
(analysis and design). But when evaluating their practical applicability, there is a key
difference between software and game design patterns. Software design patterns are
primarily relevant for the developers, as they focus on the technical implementation
details. Game design patterns in contrast have two target groups, with the purpose
of helping developers to create an engaging experience for the players. This means
that game design pattern evaluations need to be done in separate user studies for
each group. One study would focus on developers working with the patterns [72],
the other one would expose players to games implementing the patterns [97, 104].
2.3.3 Patterns for Collaborative Multiplayer Games
Due to the focus of this work it is important to analyze existing game design patterns
which describe player interactions in collaborative multiplayer games.
Bergström et al. [14] analyzed existing collaborative games, finding several new
game design patterns. Most importantly, the pattern “Team Strategy Identification”
describes players interacting with each other in order to decide on a strategy. The
other patterns describe more general concepts like accomplishing something to-
gether, but no concrete interactions. Additionally, they found new instances of pat-
terns already existing in the database by Björk [18], which at the time of writing
consists of 536 game design patterns describing a wide variety of topics. The most
relevant ones for this thesis describe general collaborative multiplayer concepts:
• Altruistic Actions (benefit another player)
• Collaborative Actions (multiple players take part)
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• Asynchronous Collaborative Actions (multiple players take part, but not at the
same time)
• Team Combos (additional benefits when multiple players synchronize their
actions).
Rocha et al. [97] informally described six more design patterns for cooperative
games, providing only a name and a general description. Two of them describe con-
crete player interactions, namely making another players actions more effective and
using abilities on another player. The other ones are more general, like giving play-
ers shared goals and different character abilities. They also collected how certain
challenge archetypes are used in cooperative games, which could be translated into
design patterns as well: Physical challenges (carrying a heavy object together or be-
ing at different locations at the same time), combining different character abilities for
exploration challenges, sharing resources, as well as solving tougher challenges that
could not be overcome by a single player.
Seif El-Nasr et al. [104] extended this work by finding additional patterns based
on existing games, also using only the name and description. Among more gen-
eral patterns, their interaction patterns describe manipulating the same object and
exchanging resources. Then they evaluated several games using those patterns, col-
lecting so-called “cooperative performance metrics” among the participating players.
These include positive (expressing enjoyment, discussion strategies, helping each
other) as well as negative (waiting or blocking each other) events. As a result they
found that the patterns “complementarity”, “shared goals”, “shared puzzles” and
“interaction with the same object” mostly triggered positive reactions. Camera issues
on the other hand could lead to problems. Furthermore, players helping each other
was more common in more difficult games.
Beznosyk et al. [16] took the same patterns and created a small game for each
pattern. They classified each game as either closely- or loosely-coupled depending
on how much direct influence players have on each other. Afterwards a user study
was conducted, during which the players were not able to communicate in any form.
It was found that there was more collaboration in the closely-coupled games, but
also longer waiting times and the individual enjoyment depends on the other play-
ers’ actions. Specifically the patterns “complementary” and “interaction with the
same object” showed the highest level of collaboration and were rated as most en-
joyable. “Limited resources” in contrast resulted in the lowest level of collaboration
and enjoyment, but was also less influenced by the lack of communication. Of the
loosely-coupled patterns “abilities that can be used on other players” was enjoyed
the most, despite the fact that it did not trigger much teamwork. “Shared goals” in
contrast did not trigger any collaboration or enjoyment at all.
Additionally, Reichart and Bruegge [89] collected informal patterns for coopera-
tion and competition through game analysis and literature research: “Complimen-
tary roles”, “scarce resources”, “halting points” (for letting slower players catch up)
and “team formation”. Azadegan and Harteveld [8] suggested inverting existing col-
laborative engineering patterns in order to create challenging activities. As examples
they provided information obfuscation by distributing it among the players, or force-
fully separating players based on the divide and conquer approach.
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2.4 formal verification of games
The current industry standard approach for detecting errors in games are best-effort
user tests [101]. Doing so, however, is cumbersome, especially in multiplayer games,
and happens relatively late during development when the game is already playable.
Human testers are also unable to test every possible path through the game, which
means that some errors remain undetected. [21]
Verification algorithms, in contrast, can be used to conclusively prove that a game
has certain properties, for example that its ending can always be reached. This re-
quires a formal model of the game, which translates all relevant aspects into a precise
and machine readable format. Such models usually ignore properties which are not
relevant for the task they are specified for, for example the graphical representation
of the game.
For describing a game in a precise way, several formal methods have been pro-
posed. Smith and Mateas [107] used first order logic, which consists of basic facts
including contradictions, to describe the design spaces for a game. They could find
solutions to this specification with answer set programming, which in this case re-
sulted in the procedural generation of game levels. Marchiori et al. [70] proposed
to model games as finite state machines consisting of states, inputs and outputs to
describe the game state and how it can be changed. This model was then used as
input for the authoring tool <e-Adventure> [115], which translates it into a playable
game.
Other modeling approaches use the visual UML language to precisely communi-
cate certain game aspects to other people working in the development team. Taylor
et al. [113] used UML use case diagrams in order to describe the game flow be-
tween static and dynamic objects inside a level. Reyno and Cubel [96] proposed a
more implementation-oriented combination of social context diagrams for the rela-
tionships between players, a structure diagram for game elements as classes and a
rule set diagram mapping game events to effects. Pleuss [87] developed a similar
model, describing the game objects and their relationships as classes, the game’s
scenes including menus as a state machine and the interactions in each scene with
an extended UML activity diagram including an abstract representation of the user
interface.
2.4.1 General verification approaches
Video games are software systems, so one approach for verifying them is to use
general software verification tools like the ZING model checker [5]. The drawback of
this method is that it works on the game’s code and therefore can only be used at
a late development state. General methods are also unable to exploit specific game
properties to reduce verification complexity, for example by automatically ignoring
unimportant details. Design level questions like “are players always able to reach an
ending?” can also not be answered directly using such general software tools.
Haufe et al. [49] proposed a description language intended for finite n-player
games. This language consists of logical clauses (a set of literals implying another
literal) and additional functions to model randomness and visibility for each player.
Interpreting the game as a state transition system, they used temporal logic and an-
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swer set programming for verification using an existing solver. They also developed
an extension for complex games in which the state space is too large for an exhaus-
tive search. The approach was evaluated on a set of games like “Connect 4”, most
of which could be verified in a few seconds. For a few configurations, however, the
solver was stopped without a result. A verification approach for another game de-
scription language was defined by Ruan et al. [100]. The language they used consists
of game states, players, possible player actions, a function for defining the successor
states based on the current state and the action taken as well as an interpretation
function that assigns properties to states. Based on the Datalog programming lan-
guage, it can also be understood as a set of literals implying another literal. It is
possible to verify game properties described with alternating-time temporal logic on
this model, but this process is EXPTIME-complete.
The drawback of these approaches is that the game under test has to be specified
in a formal language, which requires expert knowledge. Therefore, Osborn et al. [82]
designed the game definition language Gamelan based on board game rules. They
argued that such a language can easily be understood by game developers, as they
often use this kind of rules for specifying prototypes. It allows the developer to
answer questions like “is every available function useful” in non-deterministic games
of incomplete information over discrete domains, e.g. card, puzzle or strategy games.
An even more accessible approach is to automate the model creation by specifying
transformation rules that are integrated into the game development environment
itself. This was done by Moreno-Ger et al. [77] for <e-Adventure>. The platform is able
to translate games into transition systems with finite variables, which can be verified
using the external model checking tool NuSMV[28]. This tool allows the verification
of temporal properties, for example whether a game scene can be reached by the
players. When a state violating such a property is found, the chain of actions leading
to this state is automatically replayed to make the interpretation of the result easier.
2.4.2 Verification using Petri Nets
Petri nets are a well established model for describing concurrent systems. They are
bipartite graphs, which means that there are two types of nodes that are used in an
alternating manner. Because of that, two nodes of the same type cannot be connected
directly. One of these types are places, usually described as circles (“A”, “B”, “C”
and “D” in Figure 2). These places can hold any number of tokens (black dots)
and the state of a petri net at any given time is defined by this token placement.
Transitions (boxes) define the possible changes that can happen to this state and are
connected to places via directed arcs (arrows). A transition is called “enabled” when
a token can be assigned to each incoming arc, i.e. there is at least one token per arc in
each associated place (Figure 2a). Enabled transitions can be fired, in which case the
tokens assigned to the incoming arcs are consumed and a token for each outgoing
arc is produced in the corresponding places (Figure 2b). If multiple transitions are
enabled at the same time, the order in which they are fired is unspecified.
Jensen [53] defined an extension called “colored petri nets”, which adds additional
elements to the model. Colors can be seen as variable types with which places and
tokens are annotated (“Boolean” and “Objects” in Figure 2). Tokens can then only
exist in places which share their color. The colors also define value ranges and to each
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token of that color a value from this range is assigned. This value can be changed by
a transition (from “true” to “false” in the example). Lastly, boolean guard expressions
can be added to transitions (“x = true”), which constrain the token values that enable
the transition.
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Figure 2: Colored petri net example.
There are tools available for verifying colored petri nets [54]. However, doing so
becomes problematic for bigger nets due to the size of their state space. This can only
be mitigated in part by reducing the state space or by making state space exploration
more efficient [26]. Only calculating which transitions are enabled at any given time
is already NP-hard, although there are heuristics to accelerate that process [67].
Using petri nets to model certain aspects of games has been proposed by several
authors. Natkin and Vega [78] developed a petri net model for task structures in a
game. This model contains templates for individual tasks including pre- and post-
conditions as well as the options to cancel a task or to limit its number of executions.
Relations between the individual tasks, like the need to complete another task before
(once or a certain number of times), and exclusions between tasks can also be de-
scribed. Multiple relations can be linked using “and” as well as “or” operators, like
“(A before C) or (B before C)”.
Using this model Natkin et al. [79] modeled the behavior and relationships of items
the players can pick up and use in a game. They also modeled the game environment
as a network of rooms using a hypergraph, which allows the assignment of items to
rooms. With that they calculated a temporal order in which the items have to be
acquired based on their logical dependencies, and analyzed the spatial topology of
the rooms (reachability). Based on that, Natkin et al. could verify whether the game
contained deadlocks (i.e. states from which players are unable to reach an ending).
Araújo and Roque [6] also argued that petri nets are a useful tool for simulating
the game’s behavior even before it is fully implemented. They mentioned multiplayer
games as a use case in which this is especially valuable, since players often find
ways to interact in unexpected ways. In their opinion, petri nets are well suited
for verification because they are mathematically well-founded, can be verified by
existing tools and are a less complicated in terms of visualization compared to UML.
However, they also mentioned that petri nets can grow fast in complexity, which
can make their interpretation difficult. To mitigate this problem they suggest using
colored petri nets for complexer games, offloading some information onto the tokens
themselves.
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Carron et al. [21] also used colored petri nets, more specifically symmetric petri
nets with bags, to model a game’s abstract specification. With this model they were
able to calculate the reachability of learning objectives and detect deadlocks in which
the game stops unexpectedly. Invariant properties, which must always be true, and
temporal ones concerning the order of certain events could also be verified. This in-
cludes game-independent (the game being solvable) and game-dependent (a certain
element must always be used) properties.
Champagnat et al. [23] stated that the state space explosion of petri nets usually
prohibits complete proofs. Instead they proposed checking games iteratively at run-
time and, when a problem could arise during the next few steps, adapt the game in
such a way that it is avoided. They also differentiated between two types of proper-
ties that should be verified: First, playability properties include making sure that the
game is playable at all. This can imply that there are no deadlocks, that certain states
can be reached (reachability) and whether events will (liveness) or will not (safety)
occur at all or infinitely often (fairness). Second, relevance properties are supposed
to assure a game is interesting. They can include not ending too quickly (complex-
ity), every player having a fair chance at winning (impartiality) and having a direct
competition between them (concurrence).
There are also approaches which extend petri nets with game-specific elements.
Verbrugge [121] developed the model of “narrative flow graphs” based on petri
nets, extending them with labeling functions for user input and feedback as well
as winning and losing states. Pickett [85] translated this model into input for the
NuSMV model checking tool, which allowed him to verify a game’s temporal prop-
erties. These properties included the reachability of states, the distance between two
states and pointlessness. This last property describes the number of steps which, af-
ter reaching a state where winning the game is no longer possible, a player has to
take before he actually loses.
However, Dormans [36] argued that petri nets are still too difficult to read and
proposed his own description language loosely based on petri nets. This language
is based on resources being produced and consumed, although an example is given
how they can also be used to model other aspects like the jumping height of a
player character. It also uses the concept of tokens and places, but adds additional
elements encapsulating complex functionality, for example actions that can only be
executed if a player is skilled enough. The drawback of this language is that the new
elements are not mathematically founded. Therefore, the language can only be used
for discussions and manual analysis, but not for formal verification.
Aside from verification tasks, petri nets have also been used to generate a game’s
code [126] or as a player model [111, 128].
2.5 game balancing
The term “balance” is often used in the context of games, usually when criticizing
that a game “is not balanced”. People using this term usually refer to some kind
of inequality between things that should be equal in their opinion, for example the
abilities of different player characters. This is also tied to the concept of fairness,
as unbalanced games feel unfair due to this inequality. However, there are multiple
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levels on which the term is used and even within such a level there are multiple
definitions of its meaning.
The first balancing level is the game design. Looking at multiplayer games, Sir-
lin [106] stated that a balanced design provides similar chances of winning to equally
skilled players (balance between players). Additionally, during play there should be
a large number of options the players can choose between in order to make the game
more interesting and unpredictable. All of these options should be viable in at least
some situations (balancing between individual options) and there should be no strat-
egy that is always right or wrong (balance between overall strategies). To achieve a
balanced game design he suggested running user tests, especially with expert play-
ers, but also following the developer’s intuition.
Newheiser [80] noted that there are contradicting expectations when it comes to
balancing a multiplayer game. Novice players feel like they should have a chance
of winning, even when playing against experts. Loosing all the time feels unfair to
them. Having random advantages and disadvantages will sometimes tip the odds
in favor of weaker players and can therefore improve their chances. In contrast, ex-
perienced players want to be rewarded for their effort in improving themselves and
describe it as unfair if their experience does not count. Since both views are under-
standable Newheiser suggested to mix skill- and chance-based elements, with the
weight between them depending on which audience the game is for. But his general
understanding of balancing is not only focused on the concept of winning. He also
stated that the means of play should be roughly the same for every player and that
there should always be counters for any given strategy. This means that differences
between the players (for example different player characters) do not automatically
break the game balance as long as they are equally useful.
Berry [15] also proposed using random elements in order to ensure short dis-
tances between winners and losers, for example in terms of the score. This leads to
the outcome of the game being unclear for most of the time, resulting in a more inter-
esting experience. Similarly, Adams [1] stated that the leading player should change
regularly during gameplay. In his opinion, however, one should assure that the better
player always wins.
Balancing is also important for singleplayer games. Here, Schreiber [103] stated
that the general challenge level of the game should be appropriate for the intended
target audience (balance between player skill and challenge). Like in multiplayer
games, he also suggested having multiple balanced options and strategies in a sin-
gleplayer setting. Aside from user tests and instinct, he proposed using math to
achieve this, for example by having all purchasable items share the same cost to ben-
efit ratio. According to Schreiber, however, it is also good to have a few incomparable
elements and that imbalance can be fun, too.
The common aspect of these views on balancing is that they are competitive, con-
centrating on the player’s struggle against the game or other players. But it is obvious
that in collaborative games there is also a relationship between the players who are
working together, which must be balanced. After all, a game for two people in which
one is doing all the work with the other one passively watching would not be con-
sidered fair or interesting by most players. In collaborative learning there is a related
problem called “free-riding” [110], which describes participants trying to profit from
the work of others. But, to the best of our knowledge, there is only one work by Goh
et al. [43] that addresses the contribution balance between team members in games.
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Looking at a scenario with differently skilled players they investigated design ele-
ments that cater to the needs of stronger and weaker players simultaneously. This
included giving a small reward even if there is no collaboration to mitigate frustra-
tion caused by other players’ mistakes, creating incentives for the stronger players
to help, removing or weakening elements like individual scores that could be used
competitively as well as giving an advantage to weaker players.
It is also important to note that there are other sources of unfairness in multiplayer
games, which are usually not tied to the concept of balancing: Using an internet
connection with high delays can be a disadvantage in most games [133], even though
the issue of connection quality in general is well researched [109]. Besides, there
is also the issue of other players using illegitimate methods to gain an advantage
(“cheating”) [129, 64].
2.5.1 Balancing Calculation and Adaptation
Aside from these informal definitions and general guidelines, there are also formal
models and algorithms for balancing. Leigh et al. [66] used a coevolutionary algo-
rithm that is able to generate and test strategies as well as counter strategies. If the
algorithm found a dominating strategy for which no counter exists, they changed
the rules and restarted the algorithm. However, in most games testing the complete
strategy spaces is impossible due to their complexity. Chen et al. [24] even argued
that finding an optimal solution for balancing design parameters is NP-hard.
Additionally, games are played by a variety of different players possessing dif-
ferent skill levels. Hence, even if a game was perfectly balanced during the design
phase, it can feel unbalanced once the individual player’s skills are considered. A
singleplayer game for example can be too hard for one player and to easy for an-
other. Runtime adaptation can help in such cases by tweaking the balancing, either
by making the game easier or by introducing additional challenges. Andrade et al. [4]
realized that using a reinforcement learning approach.
In multiplayer games, adaptation can also help weaker players against stronger
opponents. Examples for such approaches include changing the performance of cars
in racing games [22] or correcting the player’s input in shooter games [11]. Whether
or not to expose the existence of such manipulations to the players has different
effects. Adjusting the game in secret can cause good players to feel less competent,
while openness can cause the weaker ones to feel dependent [9]. In another study,
players who noticed that the game was “lying” to them even showed decreased
interest in the game [119].
It is obvious that players and developers believing in skill as the only factor decid-
ing who is winning, oppose such approaches and view them as unfair advantages.
Therefore, it could be better to match players against opponents with similar skill
levels [34], sidestepping the problem of uneven matches without manipulation.
For collaborative games, Wendel [124] developed an automated adaptation ap-
proach that can recognize game situations at runtime and select an appropriate
balancing reaction from a pool. The resulting framework is very flexible, allowing
developers to define arbitrary situations to be detected, adaptations to be triggered
and actions to be selected. Therefore, that approach cannot only be used to optimize
the game’s difficulty level, but also to improve teamwork.
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2.6 rapid prototyping
Even when the verification has shown that there are no critical errors and that the
game is balanced, some questions remain. This includes highly subjective questions
like whether the game’s graphics look good. Other questions depend on the target
audience of the game, for example whether the players can understand what they are
supposed to do. Since these questions cannot be answered algorithmically, it remains
important to continuously test the game’s playability and player experience during
development [44]. Testing early and often is also called rapid prototyping, which
involves testing changes quickly and without fully implementing other aspects. In
the best case, this is directly supported by the development tools [75].
For multiplayer games that are played by a large number of players simultane-
ously, internal tests are insufficient. In such cases, developers often host public beta
tests [99] to increase their chances for finding rare problems. These large-scale tests,
however, result in a great amount of organizational overhead and consequently are
unsuited for rapid prototyping. Especially single developers working on a multi-
player game might not have enough players at hand for testing their game, both
from internal and external sources. To remove the need for additional testers the
Portal 2-Editor4 supports asynchronously switching control between two player char-
acters. The screen is separated into two parts (Figure 3). Thus it is always visible
what each player would see. By pressing a key, the control is transferred to the other
character, which allows one developer to act as two players. The drawback of this
approach is that situations in which both players act simultaneously cannot happen
and that sounds cannot be attributed to one of the two players.
Figure 3: Screen layout when testing a level for two players in the Portal 2-Editor.
Recording user input is a common task when studying human-computer interac-
tion [60]. In a multiplayer setting, such techniques could be used to pre-record the
input for one or more players independently. Afterwards, the developer can control
one player in real-time while the others are controlled based on the recorded data.
Furthermore, the additional players could be simulated by an artificial intelligence,
which has already been done while testing a singleplayer game [61].
2.7 identified gap
Reviewing the related work, it becomes clear that there are still additional challenges
that developers need to face when creating collaborative multiplayer games. On one
4 http://www.thinkwithportals.com/
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hand, technical foundations like the support for establishing network connections
are widely available and directly integrated into game engines or middlewares. But
on the other hand, these tools are not supporting game creation on a content level,
which does not prevent developers from building boring or even unplayable games.
The concept of authoring tools (Section 2.1) could aid developers in that regard.
But this potential is not yet realized by the existing tools, which do not address the
challenges that arise when creating collaborative multiplayer games. Most of them
even lack multiplayer functionality completely.
There are several development phases during which specific support is needed.
First of all the game must be designed. Here, the player interactions, which are a
central aspect of multiplayer games, must be defined among other design aspects
like graphic style or controls. But finding engaging (collaborative) interactions is
hard and all existing design guidelines are relatively abstract (Section 2.2). Having
concrete examples for well received player interactions, cataloged and grouped based
on their properties, would be very helpful for developers. If these examples are
transformed into predefined building blocks that encapsulate common functionality
and can be immediately (re-)used in a game, they can also help experts to save time
and reduce costs.
A good method for formalizing such examples is the format of game design pat-
terns (Section 2.3). But although this concept is very popular and there are pattern
collections for many types of games, there are only few patterns focusing on collab-
orative games. Furthermore, most of these patterns are located on a much higher
abstraction level than concrete player interactions. This implies that although expert
developers could transform them into such interactions, non-experts might not be
able to use them. Some patterns are also not formalized, giving only general descrip-
tions without specifying when they can be used or which side effects they might
have. This also makes it more difficult to use them.
Once a game is created, it is usually played by dedicated testers first, whose task
is to ensure that there are no critical problems left. A typical problem would be the
game reaching a state in which it cannot be finished anymore, for example after the
players destroyed a crucial item by accident. But with more players the complexity
of testing grows exponentially, as multiple players can interact with objects or other
players at the same time. Therefore, in most cases human testers are unable to test
every possible sequence and combination of these events. Testing is also more costly
for multiplayer games, as multiple players must be present.
Automated verification (Section 2.4) can take over the aspects of testing that can
be formalized, for example ensuring the reachability of an ending. But existing ver-
ification approaches only operate on high-level models of the game, for example
the dependencies between missions. With such abstract models not every aspect can
be verified, for instance whether all individual mission are solvable. Another com-
mon drawback of the approaches found in the related work is that almost every
model must be created manually. This is not only time-consuming, but also requires
knowledge in formal modeling, which is normally unrelated to game development.
Besides, there is also the potential of the model not exactly matching the actual game,
either by human error or because it was not updated to match a change made to the
game. All in all there is only one approach that generates the verification model
automatically, but only for singleplayer games.
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But even when a game does not contain critical errors, it can still feel broken if it
is not balanced (Section 2.5). Existing balancing definitions, however, are based on
a competitive viewpoint and do not take the collaboration between team members
into account. Therefore, a game in which one player does all the work would still
be balanced according to most definitions as long as he is able to do so. Again, only
one example exists which takes collaboration into account when providing abstract
balancing guidelines. In order to objectively verify that a game is balanced, a clear
definition and concrete measurements for collaborative balancing are required.
Still, some aspects can only be tested and not verified, as they involve the subjective
game experience of players. Here, the concept of rapid prototyping (Section 2.6) is a
promising approach. But using the current state of the art, multiple players must be
present to test a multiplayer game. This means that rapid prototyping becomes very
cumbersome, if not impossible, when not enough players are present.
All of these aspects constitute gaps in the related work that should to be addressed
when supporting the development of collaborative multiplayer games.
3
O V E R A L L C O N C E P T A N D A P P R O A C H
The gap identified in the related work (Section 2.7) makes it clear that a newconcept for supporting the development of collaborative multiplayer games
is required. We therefore propose such a concept, which supports the creation of
interesting player interactions, the detection of critical design errors, the balancing
between team members and rapid prototyping.
3.1 application scenario
This work focuses on collaborative multiplayer games, in particular on the collabo-
rative interactions between players, as the most central aspect. In general, there are
two basic types of player interactions available in games, namely synchronous and
asynchronous play. Whereas in synchronous games the players are playing at the
same time and directly interact with each other, in asynchronous games a session
of a player can impact upon a later session of another player. For this work we as-
sume a synchronous setting, as supporting continuous direct interactions is more
challenging from a research perspective. Building the concept based on collaborative
interactions means that it is also applicable for most cooperative games, especially
for sections or aspects in which the players’ goals are not conflicting. Aside from
including collaboration, there are no further assumptions made about the game in
regards to its content, gameplay mechanics or genre.
The target audience that is to be supported are small game development studios or
single hobbyists, which are inexperienced at making collaborative multiplayer games.
Those developers usually start with smaller games in regards to playtime (a few
hours), group size (up to four players) and game world (a limited number of discrete
locations). This defines the scope of this work, although some of the concepts can also
work for certain parts of larger games. An example for this are massive multiplayer
online games, which support hundreds of concurrent players on the same server.
Direct collaboration in such games, however, only takes place in substantially smaller
groups – which makes these interactions fit the application scenario. Additionally,
singleplayer games can be seen as a special case of a multiplayer game with a player
count of one. Hence, in theory, the approach can also be applied to singleplayer
games, although most of its benefits are lost in this case.
From a process-oriented perspective, the approach is concerned with games that
are currently in development. This means that the actual players are not yet known
and are only viewed as abstract entities. Differences in individual player’s skills, for
example, can therefore not be covered. Real-time requirements are also more relaxed
during development. Although it is desirable to get results as quickly as possible,
running an analysis overnight and incorporating the results on the next day is also
a viable option at this stage.
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3.2 research questions
Combining the most important challenges (Section 1.2) with the gap identified in the
related work (Section 2.7) yields four aspects in which authoring support is needed:
• Inexperienced developers do not know where to start when creating a collabo-
rative multiplayer game, as only general advice exists. Concrete guidelines or
building blocks for collaborative player interaction as the central aspect of such
games would provide a good foundation for the development.
• Games consist of a large number of game elements with which the players
interact until an ending has been reached. Critical errors that prevent players
from completing a game must therefore be rooted in the game’s structure – for
example when individual elements are missing or when connections between
them a wrongly configured. Detecting such errors with traditional playtests
(by human players) can be hard, especially if they only arise when multiple
players interact in unexpected ways. Formal verification could solve this issue,
but the current approaches require a great deal of additional effort and expert
knowledge. Therefore, fully automated tests that detect such errors would be
beneficial.
• Players could become displeased if they are not involved in the same way as
their teammates, for example when they are doing all the work for the group.
However, there are only concepts available for balancing games from a compet-
itive point of view, i.e. the difficulty for the whole group. An objective measure
for collaborative balancing, especially when it can be acquired automatically, is
therefore necessary.
• Testing aspects such as aesthetics, which are not automatically verifiable, re-
quires a group of testers and in some cases also setting up a network connection.
This overhead makes rapid prototyping quite hard, especially when a single de-
veloper is working on the game. In this case, automating recurring tasks and
restructuring information targeted at multiple players could be highly valuable.
The overall goal of this thesis is to demonstrate the feasibility of supporting the
development of collaborative multiplayer games by addressing these issues. This can
be broken down into the following more focused research questions:
rq 1 : How to aid the creation of collaborative multiplayer games using player inter-
actions as building blocks?
rq 2 : How to detect structural problems caused by unexpected interactions?
rq 3 : How to measure game balance in a collaborative game, specifically consider-
ing inter-player differences?
rq 4 : How to support single developers when testing a game that requires multiple
players to interact with each other?
3.3 overall concept for authoring collaborative multiplayer games
The overall concept consists of three steps that specifically support the challenges
which arise during the development of multiplayer games. These steps constitute a
process that can be integrated into an authoring tool and are designed to be used
sequentially in form of a pipeline (Figure 4). Game development, however, is usually
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iterative, so in reality each step, as well as the overall pipeline is repeated multiple
times. It is also possible to skip any of these steps if their support is not required.
For example, a developer could decide to ignore the prototyping environment if lots
of testers are available.
Authoring Collaborative Multiplayer Games 
Design Templates 
 to support creation 
 
Formal Analysis 
 to detect design errors 
 to balance collaboration 
Rapid Prototyping 
• to assist game testing 
 
Figure 4: Concept for authoring collaborative multiplayer games that consists of three se-
quential steps and four modules.
The first step is based on a collection of design templates focusing on player in-
teractions that have been extracted from well-received games. These templates can
be used directly as an inspiration, or they can be implemented as ready-to-use tem-
plates. In the form of templates, they can reduce the effort required to build the
game, even for experts. Since only a finite number of patterns can be defined using
this approach, their definitions must allow variations. That way patterns can then
be implemented differently, so that the interaction does not become monotonous
when repeatedly used. This is also a requirement for being adaptable to different
game types and settings. With this step, the first research question (RQ 1) can be
answered.
As soon as these building blocks have been connected, the resulting structure can
be analyzed through the next step. This analysis is broken down into two modules.
On the one hand, the structure itself is verified against strict rules. These include that
there are no interactions after which the game cannot be finished anymore (e.g. dead-
locks). On the other hand, the involvement of different players of the group must be
balanced. To achieve this, a definition of collaborative balancing has to be developed
first, as previous approaches consider balancing only from a competitive perspective.
By using this definition, metrics can be developed, which allows the balancing of a
given game to be measured. In contrast to structural problems, the balancing only
has to “feel” right and having limited imbalances might even be a conscious design
decision. Therefore, the balancing measurements are only displayed as an informa-
tion, with the developer deciding on how to react to the findings. Both analyses are
completely automated, requiring no additional effort or expert knowledge in order
to be usable. This also means that there is no room for errors when building the
game models to be analyzed. Additionally, they do not require actual players to play
the game and can be used at a very early stage during the development process. For
example, a game lacking graphics completely would not be playable at all, but an
automated verification could already be conducted. The two modules used in this
step can provide the answers to the second and third research question (RQ 2 and
RQ 3).
Some aspects cannot be verified, especially aspects related to the “feel” of the game
– this includes the graphical style or the mood conveyed by a background music track.
The third module is therefore meant to make rapid user tests possible, even when
there are no additional players available. It does so by providing the developer with
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the information available to each player as well as the ability to control all of them
at the same time. This step can answer the last research question (RQ 4).
After an explanation of the technical foundations, the following four chapters each
describe one of these modules in detail.
4
T E C H N I C A L F O U N D AT I O N S
The authoring tool StoryTec [74] and its StoryPlay runtime environment [75], de-veloped by the Serious Games group at the Multimedia Communications Lab
of TU Darmstadt, are used as a foundation for this work. Supporting the develop-
ment of singleplayer adventure games, the authoring tool already allows the creation
of game worlds consisting of an arbitrary number of discrete locations. As the main
gameplay mechanic, aside from navigating the world, it provides players with the
ability to manipulate objects and solve complex puzzles. The tool has been the main
contribution of Florian Mehm’s PhD thesis [73] and has since been used successfully
in several research projects, including inDAgo [55] and NeuroCare [47, 37].
By using this tool, functionality needed in both single- and multiplayer games
– like adding rooms and objects to the game world – can be re-used. Since there
are no comparable tools available, that are both actively developed and for which
the source code could be accessed, the only alternative would have been to build
this functionality from scratch. But because the tool was originally developed for
singleplayer games, basic multiplayer functionality [91, 90] had to be added before
the concepts described in this thesis can be implemented. This extension includes
the underlying concept as well as the practical implementation, concerning both the
authoring tool and the runtime environment.
4.1 underlying game model
The basic game model on which the tool is based consists of three parts: The static
structure, the current state and all actions that are able to change this state.
The general structure of each game is defined by a number of discrete locations
called scenes. Depending on the developer’s intention these locations can represent
literal story scenes, spatial rooms which compose the game world or a combination
of both. How the players can move between these locations is defined by the de-
veloper via transitions. These transitions allow non-linear game structures in which
the players can chose the way they want to proceed. Inside these locations there can
be an arbitrary number of objects for the players to interact with. These objects can
range from simple text labels to complex multimedia objects like videos. Each object
type possesses a number of different properties that can be changed, for example the
content of a text label.
Obviously the current location of the player, or all players when using the multi-
player extension, is an important part of the current game state. The state of each
object’s properties, for example if it is enabled, is another part of the overall game
state. Additionally, many games use helper variables to track higher order informa-
tion, for example counting how many tasks have been solved. These variables have
a type, for example integer, which defines its the value range.
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This game state can be changed by events, or ActionSets as they are named in the
tool. Most events are triggered by a player’s action, for example by clicking on an
enabled game object. Additionally timers are supported, which allow the game to
change its state even if the players are not acting themselves. Each event can contain
any number of game reactions, including variable changes or transferring the player
to another location. There are also reactions which do not impact the game state
directly, for example playing a sound effect. To make reactions more flexible the
game model allows the organization of events as branching trees. The execution of
such complex event trees will be assumed to be atomic, which means that events
triggered by multiple players simultaneously cannot interrupt each other. In such
a case the events are executed one after the other, even if each of them consists of
multiple game reactions.
At each branch a condition must be defined, which is used to decide on the branch
that is to be executed during runtime. This way the game can react differently to the
same player action, for example depending on the current value of a helper variable.
The most simple conditions are a comparison between a variable and a constant (e.g.
sounds = true or player <> 1). However, more complex boolean expressions are also
possible, using the and and or operators as well as brackets.
For multiplayer it was also necessary to allow different reactions depending on
the player that triggered the action (Figure 5). The developer can use this to model
player roles, which means that different players are able to execute different actions.
Such roles can be fixed when chosen at the start of the game or flexible to allow the
ad-hoc distribution of responsibilities. Making an action available for one player only
creates clear responsibilities and makes sure that this player is involved. But it also
limits the players’ freedom, as the group cannot decide who has to take this action.
Move box Play sound 
Move box Do nothing 
Play sound Do nothing 
Nicht show msg. da sonst letztes Beispiels wieder komplexer würde 
A: player = 1 A’: player <> 1 
B’: sounds <> true B: sounds = true 
player = 1 sounds = true 
Move box Do nothing 
Play sound Do nothing Play sound Do nothing 
sounds = true 
player = 1 
sounds <> true sounds = true 
player <> 1 
sounds <> true 
Move box Play sound 
Play sound 
Move box Do nothing 
A: player = 1 && A: player = 1 && A’: player <> 1 && 
B’: sounds <> true 
A’: player <> 1 && 
Move box 
player = 1 
B: sounds = true B’: sounds <> true B: sounds = true 
Figure 5: Example event with exclusive conditions. Only the first player (player = 1) is strong
enough to move the box. If the sound is enabled (sounds = true), a scraping sound
is played regardless of which player triggers the event.
Numerous convenience features exist as shortcuts for the developer, which do not
increase the expressiveness of the game model. Locations can be organized hierarchi-
cally, with the child locations inheriting the objects and events placed in their parents.
This way objects can be re-used in several locations, for example a sky being defined
once for multiple outside locations (Figure 6). Events can be re-used in a similar fash-
ion by chaining them, for example tying a follow-up event to the result of a player
being moved to a certain location. Doing so is especially useful when there are mul-
tiple ways to trigger such a transition, for example when a room has multiple entry
points. Without chaining, the task of playing a sound effect on entering would have
to be added to each entry point separately.
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Outside Outside 
Sky 
Street Woods 
Sky 
Street Woods 
Sky Sky 
Outside 
Outside 
Sky 
Street Woods 
Street Woods 
Sky Sky Sky 
Figure 6: Location hierarchy example. Both models describe the same game, but in the left
one only one “Sky” object is needed for three locations.
There is a shortcut for decreasing the complexity of events as well. Conditions
in hierarchical trees do not have to be exclusive, which means that the conditions
of multiple paths can be true at the same time (or none at all). The reactions on
these paths are then executed in a depth-first manner. This allows the developer
to compress events with several independent conditions. As an example, Figure 7
describes the same event as Figure 5 using non-exclusive conditions. The drawback
of non-exclusivity is, however, that it is less intuitive for most developers and more
error-prone.
Move box Play sound 
Move box Do nothing 
Play sound Do nothing 
Nicht show msg. da sonst letztes Beispiels wieder komplexer würde 
A: player = 1 A’: player <> 1 
B’: sounds <> true B: sounds = true 
player = 1 sounds = true 
Move box Do n thing 
Play sound Do nothing Play sound Do n thing 
sounds = true 
player = 1 
sounds <> true sounds = true 
player <> 1 
sounds <> true 
Move box Play sound 
Play sound 
Move box Do nothing 
A: player = 1 && A: player = 1 && A’: player <> 1 && 
B’: sounds <> true 
A’: player <> 1 && 
Move box 
player = 1 
B: sounds = true B’: sounds <> true B: sounds = true 
Figure 7: The same example event as in Figure 5, but with non-exclusive conditions.
By allowing arbitrary variable changes, this model is flexible enough to model
the internal logic of any game found in the application scenario (Section 3.1) – even
though the authoring tool implementation itself is focused on adventure games.
4.2 multiplayer authoring
Some additional features had to be added to the existing authoring tool in order to
support multiplayer games. First of all when creating a game (or story in the context
of the tool) the number of players has to be specified. If this number is higher than
one, the game is built for multiplayer and a few additional functions are unlocked.
The first one is the object type PlayerCharacter, of which there is exactly one for
each player of the game. This type is an extension of the existing Character type
that makes each object instance identifiable by adding a unique ID property. The ID
property then can be checked in conditions using the TriggeredByPlayerID variable.
That way the developer can specify different reactions for each player using the item
in order to model roles and character abilities. An example can be seen in Figure 5 in
which the box only moves if the first player interacts with it (TriggeredByPlayerID has
been shortened to player). The IsPlayerIDAtLocation is used in a similar way, allowing
the developer to specify that another player must be present at the same location
in order to support an interaction. It is essentially a shortcut for manually setting a
helper variable when the other player is entering or leaving the location.
In addition to that an audibility for media elements like sounds, videos and text-
to-speech acts can be defined. For example, this property governs which players can
hear a sound that one of them has triggered to play. It supports internal thoughts
(triggering player only), spatial limited noises (all players at the same location) and very
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loud sounds (every player regardless of his or her location). As audibility is associated
with the act of playing the object and not encoded in the object’s specification itself,
the same media file can be re-used with different audibilities. The same scoping
model is used for the visibility of pop-up messages and for updating the internal
player and learner model.
The modified authoring environment was used by the developer to create the
game which is described in Section 4.4. A preliminary evaluation also showed that
the tool could be used by other experts as well [91, 90]. However, later (informal)
tests with inexperienced developers showed there is still room for improvements,
which influenced the research questions tackled in this work.
4.3 multiplayer runtime environment
The StoryPlay player [75], which loads the game definition created with the authoring
environment and controls the runtime behavior of the game, was also extended (Fig-
ure 8). First of all, it needed basic networking functionality in order to synchronize
multiple game instances running on different computers. Compared to an approach
in which the players need to share the same device, this approach allows the players
to play together over a network while being physically separated. It also gives the
developer the ability to display different information to each player. If a game for
multiple players is loaded the user can select whether to start a new server or to con-
nect to an existing one via the IP address, which initiates a direct TCP connection.
Some stories include large multimedia asset files, for example videos. These would
have to be initially transmitted over the network if a client connects to a server with
an unknown game file. Therefore it was decided to load the assets locally from each
machine. The drawback of this method is that the same files must be present on both
machines, which is verified by comparing their hash values.
Parent 
Sound 
Child 1 Child 2 
P1 P2 A1 
A2 
StoryPlay 
(runtime) 
StoryTec 
(authoring) 
StoryPlay 
(runtime) 
ICML 
(game def.) 
create 
load synchronize 
Figure 8: Interactions between the authoring and runtime environment for a two-player
game.
During gameplay a client-server architecture is used, which means that the clients
send their user input to the server (Figure 9). Hereby, the player who hosts the server
runs both a server and a client process, which initiates a local connection. The server
checks whether this input is triggering an event and distributes the resulting event
IDs to each client. Realizing the input-event mapping on the server side prevents
manipulated clients from triggering events that are actually inaccessible for them at
that time. The clients then use the IDs to execute the associated events. Sending only
the IDs also reduces network load by a huge factor compared to sending each game
reaction associated with the events. Since the clients are working with the same game
specification and receive events in the same order, consistency is ensured nonetheless.
This approach could however be extended by not only sending the events, but also
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the complete input. For example, this would allow the clients to display the mouse
movement of the other players. While this would increase the network traffic, it
would visualize the other players’ actions in more detail. Timed events are triggered
only by the server, which distributes the associated event IDs together with the ones
triggered by the players.
Input 1 Input 2 
Input 3 
Event 1, 2 Event 1, 2 
Event 3 Event 3 
Client 1 Client 2 Server 
Figure 9: Multiplayer communication in the runtime environment.
The drawback of this approach is that the players cannot immediately see the re-
sults of their actions. Instead, the effects are only visible after the server has received
the input and has sent back the calculated results. This problem could be solved
by using client prediction. In this case, preliminary results of the player actions are
shown immediately as predicted by the client. If this prediction is wrong, for exam-
ple due to another player interfering, the preliminary result is rolled back after the
actual effects have been received from the server. It was, however, decided to not
implement such predictions, as the input delay is not problematic for the use case
of adventure games. These games are relatively slow-paced and favor thoughtful
actions over fast reactions, so a slight delay does not decrease playability.
The game state had to be adapted for multiple players as well. Some elements like
variable values, the properties of the game objects and the overarching story model
can be shared between players. Other data has to be duplicated for each player, for
example his or her current location. Sharing this as well would prevent players from
moving into different directions. The same is true for the state of the individual
player and learner models.
As already mentioned, the ActionSet events allow the definition of player actions
and game reactions. The scope of these events and their changes is normally de-
fined by the location the event is attached to. With multiple players this gets more
complicated. Especially when the game’s locations are structured hierarchically, one
player’s action could change an object that is also available to another player in a
different scope. An example for this is given in Figure 10: Both players P1 and P2 are
in different child locations of the same parent, in which a sound object is located. If
an event triggers a property change for this shared sound object, the effect is relevant
for both players. However, if the sound is played for players at the same location, the
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scope of the ActionSet must be considered. If this action is triggered by the ActionSet
“A1”, which has the location “Child 1” as a scope, the sound is only played for “P1”.
If the same action is triggered by “A2”, the scope is the parent location and therefore
the sound is heard by both players.
Parent 
Sound 
Child 1 Child 2 
P1 P2 A1 
A2 
StoryPlay 
(runtime) 
StoryTec 
(authoring) 
StoryPlay 
(runtime) 
ICML 
(game def.) 
create 
load synchronize 
Figure 10: Example scenario for explaining the event scope in a multiplayer game.
To enable communication between the players, a text chat with which the players
can exchange free-text messages at any time, has also been implemented. Addition-
ally a simple avatar system, which uses icons to display which players are at the
same location, has been added.
4.4 multiplayer adventure game
As a test case, a collaborative adventure game for two players has been developed
using the enhanced version of the authoring tool. In the game the players have to
repair a damaged research station, which is located deep in the jungle. To do so
they have to solve several independent puzzles, which include restoring the energy
supply and removing fallen trees.
The game has been designed with the following requirements in mind, extracted
from the related work (Section 2.2):
• having puzzles that require communication and coordination
• requiring all players to contribute equally to the solutions (fairness)
• minimizing the time periods during which one player has to wait for the other
• providing comprehensible and realistic reasons for collaboration.
The game has been evaluated [91, 90] in combination with the runtime environ-
ment described in Section 4.3. This has proven that the extended authoring envi-
ronment can be used for creating multiplayer games, which qualifies it as a valid
basis for this thesis. Additionally, the game can now serve as the first test case for
evaluating the concepts described in this thesis (Chapter 10).
5
G A M E D E S I G N PAT T E R N S F O R P L AY E R I N T E R A C T I O N S
Player interactions are one of the central elements in a collaborative game. It istherefore beneficial to provide a library of best-practice interactions. Here, our
approach is to extract well-received interaction types from existing games, classify
them and preserve them in the form of game design patterns [93].
5.1 collaborative player interactions
The first step in collecting instances of collaborative player interactions is to define
which game mechanics are covered by the term. In order to observe instances of
collaborative player interactions in existing games, there must be a precise definition
of what to look for first. As a basis, the individual terms “collaboration” and “player
interactions” have already been defined by related work. Collaborative gameplay is
defined by Zagal et al. [132] as follows:
“In a collaborative game, all the participants work together as a team,
sharing the pay-offs and outcomes; if the team wins or loses, everyone
wins or loses.”
This means that in collaborative games the result of each player action affects ev-
eryone in the same way due to their goals being identical. Another definition for
collaboration in the context of learning is given by Roschelle and Teasley [98]:
“Collaboration is a coordinated, synchronous activity that is the result
of a continued attempt to construct and maintain a shared conception of
a problem.”
Here, collaborative actions are also directed towards the same goal, in this case the
understanding of a shared problem. However, they also state that these actions have
to be coordinated and synchronous. Additionally, the term “attempt” implies that
actions can be collaborative even if they fail to contribute to the common goal, as
long as they are intended to do so. Player interactions are in turn defined by Manni-
nen [68]:
“Interaction forms are perceivable actions that act as manifestations of
the user-user and user-environment interactions. They enable awareness
of actions by offering mutually perceivable visualizations [...].”
According to this definition, every action visible to another player is an interaction
between them. In contrast to the other sources, this includes purely social interactions
which are not directed towards an overarching goal.
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We combine these definitions in order to define collaborative player interactions1:
“Collaborative player interactions are a chain of coordinated actions by
multiple players, which are intended to benefit their shared goals. Each
individual action may be directed upon another player or the game world
and the number of actions might vary between the participating players.”
This definition yields several important implications. First of all, players have to
be aware of each other’s actions in order to coordinate them. This can be achieved by
the players communicating them explicitly or by the game showing them implicitly.
The need for coordination transforms these isolated actions into actual interactions.
Collaborative player interactions can be modulated by varying the amount of coordi-
nation required to execute them successfully. Requiring more coordination increases
the dependency between the players as well as the overall difficulty of the task, but
also forces them to work together more closely.
However, interactions unrelated to the shared goal are not seen as collaborative.
This distinction is not always easy, for example when players are talking to each
other. Here, it depends on the content of the conversation whether the interaction
is collaborative or not. Whereas exchanging critical information about the game is
collaborative, talking about events outside of the game is not.
The aspect of collaborative interactions potentially failing to contribute to the com-
mon goal is integrated as well. Most games employ a certain difficulty in order to be
challenging and engaging. This implies a possibility for failure, for example when
there are enemies that can interrupt player interactions.
A single interaction can consist of several smaller actions, like walking or picking
something up. Most often these individual actions alone do not constitute a collabo-
rative player interaction. But in combination they can be a collaborative interaction,
for example when another player is grabbed up and moved out of harm’s way. Keep-
ing everyone alive will help the group to reach their overall goal.
There are not only interactions in which the players interact with each other di-
rectly, but also others in which they interact indirectly through manipulation of the
game world. For example, holding a trapdoor open for another player requires coor-
dination and may serve the common goal, even though the players never touch each
other.
Furthermore, the individual actions of each player are allowed to vary in difficulty,
effort and kind. A common example in action games is one player healing another,
which usually requires the players to be close to each other. In this case, the player
getting healed only has to stand still while the other one has a more active part.
These differences can be based on fixed roles, for example when only players that
have selected a “medic” class are able to heal others. Roles can be situational as well,
for example when everybody is able to heal others they depend on which player is
currently injured.
1 In contrast to our previous work [93], the requirement of actions being synchronous has been removed.
For example, a player leaving an item for another one constitutes an asynchronous interaction. In our
opinion there is no reason for not describing such interactions as collaborative, too. Nevertheless, we
will still focus on synchronous interactions due to the nature of the application scenario described in
Section 3.1.
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5.2 collecting interaction instances
To find proven examples of collaborative player interactions, an analysis of several co-
operative video games is conducted. The selection of games (full list in Appendix B)
is based on online searches for well-received games, both in professional reviews
as well as in player feedback. Afterwards, the initial list is supplemented with rec-
ommendations by fellow researches and students. Aside from looking for popular
games, we try to include as many different game genres as possible in order to be
representative. Additionally, collaborative player interactions can also take place be-
tween players cooperating in a team, so games with team based multiplayer modes
are included as well.
The analysis itself consists of playing the game and taking notes whenever a syn-
chronous (Section 3.1), collaborative interaction instance is encountered. These notes
are mostly informal, containing a short description of the interaction as well as a
reference to the game and situation (for example a level) it appears in. Since the goal
is to find common patterns, it is deemed sufficient to play each game for three hours.
After that, a few random samples of game reviews and “let’s play”-videos are used
to check whether there are noteworthy changes later in the game. This way, there is
a high chance of noticing all common interactions in each game. Getting a complete
list of all interactions would be unrealistic anyhow, especially due to the fact that
some games have hidden sections. Some of the games are also still in development,
therefore new interactions could be added at any point.
5.3 interaction classification and post-processing
Based on the unstructured notes, the interactions are classified along four dimensions
to better understand their common aspects and differences:
• Where does the interaction happen (Space)?
• When does it happen and how long does it take (Time)?
• How does it relate to the player as a person (Player)?
• Which types of games can use this interaction (Game context)?
Each dimension is split further into several properties with associated value ranges
and scales, which are refined until all notable aspects of the interactions could be cov-
ered. By design, all of these properties can be observed for every interaction instance
that is extracted. If necessary, these dimensions and properties can be extended in
order to accommodate new interaction instances that are identified in the future. For
example, early experiences with virtual reality (VR) devices indicate that many as-
pects of traditional game design may not be applicable to this new setting. Should
this be the case in regards to collaborative interactions, a new property could be
added to the game context dimension to specify whether an interaction is possible
in VR.
The spacial dimension consists of two properties, “spatial relation” and “spatial
location”. The relation describes the position of the players in relation to each other
while executing the interaction. They can either be at the same position (interaction
is “collecting”) or be split into smaller subgroups (“separating”). This allows de-
velopers to set up further tasks, e.g. guaranteeing that the players are collected at
the same location for witnessing an important event. The spatial location describes
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whether the interaction is available at a “specific” location in the game world or is
“pervasive” for longer sections or the whole game. Specifying that two players are at
the same location requires a clear understanding on what a location is. Some games
already define fine-grained locations, for example when the game is split into small
rooms. Most games however consist of huge open spaces and require a definition of
proximity in order to decide if two elements are at the same location. In our opin-
ion, proximity should always consider the speed of the players in addition to the
distance: If the movement speed of the players is very high, even a large game world
feels small, as distant locations can be reached quickly. Considering this, we count
two objects as being at the same location if a player can overcome their distance in
less than a second. In games based on realistic speed and size measurements this
translates to a few meters, which corresponds to what most people would say in
reality.
The most important temporal aspect is the duration of the interaction. We divide
this property into “short” (up to five seconds), “long” (more than one minute) and
“medium” (everything in between). Here, only the time an interaction takes when
executed faultlessly is counted – pauses or failed attempts are not considered. Ad-
ditionally, if a short interaction is repeated multiple times it is still counted as short.
Whether an interaction is repeated and how often is also not added as a separate
property. Repeating the same interaction multiple times might become boring, hence
this should be avoided in general. Whether the players’ actions happen at the same
time (“synchronous”) or not (“asynchronous”) also represents a temporal property.
But this property is omitted for this work because only synchronous interactions are
collected. The interaction mechanics themselves do not limit the time during which
a specific interaction can happen, neither relative to another one nor based on the
absolute playtime. Therefore, no temporal or causal availability property is defined.
If required, the availability of any interaction can be controlled by the developer via
additional scripting, though.
The first aspect of the player dimension is difficulty, which is broken down into
the properties “communication” (sharing information) and “timing” (synchronizing
individual contributions). Both properties can take the values “low” (not necessary
or impossible to fail), “medium” (could fail for novice players, but no obstacle for
experienced players) or “high” (essential and will regularly fail). While being impos-
sible to measure objectively on a more detailed scale, these three categories offer a
reasonable amount of distinction between interactions. Keeping these requirements
in mind is especially important when the game only offers limited communication
tools or the target audience is not familiar with teamwork. Another property of the
player dimension describes whether the players are forced to take part in an interac-
tion (“mandatory”) or not (“voluntary”). Voluntary interactions often offer benefits
for taking part in order to discourage players from ignoring them. However, there
is also a middle ground for interactions that can be used both as mandatory and
voluntary. If the bonus provided by an optional interaction is large and the game
itself is difficult, an interaction that is voluntary in theory can become mandatory
in practice. As a last property in regards to the player the subjective experiences the
testers have during these interactions are noted, for example if they get frustrated
because they have to wait for another player. However, due to the small sample size
and the absence of a formal user study, these results should only be seen as pointers
for future work and not as conclusive results.
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In the game context dimension, the role flexibility describes whether an interaction
can be used in games with “fixed” (players choose classes or characters providing
them with different options) or “free” roles (abilities can be reassigned during play
or there are no differences at all). It is also important how many players take part
in an interaction. Obviously, this cannot exceed the number of players in the game.
However, it can be lower if only a subset of players is required, which allows them to
choose who participates. Lastly, the game genres [7] in which the interaction typically
appears is described. Examples for this include action, strategy or role-playing games.
Although experienced developers might be able to adapt the interaction for other
kinds of games, novices should keep to this suggestion. This way they are able to
use the interaction in a way similar to existing implementation examples.
In general, there are interdependencies between the four dimensions. The larger
a space is, the longer is the time it takes to (physically) move through it. Certain
game genre conventions favor different types of interactions in regards to space and
time. For example, role playing games often contain larger worlds, whereas faster
action games usually contain shorter interactions. And obviously, every property
could have an impact on the player experience.
The individual properties of each dimension, however, are intentionally defined to
be independent, so that there is no redundant information. For example, one could
think that an interaction being mandatory during a larger section of the game takes
a longer time. However, this could also describe the repeated use of a short interac-
tion. Longer interactions in turn can also happen in a small location if the players
stay immobile. While some game genres might favor certain interaction properties,
genre definitions themselves are generally broad. This means that there is no strict
dependency between the genre classification and other individual aspects of the in-
teraction. The assumption that difficult interactions take more time is also not true
when perfect executions are assumed. There is also no clear connection between
role flexibility and player requirements. On the one hand, fixed roles make it clear
what a player has to do and thereby decrease the need for discussions. On the other
hand, free roles decrease the dependencies between players, which could also reduce
communication. Only for the subjective player experience one cannot prevent depen-
dencies to other properties. But since the subjective experience is different for each
player anyhow and serves only as additional information, this is not problematic.
After classification the interactions are post-processed. First of all, the notes are
brought to the same abstraction level. Based on the intended use as templates, the
interactions have to be clearly defined while having adaptable variables that allow
variations. Interactions that are functionally identical on this abstraction level are
merged. As an example, the merged “Restore” interaction is based on the interac-
tions of players healing others in some instances and giving ammunition to them in
others. A side effect from this generalization is that certain actions in a game can
instantiate more than one interaction. Pushing another player away from danger is
mechanically an instance of the “Transport” interaction, but its result also happens
to fit the descriptions of the “Savior” interaction (Appendix C).
After merging, it became clear that some of the classification properties define an
interaction. In these cases the property has the same value for all instances. Other
properties show multiple values and thereby constitute different contexts in which
the interaction can be used. Which properties define an interaction and which ones
are variable varies between the interactions.
38 game design patterns for player interactions
5.4 design pattern formalization
As a formalized description of the abstracted interaction instances the well-known
concept of game design patterns (Section 2.3.1) is selected. Specifically, the format
proposed by Björk et al. [19] is chosen, as it is designed for describing game design
aspects with the goal of inspiring future games. This fully matches the intended use
of the interactions in this work. Another benefit of the format is that it is widely
accepted by researches in the field, which results in a large number of potential
sources for related design patterns while making our results more relevant to others.
However, the format by Björk et al. is extended based on the classification prop-
erties (Section 5.3), as they describe the most important aspects of the collected in-
teractions in a more precise way. This is supposed to make them easier to use. For
example, the number of players participating in an interaction allows a developer to
immediately see which patterns can be used with the player number they are aim-
ing for in their game. To keep the formats compatible, the new properties are sorted
into the existing ones already supported by the format. As already mentioned, these
new properties can either define an interaction or provide a means for variation. If
a property defines the interaction, it is clearly a part of the “consequences” in the
pattern format. But if there is a range of possible values, the property is related to
“using the pattern”.
After the interaction instances have been converted into game design patterns
using this format, they are grouped into categories based on the central element
of their description. This makes it easier to find a pattern that fits the game being
currently worked on. These categories are:
general Universally applicable patterns that describe high-level concepts and that
can be realized using a wide variety of concrete mechanics.
progression gates Universally applicable patterns that control player progres-
sion by imposing requirements before allowing them to continue.
information exchange Patterns that require the players to exchange informa-
tion and therefore need the game to provide some means of communication.
player support Patterns describing direct interactions in which one player pro-
vides an immediate benefit to another, requiring a (visible) avatar to be targeted.
These patterns are mostly used in team-based action games and are known by
lots of players.
npcs Patterns that describe interactions with Non-Player-Characters, which need a
visual representation that can be interacted with.
movement Patterns that concern the players’ movements in the game world, re-
quiring the movement to be visible and reasonably nuanced.
resources Patterns that need multiple resources or items which the players can
use or trade.
competition Patterns that relax collaboration by introducing competitive elements.
Despite being no concrete player interactions, two additional categories are deemed
useful nonetheless and therefore added as well:
modifiers These patterns modify other interactions in a fundamental way, but are
no complete interactions themselves.
additions Patterns that already exist in other collections, but to which novel as-
pects can be contributed.
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These classification properties and categories allow a workflow in which devel-
opers search for patterns matching their requirements, for example a collaborative
adventure game for two players with fixed roles. Then the matching patterns can
be applied to the game, with their variable properties being adapted based on the
developer’s design goals. After that there is still some creative work remaining, like
the integration of the interactions into the game’s narrative. This is necessary due to
the patterns being intentionally abstract enough to be applicable to a wide variety of
games and settings.
The complete collection of patterns that are created in the course of this thesis
can be found in Appendix C. This collection is intended to be a proof of concept
showing the viability of the player interaction pattern concept. It is not meant to be
complete, as there is lots of creativity involved in creating games and it is very likely
that experienced developers will continue to come up with new collaborative player
interaction mechanics. Those new mechanics could however easily be classified using
the proposed properties and then transformed into the given pattern format.
5.5 procedural content generation using patterns
The interaction patterns, when provided as configurable building blocks, can be
linked in order to build the game’s structure. This structure can be visualized by
exploiting some of the patterns’ properties.
First of all, the patterns’ logical dependencies, i.e. the order in which the interac-
tions have to be executed, can be visualized. Figure 11 shows an example with three
players, in which the Patterns A, B and C have to be executed in a strictly linear order.
This is symbolized by directed edges connecting the patterns. The description on the
edges defines which players take part in each interaction instance. For the first two
patterns every player has to take part. The interaction used in Pattern C, however,
requires the first player (constant P1) to take part, together with any other player
(variable Py). The remaining player (variable Pz) is not involved and has an edge
avoiding the pattern.
Pattern C Pattern B Pattern A 
Pz 
Px,Py,Pz Px,Py,Pz P1,Py P1,Py 
Figure 11: Example for visualizing logical relations between inteaction patterns.
This logical structure can be combined with a visualization of the game world
in order to display the spatial properties of the patterns (Figure 12). Each pattern
is placed in the location where the interaction takes place (if it is specific) or in an
abstract “meta-location” encompassing all locations in which it is available (if perva-
sive). When the players are separated for an interaction this can be visualized by the
pattern spanning multiple locations and the players’ edges are split up accordingly.
In the example, Pattern A is located in Location 1. Player separation can be displayed
by drawing the pattern over multiple locations, as can be seen with Pattern B. This in-
teraction is conducted by one player in Location 1 and two in Location 2. However, the
overlay visualization can become quite confusing if the underlying game is complex,
especially when players have to revisit locations.
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Pattern C 
Pattern B 
Pattern A P1 
Py 
Px Py,Pz 
Location 1 Location 2 
Pz 
P1 
Py 
Px,Py,Pz 
Figure 12: Example for visualizing logical and spatial relations between inteaction patterns.
More complex concepts like branching and non-linearity can be modeled, too (Fig-
ure 13). If the players can decide between multiple paths or challenges, the alter-
natives are added to a 1 out of X container. In the example the players can choose
between interactions based on the patterns A or B. It is also possible to do several
challenges in any given order (e.g. in form of a 2 out of 2 container). Partial orders
are supported as well – in this case Pattern D must be done before E. By definition,
optional interactions have to be disconnected in the dependency graph as no other
interactions depend on them. Instead, they are added in dashed containers signaling
the game section during which they are available. Dependencies can exist between
voluntary interactions (Pattern G only after F, but only F or neither of them is also
possible). Sometimes patterns can (when optional) or have to (when mandatory) be
repeated. This is indicated by a number in the upper right corner of the pattern. In
the example, Pattern A has to be done twice and the optional Pattern G can be re-
peated infinitely. If no number is given, one-time usage is assumed as the default
case.
Pattern F 
1 out of 2 
Pattern B 
Pattern A 
2 out of 2 
Pattern C 
Pattern E Pattern D 
Pattern G 
Px,Py,Pz 
Py,Pz 
Px,Py 
Px,Py 
Py,Pz Py,Pz 
Px,Py 
Px,Py 
Pz 
Px,Py,Pz 
Px,Py,Pz Px,Py,Pz 
Py,Pz Py,Pz 
Px Px 
∞ 
2 
Figure 13: Example for visualizing complex relations between interaction patterns.
The patterns’ properties do not only enable visualization, but also algorithmic
usage. This allows the procedural generation of a complete game structure, which
has been explored together with Tregel [117]. For this, all properties with descrip-
tive values like “low”, “medium” and “high” are mapped to numeric values first.
Afterwards the patterns and their properties are added to a database. Next, an algo-
rithm is designed that iteratively constructs the game’s structure in a breadth-first
manner. In each of these expansion steps either a branch, a merge (inverted branch),
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an optional pattern or a linear section is generated depending on whether they fit
the already existing structures. Then, all patterns matching the requirements of the
current step and the user defined parameters are selected from a database using a fit-
ness function. This function sums up the differences between the pattern value and
the required value for each property. After the list of pattern candidates has been
narrowed, some additional rules are applied, for example to prevent pattern repeti-
tion. Finally, the pattern instances are configured with appropriate values for their
variable properties. This process is repeated until the intended game length has been
reached. As a concluding step the whole structure is fed into a post-processing step
which balances the playtime on alternative paths. It also finalizes pattern parameters
which are dependent on the overall structure, for example to raise the difficulty over
the course of the game.
However, the result is a structure of named pattern instances and parameters, not
a concrete implementation using actual game objects. Therefore, we have explored
together with Schölei [102] how these pattern instances can be implemented as con-
crete puzzles for an adventure game. In combination, this can allow the generation of
a complete adventure game structure for which only the content, for example graph-
ical assets and story texts, must be added. Additionally, a mixed approach in which
the system suggests appropriate patterns for the developer to use (guided process)
is also possible using this algorithm.
5.6 design of an evaluation game
Since abstract patterns cannot be evaluated directly, an evaluation game implement-
ing a representative selection of them as concrete challenges is designed. The main
idea is to compare two versions of the same game, one implementing the patterns
and one without these collaborative interactions. Aside from this difference both ver-
sion should be as similar as possible in regards to the game mechanics, visual style
and overall feel to make them comparable. An example design for this can be found
in Figure 14. Comparing the players’ reactions to both versions can yield important
information on how the interaction patterns are received.
(a) Collaborative (b) Non-collaborative
Figure 14: Visual comparison between the two versions of the “Boulder Ride” level in the
pattern evaluation game.
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The initial design for this game has been developed together with Uhlig [118], to
whom only the pattern collection (Appendix C) has been given at first. This way
some additional feedback, from the perspective of a developer using the patterns,
could be gathered. For example, the pattern descriptions are deemed generally un-
derstandable. The resulting game prototype has been refined later for this thesis,
especially by adding new levels covering further interaction patterns.
On the one hand, it has been decided to design the game for as few players as
possible to make evaluations easier. On the other hand, it should also contain col-
laborative interactions between the players which do involve some, but not all of
them. This resulted in a player count of three. The game is played on the same com-
puter using a single screen (using both shared screen and split screen [114] concepts
depending on the level). This makes evaluations easier as it requires less hardware,
but also prevents the distribution of visual information between the players because
everybody has the same view. The game is controlled with one gamepad for each
player, as a single keyboard is too small for multiple players. Gamepads offer another
benefit as well: Most models possess rumble motors for vibrational feedback, which
can be used as an information channel hidden to the other players.
In order to address as many players as possible, the game should not require any
experience in playing games and should be solvable by everyone. Therefore the final
version is designed to be easy to understand and to play, with simple controls (only
movement as well as jumping) and no harsh penalties for mistakes. Additionally,
destructive play that could hinder the group’s progression is limited as much as pos-
sible. Some types of malicious behavior could be removed completely, for example
by preventing players from pushing others into traps. Other kinds of behaviors, like
repeatedly jumping in a trap themselves, could not be prevented without actively
interfering with the players. Such an influence would compromise the validity of the
evaluation’s results. Instead, these actions are designed to be more boring than play-
ing the game normally. For example, there are no interesting animations or sound
effects when jumping into a pit.
To gather feedback on individual patterns, each level of the game implements one
interaction pattern as the general theme. The main gameplay requires the players to
reach the end of each level by navigating the environment and solving puzzles based
on the central interaction patterns. This classifies the game as an Action-Adventure. At
the end of each level there is an additional “Gathering Gate” pattern to make sure
that every player experiences the complete level, even if its main pattern does not
guarantee this. All additional elements aside from the interaction puzzles are kept
minimal in order to focus the evaluation results on the patterns.
Another goal is that, for practical concerns regarding the evaluation, one play
session should fit into a 30 minute time slot. Since each level should be long enough
for the players to understand and to apply the interactions required to solve it, the
overall game is limited to five levels. The patterns used in these levels are selected to
be as representative as possible, which means covering as many different property
values as possible. For example, they include optional and mandatory as well as
collecting and separating ones:
little walk The first level serves as a tutorial by explaining the basic movement
controls. To ease the players into collaboration, only one optional interaction pattern
is used in a short section of the level. There is one boulder that must be moved,
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which is faster when multiple players push from different attachment points (“Par-
allelization” pattern). For the non-collaborative version of this level even a single
player alone can push the boulder at full speed.
boulder ride In the second level, all players are standing on a rolling boulder
and must avoid obstacles. Since the movement inputs of all players are combined,
they need to coordinate themselves in order to move into the right direction (“Trans-
port” pattern). Because this is the first time the players have to work together, there is
no big penalty for failure at first: the boulder is only slowed down. It also features a
simplified movement at first, which allows the players to only move left or right. The
later section of the level introduces pits over which the players must jump. Similar to
the sideways movements, players must synchronize their jumps in order to succeed.
This does not only introduce another movement option, but also increases the diffi-
culty by forcing the players to repeat a failed jump until they succeed. Consequently,
the players must collaborate in order to finish this level. For the non-collaborative
version of this level each player is placed on an individual boulder, so they can avoid
obstacles on their own. There is no collision between the players so they cannot
interfere with each other (Figure 14).
mazes The level is designed to guide the players towards voluntary collaboration
by making it obvious that sharing work can save them time. This is done by having
two consecutive tasks that are triplicated (finding a path through a maze and finding
out which chest contains a key). The level layout suggests that the players work
on these copies in parallel, but it is also possible for one player to do all of them
consecutively (“Parallelization” pattern). For the non-collaborative version of this
level, each task consists of only one component.
cave At this stage, the players should know that they are required to collaborate
and have also been familiarized with each other. Therefore, the level is build in such
a way that it requires constant communication and coordination, with the players
being highly dependent on each other. This is done via the “Perspective” pattern,
which gives every player different information about the cave they are exploring.
One player can detect the metal vain they are supposed to follow via a continuous
high frequency rumble of the gamepad. Another one can sense dangerous ground
with a low frequency rumble. The last player can detect arrow traps in a small radius
around him and mark them on the screen. This also forces the players to stay together
if they do not want to run into traps. For the non-collaborative version of this level
all types of information are available to every player.
separated After the players have learned how to collaborate, the last level forces
them to split up again by using the “Separation Gate” pattern. Players must climb
onto each other and then press buttons at different locations, after which there is no
way back for them. They can only reunite after each of them has solved a challenging
section on their own. This means, that the other players need to wait if one of them
has difficulties with his or her section. For the non-collaborative version of this level
there is only a single path for all players.
Some ideas for later extensions are also developed, but have been left out in the
final version to keep the playtime from exceeding the planned evaluation time:
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fighting system A complex fighting system could instantiate several patterns
at once. One of the players could have a limited number of arrows, with supplies
being available from one of his or her colleagues (“Resupply” interaction). Enemies
could only be vulnerable when pinned down by one player (“Weakening”), during
which this player has to remain stationary and must be protected from other enemies
(“Protector”). This could be done by luring the other enemies away (“Distraction”),
if combat is not viable against a large number of targets. If a player is hit by an
enemy, the others could help him up again (“Savior”) and the game is only reset if
all players are incapacitated at the same time. For the non-collaborative version all
players could have infinite arrows, enemies can be attacked directly and there is an
automated recovery after being hit.
river As a more literal, but also asymmetric implementation of the “Transport”
pattern, one player could control a raft to avoid rocks. At the same time, the other
players have to fend off enemies that try to attack the raft (“Protector”). For the
non-collaborative version there could be multiple rafts and the players could stop to
attack the enemies on their own.
5.7 summary
In this chapter, an extendable concept for using well-established collaborative player
interactions as design patterns is described. These patterns can be used as an inspi-
ration or as predefined building blocks for collaborative multiplayer games.
Since the patterns describe interactions in an abstract way, they can be adapted
to the individual developer’s needs and can be varied for repeated use. The pat-
tern’s usefulness has already been validated by integrating them into a demonstra-
tion game. The expectation is that this game is more engaging because of these
interactions, which is later evaluated in a user study (Section 10.1).
Aside from the pattern concept itself, this thesis also contributes to the quasi-
standard of game design patterns introduced by Björk et al. [19] by showing that
the format can be augmented with specific information for a certain domain, in this
case player interactions. Moreover, it also provides a list of 24 new patterns that are
compatible with the standard (Appendix C).
In the context of the overall authoring process, this component can help with the
creation of the game. However, ensuring the quality of the resulting game is the task
of the following verification step, which is described in the following chapter.
6
S T R U C T U R A L V E R I F I C AT I O N O F C O L L A B O R AT I V E
M U LT I P L AY E R G A M E S
Games are supposed to be free of structural errors, especially of ones that preventthe players from reaching a valid ending. This should be regularly checked
during development, as fixing structural problems gets more costly later on. How-
ever, it cannot be guaranteed that human testers will try every possible path through
the game. In contrast, formal verification is able to conclusively decide whether such
problems exist – but only for formal models. Therefore, our approach is to transform
games from our application scenario (Section 3.1) into such a formal description [94],
which can then be analyzed with existing verification methods.
6.1 problem definition
Syntactic problems, like missing start points and unconnected locations, are rela-
tively easy to detect by simple searches. Smaller semantic mistakes, like conditions
containing logical contradictions, also can be found relatively easily by looking at
individual game elements. Complex player tasks, however, can involve several loca-
tions, events, variables and players. Detecting errors in such a task definition requires
the verification of all combinations in which these elements can interact. To give an
example:
There are multiple connected rooms between which the players can
freely move. In one of them is a key located that any player can pick up.
This key can be used in another room to open a storage closet containing
a ladder. A third room has a large hole in the floor, where a player has to
jump in order to retrieve an important item. There is no way to leave the
hole without the ladder, which can be carried while jumping or dropped
in from the outside by another player.
Each of these elements seems fine when viewed individually and there are even
multiple ways to solve the puzzle. For example, one player can either take the ladder
into the hole or his friends can put the ladder in from the outside. Even if the players
forgot the ladder or the key at first, they can still be retrieved after one player jumped
into the hole. However, there is one fatal flaw. If one player picks up the key and
then jumps into the hole there is no way to open the closet afterwards. Therefore, the
ladder cannot be retrieved and the player is trapped in the hole forever, preventing
everyone from finishing the game. This kind of problem is hard to detect manually,
especially when a puzzle spans a greater number of elements or larger sections of
a game. Even having players testing the game might not always help to find such
problems. Cautious players would delay jumping into the pit as long as possible, so
they will never actually run into this problem.
Therefore, the game should be verified against these kinds of critical problems
(based on Tai[112], but applied to games):
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Deadlocks are situations in which the players cannot change the game state any-
more, for example when being trapped.
Livelocks are situations in which the players can change the game state, but cannot
reach a well-defined ending. An example for this is a trap in which the players can
toggle a light switch, but are unable to leave.
Errors that do not prevent the players from reaching an ending are less critical.
However, having designed a section of a game that can never be reached by the
players is hardly the intention of the developer. Since detecting dead- and livelocks
requires a full exploration of the game’s state space, two additional error classes can
be detected in parallel:
Unreachable locations cannot be entered under any circumstances. This can hap-
pen if there is no connection to them or when these connections are guarded by
unsatisfiable conditions.
Impossible events can never be triggered, for example due to unsatisfiable condi-
tions. Another example would be an event being tied to an object that is always out
of reach for the players.
A secondary, but nevertheless relevant concern is that these errors should be de-
tected in such a way that the result is easily interpretable for game developers.
6.2 formal game model
In order to verify that such problems cannot occur, a formalization of the general
game model (Section 4.1) is required. First of all a game is made for multiple players
Pl =
{
pl0, ...,pl|Pl|−1
}
, of which there must be at least one (Pl 6= ∅). The constants
pli are used to access the i-th player of Pl and plx ∈ Pl denotes a variable for an
arbitrary player.
Each game world consists of several locations L =
{
l0, ..., l|L|−1
}
, L 6= ∅. Similar to
the players, li is defined to be the i-th location of L. One of these locations is marked
as the starting point lI ∈ L.
Variables are defined as V =
{
v0, ..., v|V |−1
}
and are used to represent both helper
variables and the state properties of game objects. Variables are optional, which
means that V could be empty. Again, vi is defined to be the i-th variable of V .
Variables have types, with multiple variables being able to share the same type:
Vt =
{
vt0, ..., vt|Vt|−1
}
=
⋃
v∈V
typeOf(v)
The most commonly used types are boolean, integer, float and string (Vt = {Boolean,
Integer, Float,String}). Since every variable needs a type there has to be at least one
type if the game uses variables (V 6= ∅ =⇒ Vt 6= ∅). The type also defines the value
range of each variable (values(vt)), for example true and false for Booleans.
The game can assume several states S =
{
s0, ..., s|S|−1
}
, S 6= ∅. A state contains
the current location of each player (location(pl, s) ∈ L) as well as the value of each
variable (value(v, s) ∈ values(typeOf(v))). Due to this similarity, the player location
can also be interpreted as a “player-variable” whose value is a reference to a location.
From this perspective querying the current location constitutes a reading operation
and a player moving means writing this variable. One state is designated to be the
initial one (sI ∈ S), in which all players are at the starting location (∀pl ∈ Pl :
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location(pl, sI) = lI). Other states can be marked as end states SE =
{
sE0 , ..., s
E
|SE|−1
}
,
SE ⊆ S. In these states the game ends intentionally after the players have finally
reached their goal or ultimately failed to do so. There must always be at least one
well-defined ending (SE 6= ∅) and unintentional game endings like deadlocks are
not part of SE.
The game state can be changed by events Ev =
{
ev0, ..., ev|Ev|−1
}
and evi is de-
fined to be the i-th event of Ev. These events are most commonly triggered by player
actions, but could also be executed based on a timer. There must be multiple events
for the game to be interactive (Ev 6= ∅). Each event can yield a number of reactions
ri by the game, which can have additional conditions cni attached. Therefore, the
reactions that are actually executed depend on the current state of the game and
which player triggers them (reactions(ev, s,pl)). After executing the event and ap-
plying all associated reactions, the next game state is nextState(ev, s,pl) ∈ S. It is
also assumed that each event is only available at a certain location location(ev) ∈ L,
which means that a player must be at this location in order to trigger it. But this does
not limit the expressiveness of the model, since an exact copy of the event could be
available at another location, too.
6.3 petri net model
This general game model is translated into a petri net model (to which a short intro-
duction can be found in Section 2.4.2) for verification. The main reason for this de-
cision is that petri nets have been developed to model concurrent executions, which
is important when multiple players interact with the game simultaneously. Addi-
tionally, the verification of petri net properties like liveness (whether the state of the
model can be changed) or the reachability of certain states, has already been well
researched. There are also tools available that provide best practice implementations
for verifying petri nets.
The usage of formal languages and symbolic model checkers as an alternative has
been explored together with supervised student [12]. Although this approach works
as well, the result is much harder to interpret compared to the visual model of petri
nets, in which the token movement can easily be observed. This token movement is
also relatively similar to the movement of players in a game, further facilitating the
interpretation of the result. Developers are hereby enabled to map a state of the petri
net, for example a deadlock, to a situation in their game and then act accordingly.
Class-based games differentiate between various player roles or even individual
players in order to allow them to execute different actions. To support such games,
this kind of differentiation has to be possible in the verification model, too. Therefore,
the subclass of colored petri nets is used because it allows the differentiation between
multiple tokens.
The petri net model of a game should be created automatically in order to prevent
inconsistencies between the model and the actual game. If the model was created
manually instead, transference mistakes would become more likely. In order to au-
tomate the model creation, clear transformation rules must be specified. These rules
must contain a mapping from each game element to one or more colored petri net
elements. These elements include colors Σ, places P, transitions T , arcs A, a function
N for mapping arcs to place/transition pairs, a function C for assigning colors to
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places, a function G that assigns guard expressions to transitions, a function E that
maps annotations to the arcs, and a definition of the initial token placement I. A
more detailed explanation of these elements can be found in Section 2.4.2.
6.3.1 Game State
As already mentioned in Section 6.2, the current game state is defined by the location
of each player as well as the state of all variables. The current state of a colored petri
net is defined by the tokens that are present at each place as well as the values of
these tokens. Therefore it is natural to map the game state to these elements.
The best way to map the player locations to a petri net element is to have one place
for each location and exactly one token for each player. The place that a player’s
token is in then corresponds to the player’s location in the game. This makes it easy
to follow the players’ movements visually when their tokens move through the petri
net. In order to differentiate between the tokens of different players their ID should
be stored in their token’s value.
Variables are mapped differently, with exactly one place for each variable in which
there is always one token. The value of the variable is encoded in the value of the
token, which can be changed by petri net transitions.
Alternatively, the player locations and variables could be mapped the same way.
Although theoretically possible, this would yield some critical disadvantages. En-
coding the player location as a token value would make the petri net harder to read,
while having the variable tokens move would result in a model which is too com-
plex (Section 6.3.4 for a detailed discussion of this alternate model). The result is the
following definition for the places of the petri net:
PL =
⋃
l∈L
pl PV =
⋃
v∈V
pv P = PL ∪ PV
In the following, these two types of places are called “location-places” (PL) and
“variable-places” (PV ). The auxiliary functions location(p)⇒ L (location-places) and
variable(p) ⇒ V (variable-places) are used to address the game elements encoded
in this place.
During the initial state the player tokens are at the place associated with the start-
ing location lI, while all other location-places are empty. In each variable-place there
is one token which holds the initial value of this variable, resulting in the following
initialization function:
I(p) =

Pl if p ∈ PL ∧ location(p) = lI;
∅ if p ∈ PL ∧ location(p) 6= lI;
value(variable(p), sI) if p ∈ PV .
Having tokens symbolize both players and variables, we suggest differentiating
them by the use of colors. To provide more clarity each variable type should also
have its own color:
Σ =
{
cPlayer
}∪⋃
vt∈Vt
cvt
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For most games this will lead to the colors Σ =
{
cPlayer, cBoolean, cInteger, cFloat,
cString
}
.
Tokens can only enter places which are annotated with their color. Therefore the
player color is assigned to all location-places and the variable-places are colored with
the type of the variable:
C(p) =
{
cPlayer if p ∈ PL;
ctypeOf(variable(p)) if p ∈ PV .
Since tokens can only exist in places that share their color, they implicitly inherit the
color of their initial place.
A partial example net is provided in Figure 15. It represents a game for two players
(pl1 and pl2) that consists of two rooms, the starting location Hall and Storage. The
Player color is assigned to both rooms. Aside from that one additional variable (Open,
Boolean color and initially false) is used. All other elements related to the game events
are left out to improve the clarity of the example.
Hall 
Storage 
Open 
Boolean Player 
Player 
pl2 
pl1 
false 
Storage 
Player 
Hall 
Player 
pl2 
pl1 
Open 
Boolean 
false 
Figure 15: A partial example net encoding only the current game state.
6.3.2 Game Events
Events change the game state and transitions change the state of the petri net. There-
fore, a direct mapping between these elements seems promising. Additionally, game
events and transitions are both atomic in their respective domains. But it is important
to note that each game event can consist of multiple game reactions, of which only a
subset is fired depending on their conditions and the current variable values. Since
the effect of petri net transitions is always the same, it is not possible to model this
varying behavior directly. Instead, the events must be linearized, i.e. split up into all
possible linear paths that can be taken through them:
LEv =
⋃
ev∈Ev
{linearizations(ev)} =
{
lev0, ..., lev|LEv|−1
}
levi is defined to be the i-th event of LEv. These linearized events are available
at the same locations as the original event (∀ev ∈ Ev, ∀lev ∈ linearizations(ev) :
location(lev) = location(ev)). An alternative that maps each game reaction to a
transition would not need such a linearization. It would, however, violate the atomic-
ity of the game events because petri net simulators are allowed to fire each transition
independently.
The separation into paths results in at least one linearization per original event
(|LEv| > |Ev|). Each new event consists of a single combined condition and an ordered
set of reactions:
condition(lev) :f(s,pl)⇒ boolean reactions(lev) = (r0, ..., rn)
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The reaction set in turn contains all reactions of the original event that would have
been executed in the states for which the linearized condition is true. An example
for this can be seen in Figure 16.
If the branching conditions are exclusive, then the conditions of all linearized paths
are mutually exclusive, too. This means that for each game state at most one lineariza-
tion per original game event is executable. In this case, the petri net simulator firing
any enabled transition always matches the behavior of the original game. Subse-
quently, a direct mapping from the linearized events to petri net transitions is valid:
T =
⋃
lev∈LEv
t(lev)
Furthermore, each linearized condition is directly usable as the guard function for
the corresponding transition: G(t(lev)) = condition(lev).
r1 r2 
r3 r4 
cn1 !cn1 
!cn2 cn2 
If (cn1 && cn2) then (r1, r3) 
If (cn1 && !cn2) then (r1, r4) 
If (!cn1) then (r2) 
r1 r2 
r3 r4 
cn1 !cn1 
!cn2 cn2 
r2 r3 r4 
!cn1 cn1 && !cn2 cn1 && cn2 
Figure 16: Event linearization example.
Having a single condition per linearized event allows the definition of two auxil-
iary functions. All variables that are read in the condition of a linerarized event can
be written as readVars(lev). Since the current states of variables and player posi-
tions are modeled in different ways, the player-variables read are defined separately
as readPVars(lev). It is important to note that these lists can be empty for events
that can be triggered under any circumstances.
In order to evaluate whether the condition of a transition is true, it must be con-
nected to the elements holding the necessary state information. For each variable
being read (Figure 17) this means that the place associated with this variable must
be connected to the transition with an incoming arc (aVarIn). This arc must be anno-
tated with the variable name to make it accessible by the guard condition. In order to
not consume this token, an outgoing arc (aVarOut) to the same place with the same
annotation is added.
To tie the event to its game location, another incoming arc (aPlayerIn) is drawn
from the location-place to the transition. The arc is annotated with a unique identifier
in order to differentiate it from the other arcs connecting variables (Figure 18, lower
transition). If the condition requires a certain player to trigger the event, this identifier
can also be referenced in the guard condition (Figure 18, upper transition). Similar to
reading variables, an outgoing arc (aPlayerOut) with the same properties is added
by default.
Conversely, outgoing arcs are used to write the effects of the game’s reactions back
to the game state. If a variable is written, an outgoing arc (aVarOut) to the variable’s
places is created, annotated with the new value as a constant (1) or as a formula (var +
1). Since a variable can only have one value at a time, this production of a new token
must be accompanied by the consumption of the old value. Therefore, a matching
in-arc (aVarIn) is needed (Figure 19, upper transition). However, if the variable is
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Figure 17: Petri net model of a boolean
variable being read.
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Figure 18: Petri net model of a player trig-
gering two events.
already read in the condition then both aspects must be combined, with an incoming
arc for reading and an outgoing arc for writing (Figure 19, lower transition).
Events can also move the triggering player to another location. In this case, the
outgoing edge for the player (aPlayerOut) is switched to the new location’s place
(Figure 20, lower transition). This can also be combined with reading the player-
variable (Figure 20, upper transition). Other reactions that do not affect the game
state (like playing a sound effect) are not relevant for the structural verification and
therefore do not need to be modeled. However, in order to verify that a certain
irrelevant action happens, an additional outgoing arc to a special place could be
added. This means that every time this action is executed, a token is created in this
place.
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Figure 19: Petri net model of a boolean
variable being written.
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Figure 20: Petri net model of a player be-
ing moved to another location.
In order to completely formalize the petri net definition for game events, some
auxiliary functions are needed. The variables written by an event are denoted with
writeVars(lev), which can be empty. Based on that, the used variables (read and/or
written) can be defined as usedVars(lev) = readVars(lev) ∪writeVars(lev). After
executing the vent the new value of a given variable is newValue(lev, v), which can
be the same as before when it is not written. And the next location of the triggering
player, which might also be the same as before, is nextLocation(lev).
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Using these definitions the arcs can be defined:
A =
⋃
lev∈LEv
arcs(lev)
arcs(lev) =
{
aPlayerIn(lev),aPlayerOut(lev)
}∪⋃
v∈usedVars(lev)
{aVarIn(lev, v),aVarOut(lev, v)}
=
{
a0(lev), ...,a|arcs(lev)|−1(lev)
}
The node function for mapping arcs to place/transitions-pairs is as follows:
N =
⋃
a∈A
N(a) ⊆ (P · T)∪ (T · P)
N(ai(lev)) =

(pSrc, t(lev)) if ai(lev) = aPlayerIn(lev)∧
location(pSrc) = location(lev);
(t(lev),pDst) if ai(lev) = aPlayerOut(lev)∧
location(pDst) = nextLocation(lev);
(pSrc, t(lev)) if ai(lev) = aVarIn(lev, v)∧ variable(pSrc) = v;
(t(lev),pDst) if ai(lev) = aVarOut(lev, v)∧ variable(pDst) = v.
And the function for mapping expressions (or annotations) to the arc is:
E(ai(lev)) =

triggeringPlayerID if ai(lev) = aPlayerIn(lev);
triggeringPlayerID if ai(lev) = aPlayerOut(lev);
v if ai(lev) = aVarIn(lev, v);
newValue(lev, v) if ai(lev) = aVarOut(lev, v).
A full example with two events combining multiple primitives can be found in
Figure 21. There are two rooms, Hall and Storage. The two players (pl1, pl2) start in
the Hall and can move to the Storage via the lower transition. However, the guard
expression on this transition requires the door to be open. This is modeled using
the helper variable Open, which is initially false. Therefore its value must be changed
first, which is done via another event encoded in the upper transition. Due to the
guard condition (plx = pl1) only the first player is able to do so.
The example net is shown in its initial state (Figure 21a), in which only the tran-
sition for opening the door is enabled. After executing this event the variable value
changes and the lower transition becomes enabled (Figure 21b). Now, any of the two
player is able to change its location, for example pl2 (Figure 21c). Afterwards the
transition is still enabled and pl1 is able to follow (Figure 21d).
6.3.3 Extensions
Based on this basic model, a few extensions are defined. These include an explicit
ending (Section 6.3.3.1), tying events to objects instead of locations (Section 6.3.3.2),
events in which multiple players take part (Section 6.3.3.3) and the support for loca-
tion hierarchies and non-exclusive conditions (Section 6.3.3.4).
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(b) After firing the upper transition
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(c) After firing the lower transition
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(d) After firing the lower transition again
Figure 21: A full example net with two rooms, two events and one variable.
6.3.3.1 Explicit Game Ending
First of all, a special “end”-place (pEnd) can be added as an additional location,
resulting in a new definition for P: P = PL ∪ PV ∪ {pEnd}. The place is colored for the
players and initialized empty:
C(p) =
{
cPlayer if p ∈ PL ∨ p = pEnd;
ctypeOf(variable(p)) if p ∈ PV .
I(p) =

Pl if p ∈ PL ∧ location(p) = lI;
∅ if (p ∈ PL ∧ location(p) 6= lI)∨ p = pEnd;
value(variable(p), sI) if p ∈ PV .
After that, a token can be moved into this location to explicitly state when an
ending has been reached. The easiest way to do so while allowing the definition of
arbitrary ending conditions for the game is to introduce an “end game” reaction for
events. Anytime a player triggers an event containing this reaction, its token can eas-
ily be moved to this special place instead of a normal location (nextLocation(lev) =
End). Without this place the ending conditions would have to be coupled to existing
locations by tagging them.
A designated ending place offers another benefit. Adding inhibitor arcs from this
place to all transitions prevents them from firing once a token has reached the ending
(Figure 22). This forces the petri net into a static state, which is not explored further
during the simulation. Since the behavior of the game is irrelevant once an ending
has been reached, this does not lead to invalid results also saving the efforts that
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would be required for further simulation steps. This extends the definition of arcs, N
and E as follows:
arcs(lev) =
{
aPlayerIn(lev),aPlayerOut(lev),aInhib(lev)
}∪⋃
v∈usedVars(lev)
{aVarIn(lev, v),aVarOut(lev, v)}
N(ai(lev)) =

(pSrc, t(lev)) if ai(lev) = aPlayerIn(lev)∧
location(pSrc) = location(lev);
(t(lev),pDst) if ai(lev) = aPlayerOut(lev)∧
location(pDst) = nextLocation(lev);
(pSrc, t(lev)) if ai(lev) = aVarIn(lev, v)∧
variable(pSrc) = v;
(t(lev),pDst) if ai(lev) = aVarOut(lev, v)∧
variable(pDst) = v;
(t(lev),pEnding) if ai(lev) = aInhib(lev).
E(a(lev)) =

triggeringPlayerID if a(lev) = aPlayerIn(lev);
triggeringPlayerID if a(lev) = aPlayerOut(lev);
v if a(lev) = aVarIn(lev, v);
newValue(lev, v) if a(lev) = aVarOut(lev, v);
∅ if a(lev) = aInhib(lev).
End 
plx 
plx 
Player Player 
pl2 
pl1 
Roof 
Hall Storage 
Get key Use key 
Climb 
Boost 
Figure 22: Partial example net with a dedicated ending and an inhibitor arc. The second
player (pl2) has just triggered the ending, so his token has been moved to the
End place. The inhibitor arc (marked by a small circle) now prevents the transition
from firing again.
6.3.3.2 Tying Events to Objects
Another extension allows the developer to tie events not to locations, but to the ob-
jects that exist in these locations. This matches their intention more closely, as one
would rather say “I’m using the telephone at the office to call someone” than “I’m
using the office to call someone”. Doing this has no immediate impact on the defi-
nitions provided above, as the events can still be mapped to the locations indirectly.
However, an addition is needed if those objects have changeable properties that allow
the game’s creator to disable them (for example if an object is spent on use). If such
an object is disabled, the event attached to it must also become unavailable. There-
fore, the state of the object must be modeled by adding an implicit variable signaling
its availability. After that, the condition that this variable is true has to be added to
all events attached to the object. Changes to the object’s availability property also
need to be translated into a write operation on this variable.
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6.3.3.3 Events for Multiple Players
Sometimes it can be interesting to have conditions that do not only check which
player is triggering an event, but also which of the other players are present at the
same location. This can make it easier to design coordinated actions, for example one
player boosting another one to a higher location. Without such a check an additional
helper variable would have to be updated manually whenever a player enters or
exits this location. Doing so may require lots of effort, especially if there are many
connections to other locations. If this check happens in a condition without “or”
operators the petri net model requires only two additional arcs, from the location
to the transition and vice versa. Both of these arcs are annotated with an identifier
other than the one for the triggering player, which is then also used in the transition’s
guard condition (Figure 23, right transition). For that, the petri net definitions need
to be changed as follows:
arcs(lev) =
{
aPlayerIn(lev),aPlayerOut(lev),aInhib(lev)
}∪⋃
v∈usedVars(lev)
{aVarIn(lev, v),aVarOut(lev, v)}∪⋃
pl∈readPVars(lev)
{aPVarIn(lev,pl),aPVarOut(lev,pl)}
N(ai(lev)) =

(pSrc, t(lev)) if ai(lev) = aPlayerIn(lev)∧
location(pSrc) = location(lev);
(t(lev),pDst) if ai(lev) = aPlayerOut(lev)∧
location(pDst) = nextLocation(lev);
(pSrc, t(lev)) if ai(lev) = aVarIn(lev, v)∧ variable(pSrc) = v;
(t(lev),pDst) if ai(lev) = aVarOut(lev, v)∧ variable(pDst) = v;
(pSrc, t(lev)) if ai(lev) = aPVarIn(lev,pl)∧
location(pSrc) = location(lev);
(t(lev),pDst) if ai(lev) = aPVarOut(lev,pl)∧
location(pDst) = location(lev);
(t(lev),pEnding) if ai(lev) = aInhib(lev).
E(ai(lev)) =

triggeringPlayerID if ai(lev) = aPlayerIn(lev);
triggeringPlayerID if ai(lev) = aPlayerOut(lev);
v if ai(lev) = aVarIn(lev, v);
newValue(lev, v) if ai(lev) = aVarOut(lev, v);
otherPlayerID if ai(lev) = aPVarIn(lev,pl);
otherPlayerID if ai(lev) = aPVarOut(lev,pl);
∅ if ai(lev) = aInhib(lev).
Conditions containing “or” operators cannot easily check the presence of another
player, though. The problem can best be described by modifying the example in
Figure 23. If a third player is defined to be acrobatic enough to reach the roof on his
own, the condition would need to be plx = pl3∨ply = pl2. Yet, in a situation during
which only pl3 is present at this location, the modified transition could not fire, as
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there is no other player token available to bind ply1. There are two solutions for
allowing “or” conditions with “player in scene”-variables. One way is to duplicate
the transition and to split its condition at the “or”. After that, one copy has the guard
plx = pl3 and only one arc for plx (Figure 23, left transition). This transition could
fire if only pl3 is present. The other one has the condition ply = pl2 and both arcs for
plx and ply (Figure 23, right transition). This models the original case of one player
helping the other. If pl3 and any other player are present, either transition could fire
in order to move pl3 to the roof. But this does not constitute a problem as the result
is the same in both cases.
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plx 
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ply = pl2 
Outside 
ply 
ply 
plx = pl3 
plx 
plx 
Roof 
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plx 
plx 
Player 
ply = pl2 
Outside 
ply 
ply 
Figure 23: Petri net model checking the presence of another player.
This solution only becomes problematic, if there are more complex conditions
with multiple layers of “and” and “or” conditions. The condition must then be trans-
formed until it is in the disjunctive normal form, which is an “or”-clause consisting
exclusively of “and”-clauses. After that, one duplicate is created for each “and”-
clause – although clauses with the same number of player variables can be combined
again. In this case, the number of parts and duplicates can rise quickly. To solve this
issue, another model using dummy player tokens is developed. It introduces |Pl|− 1
identical dummy players in order to model events in which all players are required
(one triggers it):
PlDummy = {plDummy, ...,plDummy} |PlDummy| =|Pl− 1|
These dummy player tokens are initially placed at each location and can then be
used to bind the remaining arcs in case there are no actual players available.
I(p) =

Pl∪ PlDummy if p ∈ PL ∧ location(p) = lI;
PlDummy if p ∈ PL ∧ location(p) 6= lI;
∅ if p = pEnd;
value(variable(p), sI) if p ∈ PV .
Since they are marked with the dummy value, they can never satisfy a condition
requiring a specific player to be present. Additionally, it has to be ensured that these
dummies never trigger any events themselves or move around the net, as they can
still fulfill conditions that do not expect a specific player to trigger them. This can
be prevented by extending every condition with the requirement that the trigger-
ing player is not a dummy. G(t(lev)) = condition(lev) ∧ triggeringPlayerID 6=
plDummy.
1 For variables, “or” conditions are not problematic since their tokens are always present in the associated
place. Therefore, their arcs can always be bound, even if their value does not match the condition.
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6.3.3.4 Game Model Shortcuts
Additionally, some shortcuts specific to the game model cannot be represented di-
rectly in the petri net and need to be transformed beforehand. For example, location
hierarchies must be flattened by copying the objects and events from the parent into
the child locations. After that, each location can be handled like a non-hierarchical
one.
Non-exclusive event branches are problematic as well, aside from the fact that
they contain more paths (compare Figure 24 to Figure 16). Linearizing these events
would result in wrong behavior during verification, as can be seen after the first step
in Figure 24. If, for example, C1 and C3 are true, the condition of both the first and
the second line is fulfilled. A petri net simulator could therefore choose between both
of these transitions, while the correct behavior as defined by the game model is to
only fire the second one. Therefore all conditions must be made exclusive during the
path calculation by explicitly adding the inverted conditions of the paths not taken
to the conditions (second step in Figure 24).
If (cn1) then (r1) 
If (cn1 && cn3) then (r1, r3) 
If (cn1 && cn4) then (r1, r4) 
If (cn1 && cn3 && cn4) then (r1, r3, r4) 
If (cn2) then (r2) 
If (cn1 && cn2) then (r1, r2) 
If (cn1 && cn2 && cn3) then (r1, r3, r2) 
If (cn1 && cn2 && cn4) then (r1, r4, r2) 
If (cn1 && cn2 && cn3 && cn4) then (r1, r3, r4, r2) 
If (cn1 && !cn2 && !cn3 && !cn4) then (r1) 
If (cn1 && cn3 && !cn2 && !cn4) then (r1, r3) 
If (cn1 && cn4 && !cn2 && !cn3) then (r1, r4) 
If (cn1 && cn3 && cn4 && !cn2) then (r1, r3, r4) 
If (cn2 && !cn1) then (r2) 
If (cn1 && cn2 && !cn3 && !cn4) then (r1, r2) 
If (cn1 && cn2 && cn3 && !cn4) then (r1, r3, r2) 
If (cn1 && cn2 && cn4 && !cn3) then (r1, r4, r2) 
If (cn1 && cn2 && cn3 && cn4) then (r1, r3, r4, r2) 
If (cn1 && cn3) then (r1, r3) 
If (cn1 && cn4) then (r1, r4) 
If (cn2) then (r2) 
exclusive 
non-exclusive 
r1 r2 
r3 r4 
cn1 cn2 
cn4 cn3 
Figure 24: Linearization example with non-exclusive branches. In the game model (Sec-
tion 4.1), non-exclusivity results in a depth-first execution order for the reactions.
Due to the hierarchy, cn3 and cn4 are irrelevant if cn1 is false.
6.3.4 Alternate Model
As mentioned above, an alternative model could treat variables as tokens that move
between different places representing their current value. This would make their
encoding consistent to the player locations and their value changes more obvious in
the visual petri net representation. An example is given in Figure 25, which describes
the same game as Figure 21. Instead of having one place for the variable, there
is one for each possible value – in this case true and false. Differentiation between
the variables is provided by adding their name as the token value (Open). This is
necessary since multiple variables now have to share one place if they have the same
value. Conditions reading variables are modeled by connecting an arc to the place
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of the expected value, annotated with the variable name. In the example, the lower
transition requires the variable token Open to be in the true place. Combined with the
fact that player constants are valid arc annotations (the upper transition requires the
first player, pl1), this model does not require guard conditions at all. In the alternate
model writing variables is similar to moving players. This is illustrated in Figure 21,
in which the upper transition moves Open from false to true.
Hall 
Storage 
plx 
Open 
plx 
Px 
plx 
Open 
Open 
true 
Open 
Open = true 
Boolean Player 
Player 
plx = pl1 
true pl2 
pl1 
Hall 
Storage 
plx 
Open 
plx 
plx 
plx 
Open 
Open 
true 
Open 
Open = true 
Boolean Player 
Player 
plx = pl1 
true 
pl1 
pl2 
Hall 
Storage 
plx 
Open 
plx 
plx 
plx 
Open 
Open 
true 
Open 
Open = true 
Boolean Player 
Player 
plx = pl1 
false pl2 
pl1 Hall 
Storage 
plx 
true 
plx 
pl1 
pl1 
Open 
Open 
Open 
Open 
Boolean Player 
Player 
pl2 
pl1 
false 
Boolean 
Open 
Figure 25: An example net using the alternate model for the same situation as described in
Figure 21.
The alternate model, however, has a serious drawback, which is similar to the
problems that arise when checking the presence of other players (Section 6.3.3). Since
every arc must be enabled by a token, or-conditions are problematic using this rep-
resentation. Again, one solution for this problem is to split the condition at every
or, which significantly increases the net’s complexity. For that, every condition must
be brought into the disjunctive normal form first, which only has or operators on
the top level. Another solution would introduce as many dummy variable tokens as
there are variables, of which there are usually a lot more than players. This method
also requires the re-introduction of guard conditions to handle dummies differently.
Furthermore, this approach models every variable value as a place, which is only
possible when there is a finite number of potential values. This excludes float vari-
ables, for example.
Expressing range conditions like count > 4 and count < 7 becomes more difficult,
too. The variable could be in different places that would satisfy such a condition. But
there cannot be arcs to each place, as there is no token in most of them that could
bind the arc. The only solution for this problem is to transform range conditions
into an or combination of equality tests, for example count = 5 or count = 6. Again,
this is only possible if the range contains a finite number of known values and the or
requires the condition to be split. Just setting a variable without reading its value first
is the worst case in that regard, since it can have any value in its range for the input
arc. This implicates a range condition over all of its possible values. Hence, although
it is theoretically possible with finite variable values, this model is not used.
6.4 properties and complexity
Certain petri net properties can be exploited during verification in order to reduce
the complexity. It is therefore analyzed which of these properties are present at the
generated nets.
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For example, there can be at most all player tokens in one location-place and
exactly one value token in each variable-place. This means that the resulting net
is always n-safe (n being |Pl| or |Pl| + |PlDummy| respectively). It is not acyclic, as
variable tokens always return to their associated place. Initially, there is only one
token with the variable’s starting value in each variable-place, which means that the
initial markings are not symmetric. This would require every value of a color or none
at all to be present at each place. Therefore, the net is not regular and by extension
not well-formed – a property that could be used to speed up analysis [27].
The nets are also not conflict free. In this case, every place would need to have
exactly one outgoing transition (or looping ones) [62]. Players, however, have usually
more than one possible action available at some locations, which results in multiple
outgoing transitions in this place. Similarly, variables are often used in more than
one event and it does not make sense to read a variable in the event which set it.
The net is also not free-choice, which would imply that if multiple transitions share an
input place, then this input place is the only input of these transitions [25]. This is
also violated by the variables being relevant for multiple events, as each event also
has at least one other place as an input (the location it is attached to).
Based on a game’s properties the overall size of the resulting petri net can be
estimated. The number of colors is the number of variable types plus the player
color.
|Σ| = 1+ |Vt|
It can be assumed to be constant, since there is always a fixed number of variable
types supported by the technology used. A typical value for this is five with the
usual variable types of Boolean, Integer, Float and String in addition to Player. The
number of places is the sum of the locations and used variables, with the special
ending place added. Therefore, this number grows linearly each time a new location
or variable is added.
|P| = |L|+ |V |+ 1
The number of transitions is dependent on the number of events. However, since
events must be linearized into each possible path, usually there is more than one
transition for each event.
|T | = |LEv| =
∑
ev∈Ev
|linearizations(ev)|
With exclusive conditions there are as many paths as there are leafs in the event
tree, so the worst case is a shallow structure with each reaction at the top level. This
results in an upper bound for the paths which is equal to the number of reactions.
|linearizationsex(ev)| = |paths (ev)| = |leafs (ev)| 6 |reactions(ev)|
With non-exclusive conditions, all combinations of paths (condition true or false)
need to be counted instead.
|linearizationsnex(ev)| = 2
|paths(ev)| = 2|linearizationsex(ev)|
Hence, the result of non-exclusivity is a substantially increased number of transi-
tions.
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For each of these event transitions there are multiple arcs. This includes incoming
and outgoing arcs for the triggering player, for each variable read or written and for
each additional player that must be present. The inhibitor arc must also be counted.
|arcs(lev)| =
(
|usedVars(lev)|+ |readPVars(lev)|+ 1
) · 2+ 1
Since the number of used variables and players is limited by their overall numbers,
an upper bound can be calculated by ignoring the specifics of the event.
|arcs(lev)| 6 (|V |+ |Pl|+ 1) · 2+ 1
The overall number of arcs is then the sum of the arcs for each event.
|A| =
∑
lev∈LEv
|arcs(lev)|
In order to detect the error classes described in Section 6.1, it must be checked
whether at least one ending state is reachable from any other state. This requires a
full state space calculation. Regarding the state of the players, there are |SPlayers| =
|L||Pl| possibilities to distribute |Pl| players over |L| locations. Each variable can have
as many states as it has values, so all variables combined lead to a number of states
which is the product of their values.
|SVariables| =
|V |−1∏
i=0
|values(typeOf(vi))|
It is important to note that some variable types have an unlimited number of values
(Float for example). But there are algorithms which can calculate the state space
regardless – for example by using equivalence classes [53]. Nevertheless, the overall
number of states is the combination of all player states with all variable states.
|S| =
∣∣SPlayers∣∣ · |SVariables|
It is easy to see that this number increases fast when more locations or variables are
added (“state space explosion”). Furthermore, finding all enabled transitions for a
given state is already NP-hard [67].
6.5 optimization strategies
Due to this complexity, it is highly beneficial to reduce the size of the resulting
net as much as possible before its verification. Doing so without loosing relevant
information requires knowledge about the application scenario that cannot be found
in general petri net tools.
The general idea is to iterate over all game elements and to decide quickly whether
this individual element can be simplified or even completely removed. A first pass
is used to gather relevant dependencies between objects, for example a list of events
that change a given variable. During subsequent passes these lists can be used to ef-
ficiently check for dependencies. This approach looks at game element specifications
in general and not at their concrete properties during an actual game state. Hence,
it can be described as a static perspective. Doing more complex checks, for exam-
ple taking the dynamics (the order of events) into account, would be as complex as
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the actual verification itself. This would only shift effort from the verification to the
optimization step, so this is not an appropriate strategy.
After collecting the references the first actual optimization step is an iterative sim-
plification of the game. During this step different actions are taken, depending on
which element is encountered. Events are simplified by removing all of their reac-
tions that do not actually change the game state, for example playing a sound. This
decision should be based on a black- or whitelist for reaction types that has been
generated in advance, instead of calculating the effect of each individual element.
Removing reactions from an event tree is also quite easy. For this, all child reactions
are moved up in the hierarchy while their conditions are combined with the parent
one (Figure 26).
r1 r2 
r3 r4 
cn1 !cn1 
!cn2 cn2 
If (cn1 && cn2) then (r1, r3) 
If (cn1 && !cn2) then (r1, r4) 
If (!cn1) then (r2) 
r1 r2 
r3 r4 
cn1 !cn1 
!cn2 cn2 
r2 r3 r4 
!cn1 cn1 && !cn2 cn1 && cn2 
Figure 26: Event reorganization after removing a reaction.
Furthermore, reactions as well as their children can already be removed at this
stage if their condition can never be true. This can be the case when their target
value is never reached. But since this is one of the error types that should be de-
tected, an error message is displayed to the user whenever this occurs. In games that
only set variables to constant values (a = 4), instead of calculating them based on
their current value (a = a + 1), this can easily be checked by looking at its write
operations. Logical contradictions in a condition, for example a < 5∧ a > 7, can
also be detected. It is important to note that having impossible conditions is not
necessarily a user error. This can also happen during the event linearization when
the conditions of different path combinations are merged automatically. Contrarily,
conditions which are always true (like a < 5∨ a > 4) can be removed altogether.
Removing conditions also removes their references to the variables which they read
previously. Variables with no more references are never used and can be removed
as well. Similarly, variables which are never written can be replaced with constants
and the conditions which reference them are simplified accordingly. Lastly, objects
without an event attached to them – for example if they only provide visual effects –
can be safely removed. Depending on the game, these optimization actions can yield
great savings. In Figure 27 the event could be simplified substantially, which would
also remove all of its references to the variable sound.
Move box Play sound 
Move box Do nothing 
Play sound Do nothing 
Nicht show msg. da sonst letztes Beispiels wieder komplexer würde 
A: player = 1 A’: player <> 1 
B’: sounds <> true B: sounds = true 
player = 1 sounds = true 
Move box Do nothing 
Play sound Do nothing Play sound Do nothing 
sounds = true 
player = 1 
sounds <> true sounds = true 
player <> 1 
sounds <> true 
Move box Play sound 
Play sound 
Move box Do nothing 
A: player = 1 && A: player = 1 && A’: player <> 1 && 
B’: sounds <> true 
A’: player <> 1 && 
Move box 
player = 1 
B: sounds = true B’: sounds <> true B: sounds = true 
Figure 27: Event optimization example.
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These optimization actions must be made iteratively in order to take care of de-
pendent elements. If the variable sound is not read outside of the example event, it
can safely be removed after the event was simplified. This in turn means that all
reactions writing the variable are not needed anymore and can be deleted as well. If
there is a button which only toggles this variable, it has now no more relevant reac-
tion attached and can be removed, too. This in turn would render all reactions that
change a property of this button irrelevant. Therefore, this step should be repeated
until no more elements can be simplified. It must be noted that this approach only
detects simple cases, cyclic dependencies for example can never be removed. Due
to that fact, scenarios such as two variables influencing one another but having no
further impact on the game, cannot be removed. As already mentioned, this would
require not only a verification of the resulting petri net, but a second one during
verification as well.
Other optimizations do not have dependencies with other objects and therefore
only need one pass. Sometimes conditions can be simplified on their own, for exam-
ple a < 5∧ a < 4 (which can also be caused by condition merging). Unconnected
locations can also be discarded easily when maintaining a list of connections. Since
this is an error that should be detected, a message for the user should be displayed
when doing so. However, this is not always a mistake – especially when a location
hierarchy is flattened and some parent locations only serve as object containers.
A more strict approach for detecting which objects and events are necessary in
order to reach the ending would be able to remove substantially more elements from
the game. It would, however, not work in relation to the overall verification goal, as
optional actions leading to deadlocks would be ignored this way.
Separating the game into independent subsections has the potential to reduce the
state space substantially. For example, there are many games that consist of a series
of puzzles that must be solved in order to proceed. Often there are multiple ways to
solve each puzzle, varying from slight changes like pressing buttons in a different
order to completely different approaches. Typically, each of these solutions consists
of a number of events that must be triggered. Because the verification has to check
every combination of individual solutions between the puzzles, this results in a com-
binatorial explosion. For example, a small game consisting of five puzzles that must
be solved in a specific order can be considered. If each of these puzzles has four
solutions there are already 45 = 1024 different combinations that must be tested.
However, if it is only relevant that each puzzle is solved and not how the players
do that, the puzzles could be verified independently first. Afterwards each one can
be substituted with a trivial action (Figure 28) for a final verification of the overall
structure. This removes the combinatorial explosion, in our example reducing the
number of verifications to 4 · 5 = 20.
solved = true 
solved = true 
a = true a = false 
if (a) then … 
Figure 28: Game partitioning example, in which a puzzle spanning four locations is replaced
with a trivial “solve puzzle”-action.
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This separation could be done by a developer who is absolutely sure that the sec-
tions are truly independent. However, this could hide actual errors if this assumption
is false. As such, an algorithm or heuristic for automated separation would be highly
beneficial. Formally speaking, these independent sections are sequences of events.
All events of a section need to be executable in an uninterrupted sequence, for ex-
ample by being rooted in the same location or by containing events that trigger the
necessary location changes. In the following, all variables that are read or written
exclusively during this event sequence will be called local variables. Variables that
are also used by other events are called global variables. Once a section has been
entered by any combination of players, it must always produce the same result in
order to be substitutable. This means that the player(s) must end up in the same
location and that all global variables have the same value afterwards, regardless of
the overall game state. A simple heuristic that could guarantee this is to forbid all
internal events to read global variables. Not writing global variables would make
the section truly independent, but it would also prevent other game elements from
checking whether this section has been completed. Hence, writing events must be
possible. However, since the sequence is to be replaced with a single (atomic) event,
all global variables should only be written once and with a value that is always
the same for all possible paths through the section. Overwriting the value multiple
times could mask side effects and would violate atomicity, even if the end result of
this section is always the same value. In Figure 29 for example, the upper events
cannot be merged as the lower one is only available for a short time between them.
It is obvious that calculating all possible paths through the events in each candidate
section again requires a more complex analysis than fits into the scope of a simple
optimization without deep verification. Therefore, this approach is not pursued any
further. Instead, there are existing methods for directly separating the resulting petri
net [65].
solved = true 
solved = true 
a = true a = false 
if (a) then … 
Figure 29: Example in which game partitioning could have unintended side effects.
All of these optimization steps do not change the result of the verification, as they
only remove or simplify aspects unrelated to structural errors. Aside from combining
conditions, they also do not impact the developer’s reverse mapping of petri net
elements to game elements when a problem is discovered.
As a more practical optimization, the transformation process itself can be sped up
by using multithreading. Especially the linearization of events, which is exceptionally
complex when the exclusivity of events must be guaranteed, and the flattening of
location hierarchies can be done independently for each element.
6.6 game generator
In order to investigate how well the verification approach scales with different game
sizes, a generator algorithm is conceptualized. Supplementing the verification of ex-
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isting games, this allows the investigation of the approach’s scaling properties with-
out having to manually create a large number of games with different structures. The
generation algorithm is able to produce a wide range of game sizes and complexities
in regards to the number of locations, events and alternative routes. The complexity
of the events should also be variable, as this impacts the number of connections in
the resulting petri net. In order to fully explore the state space the resulting games
must also be solvable, as deadlocks make some states inaccessible and cause the
verification to terminate early.
First of all, the algorithm generates the game’s static structure, which consists of
the locations and the connections between them. Here, the first relevant parameter
is the number of locations the players must traverse in order to reach the ending.
These locations are then connected in a linear fashion, which also constitutes the
shortest path to the goal. Afterwards, additional branches can be generated that
contain optional locations that the players can visit apart from the main path. While
the branching factor dictates how many alternative branches are added to each step
of the main path, the branching length defines how many events can be executed
until each branch is explored completely (Figure 30). Since these branches never
loop back on the critical path they are always optional and cannot decrease the
shortest path to the final goal. In order to keep the game from becoming unsolvable
the players must be able to return to the main path, for which back transitions are
added.
𝑠𝐼  𝑠0
𝐸  
Figure 30: Generated game structure with a path length of four, a branching factor of two
and a branching length of two.
The dynamics of the game, i.e. the events located at those locations, must also be
generated. The structure and complexity of these events, which is mainly governed
by the number of variables written and read, can also be configured. For the events
three predefined templates based on typical game tasks are implemented. The sim-
plest option allows players to move to another location without any precondition, so
there are no variables involved. The second version adds doors that must be opened
by switches, which requires two events and one variable per location. Lastly, the most
complex option contains a complex puzzle with five buttons toggling the state of four
variables (Table 2). Each button changes multiple variables and the door only opens
if all variables are true, which must be achieved by pressing the correct buttons. This
results in 25 = 32 possible combinations of the buttons being pressed, of which only
one is correct. The events associated with the buttons consist of 28 paths altogether (2
buttons toggle 3 variables: 2 · 23; 3 buttons with 2 variables: 3 · 22). After having been
selected, the given task is attached to each transition towards the goal and to the end
of each branch. The back transitions do not have a specific task type, which means
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that there is always a way back to guarantee solvability. It is important to note that
the puzzles are simply cloned and therefore share the same solution. But contrary
to actual players the verification has to consider every combination regardless and is
therefore unable to exploit this fact.
Light
Solution
1 2 3 4
Sw
it
ch
1 X - X X Use once
2 X - - X Used once
3 - - X X Unused
4 - X X - Unused
5 X X - X Used once
Table 2: Structure of the complex puzzle used for game generation.
6.7 summary
This chapter presents an approach for automatically detecting structural errors in
a game, especially ones that prevent the players from reaching the game’s ending.
To this end a formalized game model based on petri nets accompanied by clear
transformation rules for all relevant elements is developed. These rules allow the
verification of every single element of a game that fits this model. All error classes
that are to be detected are then mapped to states of the petri net as follows:
• Deadlocks are states in which there are no more enabled transitions, but the
game ending has not yet been reached.
• Livelocks are states in which there are enabled transitions, but in which no
state that constitutes a game ending can be reached.
• Unreachable locations are location-places that never contain a player token.
• Impossible events are transitions that are never triggered.
Additionally, the transformation of games from the application scenario described
in Section 3.1 into this model can be done algorithmically. This ensures consistency
between the model and the game and requires less effort and modeling knowledge.
In order to keep a complete verification viable, the resulting nets should be as
small as possible. Therefore, multiple optimization steps are introduced, which use
knowledge about the game’s semantic to remove or simplify some elements of the
model.
Although focused on the application scenario, the model could also be used as a
higher level model for more complex games. For instance, in a game with continuous
movement the locations could be discretized into equivalence classes. However, then
the advantage of every game element being verified would be lost.
In the context of the overall authoring process, the verification can guarantee that
the game does not contain errors that prevent the game from running correctly. How-
ever, it does not further assess the quality of different paths through the game, espe-
cially in regards to balancing. For this, the component described in the next chapter
is needed.

7
C O L L A B O R AT I V E B A L A N C I N G I N M U LT I P L AY E R G A M E S
Aside from ensuring that a game contains no structural errors, developers shouldalso balance their games. For this, we propose a novel balancing definition that
focuses specifically on collaborative settings by balancing the players’ contributions
to their shared goals [95]. Based on this definition, we also provide concrete measure-
ments that allow developers to assess whether their game is balanced or not.
7.1 collaborative balancing definition
Providing balance between the players that play together collaboratively is a new
field, as existing balancing definitions focus on a competitive view (Section 2.5).
Therefore an own definition for balancing in a collaborative setting has to be pro-
vided first, which can then be used to evaluate whether a given game is balanced or
not.
An informal survey among colleagues and students has revealed that players care
about the effort they provide towards the groups goal. Some of them consider a game
to be unbalanced when they have to “do all the work,” which can mean both the
amount of actions they have to execute as well as the (perceived) difficulty of these
actions. Such situations match the definition of “free-riding” found in the related
work (Section 2.5). In contrast to this negative (goal oriented) view on effort a positive
perspective exists, too. Here, doing something is better than doing nothing. This can
be explained by the fact that playing a game is generally enjoyable – not playing
can therefore provide not as much fun. Additionally, in the context of story-based or
learning games, players who are not participating could miss parts of the story or
the learning content. Independent of whether effort is seen as positive or negative,
the players agreed that the effort they contribute should be similar to their peers.
Players also do not like to wait for other players, for example when the others have
to provide a prerequisite to the next action they want to take themselves. Waiting is
mostly seen as negative because players want to play and act themselves in games.
Although sometimes pauses might be welcome, players usually prefer to take them
onto their own account. The advice to prevent unintended waiting times is also found
in the related work (Section 2.2.1).
Last but not least, the related work about competitive balancing states that the
players should have a number of equally viable and interesting options to choose
from (Section 2.5), for example in regards to their strategy. It seems fitting to apply
this to collaborative games as well, in which the options of each player should be
balanced, too. In our game model (Section 4.1) options are actions the players are
able to execute at any given time. These actions are relevant if they contribute to
the overall goal of the group and are required to reach an ending. Choosing between
multiple alternative actions is not only more interesting than repeating a single action
over and over again. It also allows personalization when the players are able to play
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the game the way they like, for example following their own moral compass for
story-relevant decisions. In a collaborative setting this can spark discussions among
the group members, which can provide additional enjoyment. Irrelevant actions, in
contrast, do not contribute to the overall goal. They can be seen positively, when
they allow the players to do something while waiting for others. Or they could just
confuse the players, if there are too many options and it is not clear which ones are
relevant.
Because effort and options can be seen positively or negatively, developers can-
not generally be advised to minimize or maximize these factors. Even with waiting,
which is mostly negative, there is a significant variance what different players would
accept in different game types. For example, in puzzle games waiting players could
think about their colleague’s problems, too. This would speed up the overall progress
of the group while giving them something to pass the time – which can cause them
to not notice that they are in fact waiting at all. Therefore there are no optimal ab-
solute values for provided effort, waiting time and options that should be generally
pursued. Instead, the game should try to keep that factor as equal as possible among
the players in order to be collaboratively balanced.
However, balancing the overall game is not enough. A two-player game in which
one player has to provide all the effort in the first half, while the other one waits with
this relationship being switched in the second half, would be balanced overall. But
each half would feel unbalanced, therefore an equal distribution of effort, waiting
times and options has to be provided in each section of a game.
We therefore propose the following definition for collaborative balancing [95]:
A collaborative or cooperative game is considered balanced among group
members when the individual efforts and waiting times required to solve
the game as well as the number of options available along the way are
equally high for each player and uniformly distributed throughout the
game.
It has to be noted that this definition is only focused on the relationship between
players playing collaboratively. Additionally, the game has to be balanced “competi-
tively” for the player group as a whole. For this, the existing definitions and guide-
lines can be applied by taking the group as a collective and viewing it like a single
player. At this point the difficulty, for example, can be balanced as it would be done
for a singleplayer game.
7.2 approximating balance
In order to balance a game the balance must be measured first. For this the same
formalization as for the structural verification (Section 6.2) after event linearization
(Section 6.3.2) is used. Players (Pl), game states (S), one initial game state (sI), several
ending states (SE) and linearized events (LEv) are used in the same way.
Additionally, several auxiliary functions are defined. A linearized event is avail-
able when its condition is satisfied by the current game state with at least one player
present at its location: available(lev, s) ⇔ ∃pl ∈ Pl : eval(condition(lev),pl, s) =
true∧ location(pl, s) = location(lev). This allows the retrieval of all events which
are available at a given state: availLEv(s) = {lev ∈ LEv|available(lev, s)}. As there
could be multiple players present which could satisfy the event’s condition there is
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also a function for checking which players could trigger a given event at a given state:
availPl(lev, s) = {pl ∈ Pl|eval(condition(lev),pl, s) = true ∧ location(pl, s) =
location(lev)}.
It should also be modeled that executing the player actions to trigger an event at a
given state can vary in difficulty. This can be modeled by a weight (weight(lev, s)),
which is 1 by default and which can be adjusted using the developer’s estimation or
a heuristic evaluation of the event and its location.
Based on this model, a general approach for approximating the balance can be
defined. First, the quickest way to reach each ending should be calculated. This is
useful because games usually contain optional actions that can be repeated, which
means that the longest and therefore also the average path is infinite. Also in non-
linear games there can be numerous choices for the players, which result in different
paths being taken. To avoid the creation of many game elements, which are only
reached by a small number of players, some of these paths usually merge again later
on. This increases the number of paths to a given ending exponentially.
Whether an action is relevant for quickly reaching an ending is directly visible
from the shortest path and must not be marked beforehand. For the players as a
group, an event is mandatory if it is executed along this path. But from the per-
spective of a single player, an event is mandatory if it has to be triggered by this
particular player. If the other players could also trigger this event on the respective
path, then no player is forced to execute it and it is optional from everyone’s personal
perspective.
After that, separate balancing metrics for each player can be calculated on every
path, mapping concrete game elements to the more abstract concepts of effort, wait-
ing time and options. If the game is perfectly balanced, the metrics should have the
same value for each player and on every path. But since there can be a large number
of endings and the developer should not be forced to compare every combination
manually, this balance must be aggregated into a single value describing the overall
amount of (in-)equality in the game. Yet, perfect balance is not always possible or
even necessary, so the developer could also accept slight inequalities like a deviation
of 5% between the players.
Since only the shortest path to each ending is calculated, this value is only an
approximation. An exact calculation would not only require the analysis of every
(possibly infinite) path, but also the probabilities with which each path is chosen.
This probability depends on the actual players and would need to be estimated at
the design stage, too.
Lastly, the actual difficulty of each action can only be estimated and varies de-
pending on the player’s skill and prior knowledge. Because of that it is impossible
to accurately calculate a general balancing value and an approximation has to be
provided instead.
7.2.1 Path sampling
If a structural verification (Chapter 6) has been done beforehand, the state space of
the game is known. This graph of state nodes connected by event edges can be used
as an input for standard pathfinding algorithms like Dijkstra or A*. Alternatively,
the events necessary to reach an end state can be calculated directly on the game
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using planning algorithms, which has been explored together with a supervised
student [46].
Usually there are multiple paths from the initial state to each end state: paths(sE) ={
p0, ...,p|paths(sE)|−1
}
. These paths are an ordered sequence which alternates be-
tween states and player-triggered events:
p =
(
s0, (lev0,pl0), s1, ...,
(levlength(p)−1,pllength(p)−1), slength(p)
)
The length of the path (length(p)) is defined to be the number of states. In order
to be valid, each path has to start with the initial state (s0(p) = sI) and has to end
at an end state (slength(p)(p) = sE). The states in between are not allowed to be end
states or the initial state (∀i ∈ [1, length(p) − 1] : si(p) 6= sI ∧ si(p) /∈ SE), otherwise
the path would not be minimal. The path must also be possible in the game, which
means that at a given state si the next event evi must be available and the next state
after its execution nextS must be the next one in the path si+1: ∀i ∈ [0, length(p) −
1] : levi(p) ∈ availLEv(si(p))∧ si+1(p) = nextS(levi(p), si(p),pli(p)).
To simplify the formulas, a few auxiliary functions are introduced. One function
filters the events from a path (events(p) = (lev0, ..., levlength(p)−1)), with levi(p)
being the i-th event of events(p). The same is done for the states (states(p) =
(s0, ..., slength(p))) and si(p) being the i-th state of states(p). Sometimes multiple
players are able to trigger an event, which impacts balancing. Therefore, players(p)
does not show which of the players executes an event on a given path, but rather
which players could have done it at this state in order to reach the same result (due
to linearization):
players(p) =
(
availPl(lev0(p), s0(p)), ...,
availPl(levlength(p)−1(p), slength(p)−1(p)
)
Again pli(p) is used to address the i-th element of players(p).
As mentioned before, every event on the path has a weight that describes its diffi-
culty:
weights(p) =
(
weight(lev0(p), s0(p)), ...,
weight(levlength(p)−1(p), slength(p)−1(p)
)
As before, weighti(p) is used to address the i-th element of weights(p). Weights
are not allowed to be negative, as no event should be able to “undo” the weight of a
previous one.
As already mentioned, three separate balancing metrics should be approximated:
effort, waiting times and options (M ∈ E,W,O). Since these metrics look at differ-
ent aspects of the game and the shortest path should always minimize the current
metric, they can yield different shortest paths. For that, the general weight(lev, s) of
events has to be overwritten for each metric to weightM(lev, s). To shorten this term
weightM(p, i) = weightM(levi(p), si(p)) can be used. Additionally, each player
might weight an event differently, for example if he does not have to trigger it, for
which a player-specific weightweightM(p, i,pl) is introduced. It is assumed that this
individual perspective is never higher than the player-independent view:
∀i : weightM(p, i) > weightM(p, i,pl) (1)
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Auxiliary functions similar to weights(p) and weighti(p) can be defined for the
metric-specific weights:
weightsM(p) =
(
weightM(p, 0), ...,
weightM(p, length(p) − 1)
)
weightsM(p,pl) =
(
weightM(p, 0,pl), ...,
weightM(p, length(p) − 1,pl)
)
Again, weightMi (p) and weight
M
i (p,pl) are used for the i-th element of the corre-
sponding set. The minimal path to the end state sE, based on the metric M, is then:
minPathM(sE) = argminp∈paths(sE)
length(p)−1∑
i=0
weightMi (p)
As mentioned, the minimal path from each player’s perspective must also be calcu-
lated. Since pathfinding algorithms can only minimize a single metric at a time this
must happen in additional calculations using the player-specific metrics:
minPathM(pl, sE) = argminp∈paths(sE)
length(p)−1∑
i=0
weightMi (p,pl)
To keep formulas short the following abbreviations for directly accessing the short-
est path have been defined:
length
M
(sE) = length(minPathM(sE))
length
M
(pl, sE) = length(minPathM(pl, sE))
weight
M
i (s
E) = weightMi (minPath
M(sE))
weight
M
i (pl, s
E) = weightMi (minPath
M(pl, sE),pl)
However, there is a potential pitfall when implementing pathfinding naively. Intu-
itively a metric can be zero, for example when a player does not have to provide any
effort to an event triggered by another player. This would signal the pathfinding that
this event is free and it will always be taken first. Therefore, in a scenario like Fig-
ure 31a a large loop of “free” events is explored first before the player’s own action
(value of one) is eventually executed. It is easy to see that for a real game these unnec-
essary loops can get much more complex and more numerous, greatly increasing the
runtime of the pathfinding. Additionally, if the A* algorithm is used, an admissible
heuristic that does not underestimate the remaining distance to the goal is required.
Using the number of events to reach a goal without calculating their actual weight
could be a fitting heuristic, since it is easy to understand and can be calculated in a
reasonable amount of time using a breath first traversal (once per goal state). This
requires the weight of each event being at least 1 to keep the heuristic from overesti-
mating the real costs. Adding 1 to each weight could fix both of these problems. But
it becomes problematic in the scenario displayed in Figure 31b: Now, the cost of an
event with the actual weight of one is increased to 2, so it has the same weight as
two “irrelevant” events. For this reason, the right path around the action by pl0 is
aborted early after two actions. Instead of exploring this path further and reaching
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the ending without any more actual costs for this player, the left path is taken and a
wrong result is returned (two actions by pl0 instead of one).
This means that an action by the focused player must cost significantly more in
relation to the not important ones. The increase of the weights cannot be too large,
however. In the extreme case of an infinite value, the action would only be taken if
there are no other paths left – resulting in the same problem as in the first scenario.
Therefore, it is suggested to multiply the original value by a penalty factor, if it is
relevant for the minimized player, and then add one to all weights in general. Then,
the heuristic is still admissible and the pitfalls are governed by a trade-off between
runtime and accuracy. The higher the penalty factor, the more irrelevant events are
explored first, increasing the runtime (Figure 31a). But on the other hand, a lower
value means a higher chance that the wrong result is returned (Figure 31b). Based
on our observations, we suggest a penalty factor of 20. This explores other player’s
events up to a depth of 20, which is feasible in regards to runtime. It also means
that a wrong result is returned only if there is a way around a relevant action with
21 actions. We deem this is as acceptable, since the whole calculation is only an ap-
proximation anyhow. Naturally, after the paths have been calculated, the unmodified
metric should be used for calculating the real costs of this path.
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(a) Long runtime
𝑠𝐼 𝑠0 𝑠1 𝑠2 𝑠0
𝐸
 
𝑙𝑒𝑣0 𝑙𝑒𝑣1 𝑙𝑒𝑣2 𝑙𝑒𝑣3 
𝑠3 𝑠1
𝐸
 
𝑙𝑒𝑣5 
𝑙𝑒𝑣4 
𝑠4 
𝑠5 
𝑙𝑒𝑣6 
𝑙𝑒𝑣8 
𝑙𝑒𝑣7 
𝑠2
𝐸
 
𝑠𝐼 
w(𝑝𝑙0) 
= 1 
w(𝑝𝑙0) 
= 0 
w(𝑝𝑙0) 
= 0 
w(𝑝𝑙0) 
= 0 
w(𝑝𝑙0) 
= 1 
𝑠0
𝐸
 
𝑠𝐼 
w(𝑝𝑙0) 
= 2 
w(𝑝𝑙0) 
= 1 
w(𝑝𝑙0) 
= 2 
𝑠0
𝐸
 
w(𝑝𝑙0) 
= 1 
w(𝑝𝑙0) 
= 1 
w(𝑝𝑙0) 
= 1 
w(𝑝𝑙0) 
= 0 
w(𝑝𝑙0) 
= 0 
w(𝑝𝑙0) 
= 1 
{𝑝𝑙0} {𝑝𝑙0} {𝑝𝑙0} {𝑝𝑙0, 𝑝𝑙1} 
{𝑝𝑙1} 
{𝑝𝑙1} 
{𝑝𝑙1} {𝑝𝑙1} 
{𝑝𝑙0} 
(b) Wrong result
Figure 31: State space examples containing pathfinding pitfalls. The weights from the per-
spective of pl0 are noted at each event transition.
The state space graph contains as many vertices as there are states (|Vertices| = |S|).
The number of edges can be at most the product of linearized events and states,
which is |Edges| 6 |S| · |LEv| since an event could be available in multiple states.
The Dijkstra and A* algorithms have a complexity of O(|Vertices|2) = O(|S|2) or, if
implemented with a Fibonacci Heap [39], O(|Vertices| · log|Vertices|+ |Edges|):
O(|S| · log|S|+ |S| · |LEv|) = O(|S| · (log|S|+ |LEv|)).
There are paths calculated for all combinations of players and end states (|Pl| · |SE|
runs). Its overall complexity is therefore
O(|Pl| · |SE| · |S| · (log|S|+ |LEv|)).
This can be simplified into O(|SE| · |S| · (log|S|+ |LEv|)), since |Pl| is a small constant
in the application scenario (Section 3.1). The breath first traversal required for the
A* heuristic has a complexity of O(|Edges|+ |Vertices|) = O(|S| · |LEv|+ |S|) per run,
which can be simplified to O(|S| · |LEv|) since |S| · |LEv| > |S|. It requires one run for
each end state |SE|:
O(|SE| · |S| · |LEv|).
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This results in an overall complexity of
O(|SE| · |S| · (log|S|+ |LEv|))+O(|SE| · |S| · |LEv|) = O(|SE| · |S| · (log(|S| · |LEv|)+ |LEv|)).
Because the path calculations for each ending and player only share their inputs but
are independent from each other’s results, they can be calculated in separate threads
to speed up the process in practice.
Figure 32 illustrates an example state space with three endings, based on a game
for two players. The players able to trigger an event are noted at the edges, whose
weight is assumed to be one for all edges to simplify the example. Furthermore, there
is only one path to each ending and there are no optional events, so the shortest path
is the same for every metric and perspective. It is important to note that the structure
is kept simple for illustration purposes. In real games it would be much larger (longer
path) and more complex (more junctions). After the path calculation the following
paths are found:
∀i ∈ [0, 2]pi = minPathM(sEi ) = minPathM(Pl0, sEi ) = minPathM(Pl1, sEi )
states(p0) = (s
I, s0, s1, s2, sE0 )
events(p0) = (lev0, lev1, lev2, lev3)
states(p1) = (s
I, s0, s1, s3, sE1 )
events(p1) = (lev0, lev1, lev4, lev5)
states(p2) = (s
I, s0, s4, s5, sE2 )
events(p2) = (lev0, lev6, lev7, lev8)
(2)
These paths can then be used as input for the next step, calculating the three balanc-
ing metrics for each player.
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Figure 32: Example state space for balancing. For each event its ID and all players that could
trigger it are noted.
7.2.2 Path assessment
Having the shortest path for player pl to an ending sE following the metric M the
overall “length”, i.e. its value for the metric can be calculated by summing the metric-
specific weights for each event from the perspective of this player:
Mplayer(pl, sE) =
length
M
(pl,sE)−1∑
i=0
weight
M
i (pl, s
E)
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A pairwise comparison of all players’ values would result in |Pl|2 values, which is
relatively difficult to interpret. Instead, it is beneficial to relate all individual player
values to a common anchor, resulting in only |Pl| values. The minimal metric for
the group as a whole, which requires an additional shortest path calculation, can be
used as this anchor:
Moverall(sE) =
length
M
(sE)−1∑
i=0
weight
M
i (s
E)
With this a percentage metric for each player can be calculated:
Mplayer%(pl, sE) =
Mplayer(pl, sE)
Moverall(sE)
The shortest path for each player is always shorter or equal to the path for the
whole group in regards to the metric used. This can be proven by looking at a mini-
mal path for the whole group pGrp = minPathM(sE). Because of Equation 1, every
event on this path has at most the same weight for any player as for the group, which
is translated to the overall path length as the sum of the individual weights. There-
fore, the individual player values on pGrp are at most the same as the value for the
whole group – or there are other, even shorter, paths from the player’s perspective.
This means that the maximum of the percentage metric is one:
∀pl ∈ Pl, sE ∈ SE :Moverall(sE) >Mplayer(pl, sE)
⇒ ∀pl ∈ Pl, sE ∈ SE :Mplayer%(pl, sE) 6 1
Since the individual weights are always positive, the value range ofMplayer%(pl, sE)
is [0, 1]. This also serves as a normalization of the values, making them comparable
between paths that have a different length.
Alternatively, the sum of the individual player values could be used for compari-
son, saving the additional path calculation:
Msum(sE) =
|Pl|−1∑
i=0
Mplayer(Pli, sE)
Mplayer%
′
(pl, sE) =
Mplayer(pl, sE)
Msum(sE)
But this would mask cases in which most of the weights cannot be attributed to a
specific player, resulting in low values for all of them. Simply comparing these values
to the sum would not show the large difference between their individual values and
the one actually required for solving the game.
Another alternative is to calculate the group effort on each player’s path instead
of a separate path:
Moverall
′
(pl, sE) =
length
M
(pl,sE)−1∑
i=0
weight
M
i (s
E)
Mplayer%
′′
(pl, sE) =
Mplayer(pl, sE)
Moverall
′
(pl, sE)
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But this yields the problem that path finding algorithms can only optimize a single
value. Therefore, no reliable statement about the group effort on a player path can
be given. The same problem appears when using a single path, for example the one
being optimal for the group, and then calculating the player’s individual values on
it:
Mplayer
′
(pl, sE) =
length
M
(sE)−1∑
i=0
weightMi (minPath
M(sE),pl)
Mplayer%
′′′
(pl, sE) =
Mplayer
′
(pl, sE)
Moverall(sE)
For the example found in Figure 33 both paths are four events long, so their overall
length with a uniform weight of one is also four. A pathfinding algorithm optimizing
the overall length could therefore return any of the two paths (but always only one).
Depending on which one is chosen, either pl0 or pl1 would have more weight than
the other – which suggests an imbalance. A human looking at the graph would
describe the overall construct as balanced, due to its symmetry, however.
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Figure 33: State space example in which different paths are required for each player. Every
weight is assumed to be one and is only counted for the player noted at the event’s
transition. The upper right path weighs more for pl0, the lower left path for pl1.
Since all of these calculations can be done by summing up event weights during
the pathfinding, they do not increase the complexity of the overall approach.
This path assessment approach works with any metricM that defines non-negative
individual and overall weights for the events that follow Equation 1. Based on that,
the following three sections discuss concrete metrics for effort, waiting times and
options as examples.
7.2.2.1 Effort
For measuring the minimal (matching the minimizing nature of the pathfinding)
effort for a specific player, only events that this player has to trigger are counted.
weightE(p, i) = weight(levi(p), si(p))
weightE(p, i,pl) =
{
weightE(p, i) if availPl(levi(p), si(p)) = {pl};
0 else.
Therefore, events that can be triggered by multiple players are not counted for any-
one, as nobody has the sole responsibility to do so. This does not violate Equation 1
as an individual player’s weight is either the same as the general one or zero.
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This results in the following efforts for the example in Figure 32 and the paths
from Equation 2:
weightsE(p0) = (1, 1, 1, 1) Eoverall(sE0 ) = 4
weightsE(p0,pl0) = (1, 1, 1, 0) Eplayer(pl0, sE0 ) = 3
weightsE(p0,pl1) = (0, 0, 0, 0) Eplayer(pl1, sE0 ) = 0
Eplayer%(pl0, sE0 ) = 75% E
player%(pl1, sE0 ) = 0%
The path above has a big difference between the player’s efforts, which means that
there is imbalance among the players.
weightsE(p1) = (1, 1, 1, 1) Eoverall(sE1 ) = 4 (3)
weightsE(p1,pl0) = (1, 1, 0, 0) Eplayer(pl0, sE1 ) = 2
weightsE(p1,pl1) = (0, 0, 1, 1) Eplayer(pl1, sE1 ) = 2
Eplayer%(pl0, sE1 ) = 50% E
player%(pl1, sE1 ) = 50%
weightsE(p2) = (1, 1, 1, 1) Eoverall(sE2 ) = 4
weightsE(p2,pl0) = (1, 0, 1, 0) Eplayer(pl1, sE2 ) = 2
weightsE(p2,pl1) = (0, 1, 0, 1) Eplayer(pl0, sE2 ) = 2
Eplayer%(pl0, sE2 ) = 50% E
player%(pl1, sE2 ) = 50%
On these paths there is no difference between the effort both players provide, the
game seems balanced.
7.2.2.2 Waiting Times
Waiting times can be estimated by a weight function that is similar to the one for
effort. Every event that a player cannot trigger has to be triggered by someone else
while the player is waiting.
weightW(p, i) = weight(levi(p), si(p))
weightW(p, i,pl) =
{
weightW(p, i) if pl /∈ availPl(levi(p), si(p));
0 else.
Analogue to the effort, if multiple players can trigger an event it is not counted as
waiting time for any of them due to the goal of getting a minimal value. In contrast
to effort however, for which an event is counted for at most one player, here multiple
players can wait at the same time. Therefore, in a game in which only one player acts,
all others are waiting 100% of the time. This difference is crucial enough to calculate
waiting times separately from the effort, although there is a correlation between them.
The calculation of the waiting time is also an approximation, as it assumes that events
are executed as soon as they are available for a player. Decision-making and reaction
times are ignored as they are unknown at this stage of development. Furthermore,
they vary between different players anyhow. Calculating the actual waiting times also
would need information on the logical dependencies between events, especially in
regards to which events can be parallelized. If this is the case, a player could trigger
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a future event early or could execute some optional actions instead of waiting. Due
to the complexity of calculating such dependencies and the approximating nature of
the overall approach, this is currently not considered. The weight formula for waiting
also guarantees Equation 1 as an individual player’s weight is either the same as the
general one or zero.
In the example (Figure 32 and Equation 2) the following waiting times are approx-
imated:
weightsW(p0) = (1, 1, 1, 1) Woverall(sE0 ) = 4
weightsW(p0,pl0) = (0, 0, 0, 0) Wplayer(pl0, sE0 ) = 0
weightsW(p0,pl1) = (1, 1, 1, 0) Wplayer(pl1, sE0 ) = 3
Wplayer%(pl0, sE0 ) = 0% W
player%(pl1, sE0 ) = 75%
The path above is also imbalanced in regards to waiting times, as there is a big
difference between the players values.
weightsW(p1) = (1, 1, 1, 1) Woverall(sE1 ) = 4
weightsW(p1,pl0) = (0, 0, 1, 1) Wplayer(pl0, sE1 ) = 2
weightsW(p1,pl1) = (1, 1, 0, 0) Wplayer(pl1, sE1 ) = 2
Wplayer%(pl0, sE1 ) = 50% W
player%(pl1, sE1 ) = 50%
weightsW(p2) = (1, 1, 1, 1) Woverall(sE2 ) = 4
weightsW(p2,pl0) = (0, 1, 0, 1) Wplayer(pl0, sE2 ) = 2
weightsW(p2,pl1) = (1, 0, 1, 0) Wplayer(pl1, sE2 ) = 2
Wplayer%(pl0, sE2 ) = 50% W
player%(pl1, sE2 ) = 50%
Both of these paths feature balanced waiting times.
7.2.2.3 Options
The options at a given state can be defined as the events that can be triggered there.
Because an event is a transition between two states, there is no definitive mapping
between an event and the options metric. Since the effects of the event are more
relevant than its preconditions, the options are counted in its successor state. But
one should also penalize if a player has the same options for a longer time, as they
can get boring after a while. To recognize this, only options that are not available in
the previous state (δ) are counted. The following formulas use two player variables,
of which plf is the player for which the balancing value is currently calculated. In
contrast, plt is used to denote the player that has to trigger an event on the path.
weightO(p, i) =
∑
lev∈δ(p,i)
weight(lev,nextS(levi(p), si(p),pli(p)))
weightO(p, i,plf) =
∑
lev∈δ(p,i,plf)
weight(lev,nextS(levi(p), si(p),pli(p)))
δ(p, i) =δ ′(si(p), levi(p),pli(p))
δ(p, i,plf) =δ ′(si(p), levi(p),pli(p),plf)
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δ ′(s, lev,plt) =
{
lev ∈ availLEv(nextS(lev, s,plt))|
(
lev /∈ availLEv(s)
)}
δ ′(s, lev,plt,plf) =
{
lev ∈ availLEv(nextS(lev, s,plt))|
(plf ∈ availPl(lev,nextS(lev, s,plt))∧
(lev /∈ availLEv(s)∨ plf /∈ availPl(lev, s)))
}
Again, some events can be available to multiple players as options. And although δ
is dependent on something other than the event transition instance itself, the states
before and after it are always fixed and independent of the rest of the path. Therefore,
it is a valid measurement during pathfinding. The drawback of this measure is that
it only filters out immediate repetitions of an option. A more complex metric would
also reduce its value if an event is re-encountered later on. But to keep the metric
simple, and because the calculation is an approximation anyhow, this is not done.
The relation specified in Equation 1 is guaranteed by this weight function because
for each player only a subgroup of all options is counted.
Due to the fact that the options metric focuses on the state after an event it omits
the initial state, which has no event leading to it. This means that all options from
this state must be added to the path to get the overall result:
Ooverall(sE) =
length
O
(sE)−1∑
i=0
weight
O
i (s
E) +
∑
lev∈availLEv(sI)
weight(lev, sI)
Oplayer(pl, sE) =
length
O
(pl,sE)−1∑
i=0
weight
O
i (pl, s
E) +
∑
lev∈availLEv(sI)|
pl∈availPl(lev,s)
weight(lev, sI)
For the example in Figure 32 and Equation 2, this results in the following option
values:
weightsO(p0) = (2, 2, 1, 0) Ooverall(sE0 ) = 5+ 1 = 6
weightsO(p0,pl0) = (1, 1, 1, 0) Oplayer(pl0, sE0 ) = 3+ 1 = 4
weightsO(p0,pl1) = (1, 1, 1, 0) Oplayer(pl1, sE0 ) = 3+ 0 = 3
Oplayer%(pl0, sE0 ) ≈ 67% Oplayer%(pl1, sE0 ) = 50%
On the path above there is a difference of about 17% between the players, which is
slightly unbalanced.
weightsO(p1) = (2, 2, 1, 0) Ooverall(sE1 ) = 5+ 1 = 6
weightsO(p1,pl0) = (1, 1, 0, 0) Oplayer(pl0, sE1 ) = 2+ 1 = 3
weightsO(p1,pl1) = (1, 1, 1, 0) Oplayer(pl1, sE1 ) = 3+ 0 = 3
Oplayer%(pl0, sE1 ) = 50% O
player%(pl1, sE1 ) = 50%
The second path does not show any differences and therefore is fully balanced.
weightsO(p2) = (2, 1, 1, 0) Ooverall(sE2 ) = 4+ 1 = 5
weightsO(p2,pl0) = (1, 1, 0, 0) Oplayer(pl0, sE2 ) = 2+ 1 = 3
weightsO(p2,pl1) = (1, 0, 1, 0) Oplayer(pl1, sE2 ) = 2+ 0 = 2
Oplayer%(pl0, sE2 ) = 60% O
player%(pl1, sE2 ) = 40%
Lastly, the third path also has a difference of about 17%, which is slightly unbalanced.
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7.2.3 Value Aggregation
After the balancing metrics based on paths for each player pl and ending sE have
been calculated, the developer would have to look at |Pl| · |SE| different values:
Mplayer%(Pl0, sE0 ) ... M
player%(Pl|Pl|−1, sE0 )
... ... ...
Mplayer%(Pl0, sE|SE|−1) ... M
player%(Pl|Pl|−1, sE|SE|−1)

It is obvious that it would be beneficial to aggregate these values into just a few ones
describing the overall balancing of the game.
For this, we propose to first aggregate over all players towards each end state,
describing the (in-)equality among the players on the paths to this ending. Then, the
values for each ending can be aggregated to generalize these results for the whole
game. Aggregating over all paths first would instead show how much the balancing
for each player varies between paths. Afterwards, aggregating over all players would
show whether these fluctuations are different between the players. In order explain
why this is problematic, the following results that signify strong imbalances along
both dimensions are assumed:(
Mplayer%(Pl0, sE0 ) = 0% M
player%(Pl1, sE0 ) = 100%
Mplayer%(Pl0, sE1 ) = 100% M
player%(Pl1, sE1 ) = 0%
)
Aggregating over the end states first shows that the balancing results vary greatly
between the endings, then aggregating over the players shows that this is the case
for both players. Intuitively this may sound balanced at first. In contrast, aggregating
over the players shows that the paths to both endings are highly unbalanced and
subsequently aggregating over the paths shows that this is the case for both paths,
in this case the whole game. This result allows for a much clearer interpretation.
Additionally, players usually play a game only once or a few times, so they are
more concerned about the path they are taking than an overall picture. Therefore,
having an aggregated value for each ending is a more useful intermediate result
when looking at individual values for further analysis.
For assessing the (in-)equality on the path values to an ending, |Pl| values must
be compared: M¯ending(sE) =
{
Mplayer%(Pl0, sE), ...,Mplayer%(Pl|Pl|−1, sE)
}
. One
popular metric for calculating the variance between a number of values is the stan-
dard deviation SD(Mending(sE)), which becomes smaller the more similar the val-
ues are. For a perfectly balanced game in which all values are the same, the standard
deviation is 0. However, the maximum value of the standard deviation depends on
the concrete metric, making the interpretation of values larger than zero difficult. We
therefore propose to normalize the value in order to keep it in the range of [0, 1]
([0%, 100%]). To do this, the highest possible standard deviation has to be known,
which is different depending on whether the number of values |M| is odd or even.
If |M| is even it can be written as |M| = 2 · n with n ∈ N. In this case, n val-
ues being at the lower and n values being the upper bound of the value range re-
sults in the highest possible standard deviation. If the values are in [0, 1], like in
Mplayer%(Pl, sE), this means that the worst value distribution is:
Mevenworst ={m0 = 0, ...,mn−1 = 0,
mn = 1, ...,m2·n−1 = 1}
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This results in the following standard deviation for this worst case (the full calcula-
tion can be found in Section D.1):
SDevenworst(n) =
√√√√n · (0− SUM(Mevenworst)2·n )2 +n · (1− SUM(Mevenworst)2·n )2
2 ·n
SDevenworst(n) =
√
n · (0− n2·n)2 +n · (1− n2·n)2
2 ·n
SDevenworst(n) =
√
n · (14 + 14)
2 ·n =
1
2
If |M| is odd it can be written as |M| = 2 ·n+ 1 with n ∈ N. In this case, n values
being at the lower and n + 1 values being the upper bound (or vice versa) of the
value range results in the highest possible standard deviation. For values in [0, 1] the
worst value distribution is then:
Moddworst ={m0 = 0, ...,mn−1 = 0,
mn = 0,
mn+1 = 1, ...,m2·n = 1}
M ′oddworst ={m0 = 0, ...,mn−1 = 0,
mn = 1,
mn+1 = 1, ...,m2·n = 1}
This results in the following standard deviation (the full calculation for Moddworst as
well as the one for M ′evenworst can be found in Section D.2):
SDoddworst(n) =
√√√√(n+ 1) · (0− SUM(Moddworst)2·n+1 )2 +n · (1− SUM(Moddworst)2·n+1 )2
2 ·n+ 1
=
√
(n+ 1) · (0− n2·n+1)2 +n · (1− n2·n+1)2
2 ·n+ 1
=
√√√√n · ( n2(2·n+1)2 + n(2·n+1)2 + 1− 2·n2·n+1 + n2(2·n+1)2)
2 ·n+ 1
=
√√√√n · (n·(2·n+1)2·n+1 + 1)
(2 ·n+ 1)2 =
√
n · (n+ 1)
(2 ·n+ 1) =M
′odd
worst
The general formula for the highest possible standard deviation combines these
two cases:
SDworst(M) =
 SDevenworst(|M|) = 12 if |M| is even;SDoddworst(|M|) = √|M|·(|M|+1)(2·|M|+1) else.
Using this formula, a normalized standard deviation can be calculated, which is
always in [0, 1] and therefore can be interpreted more easily:
SDnorm(M) =
SD(M)
SDworst(M)
(4)
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The final result for a metric M and a given ending sE is then the normalized
standard deviation over all players:
Mending(sE) = SDnorm(M¯
ending(sE))
This gives the difference (imbalance) between players for this ending in [0, 1] or
[0%, 100%]. Accordingly, the value should be low for a balanced game (zero would
indicate a perfectly balanced game).
Since there is a value for each player at this stage, the worst case SD can be calcu-
lated once using the number of players for |M|. In the example (Figure 32 and Equa-
tion 2) there are two players, so the worst possible SD is SDworst(M) = 12 = 50%.
Using this, the following results per ending are obtained (effort only):
Eending(sE0 ) = SDnorm({75%, 0%}) =
SD({75%, 0%})
50%
=
37.5%
50%
= 75%
Eending(sE1 ) = SDnorm({50%, 50%}) =
SD({50%, 50%})
50%
=
0%
50%
= 0%
Eending(sE2 ) = SDnorm({50%, 50%}) =
SD({50%, 50%})
50%
=
0%
50%
= 0%
For sE0 there is a big difference between the players’ values, but the other paths seem
to be balanced. These aggregated values match the results obtained by looking at the
individual values (Section 7.2.2.1), which is exactly what is needed.
After this step there is only one value per path, which need to be aggregated over
all paths in order to get a single value for the game.
Magg = AGG
({
Mending(sE0 ), ...,M
ending(sE|SE|−1)
})
The first interesting aggregation function is the average (agg = avg), which repre-
sents the overall picture over all paths. Additionally, the maximum value (agg =
max) should be checked as well in order to find the worst path. If the average (and
max) is zero, the game is perfectly balanced according to the approximation. In con-
trast, if the average is greater than zero but still low, the game is reasonably balanced.
But if the average is high, the game must be very unbalanced. Lastly, if the maximum
is high, there is at least one unbalanced path in the game, even if the average is low
and the game is pretty balanced overall. In this case the developer could identify the
unbalanced path by looking at the individual values before they were aggregated.
To improve the balance he can then try to reassign some events on this path to an-
other player. The minimum aggregation is not interesting, since there is no use in
identifying paths that are already balanced.
For the example (Figure 32 and Equation 2) the following end result is achieved
(effort only):
Eendingavg = avg({75%, 0%, 0%}) = 25%
Eendingmax = max({75%, 0%, 0%}) = 75%
The average effort difference is noticeably greater than zero, which means that either
all paths are a bit unbalanced or that a few ones are greatly unbalanced. Since the
maximum effort difference is much higher, the latter of these explanations is con-
firmed. To improve the game’s effort balance the offending path to sE0 should be
changed, for example by assigning lev2 and lev3 to pl1 only.
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These aggregations represent a one-time post-processing step with a complexity
of O(|Pl| · |SE|), which is smaller than the pathfinding complexity and has therefore
no impact on the overall complexity.
7.2.4 Value Distribution
Looking at the recurring example (Figure 32), a weakness of the approach so far
becomes apparent. Although the path to sE1 is balanced overall (Equation 3), the
effort is concentrated into two blocks. For the first part only pl0 is acting, the second
part is solved exclusively by pl1. It is easy to imagine that such homogenous (or
unbalanced) sections are viewed as boring, especially if the game is longer. Therefore,
the balancing definition also requires the metrics to be uniformly distributed. Hereby,
it is important to note that if the overall path is badly balanced, the distribution of
values along this path is a menial issue.
Thus, the general idea is to calculate the distribution of each metricMdistrib(pl, sE)
on all paths (i.e. for each ending and player). This value lies in [0, 1] with an optimal
value of zero (no difference between different parts).
This distribution should be calculated on the optimal paths which have already
been found (Mdistrib(pl, sE) = Mdistrib(minPathM(pl, sE))). Optimizing it on its
own during the pathfinding step could result in paths on which players that are
normally idle execute irrelevant actions to improve the distribution. However, this
would increase the overall path length and could even lead to the algorithm moving
farther away from the final goal in regards to the actual effort, which increases run-
time and is ultimately counterintuitive to what a user would expect. The drawback
of this method is that – since the distribution is not optimized – there could be multi-
ple shortest paths in regards to the original metric, from which only one is returned
by the pathfinding. Since these paths may have different distributions, it is therefore
beneficial to investigate all shortest paths (Section 7.2.5).
Again, the values for multiple players and endings have to be aggregated. Since the
optimal value is known and because taking the standard deviation would mask sim-
ilar bad distributions over all paths, the average and maximum (agg ∈ {avg,max})
should be considered instead. This is the case for aggregating over all players and
endings, therefore the aggregation can be done along both dimensions simultane-
ously.
Mdistribagg = AGG

Mdistrib(Pl0, sE0 ) , ..., M
distrib(Pl|Pl|−1, sE0 ),
..., ..., ...,
Mdistrib(Pl0, sE|SE|−1), ..., M
distrib(Pl|Pl|−1, sE|SE|−1)

Like the individual values ofMdistrib, the aggregated value is also in [0, 1] with zero
being optimal. If the value is higher, the developer can again look at the values of
each individual path in order to solve the underlying problem.
7.2.4.1 Fixed Sections
The simplest approach for calculating the value distribution is to partition a given
path into |Sc| fixed sections (indices Sc = 0, ..., |Sc|− 1). Taking each partition as a
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path on its own, the desired metric can be calculated for each section. By comparing
these values, the metric’s distribution between the sections can be determined.
These sections can either be defined manually by the developer or generated auto-
matically. Letting the developer define the sections allows him to match the semantic
structure of the game, for example partitioning the game according to the dramatic
acts of the underlying narrative. Technically this means that the developer has to pro-
vide |Sc|− 1 cutting points c0, ..., c|Sc|−1, which are states (c ∈ S) that mark the end
of a section. These constitute an ordered list, to which the initial state and the end
state of the path are added: C(sE) = (sI, c0, ..., c|Sc|−1, sE). In order to work correctly,
the developer has to make sure that the chosen cutting points exist on the current
path:
minPathM(Pl, sE) =
{
sI, ..., c0, ..., c1, ..., c|Sc|−1, ..., s
E
}
(5)
To calculate the balancing values for each section, an auxiliary function that returns
the index of a state in a path is needed: index(s,p) = i ⇔ si(p) = s. The straight-
forward approach would then be to sum up the desired metric over all events in
the subpath between two cutting points. However, those paths can be of different
lengths:
lengthMSc(pl, s
E, sc) = index(csc+1,minPathM(pl, sE))
− index(csc,minPathM(pl, sE))
If pMmin is a minimal path to an ending using the metric M and the path contains all
cutting points as required by Equation 5 this can also be written as:
lengthSc(p
M
min, sc) = index(csc+1,p
M
min)
− index(csc,pMmin)
Using this length, the balancing value for each section can be normalized in order
to make them comparable:
Mplayer(pl, sE, sc) =Mplayer(minPathM(pl, sE), sc)
Mplayer(pMmin, sc) =
index(csc+1,pMmin)−1∑
i=index(csc,pMmin)
weightMi (p
M
min)
lengthSc(p
M
min, sc)
If the developer did not define cutting points, for example when the game’s struc-
ture is diverging in a way that many individual cutting points need to be defined for
each ending, another approach is also viable. Paths can be cut automatically, either
based on the desired number of sections or their intended length. As the number of
sections can be calculated directly from the intended length by dividing the overall
path length, only the first option will be described. Compared to defining sections
manually, these automated splits require no knowledge about the game’s structure
and therefore work under any circumstances.
When a specific number of sections need to be generated, their average length can
be calculated for each path:
avgLengthMSc(pl, s
E) =
length
M
(pl, sE)
|Sc|
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If the number of sections is a divisor of the overall path length every path has the
same length and no normalization is needed:
lengthMSc(pl, s
E, sc) = avgLengthMSc(pl, s
E) ∀sc ∈ Sc
However, the average length is not always a natural number, for example if a path
of ten events (ev0, ..., ev9) has to be split into three sections (average section length
of about 3.33). One option is to round at each multiple of the average length (which
defines a section border) and assign the event on that border to one of the adjacent
sections based on this rounding:
indexEnd(pl, sE, sc) = round(avgLengthMSc(pl, s
E) · (sc+ 1)) − 1
indexBegin(pl, sE, sc) =
{
indexEnd(pl, sE, sc+ 1) if i > 0;
0 else.
lengthMSc(pl, s
E, sc) = indexEnd(pl, sE, sc) − indexBegin(pl, sE, sc)
Following this, the sections in the example would be (ev0, ev1, ev2), (ev3, ev4, ev5, ev6),
(ev7, ev8, ev9). Due to the rounding, the length of each section varies slightly, similar
to the developer-defined sections. Thereby normalization is needed for them, too. As
an alternative, the value of the events lying “between” two sections could be partially
assigned to each adjacent section based on the fractional digits remaining.
Using this, the normalized value for each section is defined as:
Mplayer(pl, sE, sc) =Mplayer(minPathM(pl, sE), sc)
Mplayer(pMmin, sc) =
(sc+1)·lengthMSc(pl,sE,sc)−1∑
i=sc·lengthMSc(pl,sE,sc)
weightMi (p
M
min)
lengthMSc(pl, sE, sc)
Independent of how the path is separated into sections, for each combination of
player and ending there are now |Sc| section values of the metric M:
MplayerSect(pl, sE) =
{
Mplayer(pl, sE, 0), ...,Mplayer(pl, sE, |Sc|− 1)
}
These values have to be aggregated in such a way that the distribution of a balanc-
ing metric between the sections is expressed in a single value. Here, the standard
deviation is useful again. In the best case, every section has the same value, which
means that the value calculated for the overall path is also representative for each
part. In this case the standard deviation is zero. The worst case is that the value of
the overall path is concentrated in only one section while the values of every other
section on the path are zero. Due to the normalization, this section must also be one
of the smallest ones for its value being the largest one possible:
M
playerSect
worst (pl, s
E) =
(
Mplayer(pl, sE)
minLengthMSc(pl, sE)
, 0, ..., 0
)
minLengthMSc(pl, s
E) = minsc∈SclengthMSc(pl, s
E, sc)
This is different to the aggregation over all players (Section 7.2.3), for which the worst
case is that half of the values have the maximum value and the other ones are zero.
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Hereby, the crucial difference is that the sum of all section values combined can be
at most the overall value of the path.
|Sc|−1∑
i=0
Mplayer(pMmin, sc) · lengthMSc(pl, sE, sc) =Mplayer(pl, sE)
SUM(MplayerSect(pl, sE)) 6Mplayer(pl, sE)
Therefore, not only is every value in the range of
[
0, M
player(pl,sE)
minLengthMSc(pl,s
E)
]
, but their
sum is also in the same value range. For the player percentages where theoretically
every player could reach the maximum value of 100% (for example when every
option is available to every player) this is not the case and the sum is in [0%, |Pl| ·
100%]. This results in a worst case standard deviation dependent on the number of
values n (for the complete calculation see Appendix Section D.3):
SDworst%(M) =
√√√√(SUM(M) − SUM(M)n )2 + (n− 1) · (0− SUM(M)n )2
n
=
√√√√((SUM(M))2 · (Pl− 1))
Pl2
=
√
(n− 1) · SUM(M)
n
To remove this dependency on the number of sections and to get a value in [0, 1],
the normalized standard deviation should be used (also Equation 4):
SDnorm%(M
playerSect(pl, sE)) =
√
(|Sc|− 1) · SUM(M
playerSect(pl, sE))
|Sc|
Msection(pl, sE) = SDnorm%(MplayerSect(pl, sE))
=
SD(MplayerSect(pl, sE))
SDworst%(MplayerSect(pl, sE))
This value then constitutes how much the metric M differs between the individual
sections. Due to the normalization it lies in [0, 1] with zero signaling that there is no
difference between the sections. Therefore, Msection(pl, sE) fulfills the requirements
defined for Mdistrib(pl, sE) in Section 7.2.4.
Alternatively, the maximal difference between a section value and the overall path
value can be used:
MsectionDiff(pl, sE) = maxsc∈Sc
(Mplayer(pl, sE) −Mplayer(pl, sE, sc))
Mplayer(pl, sE, sc)
This value also fulfills the requirements, but takes only the section with the largest
difference into account.
One drawback of this method is that the order of sections is not important and
the result is highly dependent on the number of sections. For example, with a sec-
tion length of two, a weight distribution of
(
(0, 0), (0, 0), (1, 1), (1, 1)
)
is not worse
than
(
(0, 0), (1, 1), (0, 0), (1, 1)
)
, in which four are reordered. Though, with a section
length of four
(
(0, 0, 0, 0), (1, 1, 1, 1)
)
is significantly worse than
(
(0, 0, 1, 1), (0, 0, 1, 1)
)
,
on which the same reordering is applied. There is also a high dependence on the
location of the section borders.
(
(0, 0), (1, 1), (0, 0), (1, 1)
)
is completely unbalanced,
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but moving a single event from the first position to the last results in the completely
balanced
(
(0, 1), (1, 0), (0, 1), (1, 0)
)
. At least some of these problems could be miti-
gated by having a sliding window with a fixed length moving over the whole path
and evaluating every combination of connected events, as it would include both ad-
vantageous as well as disadvantageous splits. However, the impact of these flaws
diminishes quickly the longer the sections get, which highlights the importance of
choosing the right number of sections. With a section count of one this section rep-
resents the overall path, so there is no additional information obtained. In contrast,
if there are as many sections as there are events, the game can seem to be highly
imbalanced. In this case there is nothing else in each “section” that could act as a
counter-balance when the single event is assigned to a specific player. So, our ad-
vice is to choose a section length which represents between one or two minutes of
playtime, as this is a time span in which players would start to notice imbalances.
Depending on the time each individual event takes, this can mean different section
lengths, but should in any case result in sections that do not fall into the pitfalls
above.
In order to work correctly with this approach, the options metric defined in Sec-
tion 7.2.2.3 has to be changed. In the original version options that are available in
multiple states are only counted in the first state at which they appear in order to
penalize repetition. This works well for calculating the overall sum of weights and
is the only viable option for the pathfinding, during which the future states (and
therefore how long an option will be available) are not yet known. Events that are
available in multiple sections, however, are only counted in the first one. One could
argue that options are only interesting when they are new and keep it that way, but
alternatively a post-processing step can be executed in which each option’s weight
is distributed equally over all states during which it is available. This prevents mis-
leading results when a section seems to have no options at all because all options
available are already known. A mixed approach combining both variants (with an
weight factor to control their influence) is also possible.
weightO(p, i) =
∑
lev∈γ(p,i)
weight(lev,nextS(levi(p), si(p),pli(p)))
repetitions(p, i)
γ(p, i) = availLEv(nextS(levi(p), si(p),pli(p)))
weightO(p, i,pl) =
∑
lev∈γ(p,i,pl)
weight(lev,nextS(levi(p), si(p),pli(p)))
repetitions(p, i,pl)
γ(p, i,pl) = availLEv(nextS(levi(p), si(p),pli(p)))|pl ∈ availPl(lev, si(p))
The function repetitions(p, i,pl) counts how long the event levi(p) is available on
the path p for player pl, repetitions(p, i) does the same for the whole group.
When calculating the overall effort for the example (Figure 32 and Equation 2) the
paths to ending sE1 and s
E
2 seem to be perfectly balanced. For simplification reasons,
only the values for pl0 are calculated and weightsMSc(p,pl) is used as a variant of
weightsM(p,pl) in which the weights are grouped into sections.
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For |Sc| = 2 fixed length sections, the path to end state sE1 shows the worst possible
distribution:
weightsMSc(p1,pl0) = ((1, 1), (0, 0))
EplayerSect(pl0, sE1 ) =
{
2
2
,
0
2
}
= {1, 0}
SUM(EplayerSect(pl0, sE1 )) = 1
AVG(EplayerSect(pl0, sE1 )) =
1+ 0
2
=
1
2
SD(EplayerSect(pl0, sE1 )) =
√
(1− 12)
2 + (0− 12)
2
2
=
√
2 · (12)2
2
=
√
1
4
=
1
2
SDworst%(M) =
√
(2− 1) · 1
2
=
1
2
Esection(pl0, sE1 ) =
1
2
1
2
= 1 = 100%
The path to ending sE2 , however, is perfectly balanced, even between sections:
weightsMSc(p2,pl0) = ((1, 0), (1, 0))
EplayerSect(pl0, sE2 ) =
{
1
2
,
1
2
}
SUM(EplayerSect(pl0, sE2 )) = 1
AVG(EplayerSect(pl0, sE2 )) =
1
2 +
1
2
2
=
1
2
SD(EplayerSect(pl0, sE2 )) =
√
(12 −
1
2)
2 + (12 −
1
2)
2
2
=
√
2 · (0)2
2
=
√
0 = 0
SDworst%(M) =
√
(2− 1) · 1
2
=
1
2
Esection(pl0, sE2 ) =
0
1
2
= 0 = 0%
7.2.4.2 Variable Sections
Instead of using fixed section lengths a variable approach can be used, which solves
the problems caused by inappropriate section lengths or cutting points. This ap-
proach counts how many values larger than zero appear next to each other in a path.
For example, while weights of (0, 0, 1, 1, 0, 0, 1, 1) are balanced with a fixed section
length of four and unbalanced with a section length of two, the flexible approach
would instead note that the longest series of weights larger than zero is two. There-
fore, this can also be interpreted as adaptively finding a good value for the section
lengths. To combine the consecutive non zero values, a function is needed which
transforms a series of (2, 2, 1, 0, 0, 1, 0, 1) into (5, 1, 1).
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First, the auxiliary function start is used to decide whether a value marks the
begin of a cluster. This is the case when it is greater than zero and either the first
value in a path or the value beforehand is zero.
startM(p, i,pl) =

1 if
(
weightM(p, i,pl) 6= 0∧
(i = 0∨weightM(p, i− 1,pl) = 0)
)
;
0 else.
This would transform (2, 2, 1, 0, 0, 1, 0, 1) into (1, 0, 0, 0, 0, 1, 0, 1).
Another function consecutive is used to sum up the weight of an event and all
following ones until the first zero is encountered or the path ends.
consM(p, i,pl) =
0 if weightM(p, i,pl) = 0;
weightM(p, i,pl) + consM(p, i+ 1,pl) if weightM(p, i,pl) 6= 0∧
i < length(p) − 1;
weightM(p, i,pl) if weightM(p, i,pl) 6= 0∧
i = length(p) − 1.
This function calculates (5, 3, 1, 0, 0, 1, 0, 1) from the input (2, 2, 1, 0, 0, 1, 0, 1).
Since the function start is only one for the first event in a cluster and cons cal-
culates the combined cluster value remaining, multiplying their individual values
produces (5, 0, 0, 0, 0, 1, 0, 1). Removing all values that are zero afterwards produces
exactly the result needed.
cM(p, i,pl) =startM(p, i,pl) · consM(p, i,pl)
cMmin(i,pl, s
E) =cM(minPathM(pl, sE), i,pl)
Mcons(pl, sE) =
length
M
(pl,sE)−1⋃
i=0
{
cMmin(i,pl, s
E)|cMmin(i,pl, s
E) > 0
}
Alternatively, all homogenous clusters (zero or non zero) could be counted, which
would result in (3, 2, 1, 1, 1) for the example. Counting the zero events, however, pre-
vents the summation of weights, as this would result in zero no matter how many
consecutive zeros are encountered. Not summing up the weights in turn also hides
whether the weights vary between events, so this approach is not pursued any fur-
ther.
After the consecutive weights have been combined, the average and maximum
cluster weight can be calculated. If those values are high, then there are long se-
quences of uninterrupted weights larger than zero, which indicates an uneven distri-
bution. Again, the minimum is irrelevant due to being the best case and using the
standard deviation would mask similarly bad values for all clusters.
MplayerAvg(pl, sE) = AVG(Mcons(pl, sE))
MplayerMax(pl, sE) =MAX(Mcons(pl, sE))
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To normalize these values into [0, 1] they can be divided by the overall value for
the player on this path. This allows outputs of “at most 5% of a path’s effort is pro-
vided without pause”, which are more understandable than abstract values without
a reference point. It also causes the values fulfill the requirements ofMdistrib(pl, sE).
However, it is important to note that for this value the lower threshold is not zero be-
cause at least a single event must be “consecutive”. But these thresholds get smaller
the longer the overall path is and perfect values (0% difference between players) are
seldom reached, even in other metrics. This means that a small but non perfect value
for the distribution should not concern the user. Both MplayerAvg% giving the aver-
age distribution and MplayerMax% providing the worst case are relevant, but only
one final value Mdistrib(pl, sE) is needed. Therefore, we suggest using a combina-
tion of both, weighted by a user defined value σ. For this value we propose an equal
influence of both (σ = 0.5).
MplayerAvg%(pl, sE) =
MplayerAvg(pl, sE)
Mplayer(pl, sE)
MplayerMax%(pl, sE) =
MplayerMax(pl, sE)
Mplayer(pl, sE)
σ ∈ [0, 1]
Mdistrib(pl, sE) = σ ·MplayerAvg%(pl, sE)+
(1− σ) ∗MplayerMax%(pl, sE)
But this metric has a major drawback. While its behavior is intuitive for metrics
like effort and waiting, in which the individual weights are frequently zero, it does
not work with metrics for which this is not the case. In regards to options, for ex-
ample, interesting games provide players a few options in each state, so their value
would never be zero. In this case there would be only one section spanning the
whole path and no additional information is provided by the flexible sections metric.
Mathematically, this could be fixed by defining a threshold larger than zero and only
counting events in which more options are provided. However, there is no objective
and consistent way to define this threshold.
Applied to the recurring example (Figure 32 and Equation 2), the following results
for the effort of pl0 are obtained:
Econs(pl0, sE1 ) = (2)
EplayerAvg(pl0, sE1 ) = 2 E
playerAvg%(pl0, sE1 ) =
2
2
= 1
EplayerMax(pl0, sE1 ) = 2 E
playerMax%(pl0, sE1 ) =
2
2
= 1
Mdistrib(pl0, sE1 ) = 0.5 · 1+ (1− 0.5) · 1 = 1 = 100%
Econs(pl0, sE2 ) = (1, 1)
EplayerAvg(pl0, sE2 ) = 1 E
playerAvg%(pl0, sE1 ) =
1
2
= 0.5
EplayerMax(pl0, sE2 ) = 1 E
playerMax%(pl0, sE1 ) =
1
2
= 0.5
Mdistrib(pl0, sE2 ) = 0.5 · 0.5+ (1− 0.5) · 0.5 = 0.5 = 50%
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Again only the overall balanced endings sE1 and s
E
2 are shown. For s
E
1 all of the
overall effort that pl0 has to provide is required sequentially, which is a very bad
distribution. The value of 50% for sE2 seems also pretty bad, although it is already at
the actual minimum because each section consists of a single event. This is due to
the overall path being unrealistically short. For example, a path length of 20 would
result in a value of 10% given the same situation. However, looking at the values
before normalization
(
EplayerAvg and EplayerMax
)
a developer can easily discover
this pitfall, even with a short path length.
7.2.5 Extension: Multiple shortest paths
As already mentioned, the basic balancing approximation is unable to detect if there
are multiple shortest paths to an end state. This is due to the pathfinding algorithms
being designed for finding one example as fast as possible. In some circumstances
this can lead to problems, for example in the scenario displayed in Figure 34. Assum-
ing a weight of 1 for each event, both possible paths have the same overall value for
each player. In this case, the implementation of the pathfinding algorithm dictates
which one of these paths is returned as a result. However, the order of player actions
is different, which impacts the distribution (Section 7.2.4). The events in the lower
path are equally distributed with the players taking turns, in the upper path both
players act in one single block. It would therefore improve the quality of the approxi-
mations result if both paths could be considered. Calculating multiple shortest paths
can also handle cases in which paths contain events that can be executed in different
orders. In this case, all possible permutations of the events are returned as well.
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Figure 34: State space example in which multiple shortest paths should be considered for
one player.
Finding all shortest paths can be achieved by modifying the Dijkstra or A* algo-
rithm twofold. First, the algorithms must not only record a single transition with
which a node has been reached, but multiple ones if the path up to this point has the
same length. Additionally, the algorithms cannot terminate anymore after reaching
the goal, but after the traversed path grows larger than the shortest path to the end-
ing. These modifications do not increase the theoretical complexity of the algorithm
(Big O notation), as they only cause a few more edges to be explored. Finding the
goal with the last edge, for example when the states form a straight line, is already
the worst case for this type of algorithms without the modification. The calculation
result is then not a single path, but a subgraph in which only the nodes and edges ly-
ing on any of the shortest paths remain. As the balancing calculations require paths
as an input, an intermediate step has to generate all possible paths through this sub-
graph. The nodes and edges of this graph are a subgroup of the original ones and
there are no loops or multiple edges between the same nodes. Each minimal path
7.2 approximating balance 91
can contain at most |S|− 1 events. This is due to the fact that the same event could be
triggered multiple times from different states, but every state can be visited at most
once when the path is an optimal one. So in theory there can be |S|! permutations
in which the states can be visited. This is also the upper bound for the number of
possible parallel paths to be extracted, if every event is relevant for the game ending
and they can be triggered in any order. But in reality, most games are designed to
follow a certain progression structure and story flow, which means that the order in
which states are visited is much more restricted.
Afterwards, any metrics can be calculated on each of the multiple shortest paths.
As the main balancing value is optimized by the pathfinding, it will be the same for
every path – but the not optimized distribution will return multiple values. In order
to receive a single result nonetheless, the results for all paths must be aggregated.
Instead, the average and maximum (i.e. worst) distribution over all parallel paths to
the given ending should be used, which is consistent with the next aggregation step
over all endings. As noted before, using the standard deviation is not appropriate as
a bad distribution on all paths could be masked. However, one must keep in mind
that the pathfinding can only optimize a single metric, for example the effort from
the perspective of the first player. In this case, the effort of all other players is ignored.
When calculating the distribution, the effort provided by other players becomes rele-
vant, as inserting other players’ actions into the paths could improve the distribution
by breaking up clusters. This in turn can skew the average by including paths which
are not consistent with the general approach of looking at the minimal paths only.
To fix this, all of the parallel paths on which the overall metric is significantly larger
than the minimum of all other paths should be ignored.
7.2.6 Extension: Culling End States
Another extension has been defined that can remove end states. Figure 35 serves as a
minimal example for a scenario in which this is beneficial. The (artificial) game it is
based on contains two events that the players can trigger. The first one, lev0, allows
the players to end the game. Additionally, the players can open an irrelevant door
with lev1 first and then trigger the ending. Due to the door having changed its state
this results in a different end state. The pathfinding is run for both of these endings
and finds two minimal paths as a result. A human, in contrast, would say that there
is only one shortest path, the one on which the optional door is ignored. To meet the
expectation set by the approach being based on shortest paths, the path including the
optional event and the ending it is leading to, should be removed. While concerning
a single ending in this example, real games contain multiple optional events which
can create a large number of additional end states due to the combinatorial explosion.
Also, there can be more than one event triggering the change.
However, those end states cannot be detected by looking at them. In the example
above, a simplified version of the endings could be described as sE0 = (gameEnded =
true,doorOpen = false) and sE1 = (gameEnded = true,doorOpen = true). Com-
paring these two endings, the only difference between them is the state of doorOpen.
Knowing that the initial state of doorOpen is false, it seems intuitive to conclude
that an unnecessary action happened to reach sE1 . But in another version, where
opening the door is mandatory as players can only trigger the ending from the other
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Figure 35: State space example with a superfluous ending.
side, another problem becomes obvious. Here, the optional action is to close the door
again after passing through. This would result in the same end states, this time, how-
ever, the one in which the door was closed again has to be removed. It is therefore
obvious that it is not sufficient to look at the endings alone.
Instead, the paths leading to the endings should be examined. If a path to one
ending is a superpath to another, i.e. it contains all events of the other one as well
as some additional ones, the path and the ending it is leading to should be removed.
For this, the order of events is irrelevant, especially when only one shortest path is
calculated per ending, meaning that other valid permutations are unknown. Since
this approach checks only whether an event has been triggered or not, their weight
is not important and the culling result can be reused for other metrics. However,
the check only works when paired with the extension for multiple shortest paths. In
games where the same result can be achieved with different events, it could happen
that the path to different endings use different events for the same goal. This means
that none of these paths can be a superpath of the other, even if ifs ending contains
optional changes. Therefore, it is necessary to compare all combinations of shortest
paths to find every subpath-superpath-match. In the example above, the end state
sE1 would be removed, as the path to it is a superpath of the path to s
E
0 . The full
superpath detection algorithm is described in Listing 1.
As already mentioned in Section 7.2.5 each minimal path contains at most |S|− 1
events. If the lookup FindEquivalent is done using a hashtable containing the event
ID, its complexity is O(1), so there is only an iteration over one path. Therefore,
the complexity of the superpath check is O(|S|). Since the check needs to be done
for each combination of endings, it is run |SE|2 times, which leads to a combined
complexity of O(|SE|2 · |S|). However, there can be multiple shortest paths (|S|!) that
must be compared ((|S|!)2). This increases the theoretical overall complexity up to
O(|SE|2 · |S| · (|S|!)2). But in practice, the check is still viable due to a much lower
number of parallel paths.
7.3 game generator
In the previous version of the game generator (Section 6.6) any player can trigger the
events. While this would, strictly speaking, allow an investigation of how well the
approach scales with different game sizes, it would not respect different scenarios of
how the player actions are assigned. For example, if every action can always be done
by any player, they are always weighted 0 in regards to effort, so the pathfinding
is relatively unguided and could explore lots of unnecessary states (see the first
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Listing 1: Superpath detection algorithm
IsSuperPathOf(currentpath, comparisonPath) {
if (currentpath.eventcount < comparisonPath.eventcount) return false;
var tempCollection = currentPath.events;
foreach (event in comparisonPath.events) {
match = tempCollection.FindEquivalent(event);
// Event found which is in the comparison path but not in the current path
if (match == null) return false;
// If an event appears in the comparison path multiple times it must be
// matched multiple times so the current match is removed to prevent it
// from being matched again
tempCollection.Remove(match);
}
return true;
}
pitfall in Section 7.2.1). Therefore, the generator has to be extended in order to better
investigate how well the balancing calculations scale.
For the extension, every action that opens a door is assigned to a specific player,
so that only this player is able to trigger the event. Moving through the opened
door remains possible for every player. Then, there are three different assignment
scenarios that can be evaluated. In the singleplayer scenario one player has to open
all the doors and trigger the game ending. All other players can stay in the starting
location and do not need to do anything, which is very unbalanced. For the block-
based scenario the game is separated into |pl| continuous parts and every player needs
to open the doors in one part. In order to trigger the ending all players need to move
to the last location and press one button each, which instantiates the “Gathering
Gate” game design pattern (Appendix C). The resulting games are balanced overall,
but the events are badly distributed. Lastly, the alternating scenario is similar to the
block-based one, but the players need to take turns to open the doors. This is also
balanced in regards to the distribution.
7.4 summary
Players only feel treated fairly if a game is balanced. However, up to this point bal-
ancing definitions only focus on competition; accordingly, this work proposes a novel
balancing definition with the focus on collaborative games. This definition considers
the distribution of the effort required to solve the game, the waiting times involved
and the options the game provides along the way between the individual players as
well as for different sections of the game.
To assess whether or not a game is mathematically balanced, an extendable ap-
proach for obtaining concrete measurements has been devised. The approach works
with any game that can be modeled as sequences of events between game states and
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for any metric that assigns weights to the events. This is illustrated with concrete
metrics for effort, balancing and options.
Since it is purely based on the game’s model, the balancing can be calculated at
an early design stage and without actual players. But this also implies that due to
the uncertainty of not knowing how the players will actually play the game, the
balancing can only be approximated.
In regards to the overall approach for authoring collaborative multiplayer games,
two formal aspects (solvability and balancing) are covered in the last chapters. Never-
theless, there are still “soft” criteria that must be manually checked, for example, the
game’s visual consistency. For this, dedicated multiplayer tools are also beneficial,
one of which is described in the following chapter.
8
R A P I D P R O T O T Y P I N G O F C O L L A B O R AT I V E M U LT I P L AY E R
G A M E S
In order to facilitate the testing of collaborative multiplayer games a specializedrapid prototyping environment is conceptualized [92]. This environment allows
single developers to test games developed for up to four players by re-organizing
visual and auditory information and by providing a record and replay queue for
simulating concurrent input.
8.1 requirements
In order to investigate the challenges that arise when testing a multiplayer game,
two scenarios have to be considered. The first scenario is “local multiplayer”, i.e. all
players share the same PC, using different input devices (or different sections of the
keyboard). For the second scenario “network multiplayer” the players use different
PCs which are connected over a network. We noticed during the development of
several multiplayer games (for example [91] and [125]) that both types of games
cannot be tested quickly without having enough test players at hand.
Hereby, the second scenario is the most problematic one. Running the game in its
intended scenario would require the developer to set up multiple computers con-
nected via a network. In order to play the game the developer would have to observe
all monitors at once, to listen to all audio input at the same time and to switch be-
tween the devices to simulate actions from different players. An alternative is to run
multiple instances of the game on a single PC, connecting to the other ones via the
localhost network address. The user then has to switch between these instances to
assume the role of a specific player, but again, this yields some important limitations:
• Setting up multiple instances and connecting them manually requires some
time.
• Monitoring what all players see at a given time requires switching all game
instances into the windowed mode and placing them next to each other on the
user’s screen. Some games, however, are programmed to pause immediately
when their window loses focus, in which case only one of them can show up-
to-date information. Although the developers could temporarily change that,
it would cost time and introduce a discrepancy between the tested version
and the final product, which could have unintended side effects. Additionally,
setting up these individual windows further increases the testing overhead.
• While visual information can be distributed on the screen, this is not possible
for audio information. Therefore, when a sound is played there is no way to
recognize from which game instance it originates from. Thus, the sound could
have been heard by any player or even multiple ones and the information about
who would receive the information in the final game is lost.
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• Only the focused instance window receives input events, even if the others do
not pause. Therefore, the developer must always select the right window in
order to control a player. Aside from being cumbersome, this introduces an
artificial delay when switching between players, which may be problematic in
games containing time-critical elements. Furthermore, simulating concurrent
user input is completely impossible using this setup.
In the first scenario the game is already designed to be played on a single machine,
which typically has only one monitor and speaker setup. This circumvents the first
three problems, but the issue of concurrent input remains. Although it might be
possible in some fringe cases to issue commands for two players at once, for example
when only a single button has to be pressed for each one, in most cases more complex
input is required. In these cases it is mentally challenging to simultaneously input
two complex sequences, or it can even be physically impossible, if two-handed input
is required for each player.
Therefore a rapid prototyping environment specifically addressing these multi-
player issues is needed. This environment should make visual information for all
players available at the same time and allow the user to discriminate which player
would have received an audible information. It should also provide one user with
the ability to control multiple players simultaneously. Despite of these features the
testing setup should be as easy and fast as possible, avoiding any extra steps like
organizing multiple game instances. The initial design of such a prototyping envi-
ronment has been developed together with Tregel [116]. This first version is extended
for this work by adding new features and refining existing ones.
In the following sections, specific modules of this environment will be described.
Hereby we assume a scenario in which a single developer tests a game for multiple
players. This means that there is only a single user – the developer – and that the
players are not actual people, but merely roles between which he can switch.
8.2 visualization
Generally speaking, the prototyping environment is supposed to provide lots of (vi-
sual) information that should be associated with different players. The relationship
between information and player should always be clear, which can be done by color
coding. That way a color is associated to each player and every information is marked
with the color of the player it is linked to. To be useful this coding has to be used
consistently in every module of the prototyping environment.
The most important visual aspect of a game is the view of players, i.e. what is
displayed on their monitors. Here a split-screen approach [114], which is a seamless
version of having multiple windows for each player, is used. For this, the actual
screen area of the prototyping environment is separated into as many parts as there
are players. This is done in such a way that the relationship between screen width
and height for each section is as close as possible to the overall one (Figure 36).
A drawback of this method is that the size of the individual players “screen” de-
creases. Decreasing it too much might lead to some small details becoming invisible,
in which case the player can also not interact with them anymore. Therefore, each
partition should be kept as large as possible. Additionally, games which are imple-
mented for a local multiplayer setting have already been designed for a single screen
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(a) Two players (b) Four players
Figure 36: Different split-screen setups.
and therefore require no splitting at all. Furthermore, it is obvious that this approach
only works for a comparatively small number of players – but this fits the application
scenario (Section 3.1).
Aside from split-screen, one could display only one view using the full screen
and give the developer the ability to switch between them. However, this would
hide information, as important events could happen at one of the other screens, and
would require additional switching effort by the developer.
8.3 internal adaptation models
In addition to the traditional player’s view the existing singleplayer prototyping en-
vironment (Section 4.3) also features a developer’s view. This view exposes the other-
wise hidden internal adaptation models at runtime and is therefore especially useful
for prototyping adaptive games. For example, these models include an assessment
of the player’s preferred playstyle (player model). Using this information, certain
games can adapt themselves to the player by selecting locations based on their ap-
propriateness to that preference. The way these models are displayed is adapted for
multiple players, too.
A naive approach would treat these models like the player’s screen, having one
view for each player and arranging them in a split-screen setup. While universal, this
method would make a direct comparison of several player’s values hard due to the
individual values being in separate sections of the screen. It would also waste screen
space by multiplying static elements like captions. Therefore, each model is handled
individually, taking their specific properties into account. But although the models
discussed are part of a specific adaptation approach developed by Mehm et al. [75],
the way in which they are extended can easily be applied to similar models as well.
Extending bar charts like the player model (Figure 37) for multiple players is rel-
atively straightforward. The single bar for each dimension in singleplayer can be
split up into multiple smaller bars, one for each player. This facilitates comparisons
between multiple players along the same dimension. Naturally, each player’s bar
should follow the global color scheme.
For the knowledge space (Figure 38) a similar solution is chosen. This module dis-
plays the knowledge that the players have acquired while playing the game, which
98 rapid prototyping of collaborative multiplayer games
0 
Killer 
Achiever 
Socializer 
Explorer 
Killer 
Achiever 
Socializer 
Explorer 
25 % 
50 % 
0 % 
25 % 
50 100 25 75 
0% 
Killer 
Achiever 
Socializer 
Explorer 
50% 100% 25% 75% 
0% 
Killer 
Achiever 
Socializer 
Explorer 
50% 100% 25% 75% 
(a) Four players
0 
Killer 
Achiever 
Socializer 
Explorer 
Killer 
Achiever 
Socializer 
Explorer 
25 % 
50 % 
0 % 
25 % 
50 100 25 75 
0% 
Killer 
Achiever 
Socializer 
Explorer 
50% 100% 25% 75% 
0% 
Killer 
Achiever 
Socializer 
Explorer 
50% 100% 25% 75% 
(b) Singleplayer
Figure 37: Player model comparison, both versions describe how well the player(s) fit the
archetypes defined by Bartle [10].
is used for learning games. The knowledge is separated into individual topics whose
dependencies are displayed as a graph. Originally the information on the probabil-
ity with which the player has understood each topic was conveyed by the color of
the node. Since the knowledge structure is static it can be kept unchanged. But the
knowledge already acquired might vary between the players, so this information is
split into a bar chart similar to the player model.
Buildings Nobels Feudalism 
Feudalism Nobels Buildings 
(a) Four players
Buildings Nobels Feudalism 
(b) Singleplayer
Figure 38: Knowledge space comparison, both versions describe a hierarchy of three topics
that strictly follow each other.
Lastly, the location history (Figure 39), which records the player’s path through the
game, has to be adapted. In its singleplayer variant it not only displays the progress
in a linear fashion, but also the alternative locations the player could have visited
at each intersection. If the next location has not been selected by an explicit player
choice but by the game adaptation algorithms [42], it is highlighted and the score
that lead to this decision is displayed. Adapting this model for multiple players
yields two challenges. Firstly, the players can take different paths through the game,
splitting up and meeting again later. This increases the complexity of the resulting
graph significantly, especially when alternative locations are displayed. Players can
also change their location at different times – it could even happen that one player
stays at one location while another hops between multiple locations at the same
time. This temporal aspect is not included in the singleplayer model, but essential in
multiplayer games. Therefore, a new model is needed which includes the temporal
aspect and which does not become too complex when displaying multiple players in
the same graph. It should also show when multiple players have been at the same
location and keep information on the automatic adaptations at hand.
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Figure 39: Location history comparison.
This new model organizes the information in a two-dimensional space. On the
x-axis all players are lined up, with each row showing the game from this player’s
perspective. The x-axis displays the time. A player staying at one location is displayed
by a box spanning the duration he occupies this location and a small gap signalizes
this player moving to another place. This gap can become longer depending on the
loading times of this player’s PC. In the example (Figure 39) the “Intro” location is
left by all players simultaneously, which can be seen by their gaps lining up. Addi-
tionally, if multiple players are at the same location the corresponding box is split
into their colors, similarly to the bar chart. This way, the developer can easily find
out where a player has been at a given time and who has also been there at the same
time. In the example the first player has shared location “A” (second box) for some
time with the third player, who leaves this location earlier.
In order to keep the graph from becoming too complex, the information on the
automated adaptation is moved into an overlay. If such an automated location se-
lection has happened the transition is marked by a dotted line. When the developer
hovers the mouse over such a transition, all evaluated locations and their scores are
displayed.
8.4 sound
In comparison to visual information which can be displayed next to each other, differ-
entiating between multiple audio streams transmitted through the same speakers is
much harder. Especially if the same sound is played for multiple, but not all players,
it is impossible to know to whom it is addressed. On the one hand having a speaker
setup for each player and diverting the audio to each one is not only impractical, but
even then, audio would mix before reaching the developer’s ear. On the other hand,
playing only audio for one player at a time would hide information.
To solve this problem our concept adds an audio log (Figure 40), which displays
every sound played with a timestamp and the players for whom it was audible. If
available, a textual transcript (subtitle) is displayed, too. This way no information is
lost, even if two sounds overlap. Additionally, every sound can be replayed by click-
ing on the corresponding entry if the developer wants to hear it again, for example
when it has been overshadowed by another, louder sound. Aside from an overall log
there are filtered versions for each player between which the developer can switch. If
there are changes in a log that is currently in the background, its tab is highlighted in
the corresponding player’s color to prevent a loss of information. The sound output
for each player can also be muted separately. This enables the developer to decide
which audio information is currently most relevant, and prioritize if there are too
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many different sounds being played at the same time. Due to the logging, however,
no information is lost even if a player’s sound output is muted.
Figure 40: Sound log of a dialog (with a textual transcript). The first player is muted; the
second’s log has new entries.
8.5 input
Another challenge for the prototyping concept concerns the fact that multiple play-
ers must be controlled by the same person. If the game is already designed for local
multiplayer on the same device, there must already be a way to register the input
from different players separately. But a network multiplayer game could for example
assume that each player controls the game only with the mouse. Therefore, the pro-
totyping environment must provide a way to emulate multiple inputs when started
on a single PC, to which usually only one mouse and keyboard is connected.
For mouse input this is relatively easy. If the mouse hovers over one of the split-
screen views, which can be calculated based on its screen coordinates, all mouse
events (clicks, movement) are sent to the corresponding instance of the game. The
only pitfall is that the coordinates must be converted for this, as a game normally
would receive coordinates in a value range of [(0, 0), (Screen.Width, Screen.Height)]
when running in a maximized window. Since the viewport of this player covers only
a part of the prototyping environment, these coordinates must be translated and
scaled based on the split-screen size and position for the game.
Pressing a key on the keyboard (or other input devices like gamepads) has no
screen coordinates attached to it, which means there is no way to determine which
instance should receive the event. Sending it to all instances would cause all players
to execute the same action, which is usually not what the developer has intended.
Therefore it is necessary that the user manually selects a game instance which is
supposed to receive the keyboard events, for example by clicking on the split-screen
border. The currently selected border can be highlighted to make it clear that it will
receive the next key press events.
Nevertheless, the approach is still limited by the fact that it is impossible to send
mouse or keyboard events to multiple game instances at the same time – there is
no way to click two separate locations with one mouse. This would mean that the
developer is not able to test situations in which multiple players act simultaneously.
As some games use such situations in order to promote player coordination they
should be testable, too, and a specific module must be designed for this use case.
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Even if simulating multiple players acting simultaneously is not necessary, there
is another application in which switching between multiple game instances is not
sufficient. Some games contain tasks that must be solved in a given time. In this
case a single developer impersonating four players would need four times the time
he would need for controlling a single player. Therefore, this might be challenging,
even if the time limit is generous for four players.
One solution is to manipulate the game time by allowing the tester to completely
pause the game. He is then able to still perform actions, which are not sent directly
to the game. Instead all input events are stored in a queue (Figure 41). This way,
the developer can take as much time as necessary to switch between the players
and to execute a sequence of inputs. The developer can also delete or reorder the
events already recorded. All events are color coded to signal the player they are
associated with. In order to keep the prototyping environment as generic as possible
only abstract input events, mouse clicks and coordinates or key codes, are recorded.
The environment has therefore no access to the information about which element
the user clicked (if any). After resuming the game all events are performed instantly.
Since the events must be processed sequentially by the game, it is sufficient to execute
them one after the other as long as there is no delay (in terms of elapsed game time).
Figure 41: Record and replay queue containing mouse events for two players.
Another approach would be to simulate all but one player. For our use case, how-
ever, the developer wants to test specific actions since the game’s solvability has
already been verified (Chapter 6). Additionally, an efficient simulation that goes be-
yond randomly triggering input events has to be tailored for a specific game, which
requires lots of additional effort.
But there is a pitfall when recording abstract input events: When many events are
recorded together, the developer has to anticipate their results. For example, the user
might execute an action as one player, which exchanges a button with another one.
Due to the game being paused this does not change anything yet. After this he could
then click on the first button, which is still visible and which is recorded as a click
on an abstract coordinate. Once resuming, the actual result would instead be a click
on the second button, as it has been exchanged directly beforehand. If the developer
does not remember the effect of the first button this would result in unexpected,
although correct, behavior. To combat that, the prototyping environment offers a
callback with which the game can signal whether a player’s possibility space has
changed – in the example once the button has been exchanged. If such a signal is
received, the tool immediately pauses execution again and asks the user if he wants
to modify the pending executions based on the changed situation.
102 rapid prototyping of collaborative multiplayer games
Games with strong interdependencies between the players causing many changes
in the others’ possibility space and a strict time limit are the worst case for this
solution. Here, the game would assume a turn-based characteristic, which means
that the developer takes turns recording inputs for each player while no game time
passes due to the usage of the queue. If a large part of the game is time-based, for
example in racing games, this can prevent the approach from being viable due to the
frequent pausing required.
8.7 game interface
In order to make the prototyping environment compatible with games implemented
in different programming languages, a common interface has been defined. These
functions can be either implemented in a single game or directly in a game engine
or authoring tool.
All functions are described in Table 3, the ones marked as “basic” being always
necessary. Depending on which features should be used, only a subset of the func-
tions has to be implemented. Optional functions like the sound transcript are not
required, but can provide additional benefits to the user.
Function Feature
Setting a canvas for the graphical output Basic (required)
Triggering the main loop Basic (required)
Triggering keyboard input events Keyboard controls (required)
Triggering mouse input events Mouse controls (required)
Starting multiple instances of the game Network multiplayer (required)
Hosting and joining a game session Network multiplayer (required)
Muting the sound Sound (required)
Providing a sound event log Sound (required)
Providing a sound event transcript Sound (optional)
Pausing the game Record and replay (required)
Signaling when a players options have changed Record and replay (optional)
Updating a key-value-pair in a model Internal models (optional)
Appending a key-value-pair to a model Internal models (optional)
Table 3: Rapid prototyping API functions and the features they are related to.
8.8 summary
In this chapter, the concept for a rapid prototyping environment enabling a single
user to test collaborative multiplayer games is described. This environment reor-
ganizes visual and auditory information, originally intended for multiple players,
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using a split-screen arrangement and an audio log. It also allows the simulation of
simultaneous player actions via a record and replay approach.
In theory, this concept works for every game with one screen, audio output and
event-based input devices. But in practice, its usage is limited to smaller games as de-
scribed in the application scenario (Section 3.1). For example, when applied to larger
player groups, each split-screen view would become too small. Additionally, it would
take a long time to test a fast-paced game with many simultaneous interactions.
After the developer has tested the game and decided that it works as intended,
the last step is to get feedback from members of the target audience. For this, actual
players are needed and it is therefore not within the scope of this thesis’ application
scenario.

9
P R A C T I C A L I M P L E M E N TAT I O N
Several prototype modules are implemented as a proof of concept for the indi-vidual components described in the last chapters. This is largely done based on
the existing authoring environment StoryTec (Chapter 4), which provides two bene-
fits. Firstly, a repository of existing games created with the environment is available.
Hence, existing real-world examples can be used as test cases. Secondly, basic func-
tionality like parsing a game’s structure is already implemented and can be reused.
9.1 game design patterns
Since game design patterns are abstract descriptions, there is no definitive way to im-
plement them. Instead, a two-step approach is necessary. First, the general concept
is applied to extract a collection of patterns from existing games (Appendix C). Sec-
ond, the patterns from this collection are used in several implementations ranging
from abstract templates for the authoring tool to a complete game using the popular,
industry-relevant game engine Unity3D1.
9.1.1 Procedural Content Generation using Patterns
For the authoring tool, a procedural content generation module based on the game
design pattern collection has been developed [117] (also Section 5.5). This module
uses the structural properties of each pattern to generate a game structure consist-
ing of connected pattern instances directly inside the authoring tool. Each pattern
instance is also preconfigured in such a way that a concrete value is assigned for all
variable properties of the pattern.
A prototypical evaluation showed that the procedural generation based on the
patterns produces game structures that fulfill the developer’s specification. Subse-
quently it was proven that the overall approach is viable (an example result can be
found in Figure 42). But it was also found that some patterns appear relatively often
due to the fact that they are the only ones that fit a specific combination of con-
straints. This means that the pattern collection should be extended to fully realize
the potential of the algorithm.
Additionally, we investigated how the abstract design patterns can be applied to
the genre of Point-and-Click Adventure games [102]. Almost all games in this genre
are designed for a single player, which means that none of the games from which the
patterns have been extracted are a part of this category. Therefore using the patterns
in combination with the conventions of this genre is an interesting test case for their
generalizability.
In a second step the resulting puzzle ideas are mapped to existing elements of
the authoring tool. This way concrete design templates using these elements can be
1 http://www.unity3d.com
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Figure 42: Procedurally generated game structure using interaction patterns. Each box consti-
tutes the instance of a pattern, the arrows show the possible player paths through
the game.
devised for each supported pattern. As a result, several patterns are found that can
be implemented directly (“Parallelization”, “Separation Gate”, “Gathering Gate” and
”Perspective”), with a few others requiring small extensions (“Protector”, “Trade”).
However, one of the analyzed patterns could not be transformed into an interaction
template without extending the underlying game model significantly (“Transport”),
which may indicate that the interaction is unsuited for this type of games.
9.1.2 Evaluation Game
Additionally, a standalone game is developed with the popular game engine Unity3D
to show that the usefulness of the patterns is not tied to a specific technology. The
game is implemented as a local multiplayer game for three players. For the graphics a
simple block-based style is chosen, similar to the popular game Minecraft2. A camera
control is designed that uses an isometric view and that zooms out if necessary to
keep all player characters in view.
The original prototype [118] is extended with additional levels and is generally
refined to improve the player experience. Its final version contains five levels that
implement one collaborative interaction pattern each (Figure 43). For comparison
reasons, the patterns requiring collaboration can be switched off, replacing each puz-
zle with a similar one that can be solved by a single player alone. To facilitate testing,
this is even possible while playing the game. Additional features to support the eval-
uation, like logging, an enforced time limit per level as well as automated loading of
the levels in the right order, are also implemented.
9.2 structural verification
In order to implement the structural verification, the transformation rules for all sup-
ported game elements have to be implemented into the authoring tool first. This
allows the generation of a matching colored petri net, which can be used for verifica-
2 http://minecraft.net
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(a) Collaboratively steering a boulder (“Trans-
port” pattern)
(b) Solving three mazes separately (“Paralleliza-
tion” pattern)
(c) Combining information (“Perspective” pat-
tern)
(d) Being forced to take different paths (“Sepa-
ration Gate” pattern)
Figure 43: Pattern implementations in the evaluation game.
tion. Since there are established tools available for that, for example CPN Tools [54],
the verification step is not re-implemented. Instead, an exporter is written which is
able to export the petri net into a file format understood by the tool.
The transformation process can be influenced by several parameters. Most impor-
tantly, the developer can define whether the export should assume all event condi-
tions to be exclusive or not. If this is not the case an additional transformation step
(Section 6.3.3) for making them exclusive is triggered. The other parameters are for
evaluation purposes only. One of them controls whether the resulting net should
be optimized (Section 6.5). The other causes the exporter to use the alternate model
described in Section 6.3.4 – if possible (finite value range of variables).
The process starts with parsing the game, during which references between game
elements (for example events changing a certain variable) are collected. These rela-
tions can be used to efficiently optimize the game following the concept described
in Section 6.5. Finally, the events can be linearized into single events for each path,
as the branching tree structure used in the game model cannot be used in a petri net
(Section 6.3.2).
9.2.1 Petri Net Generation and Verification
After optimization and linearization, the petri net is generated by applying the trans-
formations defined in Section 6.3 to each game element. For verifying the resulting
net, several existing tools have been evaluated: CPN Tools3, TimeNET4 and CPN-AMI5.
While functionally similar, TimeNET requires the installation and configuration of an
3 http://cpntools.org
4 http://www.tu-ilmenau.de/sse/timenet/
5 http://move.lip6.fr/software/CPNAMI/
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additional shell and CPN-AMI cannot be used as a standalone application. As this
could overburden non-technical developers, CPN Tools is used.
In order to verify the generated petri net, it has to be exported in a way that can be
understood by the tool. As it supports saving and loading petri nets in an xml-based
format, this format is analyzed. Emulating the format is relatively straightforward, as
every petri net element has a corresponding xml tag. All used variables and variable
types are defined in a header and every element also needs a unique id. These ids
which can be referenced to connect two elements, for example an arc to a place and
a transition. Lastly, every element needs a position at which it is displayed in the
visual model. As most elements have no dedicated position in the game world due
to being abstract, there is no reference point for them. An optimal placement would
result in a graph that is as planar as possible (no arc intersections), as this makes it
easier to read the result. Such a placement is seldom possible though, especially in
games that provide lots of options to the players. These events cause many arcs in
the net that are connected to both variable-places and location-places, which in turn
are often connected to multiple events. Instead a simpler approach is developed,
which works for arbitrary petri nets while being clearly structured (Figure 44): On
the left side all variable places are stacked vertically, in the example the boolean
variable “EndGuard”. The locations are arranged at the bottom, starting with the
starting point, in this case “Outside”. Further locations are unsorted, as the linear
arrangement cannot match non-linear location structures, which are found in most
games. In the example, there is only one more “Inside” location and the special
“EndGame” place. All transitions are stacked above the location in which the events
they model are located, e.g. “Event1” above “Outside”.
Figure 44: Exported petri net layout (as displayed in CPN Tools).
To verify the desired properties of the game in CPN Tools, the state space graph
of the net must be calculated first. This graph contains all states that can be reached
from the initial token placement. Then, the presence of dead markings, i.e. token
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placements in which no more transitions are enabled, must be checked. Since mark-
ings symbolize game states, a dead marking corresponds to a game state in which
there are no more options available to the players. Due to the use of inhibitor arcs
(Section 6.3.3) this should be the case when the game has ended. This means that, if
there are no dead markings at all, the ending can never be reached. If there are dead
markings the token placement in these states must be checked, specifically whether
a player token is present at the “end”-place. If there are only dead markings with-
out a token at this place, the ending can never be reached and the states found are
deadlocks. In contrast, the game has no deadlocks if there are only dead markings in
which a player has reached the end. A mix of both means that there are some paths
on which the ending can be reached, but also others that end in deadlocks.
But even if the ending can be reached without deadlocks, another check is neces-
sary for livelocks. For this, it must be verified whether the dead markings calculated
in the last step build a homespace. This means that from every other reachable mark-
ing at least one of them is reachable. Translated into the game domain, this means
that at least one ending can be reached from every possible game state. If this is
not the case there must be at least one livelock (or deadlock, but those are already
checked before). If the dead markings are a homespace, however, the game is always
solvable and there are no livelocks.
Unreachable locations can be found by looking at the bounds of each place, which
describe the minimum and maximum number of tokens which have been present
there. For unreachable locations the corresponding place has an upper bound of
zero tokens. If a player had been there during the exhaustive search through the
state space, this number would be higher. Linearized events that cannot be triggered
in the game appear as dead transitions in the petri net, which have never been fired
during the simulation.
To make the verification as easy as possible, the commands for each step are al-
ready prepared during export and saved alongside the petri net so that they can be
executed with a single click.
9.3 collaborative balancing
The collaborative balancing analysis is also implemented into the existing authoring
tool. First, every shortest path through the game needs to be calculated. This is done
on the state space, which has already been calculated during the structural verifica-
tion (Section 9.2.1). The result of this calculation can be exported from the petri net
tool with a prepared command, and imported into the authoring tool (Section 9.3.1).
To find the shortest paths, multiple pathfinding algorithms (Section 9.3.2) have been
implemented. An alternative path discovery method using a planning algorithm on
the game itself was also implemented [46]. When relaxing the task by accepting
slightly suboptimal paths, this alternative approach was also viable.
As soon as the minimal paths have been found, the balancing calculations are
done. For this step all events must be weighted. In order to avoid assessing each
event manually, several weight heuristics have been implemented (Section 9.3.3).
Similar to the structural verification, several parameters are added to allow the
comparison of different variants. This includes choosing between multiple pathfind-
ing algorithms as well as weighting heuristics. To trade runtime against accuracy, the
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reference path for the whole group can be left out or all metrics can be calculated on
a single path optimized for effort (Section 7.2.2). Removing end states with irrelevant
changes (Section 7.2.6) is also optional. The number of sections when calculating the
balancing distribution (Section 7.2.4) can be configured, too.
9.3.1 State Space Import
CPN Tools, used in the verification step, offers multiple ways to export the state space
it has calculated (Figure 45). One possibility is to export the graph into a format used
by a tool called Graphviz. This format is also used for the balancing approximation,
as it contains all necessary information and can be parsed easily. Since the graphs
are originally meant to be read by humans, they are limited in complexity and the
graph can either be exported as connected nodes without details or as unconnected
but detailed nodes. This means that in order to import the full state space, the results
of both functions must be combined.
Figure 45: Example state space for the petri net in Figure 44 (as displayed in CPN Tools).
The detailed node descriptions are exported in the following format:
N<id> [label="<id>:
<netName>’<place0Name> 1: <tokens>
<netName>’<place1Name> 1: <tokens>
...
"];
Since the node description refers to petri net elements, a reverse mapping of petri
net elements to game elements is required. This is facilitated by the authoring tool
already containing the mapping from game elements to petri net elements. However,
places can either correspond to a location or to a variable, which means that each
game element needs a globally unique name.
As an illustration, a real node can look like this:
N15 [label="15:
MultiplayerAdventure’Outside 1: empty
MultiplayerAdventure’Hall 1: 1‘P1
MultiplayerAdventure’Roof 1: 1‘P0
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MultiplayerAdventure’EndGame 1: empty
MultiplayerAdventure’DoorOpen 1: 1‘true
MultiplayerAdventure’GeneratorOn 1: 1‘false
...
"];
In this state, the first player p0 is at the location “Roof”, the second player p1 at the
“Hall”. No player is at the “Outside” location and since the special place “EndGame”
is also empty, the game is still running. The variable “DoorOpen” is currently true,
“GeneratorOn” false.
The full graph is exported as follows:
N<id0> -> N<id1> [ label="<ids>:<netName>’<eventName> 1:
{<triggeringPlayer>,<variableConditions>}" ];
...
This symbolizes a directed arc (transition) between two states whose IDs can be
matched to the detailed descriptions. The curly braces encapsulate the variable bind-
ing on the triggered petri net transition, which contains the player that triggered the
event.
To give an example:
N1 -> N2 [ label="A1:1->2:MultiplayerAdventure’event1 1:
{pz=P0,DoorOpen=true}" ];
N14 -> N11 [ label="A45:14->11:MultiplayerAdventure’event2 1:
{pz=P1}" ];
N14 -> N12 [ label="A44:14->12:MultiplayerAdventure’event2 1:
{pz=P0}" ];
...
The first entry shows that a transition from node 1 to 2 happens when “event1” is trig-
gered, which can only be done by the first player p0 while the variable “DoorOpen”
is true. For “event2” there are two entries, which means that in node 14 either p0
or p1 can trigger it (resulting in a different game state). Which players are able to
trigger an event at a given state can be directly derived from this information, in this
case availPl(event2,N14) = {P0,P1}.
9.3.2 Pathfinding
After the state space has been imported the fastest way to each ending must be
calculated. For comparison reasons two pathfinding algorithms are implemented,
both the well-known Dijkstra’s algorithm and its faster A* extension. This variant
uses a heuristic to guide the search in promising directions. The heuristic has to be
admissible, i.e. its value must be lower bound for the remaining distance (summed
weight of events) to the goal. If the cost of each event is never lower than 1, the
remaining number of transitions is such a valid heuristic. This information can be
calculated once per goal by incrementing a step counter while doing a breadth-first
search on the graph, starting at the end node. While this pre-calculation takes time,
using the more directed A* can speed up the following path calculations, especially
when the graph spreads out into multiple directions. As it only depends on the goal,
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it also can be reused for each player and therefore has less impact the more player
paths have to be explored.
Additionally, an extension to find all shortest paths (Section 7.2.5) has been imple-
mented. However, there can be a large number of paths that have the same length.
If this number grows, it becomes impossible to keep all paths in the main memory.
In this case they must be temporarily swapped out of the memory onto the much
slower harddrive, which increases runtime significantly. Therefore an upper bound
on the number of parallel paths that are explored, is added, which currently is a hun-
dred paths per ending. This value has been determined by experimenting with the
most complex game available on a computer with a main memory of eight gigabyte.
9.3.3 Weight Heuristics
If the developer does not want to manually assign weights to every event of the game,
an automatic fallback has to be implemented. Here, three heuristics with a different
level of sophistication have been developed to investigate how much impact the
heuristics can have on the result.
stimuli can be used to count how many events each player has to trigger, therefore
every event is counted with a constant value of one:
weightstimuli(lev, s) = 1 (7)
This makes the heuristic independent of the current game state.
reactions takes the complexity of the game’s reactions into account:
weightreactions(lev, s) = |reactions(lev)| (8)
This heuristic is also independent of the current state.
relevance tries to additionally estimate how important these reactions are. It as-
sumes that changing variables is most important, as they can influence the
future actions of another player. Moving to another location changes the game
state, but usually does not impact other players. Actions not changing the game
state are ignored completely. To reflect the importance of variable changes they
are counted with a higher factor. For example, this factor could consider how
often a changed variable is read in other events. In turn, when playing a sound
that other players are able to hear its relevance could be weighted with more
than 0, even though it does not change the game state. However, there is no
“right” or objective weighting between different actions and it also cannot be
optimized as there is no known target value due to the overall process being
an approximation anyhow. Therefore, getting a quick estimate based on a con-
stant factor of ten for variable changes and zero for actions not changing the
game state is prioritized instead.
weightRelevance(lev, s) =
∑
r∈reactions(lev)
weightRelevance(r)
weightRelevance(r) =

10 if r changes a variable value ;
1 if r moves the player ;
0 else .
(9)
9.4 rapid prototyping 113
9.4 rapid prototyping
Similar to the verification and balancing being implemented as modules for the au-
thoring tool, the rapid prototyping environment is built as an extension of the ex-
isting singleplayer runtime environment. The overall arrangement of the different
modules can be seen in Figure 46. On the upper left side is a split-screen view show-
ing the different players’ perspectives (Section 8.2). To save space, the views are
implemented in a flexible manner, which means that there are only as many parts as
absolutely necessary for the current game. Hence, each view can be kept as large as
possible. The record and replay queue (Section 8.6) is located directly below, which
minimizes the distance between the views on which mouse input is executed and the
pause button of the queue. The sound transcript is located at the bottom and – like
in the singleplayer version – the multiplayer visualizations of the internal models are
shown on the right side.
Figure 46: Multiplayer rapid prototyping environment.
In order to reduce the testing overhead, the environment itself starts the game mul-
tiple times and establishes network connections among these instances. Alternatively,
since each instance is running on the same PC anyhow, the network setup could be
skipped completely. If all game instances were running in the same executable, local
function calls could be used instead. However, in most cases this would require a
substantial modification of the game code itself. Therefore, setting up network con-
nections to the same machine makes the environment compatible to more games.
Finally, the API definition (Section 8.7) is implemented in such a way that it can
be accessed via C# or C++ libraries, which are the most commonly used languages
in PC and console game development.

10E VA L U AT I O N
We evaluate all four modules of the multiplayer authoring framework to showthat our approach is viable. In order to get qualitative player feedback on
the game design patterns, we conducted a comprehensive user study on an example
game that implemented a selection of the interactions patterns. The structural verifi-
cation and collaborative balancing modules are both evaluated in a simulative man-
ner. This means running a large number of calculations on both real examples and
synthetically generated games in order to investigate their correctness and scaling
behavior. In turn, the usefulness of the rapid prototyping environment is evaluated
in a small-scale, qualitative user study.
10.1 game design patterns
The main goal of the game design pattern evaluation is to get qualitative feedback on
how well the collaborative player interactions that are described in the patterns are
received by players. Although they have been picked from successful games, these
interactions need to work in other games as well in order to be useful as patterns.
This leads to the following leading questions for this part of the evaluation:
1. Are the collaborative player interactions described in the patterns still engaging
after being applied to another game?
2. Do players prefer having these collaborative interactions or do they prefer to
play alongside each other without interacting directly?
Aside from the overall enjoyment, other effects of the collaborative interactions are
investigated as well:
3. How does collaboration impact the perceived difficulty?
4. Does the need for coordination increase play time?
5. Do collaborative interactions increase the amount of game-related player com-
munication?
The patterns’ adequacy for developers has already been evaluated indirectly, as
the original game design has been developed by a third party and based solely on
the pattern list. Afterwards, the developer of the patterns has checked whether the
game design still reflected the intention of the patterns. This is true for all levels.
10.1.1 Data collection
The data required to answer these questions has been collected on three levels: a ques-
tionnaire for the players’ self-assessment, a logging module to record game events
and a manual protocol for data not collected by the other methods, for example
verbal player communication.
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The questionnaire is based loosely on the interaction and teamwork questionnaire
developed by Wendel [124], but is tailored towards the goal of getting feedback on
individual interaction patterns. It contains identical question blocks for each individ-
ual level, which ask the players about their enjoyment, contribution (self-assessment
and others), helpfulness (self-assessment and others) and perceived difficulty. Ad-
ditionally, players are asked whether they have enjoyed the game in general, are
satisfied with their fellow players, would have liked to play the game alone and
wanted to be first to finish each level. Lastly, there are some questions about the
players themselves, which ask about their experience and preferences in regards to
playing and collaboration as well as some demographic data. Almost every question
is formulated as a statement on a 5-point Likert scale (agree - disagree). For difficulty,
a 5-point scale is also employed, but since a game can be either too hard or too easy,
it is two-sided (too easy - right - too hard). Age and gender are free-text fields. In-
troducing multiple variants of each question has been considered in order to assess
the consistency between answers. However, since the amount of questions is already
high due to the individual level blocks, we decided to ask every question only once.
The full questionnaire (original German version as well as an English translation)
can be found in Appendix E.
The game’s logging module has collected individual events, annotated with a
time stamp. These include entering and solving a level to calculate the playtime
and player’s deaths (and the cause), which count as mistakes. If possible, the act of
interacting with certain puzzles and spatial progress (entering / exiting certain ar-
eas) has also been tracked in some levels as a contribution. Additionally, whether a
player has pressed any button (made a contribution) and the players’ positions have
been recorded continuously in 1 s intervals. From this position data, the distance
between players, and between them and the level exit can be calculated.
For the protocol, the following events have been noted per game level:
• Helping (distinction between active and verbal only)
• Encouraging other players
• Positive and negative feedback towards other players
• Positive and negative feedback about the level
• Positive and negative feedback about the game in general
• Communication about the game (on-topic)
• Communication in general (off-topic)
The previously stated questions are mapped to the gathered data as displayed
in Table 4. While no further data is needed to answer these questions, it has been
recorded nonetheless in order to facilitate future work.
10.1.2 Setup
The evaluation was conducted in part at TU Darmstadt and in part at AVM Rüs-
selsheim. At both locations, the same hardware setup was used – three XBox 360
Gamepads with the game being displayed on a projector screen. Each time, two re-
searchers were present, one focusing on taking notes while the other one introduced
the game and was available for questions.
At the beginning of each experiment, participants were greeted and a standardized
introduction was given. This introduction included a basic explanation of the game
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1 Interactions engaging? X X X X
2 Collaborative preferred? X X X X X
3 Difficulty? X X X X
4 Playtime? X X X X
5 On-topic communication? X X X X
Table 4: Mapping of the evaluation questions to the data gathered.
and the overall evaluation process. At certain points during gameplay, short hints
were given whenever a new game element was introduced.
It was decided to let the players play both the collaborative and the non-collabo-
rative version of the game in order to increase the sample size. This required the
order of these versions to be varied between groups to mitigate learning or priming
effects. Additionally, all questions regarding individual levels and the overall game
had to be duplicated to gather information on both versions separately. The game
was played completely before switching modes, as pre-tests had shown that playing
each level in both variants would have been more confusing and would have resulted
in a worse player experience.
However, while the collaborative version enforces teamwork, the non-collaborative
version does not enforce selfish behavior. This means for example, that the players
can still wait for each other if they want to. While a valid behavior, we wanted
to make sure that the players did so only by choice and not by falsely assuming
that they still had to collaborate. Therefore, it was explicitly stated at the start of
each level whether they had to reach the goal together (collaboration) or could play
on their own (non-collaboration). Otherwise, players who played the collaborative
version first could have assumed that they had to do the same in the second run.
After every level, the corresponding set of questions was answered by each partic-
ipant. Overall, each session took 30-60 min (45 min on average).
To make the evaluation more efficient, the game automatically selected the next
level and whether it should be collaborative or not, based on the previously defined
rules. In order to have all groups play every level of the game, it was also decided
to include a hard time limit of 5 min per level. If this limit was reached, the game
automatically stopped the current level and marked it as failed. After a level ended,
regardless of whether it was lost or won, the game stopped and only continued after
it was unlocked by one of the supervisors. This way, the players could focus on the
questionnaire and were not distracted by the game running.
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10.1.3 Results
In total, 93 participants (31 groups) took part in the evaluation. From these, 4 partic-
ipants cannot be considered for the final results, as they had played the game before
and are assumed to be biased. Out of the 89 remaining participants, 74 are male and
15 female, with an age between 18 and 37 (24.12 on average).
As already mentioned, each group played either the collaborative version of the
game first (16 groups), or started with the non-collaborative version (15 groups). In
order to detect effects which are caused by the order of play, both of these variants
are analyzed separately. To keep graphics and tables consistent, the collaborative
results are mentioned first in both cases.
Each of the measured values is investigated independently, as this is sufficient
to answer the previously stated questions. For example, it is only checked whether
the game is fun in general, but not whether the abilities of other players have an
impact on their enjoyment. First, the mean results for the collaborative and non-
collaborative version of each level are analyzed individually for each question. This
yields information on how the values are distributed over all players and groups.
After that, a paired samples t-test is done (two-sided, confidence level 95%). This test
takes into account that the same players played both versions and that, consequently,
the samples are dependent. The P value that this test calculates allows the assessment
of whether the observed differences in the mean rating between the collaborative and
non-collaborative versions are statistically significant.
Looking at the answers to the “enjoyment” questions in the questionnaire (Fig-
ure 47; full data including P values in Appendix F, Table 22), it can be noticed that
both versions of the game are perceived as fun (on average about 4 out of 5, higher
means better). This is not only true for the overall game, but also for each individ-
ual level. Therefore, we can conclude that the version including the collaborative
interactions is engaging for the players (Q1).
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Figure 47: Questionnaire results for the “enjoyment” questions about each level and the over-
all game (error bars: 95% confidence interval).
However, it is also important to analyze whether the collaborative versions are
rated higher than their non-collaborative counterparts (Q2). This is true for almost all
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combinations of levels and playing orders, only the “non-collaborative first” players
rated the first level a bit lower when playing it collaboratively (Figure 47b, “Walk”).
This anomaly could be explained by the level being very similar in both versions.
Therefore, when the level is played for the second time, there is nothing new to
discover – which might negatively impact the players’ enjoyment. If the collaborative
version of “Walk” was slightly more fun, as in the other levels, this lead could be
consumed by such a familiarity effect if the collaborative version is played second.
The t-test confirms that some of these findings are significant for some of the levels.
Regardless of which variant is played first, the overall game is enjoyed more when
being played collaboratively (highly significant, P < 1%). The collaborative version
of the “Separated” level is also enjoyed more in both orders (highly significant, P <
0.1%). Lastly, the collaborative “Boulder” level is more popular for players who play
the non-collaborative version first (highly significant, P < 0.1%).
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Figure 48: Questionnaire results for the “perceived difficulty” questions about each level (er-
ror bars: 95% confidence interval).
The collaborative versions of the levels are perceived to be more difficult in gen-
eral (Q3; Figure 48; full data including P values in Appendix F, Table 23). This can be
explained by the additional coordination effort required, which also introduces more
opportunities for mistakes. But there are two exceptions for which this is not true.
When playing the collaborative version first, the “Mazes” level is deemed harder
when played non-collaboratively later (Figure 48a). However, when starting non-
collaboratively, this level is described as more difficult in its collaborative version
(significantly, P < 5%). Starting in the non-collaborative version, players find the col-
laborative version of the “Cave” level easier afterwards (Figure 48b). The reason for
this might be that the level uses the novel and complex game mechanic of detecting
objects with the controller’s rumble functionality, which must be understood first.
Additionally, the path that the players have to find is the same in both versions. This
means that there is an initial barrier when playing the level for the first time, while
it is much easier the second time. Playing non-collaboratively first, this “understand-
ing” difficulty seems to dominate the coordination effort of the second run. This
finding is also significant (P < 5%). But when starting with the collaborative version,
these effects amplify each other. This results in the collaborative version of the “Cave”
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level being harder when played first (highly significant, P < 0.1%). Lastly, the ”Boul-
der” level requires a high amount of coordination, too. Compared to “Cave” though,
it is mechanically simple and can be understood immediately. Therefore, there are
no learning effects and the collaborative version of the level is significantly harder,
independent of the order in which both versions are played (both times P < 1%).
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Figure 49: Logging results for the time the players took to solve each level (error bars: 95%
confidence interval).
Similar to the perceived difficulty, the playtime also rises when playing collabo-
ratively (Q4; Figure 49; full data including P values in Appendix F, Table 24). In
general, this is not surprising, since in this version every player has to reach the
ending. Therefore, the slowest player defines how much time the group takes – com-
pared to the non-collaborative version, which ends once the fastest one has reached
the exit. This result holds for both orders in which the levels have been played, but
starting with the non-collaborative version reduces the difference (both graphs in Fig-
ure 49, especially “Walk” and “Cave”). Again, this is caused by the time that it takes
to understand the level and the coordination time adding up (collaborative first) or
being distributed between both runs (non-collaborative first). When the collabora-
tive version is played first, the difference between both versions is highly significant
(P < 0.1% for all levels). Starting non-collaboratively, the difference is still highly
significant for “Boulder” and “Separated” (P < 0.1%) and significant for “Mazes”
and “Cave” (P < 5%). Overall, only 6 out of 153 levels were aborted because the
players took more than 6 min to solve it (2x “Boulder” and “Cave” collaborative, 1x
“Walk” and “Boulder” non-collaborative). One should note that the levels end for all
players simultaneously, therefore there is only one playtime measurement per group
and level instead of three.
To numerically assess the amount of “on-topic” communication, the informal pro-
tocols have to be pre-processed first. This is done by quantizing them into events.
For example, a communication event is noted when the players started to talk. Once
they stopped for a few seconds, this event is finished and a new one is counted
if they started again. In case they switched topics, a new event is counted imme-
diately. Since there are multiple people required for communication, this value is
also noted on the group level. Again, it is universally true that the collaborative
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Figure 50: Protocol results for the amount of “on-topic” communication in each level (error
bars: 95% confidence interval).
levels require more communication (Q5; Figure 50; full data including P values in
Appendix F, Table 25). When playing collaboratively first, the “Boulder” and “Cave”
level require the highest amount of communication. This has to be expected, as these
levels have the highest dependency between the players. However, when playing
non-collaboratively first, the difference in “Cave” is reduced greatly, while it remains
relatively stable in “Boulder” (both graphs in Figure 50). This can be explained by
the observed type of communication: “Cave” requires the players to share informa-
tion, which is the same between both runs. If they have played non-collaboratively
first, most players remember at least parts of this information and do not have to ask
their peers again. “Boulder” in contrast requires the players to time their movement,
which is necessary even if they knew the level already. In the collaborative-first-run
the increase in communication is highly significant for “Cave” (P < 0.1%), “Boulder”
and “Separated” (both P < 1%). It is still significant for “Walk” (P < 5%), too. When
the non-collaborative version is played first, it is only highly significant for “Boulder”
and “Separated” (both P < 0.1%).
10.2 structural verification
The structural verification consists of two steps that must be evaluated separately.
First, there is the transformation of a given game to a petri net. This step should be
completed quickly while also exporting valid nets that are as small as possible. In
the second step, the net is verified, which should also happen in a reasonable time
span. The length of this time span depends on the scenario and ranges from a few
seconds for rapid prototyping to overnight verification when the game is close to
completion. Since the verification time depends on the size of the net exported in the
first step, it is also an indirect measure for the export quality. It is also integral to
the approaches from the users point of view, as the verification is necessary in order
to get results. Therefore, the second step is evaluated as well, although it is handled
by an external tool. If not otherwise noted, 2 min are taken as the cut-off point for
both steps. While a few minutes more could yield a result in some cases, the trend
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clearly shows that another slight increase in game size would multiply this value
(state space explosion).
Three categories of games served as use cases:
• Toy examples containing intentional errors to check whether the verification is
working correctly.
• Synthetic examples (Section 6.6) to investigate the approach’s scaling proper-
ties in relation to game size.
• Existing games previously created at our lab as practical examples.
All calculations are conducted using a Intel Core i7-4790K CPU (4.00 GHz, 8 logical
cores) and 16 GB RAM on Windows 8.1 Pro (64 bit). The complexity reductions are
given as percentage values that have been rounded down. This is done due to 99.6%
being displayed as 100% otherwise, which would be misleading as there are still
some elements left.
10.2.1 Toy Examples
As the first test case for the structural verification, a game containing a single puzzle
has been created (Figure 51). In this example one player has to boost the other one
into a vent, allowing him to reach another room. From there, the second player has to
retrieve a key, which can be brought back through the vent by using a ladder. After
using the key in the first room, the game ends.
End 
plx 
plx 
Player Player 
pl2 
pl1 
Roof 
Hall Storage 
2) GetKey 4) UseKey 
3) Climb 
1) Boost 
Figure 51: Example scenario: Boosting another player to retrieve an object.
While being solvable, the example can be easily modified to include each one of
the error classes that need to be detected (Section 6.1). For example, removing the
ladder causes a deadlock as both players are stuck in their rooms, unable to reach the
vent without help. Splitting one of the rooms into two sections between which the
players can move converts this deadlock into a livelock – the game ending cannot be
reached but the state can always be changed by moving. Lastly, an optional location
without an event for moving a player there (unreachable location) and an event with
an unsatisfiable condition (impossible event) have been added.
For this minimal example both the export and the verification take less than 1 s. In-
dependently of the chosen parameters, the indicators for each error class (Section 9.2)
can be observed as expected.
10.2.2 Synthetic Examples
First of all, one specific configuration for the extended generator described in Sec-
tion 7.3 is designated as a baseline. It describes a game for two players and consists
of eight mandatory locations and no optional ones. The task the players must solve
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in order to progress is opening a locked door. In order to have both players acting,
these tasks are assigned to the players in an alternating fashion.
10.2.2.1 Export Parameters
To investigate the effect of different export parameters, four generator configurations
are derived from this baseline. On the one hand, different lengths are sampled (8 and
32). On the other hand, the task type is varied between “locked door” and “puzzle”.
Len. Excl. Opt. Places Transitions Arcs Exp. Ver.
8 Yes Yes 19
66%
26
0%
114
31%
0:00 0:03
No 54 26 166 0:00 0:04
No Yes 19
66%
26
40%
114
58%
0:00 0:03
No 54 44 274 0:00 0:04
32 Yes Yes 67
64%
98
0%
426
31%
0:00 0:12
No 198 98 622 0:00 0:20
No Yes 67
64%
98
40%
426
58%
0:00 0:12
No 198 164 1018 0:00 0:28
Table 5: Verification results for the generated examples (export parameters for “locked door”
task). For places, transitions and arcs the reduction that can be achieved by the
optimization is given in percent.
For all samples using the “locked door” task, the optimization is able to remove
some of the complexity (Table 5). These savings are between 64% and 66% of the
places for all cases. The reduction in transitions and arcs depends on whether the
net is exported assuming non-exclusive conditions. If this is the case, 58% of the
arcs and 40% of the transitions can be removed. But when exclusivity is assumed,
only 31% of the arcs and no transitions are removed. This difference is caused by
the additional event paths created when restoring exclusivity after assuming non-
exclusivity, which results in about 35-40% more transitions and arcs. Interestingly,
every single one of these is detected as impossible by the optimization, so the non-
exclusive net after optimization is exactly the same as the exclusive one. The impact
of these size reductions on the verification time is negligible for a length of 8 (3 s
instead of 4 s). But for a length of 32, it can save 40-57% of the verification time (12 s
instead of 20-28 s). The optimization has no noticeable impact on the export time,
which is less than 1 s in total for all cases.
When using the complex “puzzle” task instead, the exported petri nets contain
about 9 times more transitions and about 17 times more arcs (Table 6). Assuming
exclusive conditions, the optimization reduces places (68%) and transitions (0%) in
a similar fashion as in the “locked door” example, but only 19% of the arcs are re-
moved. With non-exclusivity, however, even for the small example with a length of 8
there are too many additional path combinations generated during export, and it has
therefore been aborted after 5 min. This shows that exclusivity should always be pre-
ferred, especially since the same example can be exported with exclusive conditions
in less than 1 s. But even though the exclusive version can be exported, the resulting
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Len. Excl. Opt. Places Transitions Arcs Exp. Ver.
8 Yes Yes 43
68%
242
0%
1946
19%
0:00 -
No 134 242 2430 0:00 -
No Yes - - - - -
No - - - - -
Table 6: Verification results for the generated examples (export parameters for “puzzle” task).
For places, transitions and arcs the reduction that can be achieved by the optimiza-
tion is given in percent.
net is too complex to be verified completely. This can be explained by the state space
explosion, though the optimization is able to remove elements to a similar degree as
in the synthetic examples. Since the switches can be flipped after opening the door
in order to close it again while the other player has moved on and is working on
a different puzzle, every combination of switch positions in all locations must be
verified.
Len. Excl. Opt. Places Transitions Arcs Exp. Ver.
8 Yes Yes 12
0%
35
0%
159
30%
0:00 -
No 12 35 229 0:00 -
No Yes 12
0%
35
35%
159
53%
0:00 -
No 12 54 342 0:00 -
Table 7: Verification results for the generated examples (export parameters for “locked door”
task, alternate model). For places, transitions and arcs the reduction that can be
achieved by the optimization is given in percent.
The alternate model described in Section 6.3.4 is also evaluated for the small test
case with a length of 8 (Table 7). Its export results for the same game structure are
roughly similar, with less places (12 instead of 19 after optimization), but more tran-
sitions (35 instead of 26) and arcs (159 instead of 114). But the verification has been
stopped after several minutes without a result, which indicates that the alternate
structure is much harder to verify for the chosen tool – and that the size is not a
good indicator for a net’s verification complexity. Therefore, there is no reason to use
this model instead.
Based on these findings, assuming exclusivity and optimizing the net is used as
the default setting for the following experiments.
10.2.2.2 Game Sizes
In order to investigate the scaling properties of the approach, the same baseline con-
figuration is used. Then, multiple experiments are conducted, each of them varying
only one size parameter and keeping everything else constant.
The game length varies between 2 and 32 for both the “locked door” and “puzzle”
task (full data in Table F, Table 26). This causes the petri net size to grow in a linear
fashion, for which the arcs (Figure 52a) are a good indicator as, by definition, each
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Figure 52: Verification results for different game lengths.
additional place and transition introduces at least two more arcs. But this increase
in size has no noticeable impact on the export time, which stays below 1 s for all
examples. The verification time on the other hand grows exponentially (Figure 52b),
which can be explained by a state space explosion. For the “locked door” task, verifi-
cation is still viable up to a length of 32 locations (20 s), as the state is only increased
by the possible players position and a single variable per room. Nevertheless, an ex-
ponential increase is suggested by the increase being only 1 s (10 s and 11 s) between
a length of 30 and 31, while being 9 s (11 s and 2 s) between 31 and 32. The “puzzle”
version, however, takes more than 60 s for three locations and is already infeasible for
four locations. This is due to the fact that the state of each puzzle consists of multiple
variables that can be toggled back and forth, which multiplies the state space size.
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Figure 53: Verification results for different player counts.
Having more players (full data in Table F, Table 27) increases the petri net size
slightly (Figure 53a). This difference is purely caused by the generator having to
involve all players. But the verification time increases exponentially, as can be seen
by sampling game lengths of 2, 4, 8, 16 and 32 with 2-4 players (Figure 53b). The
two smallest lengths show only small differences in verification time between the
different player counts (3-6 s), but when having 6 locations, there is a noticeable
increase for 4 players (33 s). With 8 locations 2 and 3 players are unproblematic, but
the net with 4 players cannot be verified anymore. Using a length of 16 there is a
great increase when verifying a 3-player version (43 s) and with 32 locations, even
the 3-player version has to be aborted. This can be explained by the fact that each new
player token can be in any game location, while the additional boolean variable of
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another room with a locked door only knows two states. Therefore, each additional
player increases the state space by a larger margin than another game room.
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Figure 54: Verification results for different branch structures (“locked door” task).
The influence of optional locations and events is also investigated by sampling the
length at 2, 4, 6, 8, 16 and 32 with branching factors of 2-4 and branch lengths of
1 and 2 (full data in Table F, Table 28). Again, the petri net size increases linearly
with the game length and the branch configuration governs how steep this increase
is (Figure 54a and Figure 55a). But with the “locked door” task, a length of 4 is not
verifiable for all but two branching configurations, which become quickly impossible
for larger lengths, too (Figure 54b). This is caused by the door state in each optional
location that can be toggled, which creates exponentially more game states. The effect
is even larger with branches, as these optional doors can be opened at different times.
For example, a player could move to the third location and then back to open the
optional door to a branch in the first location.
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0
200
400
600
800
1000
1200
1400
1600
Length 
A
rc
s 
2/1 2/2 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0:00
0:15
0:30
0:45
1:00
1:15
1:30
Length 
V
e
ri
fi
ca
ti
o
n
 t
im
e
 
2/1 2/2 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
500
1000
1500
2000
2500
3000
3500
Length 
A
rc
s 
2/1 2/2 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0:00
0:05
0:10
0:15
0:20
0:25
0:30
Length 
V
e
ri
fi
ca
ti
o
n
 t
im
e
 
2/1 2/2 3/1 3/2 4/1
(a) Petri net arc
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0
200
400
600
800
100
1200
1400
1600
Length 
A
rc
s 
2/1 2/ 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0: 0
0:15
0:30
0:45
1:00
1: 5
1:30
Length 
V
e
ri
fi
ca
ti
o
n
 t
im
e
 
2/1 2/ 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
500
100
1500
200
2500
300
3500
Length 
A
rc
s 
2/1 2/ 3/1 3/2 4/1 4/2
2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32
0: 0
0: 5
0:10
0:15
0:20
0:25
0:30
Length 
V
e
ri
fi
ca
ti
o
n
 t
im
e
 
2/1 2/ 3/1 3/2 4/1
(b) Verification time
Figure 55: Verification results for different branch structures (no task).
Without any task, there is no explicit state for each room and only the value range
for the player location increases when more branches are added. This causes the
exponential increase to be noticeable at larger lengths (Figure 55b), with 32 being the
first one for which a branching factor of 4 and a length of 2 is impossible.
10.2.3 Existing games
A few real world examples are taken from a pool of existing games made with the
authoring tool. In order to be able to compare exclusive and non-exclusive event
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linearization, those games have to be designed for exclusive branching. Assuming
non-exclusivity does not change the results in this case, while assuming exclusivity
when the game is in fact non-exclusive, can lead to wrong results. Additionally, their
variables need to have a limited value range so that they can be exported using the
alternate model, too.
As the primary example, a multiplayer adventure game for two players is cho-
sen [91]. Its most recent version consists of 13 locations and features four complex
tasks the players must solve, which takes about 15 min. These tasks span multiple
subtasks located at different rooms and require the players to collaborate. The game
is designed for fixed player roles, which means that some actions can only be exe-
cuted by one of the players. For example, only the first player is small enough to
fit a vent while the other one is strong enough to move a fallen tree branch. Trivial
actions like opening a door can be done by either player. Whether a subtask has been
solved is encoded in variables, of which there are 25 overall (24 boolean, 1 integer).
𝐼 𝐸 
𝐶 
𝐼 
𝐸 𝑊 
𝑆 
(a) Adventure
𝐼 𝐸 
𝐶 
𝐼 
𝐸 𝑊 
𝑆 
(b) Vacation
𝐼 𝐸 𝐶 
(c) Tourism
Figure 56: Game structures.
The adventure game is structured (Figure 56a) in such a way that the whole game
world becomes accessible after solving the first puzzle (I). This means that players
can move freely between rooms and solve the remaining tasks in any order and piece
by piece. Therefore, the state space of this game is much larger in comparison to a
linear game containing the same tasks. After all tasks have been solved, the players
meet at a special location to trigger the ending (E).
While all tasks take roughly the same time to solve, two of them stand out from a
verification perspective. One of them requires the players to align a satellite dish until
it reaches 100% signal strength. This is modeled using eight discrete states encoded
in the integer variable. For the other one the players need to connect four cables
with the right sockets, for which there are 4! = 24 solution candidates. Since the
players can freely pick up, connect and disconnect cables at any time, there are even
more intermediate states. To investigate the impact of these puzzles two additional
versions of the game are created. For one version the wire puzzle (W) is replaced
with a trivial action (- 3 min playtime), for the other version the satellite puzzle (S)
is also removed (- 5 min). Additionally, the wire puzzle is verified on its own.
Aside from these different versions of the multiplayer adventure game, two single-
player games are tested as well (“vacation”, Figure 56b and “tourism”, Figure 56c).
Both of them have a similar structure and begin with a linear introduction (I). After
that, the player arrives at a central location (C) and has to solve six minigames from
there, but can choose the order in which to do so. When this is done, the game ends
with a linear conclusion (E). In contrast to the adventure game, the different parts
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of the game are linear, i.e. once a section has been chosen the player cannot go back
– which causes their state space to be much smaller in comparison. In both games,
the minigames include a jigsaw puzzle, a memory and a hidden object game. These
minigames are based on predefined interaction templates and are not scripted man-
ually in the authoring tool. Therefore, they are black boxes for the petri net export,
which assumes that they work like any other action. This means that solving the
memory minigame is like clicking a button, i.e. at one point the players have solved
the game. From the perspective of the application scenario, this is not a problem. All
templates can be verified before implementing them as black boxes and the devel-
oper using them cannot make any further mistakes. While structurally similar, the
tourism game contains more story content and it therefore takes players more time
to complete it (8 min for tourism, 5 min for vacation).
Alt. Excl. Opt. Places Transitions Arcs Exp. Ver.
Vacation
No Yes Yes 29
77%
28
9%
144
29%
0:00 0:03
No 131 31 203 0:00 0:05
No Yes 29
77%
28
26%
144
45%
0:00 0:05
No 131 38 262 0:00 0:04
Yes Yes Yes 19
24%
46
6%
270
26%
0:00 0:10
No 25 49 365 0:00 0:15
No Yes 19
24%
46
24%
270
39%
0:00 0:10
No 25 61 449 0:00 0:16
Tourism
No Yes Yes 44
74%
67
0%
241
35%
0:00 0:04
No 175 67 375 0:00 0:07
No Yes 44
74%
67
20%
241
51%
0:00 0:04
No 175 84 500 0:00 0:07
Yes Yes Yes 46
13%
84
0%
326
34%
0:00 0:10
No 53 84 494 0:00 0:16
No Yes 46
13%
84
19%
326
46%
0:00 0:10
No 53 104 610 0:00 0:48
Table 8: Verification results for the vacation and tourism examples. For places, transitions
and arcs the reduction that can be achieved by the optimization is given in percent.
The upper half of the table shows the chosen model, the lower an alternative one
discussed in Section 6.3.4.
Both singleplayer examples are viable with all export parameters (Table 8). The
export time is always less than 1 s, verifying the chosen model takes 3-5 s (“vacation”)
and 4-7 s (“tourism”). Optimization is able to reduce the net size significantly (74-
77% of the places, 0-26% of the transitions, 29-51% of the arcs), which can also reduce
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the verification time by a few seconds. As in the generated examples, all additional
paths generated when assuming non-exclusivity can be removed by the optimization.
The examples can still be verified using the alternate model (lower halves of Table 8),
although this increases verification time to 48 s in the unoptimized, non-exclusive
“tourism” example. Matching its longer playtime, the model of the tourism game is
about 50% bigger – both in net size as well as verification time (Table 8, lower part).
As expected, the adventure game variants are more complex than the singleplayer
examples in terms of petri net size and verification time (Table 9 and Table 10). But
this also means that the optimization yields greater savings and is in some cases even
able to reduce the export time itself. For example, when assuming non-exclusivity
for the full game (Table 9, first part), the unoptimized export time is 80 s. Here, the
export times drop to 1 s overall after optimization. This means that the optimiza-
tion save more time in the later transformation steps – especially during the event
linearization – than what the optimization costs itself. In contrast to the (minimal)
generated examples, the optimization is also able to remove many actions that have
visual effects only. Some cases, like the version without the wire puzzle (Table 9, sec-
ond part), can only be verified when their net has been optimized. Here, especially
the non-exclusive nets explode in terms of complexity when not properly optimized
(99% of both transitions and arcs are removed). As before, the exclusive and non-
exclusive nets are identical after optimization.
The full example cannot be verified in any configuration, however, and the process
has been aborted after 10 min (Table 9, first part). Cutting this example into pieces
by separating the wires yields a different result, with both parts being verified after
5 s (wire puzzle, Table 10) and 46 s (rest of the game, second part inTable 9). This
can be explained by the fact that the other part is then treated like a blackbox, which
at some point produces a result. Intermediate states, i.e. players switching between
unfinished tasks, are not known and therefore not combined with the own state
space. It is therefore advisable to split larger games into sections if there are no
dependencies between their intermediate states.
The alternate model is completely infeasible for all adventure variants. Only the
wire puzzle alone can be verified in its optimal configuration (Table 10). But even
the simplest version of the overall game cannot be verified using the alternate model
(Table 9, third part), although this is possible when using the default model. For
the larger ones already the export fails, unless the game is exclusive and the export
optimized (lower halves of the first part of Table 9 and Table 10).
All of the examples discussed here do not contain any structural errors. An older
version of the multiplayer adventure contains a livelock, however. This allows us
to confirm that the structural errors discussed do not influence the export time or
net size, as every element is transformed individually. But the verification ends ear-
lier because the error reduces the state space to be explored. Fixing the problem is
relatively easy, since the simulation also shows lots of unvisited locations. These loca-
tions contain crucial tasks required for solving the game, which leads to the ending
being unreachable, too. This hints at the event for moving the players there being
impossible, which can be confirmed quickly.
All in all, these real data results confirm the findings based on the generated
examples.
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Alt. Excl. Opt. Places Transitions Arcs Exp. Ver.
Full game
No Yes Yes 54
67%
131
27%
1141
59%
0:00 -
No 164 180 2822 0:00 -
No Yes 54
67%
131
99%
1141
99%
0:01 -
No 164 37708 785650 1:20 -
Yes Yes Yes 25 493 5209 0:00 -
No - - - - -
No Yes - - - - -
No - - - - -
Without wire puzzle
No Yes Yes 41
73%
72
35%
400
49%
0:00 0:46
No 156 111 793 0:00 -
No Yes 41
73%
72
99%
400
99%
0:00 0:46
No 156 30570 329768 0:37 -
Yes Yes Yes 25
0%
105
38%
647
51%
0:00 -
No 25 171 1323 0:00 -
No Yes 25 105 647 0:01 -
No - - - - -
Without wire and satellite puzzles
No Yes Yes 39
75%
54
33%
292
47%
0:00 0:05
No 156 81 557 0:00 0:23
No Yes 39
75%
54
79%
292
87%
0:00 0:04
No 156 265 2367 0:00 -
Yes Yes Yes 19
5%
84
36%
512
49%
0:00 -
No 20 132 1006 0:00 -
No Yes 19
5%
84
97%
512
98%
0:00 -
No 20 3689 29613 0:01 -
Table 9: Verification results for different versions of the multiplayer adventure. For places,
transitions and arcs the reduction that could be achieved by the optimization is
given in percent. The upper half of the table shows the chosen model, the lower an
alternative one discussed in Section 6.3.4.
10.3 collaborative balancing
To evaluate the verification approach, the minimal functionality and larger scaling
tests are separated into toy and synthetic examples. For the balancing approxima-
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Alt. Excl. Opt. Places Transitions Arcs Exp. Ver.
No Yes Yes 18
80%
59
13%
737
63%
0:00 0:05
No 91 68 2016 0:00 0:06
No Yes 18
80%
59
99%
737
99%
0:01 0:04
No 91 7132 455824 0:43 -
Yes Yes Yes 9 385 4539 0:04 0:25
No - - - - -
No Yes - - - - -
No - - - - -
Table 10: Verification results for the wire puzzle of the multiplayer adventure. For places,
transitions and arcs the reduction that can be achieved by the optimization is given
in percent. The upper half of the table shows the chosen model, the lower an alter-
native one discussed in Section 6.3.4.
tions, in contrast, minimal toy examples cannot cover all calculations as they take
the distribution over multiple subsections of the game into account. Another differ-
ence is that structural errors reduce the state space, while bad balancing does not
cause the approximation to terminate early. Therefore, the generated examples are
built in such a way that they also allow functionality testing, taking on the role of
toy examples. As a second test case, the existing games already discussed above are
used, with all singleplayer games being left out. This is due to the fact that structural
errors can appear for any number of players, including a single one. In contrast,
collaborative balancing by definition requires multiple players to be present.
The different methods for separating a game into sections (Section 7.2.4) are very
similar in regard to their complexity. It has therefore been decided to evaluate only
the fixed section method.
For all results a PC with an Intel Core i7-4790K CPU (4.00 GHz, 8 logical cores)
and 16 GB RAM on Windows 8.1 Pro (64 bit) is used.
10.3.1 Synthetic Examples
In the synthetic example there are only two types of events, solving a task and mov-
ing to another room. Therefore, the event weight heuristic is less relevant and only
the “stimuli” heuristic is chosen for the evaluation. Additionally, the different meth-
ods are designed to be interchangeable. To improve the clarity of the tables, only the
effort metric is shown if not otherwise noted, although the waiting times and the
options have been approximated as well.
To investigate the runtime behavior of the approximation process, some of the
previously generated games with a verifiable state space are selected:
for length scaling 2 players with no branches and the lengths of 8, 16 and 32.
for branch scaling 2 players with a length of 4, a branching factor of 2 and
the branch lengths of 1 and 2 (also length 4 and no branches for comparisons).
Additionally 2 players, length of 6, branching factor of 2 and branch length of 1
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(again without branches as a comparison). These are the largest verifiable state
spaces with branches.
for player scaling 3 players with a length of 16 and no branches (the two player
version for comparison is already calculated for length scaling). This is the
largest verifiable state space with more than two players.
All of these examples use the “locked door” task, since it constitutes a reasonable
trade-off between complexity and verifiability. In the following, the notation of length-
/branching factor/branch length is used to describe a game’s structure, e.g. 32/1/0
means a length of 32, a branching factor of 1 and a branch length of 0.
These examples show that although the A* requires more calculations to prepare
the additional heuristic, it always saves time in the end (Table 11). Especially in
two cases in which paths to many endings1 need to be found (i.e. games with many
optional branches), this algorithm can reduce the time from more than 180 s to about
40 s. Only in the example for three players, the calculation time is longer than 240 s
with both algorithms. This can be explained in part by the need to calculate more
paths, but also by the indirect effect of a much larger state space to explore. In
the less complex examples, the balancing calculations take just a few seconds with
both algorithms. Naturally, both pathfinding algorithms find the same shortest paths,
therefore A* is used as the default from now on.
Structure Players Endings Paths Dijkstra A* Diff.
8/1/0 2 9 72 0:00 0:00 0%
16/1/0 2 17 136 0:00 0:00 0%
32/1/0 2 33 264 0:06 0:05 17%
4/1/0 2 5 40 0:00 0:00 0%
4/2/1 2 112 896 0:02 0:00 100%
4/2/2 2 729 5832 3:27 0:45 78%
6/1/0 2 7 56 0:00 0:00 0%
6/2/1 2 640 5120 3:32 0:36 83%
16/1/0 3 289 3179 4:50 4:21 10%
Table 11: Balancing times for the generated examples and different pathfinding algorithms.
The rows display the game structure (overall length / branching factor / branch length),
the number of players, the number of endings, the number of explored paths, as well as
the calculation time when using the Dijkstra- or A*-algorithms and the difference
between them.
Based on these findings, the three most complex two-player-games based on their
calculation time (4/2/2, 6/2/1 and 23/1/0) are selected as the examples for the
subsequent experiments.
To check whether the calculated balancing results are as expected, the values for
the three task assignment strategies (Section 7.3) are compared (Table 12, upper part).
1 For each ending the paths for each metric are calculated. Each metric in turn requires a path for each
player and one overall path. Since the overall paths for effort and waiting are the same, this does not
need to be calculated twice. Therefore, the overall path count is |SE| · (3 · |Pl|+ 2).
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When calculated over the whole game, the values for the alternating and the block
based strategy are similar. In the best case (minimal standard deviation), the game
is perfectly balanced (0%), but there seem to be some paths that are unbalanced as
well (maximum of up to 47% difference). Analyzing these paths shows that on them,
one player moves to another location after completing his tasks. In the examples
with optional rooms there can also be paths on which some of the irrelevant doors
have been opened. This changes the end state, because this player is now at another
location, and is therefore counted as well. For the singleplayer assignment, it is pos-
sible that one player does everything and the others do nothing (maximum of 100%
difference between the players). Similarly to the other assignment strategies, there
are also some alternative paths on which the others move around as optional actions
(minimum of 34%). But in the end, the averages already show that alternating and
block based assignments are relatively balanced while singleplayer is not (average
of 13-20% compared to 63-75%). Therefore, all of these values match the expected
values based on the metric definitions as well as the game generation specification.
Enabling the culling extension for end states changes these results (Table 12, lower
part). Although the paths to end states with superfluous movement are still discov-
ered, they are now discarded by the subpath culling. Only the path to a single (min-
imal) ending remains, which is used in all 8 calculations. Because of this, the results
are less ambiguous and show that the overall balancing is perfect for the alternating
and block based examples (0%). On the other hand, the difference between players
reaches its worst case in the singleplayer assignment (100%). This matches exactly
what would be expected based on the game generation algorithm. The additional
path comparisons have no noticeable effect on the runtime, which is still below 60 s
for all examples.
Another extension that compares the games’ sections should show a difference
between the block based and alternating examples because the effort is differently
distributed there. Without culling end states, the results on this are mixed (Table 13,
upper part). For the short game with lots of optional paths (4/2/2), the average
difference between two sections is very similar between the perfectly distributed (al-
ternating, 21%) and worst case (block based, 28%) versions. This can be explained
by the optional actions being included into the paths at different positions, which
skews the clear cut distribution on the main paths. In the longest example without
branches (23/1/0) this effect is smaller, as the only optional actions consist of moving
backwards through the game. Here, the block based approach (30%) shows a much
higher variance between the sections compared to the alternating version (13%). Hav-
ing four sections instead of two increases the section differences between both task
distributions (22% and 40% for the shortest example, 14% and 35% for the longest).
Calculating the sections has no substantial impact on the runtime (still below 60 s), as
it requires only a simple calculation on the paths that have already been calculated.
Culling should make these results less ambiguous, as it removes all paths contain-
ing optional actions (Table 13, lower part). However, for the shortest game (4/2/2)
the balancing between sections is worse in the alternating approach (29% and 35%
instead of 21% and 22%), which seems counter-intuitive. This is due to the fact that
the game contains of only a few events, which can skew a section’s effort greatly
and makes differences between the sections more likely. But for the longest example
(32/1/0) the results are almost as expected, with the alternating example being close
to perfectly distributed (4% on average for both section counts) and the block based
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Effort SD
Struct. Assignment Paths Min. Avg. Max. Time
No culling
4/2/2 Alternating 5832 0% 13% 38% 0:45
BlockBased 5832 0% 20% 47% 0:51
SinglePlayer 5832 38% 75% 100% 0:24
6/2/1 Alternating 5120 0% 13% 33% 0:36
BlockBased 5120 0% 13% 31% 0:43
SinglePlayer 5120 37% 69% 100% 0:20
32/1/0 Alternating 264 0% 13% 25% 0:05
BlockBased 264 0% 13% 25% 0:08
SinglePlayer 264 34% 63% 100% 0:04
Culling
4/2/2 Alternating 8 0% 0% 0% 0:50
BlockBased 8 0% 0% 0% 0:51
SinglePlayer 8 100% 100% 100% 0:24
6/2/1 Alternating 8 0% 0% 0% 0:36
BlockBased 8 0% 0% 0% 0:43
SinglePlayer 8 100% 100% 100% 0:21
32/1/0 Alternating 8 0% 0% 0% 0:05
BlockBased 8 0% 0% 0% 0:08
SinglePlayer 8 100% 100% 100% 0:05
Table 12: Balancing results for the generated examples and different task assignments. The
rows display the game structure (overall length / branching factor / branch length), the
task assignment strategy, the number of explored paths, the standard deviation between
players in regards to effort (minimum, average, maximum) and the calculation time.
approach being much worse (29% and 34% on average). The still not perfect distri-
bution for the alternating example could be surprising at first. Each of the 32 steps
contains of 3 actions, one player opening the door and then both players passing
through. With an alternating approach and n players, every group of n sequential
steps should be balanced as different players open the door in each one. Any multiple
of these n steps is balances, too. This suggests that in the 32 step game with n = 2
players both 2 (32/2 = 2 · 8 steps) and 4 (32/4 = 2 · 4) section should be balanced.
However, the ending of the game is an additional step which requires 2 actions (1 by
each player). Therefore, the borders of the 2 or 4 sections do not align perfectly with
the 33 steps, causing these slight imbalances in the alternating example.
If the multiple shortest paths extension is enabled (Table 14, upper part), all short-
est paths to the ending are calculated. Consequently, the number of paths is greatly
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Section SD Section SD
(effort, 2 sections) (effort, 4 sections)
Struct. Assign. Paths Min. Avg. Max. Min. Avg. Max. Time
No culling
4/2/2 Altern. 5832 0% 21% 60% 0% 22% 46% 0:55
Blocks. 5832 0% 28% 100% 20% 41% 62% 0:57
6/2/1 Altern. 5120 0% 14% 38% 8% 17% 29% 0:43
Blocks. 5120 0% 22% 60% 26% 39% 58% 0:50
32/1/0 Altern. 264 0% 13% 31% 2% 14% 28% 0:07
Blocks. 264 27% 30% 35% 33% 35% 38% 0:09
Culling
4/2/2 Altern. 8 14% 29% 43% 27% 35% 43% 0:54
Blocks. 8 14% 14% 14% 36% 42% 49% 1:01
6/2/1 Altern. 8 0% 10% 20% 12% 12% 12% 0:43
Blocks. 8 0% 10% 20% 35% 38% 42% 0:52
32/1/0 Altern. 8 2% 4% 6% 2% 4% 5% 0:07
Blocks. 8 27% 29% 31% 33% 34% 34% 0:10
Table 13: Balancing results for the generated examples with a varying number of sections.
The rows display the game structure (overall length / branching factor / branch length),
the task assignment strategy, the number of explored paths, the standard deviation be-
tween players in regards to effort for 2 and 4 sections (minimum, average, maximum)
and the calculation time.
increased (e.g. more than 500,000 instead of 5,823 for the 4/2/2 structure). This can
be explained by the fact that, after a door has been opened, the players can go
through it in different orders – multiplying the number of paths with each new door.
Considering each of these additional paths changes the overall section results only
slightly (eg. 19% instead of 21%), because swapping the order of these movement
actions seldom causes them to fall into another section. As expected, it increases
runtime (by around 50% in the example, up to 90 s instead of 60 s).
When culling is also enabled in addition to the multiple path extension, no results
can be obtained for the examples with branches (Table 14, lower part). This is due
to the current version of the subpath detection requiring a pairwise comparison
between each path, which yields too many combinations for the already high number
of paths. Optimizing the culling algorithm could maybe solve this issue. For the
32/1/0 structure, culling improves the values in a similar fashion as in the previous
experiments without the multiple shortest path extensions (Table 13).
A simplified calculation is also tested (Table 15). This version calculates only one
path for each player and ending, which optimizes the effort but on which the other
metrics are calculated as well. Additionally, it does not calculate an optimal path
for the group as a reference point, and used the overall effort on the player’s paths
instead. All measurements are taken without the culling extension so that more paths
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Section SD Section SD
(effort, 2 sections) (effort, 4 sections)
Struct. Assign. Paths Min. Avg. Max. Min. Avg. Max. Time
No culling
4/2/2 Altern. 521943 0% 19% 60% 0% 21% 49% 1:26
Blocks. 513032 0% 27% 100% 0% 38% 64% 1:29
6/2/1 Altern. 456098 0% 13% 38% 0% 16% 38% 1:16
Blocks. 452928 0% 22% 60% 12% 37% 59% 1:23
32/1/0 Altern. 23133 0% 13% 31% 2% 14% 28% 0:12
Blocks. 23133 27% 30% 35% 31% 34% 38% 0:15
Culling
4/2/2 Altern. - - - - - - - -
Blocks. - - - - - - - -
6/2/1 Altern. - - - - - - - -
Blocks. - - - - - - - -
32/1/0 Altern. 701 2% 4% 6% 2% 4% 5% 0:09
Blocks. 701 2% 27% 29% 31% 33% 34% 0:11
Table 14: Balancing results for the generated examples with a varying number of sections
and multiple shortest paths. The rows display the game structure (overall length /
branching factor / branch length), the task assignment strategy, the number of explored
paths, the standard deviation between players in regards to effort for 2 and 4 sections
(minimum, average, maximum) and the calculation time.
are evaluated. These simplifications cause only 2 instead of 8 paths to be calculated
per ending, one for each player, which resultes in 75% less paths being explored.
This saves between half and two thirds of the time (e.g. 18 s instead of 51 s). On the
generated examples they also produce exactly the same results – even on the options
metric, which is independent of the (optimized) effort. But upon close inspection,
this is not surprising. The generated examples are linear and the only difference
between the ending states is which optional tasks are solved along the way. In turn,
this means that there is only one path to each ending without backtracking and that
this path is the same for all metrics.
10.3.2 Existing Games
The balancing calculations are also tested using the multiplayer adventure game vari-
ants. This game has already been evaluated in a user study during which all players
said that they felt involved throughout the game [91]. As this can be correlated to
our balancing definition, the approximation is expected to show the game to be rela-
tively balanced, too (low deviation between players). However, due to the full version
not being verifiable in the previous step, only the separated parts can be analyzed.
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Effort SD Options SD
Struct. Ass. Sim. Paths Min. Avg. Max. Min. Avg. Max. Time
4/2/2 Alt. No 1458 0% 13% 38% 0% 5% 17% 0:17
4/2/2 Alt. Yes 5832 0% 13% 38% 0% 5% 17% 0:45
4/2/2 Blo. No 1458 0% 20% 47% 0% 7% 21% 0:18
4/2/2 Blo. Yes 5832 0% 20% 47% 0% 7% 21% 0:51
4/2/2 Sin. No 1458 38% 75% 100% 0% 32% 78% 0:09
4/2/2 Sin. Yes 5832 38% 75% 100% 0% 32% 78% 0:24
6/2/1 Alt. No 1280 0% 13% 33% 0% 0% 2% 0:14
6/2/1 Alt. Yes 5120 0% 13% 33% 0% 0% 2% 0:36
6/2/1 Blo. No 1280 0% 13% 31% 0% 0% 2% 0:16
6/2/1 Blo. Yes 5120 0% 13% 31% 0% 0% 2% 0:43
6/2/1 Sin. No 1280 37% 69% 100% 0% 31% 77% 0:08
6/2/1 Sin. Yes 5120 37% 69% 100% 0% 31% 77% 0:20
32/1/0 Alt. No 66 0% 13% 25% 0% 0% 0% 0:02
32/1/0 Alt. Yes 264 0% 13% 25% 0% 0% 0% 0:05
32/1/0 Blo. No 66 0% 13% 25% 0% 0% 0% 0:02
32/1/0 Blo. Yes 264 0% 13% 25% 0% 0% 0% 0:08
32/1/0 Sin. No 66 34% 63% 100% 0% 37% 96% 0:01
32/1/0 Sin. Yes 264 34% 63% 100% 0% 37% 96% 0:04
Table 15: Balancing results for the generated examples with a simplified calculation. The
rows display the game structure (overall length / branching factor / branch length),
the task assignment strategy, whether the simplified calculations are used, the number
of explored paths, the standard deviation between players in regards to effort and options
(minimum, average, maximum) and the calculation time.
The other two examples can not be used as they have been designed as singleplayer
games, which means that there is no collaborative balance by definition.
Similar to the synthetic examples, using the A* algorithm for pathfinding can lead
to a significant runtime reduction of up to 52% (Table 16).
Version Endings Paths Dijkstra A* Difference
W/o wires 88 704 1:05 0:31 52%
W/o wires+sat. 44 352 0:02 0:01 50%
Wires only 18 144 0:00 0:00 0%
Table 16: Balancing times for the multiplayer adventure with for different pathfinding algo-
rithms.
But here, the path cost heuristic has a noticeable impact on the calculated values
(Table 17). For example, while the average difference between players in the version
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without the wire puzzle is 10% when using the stimuli heuristic, it changes to 21%
for the other heuristics. Removing the satellite puzzle as well changes these values
to 8%, 17% and 24%. This can be explained by the game’s events greatly varying in
complexity. Depending on how much influence the differences in complexity have
on the weighting heuristics, their estimated costs can vary as well. The resulting
balancing value changes, when the most complex events are distributed in a different
manner than the ones with an average weight. For the wire puzzle the impact is even
more substantial. While the stimuli and relevance heuristics are slightly unbalanced
on average (30% and 44%), there are also perfectly balanced paths (minimum of 0%).
Using the actions heuristic however, even the best case is really unbalanced (62%).
This can be explained by one event consisting of many actions, which are ultimately
irrelevant. Therefore, this event has a high weight in this metric only. Additionally,
the puzzle consists of relatively few events compared to the overall game, so each
one has a greater impact on the balancing.
Effort SD
Version Weight heur. Paths Min. Avg. Max. Time
W/o wires Stimuli 704 0% 10% 22% 0:31
Reactions 704 3% 21% 48% 0:41
Relevance 704 0% 21% 43% 0:40
W/o wires+sat. Stimuli 352 0% 8% 22% 0:01
Reactions 352 0% 17% 39% 0:01
Relevance 352 1% 24% 43% 0:01
Wires only Stimuli 144 0% 32% 100% 0:00
Reactions 144 62% 70% 100% 0:00
Relevance 144 0% 44% 100% 0:00
Table 17: Balancing results for the multiplayer adventure with different weight heuristics.
It is also interesting that there are perfectly balanced paths (0%) in different combi-
nations of both the game versions and the heuristics. For example, the game without
the wire puzzle has perfect paths using the stimuli and relevance heuristics. But when
the satellite is also removed, only the stimuli and action heuristics can produce perfect
paths. In the biggest example, the heuristic has also an influence on the calculation
time (31 s instead of about 40 s). Such an effect can be caused by the pathfinding
having to explore more suboptimal paths first. However, there is no “right” heuristic,
as the event weighting is left to the developer’s discretion.
Calculating the deviation between 2 and 4 sections does show significant imbal-
ances between these parts of the game (Table 18, first part). For the largest version
there is 33% variance between two sections and 29% between four, which means that
the effort is distributed unevenly between these parts of the game. In the wires puz-
zle the differences are even more extreme (63% and 80% on average), although there
are paths on which there is perfect balance between each section (0%). This is due
to the short overall game length, which increases the impact that a single event can
have on a section’s value. Enabling end state culling does not change this result sig-
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Effort SD Effort SD
(betw. 2 sections) (betw. 4 sections)
Version Paths Min. Avg. Max. Min. Avg. Max. Time
One shortest path, no culling
W/o wires 704 0% 33% 73% 16% 29% 52% 0:32
W/o wires+sat. 352 0% 19% 42% 8% 25% 53% 0:01
Wires only 144 0% 63% 100% 0% 80% 100% 0:00
One shortest path, culling
W/o wires 145 0% 30% 70% 18% 31% 52% 0:36
W/o wires+sat. 102 0% 17% 36% 14% 28% 53% 0:01
Wires only 144 0% 63% 100% 0% 80% 100% 0:00
Multiple shortest paths, no culling
W/o wires 67804 0% 33% 73% 13% 28% 52% 0:45
W/o wires+sat. 34528 0% 19% 42% 8% 24% 53% 0:06
Wires only 11120 0% 50% 100% 0% 61% 100% 0:03
Multiple shortest paths, culling
W/o wires 13956 0% 30% 70% 14% 30% 52% 2:27
W/o wires+sat. 9976 0% 17% 36% 14% 27% 53% 0:35
Wires only 11120 0% 50% 100% 0% 61% 100% 0:04
Table 18: Balancing results for the multiplayer adventure with different section lengths.
nificantly (Table 18, second part), even though it removes many paths for two of the
examples (145 instead of 704 and 104 instead of 352). For the wire puzzle no paths are
removed, which means that that there are no end states that imply irrelevant actions.
Calculating all shortest paths to the same end state does not change the average sec-
tion differences significantly for the first two examples (Table 18, third part). But in
the wire puzzle, it improves the calculate average deviation from 63-50% (2 sections)
and 80-61% (4 sections). The greatest increase in runtime caused by this extension is
observed for the largest example (45 s instead of 36 s). In contrast to the synthetic ex-
amples, enabling both the culling as well as the multiple shortest paths extension is
always viable for these examples (Table 18, fourth part). Their combination changes
the average result by only 3% while also increasing the runtime substantially (150 s
instead of 45 s with multiple shortest paths only and 32 s without extensions).
The adventure game is also analyzed using the simplified method calculating less
paths (Table 19). Again, this results in a greatly reduced analysis time (12 s instead
of 31 s maximum). But more surprisingly, it produces exactly the same results as the
more complex version. This indicates that the shortest paths are very similar for each
metric and player in this game.
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Effort SD Options SD
Version Sim. Paths Min. Avg. Max. Min. Avg. Max. Time
W/o wires No 704 0% 10% 22% 0% 3% 5% 0:31
Yes 176 0% 10% 22% 0% 3% 5% 0:12
W/o wires+sat. No 352 0% 8% 22% 0% 4% 6% 0:01
Yes 88 0% 8% 22% 0% 4% 6% 0:00
Wires only No 144 0% 32% 100% 0% 0% 0% 0:00
Yes 36 0% 32% 100% 0% 0% 0% 0:00
Table 19: Balancing results for the multiplayer adventure with a simplified calculation.
To get a final verdict for the balancing of the real example game, all relevant met-
rics are calculated for the largest viable version without the wire puzzle (Table 20).
These results are calculated with 4 sections and with both extensions (culling and
multiple paths) enabled. Counting only the actions that need to be executed (stimuli
weight heuristic), the game is quite balanced in effort and waiting times (11% dif-
ference on average) and really balanced in the options metric (5% max difference).
There are some noticeable distribution differences between the four sections though
(about 30% on average for effort and waiting time as well as 27% for options). Using
the other weight heuristics, the game is deemed unbalanced for effort and waiting
(about 20% on average and 45% maximum). The options in contrast are well bal-
anced according to the game reaction count heuristic (7% average difference, 23%
Weight heuristic
Metric Stimuli Reactions Relevance
Effort SD (Avg) 11% 21% 22%
Effort SD (Max) 22% 48% 43%
Effort Sections SD (Avg) 30% 40% 36%
Effort Sections SD (Max) 52% 71% 57%
Waiting SD (Avg) 11% 21% 22%
Waiting SD (Max) 22% 48% 43%
Waiting Sections SD (Avg) 30% 40% 36%
Waiting Sections SD (Max) 52% 71% 57%
Options SD (Avg) 2% 7% 29%
Options SD (Max) 5% 23% 55%
Options Sections SD (Avg) 27% 35% 38%
Options Sections SD (Max) 44% 61% 54%
Overall time 02:20 02:27 02:27
Table 20: Overall balancing results for the multiplayer adventure.
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maximum), but not according to relevance (29% average, 55% maximum). Again,
there are noticeable differences between the sections (up to 40% on average). It is
also interesting that the effort and waiting time metrics produce the same results
for all weight heuristics. This can be explained by the game assigning most actions
to one of the two players, in which case the effort for one player is always counted
as waiting time for the other. With all weight heuristics, the calculations took about
150 s, which is perfectly acceptable during development.
In an earlier user study [91, 90], players perceived the game as balanced. But this
does not necessarily mean that the balancing approximations produce wrong results.
It is possible, that the subjective balancing perception allows limited inequalities and
does not need all actions to be distributed perfectly. Maybe there are other factors
that influence the perceived balancing as well. Additionally, the user study was con-
ducted with a relatively small sample size, which means that its results should not
be seen as fully conclusive. Either way, a developer who wants to improve the game
could now look at the individual balancing values of each of the four sections first,
in order to narrow down which ones are unbalanced. He could then trace back the
calculation results to individual puzzles or events and reassign them to the other
player in order to improve the game’s balancing.
10.4 rapid prototyping
Originally, the rapid prototyping environment was meant to be evaluated in a large
scale user study, similar to the evaluation of the pattern game. However, a first qual-
itative pre-study with 5 users at TU Darmstadt showed that a comparison study
between the tool and the naive approach of using multiple instances is trivial. As ex-
pected, the dedicated tool makes testing for a single user easier and faster. Especially
the automated network setup and the ability to test in a single application on a sin-
gle device were very well received. Additionally, no substantial usability issues were
detected during these tests as the tool was already used regularly at this point and
all known problems were removed before. It was therefore decided to not conduct
a full user study for the prototyping environment, but rather to focus on evaluating
the other modules more thoroughly.
10.5 discussion
The goal of this chapter is to provide a comprehensive evaluation of all four com-
ponents of the collaborative multiplayer authoring framework: the player interaction
patterns, the structural verification, the collaborative balancing approximation and
the rapid prototyping environment.
The player interaction patterns are evaluated in a qualitative user study with 93
participants. For this study, a game that was designed using the player interaction
patterns is compared to a version that omits these interactions, but is otherwise as
similar as possible. By combining questionnaires, log files and manually created pro-
tocols we can show that the collaborative interactions are generally more entertaining
for the players. This is true for both the overall game (on average 4.29 compared to
3.85 out of 5) as well as for each individual pattern. It is also shown that collaboration
is perceived as more difficult and requires both more time and more communication.
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Although these trends have been observed for almost all patterns used, only some of
the findings are statistically significant with a sample size of 93.
The verification, in contrast, is evaluated in a simulative manner. For this, a large
number of verifications are run on both existing games as well as synthetically gen-
erated examples. During these experiments, both the verification and generation pa-
rameters for the synthetic examples are varied. This way, we are able to verify the
correctness of this approach as well as its scaling behavior. Our results show that the
approach is able to detect structural problems such as deadlocks, livelocks, unreach-
able locations as well as impossible game events. For the given application scenario,
i.e. games with a limited state space, such a verification is still viable: When using
the proposed parameters, most examples can be verified in a timely manner (i.e. in
less than 2 min). Our optimization algorithm is especially crucial for this, as some
examples cannot be processed without optimizing them first. On average, the op-
timization is able to remove 30-60%, and in some extreme cases up to 99%, of the
petri net elements without changing the verification result. The runtime of the export
process itself, including optimization, is hereby found to be insignificant in compar-
ison to the externally provided verification. However, the overall approach does not
scale infinitely due to the state space growing exponentially with a game’s size. This
means that a full verification becomes infeasible once a game is too complex. In our
case, a 15 min game for two players can be exported in less than 1 s, but is still not
verified after 10 min. Cutting this game into two mostly independent parts, however,
brings their combined verification time down to 51 s – which is still viable.
The balancing approximation is evaluated in a similar manner by using the same
examples (real and synthetic). Again, a large number of calculations are run while
varying the balancing as well as the game generator parameters. Since the concrete
implementation of the approach relies on the structural verification being run first,
it inherits the limitations of this approach. This means that the balancing can only
be calculated in games for which the verification is viable as well. On all games for
which this is the case, the balancing approximation is able to produce its results in
a timely fashion as well (i.e. less than 5 min). When using the suggested parameters,
the balancing for all two-player examples can even be calculated in less than a minute.
For the generated examples, which are intentionally built to reflect certain types of
(in-)equality between players, the approximated balancing values match our expec-
tations. For the real games, the balancing approximations are slightly worse than
what the players had subjectively reported. But overall, the approximations seem to
provide a good indication on whether a game is collaboratively balanced or not.
Lastly, the rapid prototyping environment is evaluated in a small-scale, qualita-
tive user study. Here, it is shown that using this environment constitutes a large
improvement when compared to a manual approach.
Overall, these findings indicate that the framework’s components work as in-
tended. Namely, using the collaborative interaction patterns causes players to enjoy a
game more than a similar, non-collaborative version. The structural verification and
collaborative balancing in turn are viable for small games, as described in our appli-
cation scenario, or even parts of larger ones. Their combination means that it is not
necessary anymore to manually test this type of games in order to find critical errors
or to assess their balancing. Aspects for which manual tests are still required, for
example aesthetic ones, are in turn facilitated by the rapid prototyping environment
– even for single developers that want to test a collaborative multiplayer game.
11C O N C L U S I O N
This work proposes a concept for authoring collaborative multiplayer games.More specifically, it aims to remove some of the additional complexity that
is intrinsic to the development of multiplayer games. This is especially valuable for
smaller or inexperienced development teams.
11.1 main contributions
The overall concept is represented through four generally independent modules.
Each of these modules is meant to support a specific task during the development
process and is directly related to one of the research questions presented in Sec-
tion 3.2. Thereby, the main contribution of this work lies in the individual concepts
underlying these modules.
Game Design Patterns for Collaborative Player Interactions
Collaborative interactions between the players are a central aspect of a collaborative
game. Therefore, it is crucial that developers implement them correctly if they want
players to feel as though they are genuinely working together. As such, a collection
of proven interactions can be a useful inspiration, especially for novice developers.
These interactions could even lead to the development of “ready to use” building
blocks, which can also help experienced developers to save time and effort. The con-
cept of game design patterns has been used in the past to describe game design
elements, with a widely used description language being available. This language
was extended for this work by adding sub-properties that cover aspects specific to
collaborative player interactions. For example, these properties include whether two
players have to be physically close to each other in order to execute this type of in-
teraction. This makes the patterns more user-friendly and allows developers to find
appropriate patterns more quickly. The extended format is put to the test by extract-
ing exemplary interactions from a list of well-received games and transforming them
into design patterns. Some of these interaction patterns are then implemented in a
game for which two versions are designed. One includes the collaborative interaction
patterns as specified, while the other one is built for comparison reasons only and
contains largely similar tasks, but does not require any collaboration. This game was
evaluated in a user study, which showed that the game was generally well received.
Therefore, using game design patterns in an adapted description format as building
blocks is a viable option when creating collaborative multiplayer games (RQ 1).
Structural Verification of Collaborative Multiplayer Games
Due to the complexity of multiple players acting concurrently, it is usually impos-
sible to test every possible path that exists in a multiplayer game. However, dead-
or livelock situations in which the game cannot continue as planned, are serious is-
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sues that should be avoided on any path. A structural verification could conclusively
prove that there are no such issues, but existing methods require the user to man-
ually transform the game into a formal model. This does not only require expert
knowledge in formal modeling, but is also error-prone and costs time. As a trade-off,
only the high-level structure of a game, for example its mission structure, is veri-
fied. Our approach, in contrast, is intended to verify each individual game element
based on a model that is created automatically. Therefore, rules for algorithmically
translating every game element into a verifiable model – in this case colored petri
nets – is defined. To reduce the complexity of the resulting net, custom optimization
strategies based on specific properties of the game model have been developed. The
correctness and scaling properties are evaluated using a large number of synthetic
examples as well as some existing games. This showed that, as long as the suggested
parameters are chosen, the approach produces the correct results and is a viable op-
tion for smaller games. Larger games, in turn can only be verified after they have
been separated into independent parts due to the state space explosion. However,
for smaller games this means that an automated petri net export and the subsequent
verification can be used to detect structural problems in games (RQ 2).
Collaborative Balancing in Multiplayer Games
If a game does not contain any critical errors, there are other quality characteristics
that must be considered next. One aspect is balancing, which is often linked to fair-
ness, but for which only competitive perspectives have been defined. In collaborative
games, the contributions of the players must also be balanced, which is covered by a
novel balancing definition proposed in this work. From this definition, concrete met-
rics have been derived that allow the user to measure a game’s balance. However,
in practice, calculating these metrics on the complete game is often infeasible. For
example, the number of paths through a game is infinite if the players are able to
return to past states. Instead, an approximation process sampling the paths through
the game has been suggested. Again, this approach was evaluated using synthetic
and existing games. In these simulations, it produced estimations that matched the
values that were expected based on the generation algorithm (for synthetic exam-
ples) or previous user studies (for the actual games). With A* as the pathfinding
algorithm, its runtime is mostly below one minute, which makes it usable in prac-
tice. This shows that the proposed method is a viable approach for quantifying the
balance between players playing collaboratively (RQ 3).
Rapid Prototyping of Collaborative Multiplayer Games
Lastly, a rapid prototyping environment has been conceptualized, which allows a
single user to easily test a game created for up to four players. In the environment,
visual and audio information is given in such a way that the user can notice every-
thing, while being still able to discern which of the players would have normally
received this information. This is achieved by a split-screen arrangement and an au-
dio transcript. Additionally, a record and replay queue for simulating concurrent
input and several multiplayer visualizations for internal game models have been
designed. Using the resulting prototyping environment it became clear that it does
indeed allow single developers to test slow-paced games in which multiple players
interact with each other (RQ 4).
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The successful implementation of each module shows that the complexity of some
multiplayer game development tasks can be reduced by using specialized tools.
11.2 outlook
By showing that our concept works, this work builds the ground for further research
on applying and refining its individual modules. First, more collaborative games
should be analyzed in order to extract a greater variety of player interaction patterns
using the same approach. The existing patterns could be organized in a searchable
database, integrated into a recommender system or implemented as “ready to use”
templates to improve their usability. Additionally, the large data base that was as-
sembled during the pattern game evaluation could be analyzed further. Especially
the influence of other factors contributing to the enjoyment of the players, for exam-
ple how well their fellow players play, could be investigated more deeply. This could
yield interesting results from the perspective of the social sciences – not only about
the patterns, but also on collaborative games in general.
For both the structural verification and the balancing approximation, this work has
focused on the general viability of the results. Further work could also investigate the
usability of the results, i.e. whether they can be easily interpreted. The verification
could also be made fully automatic, integrating the export implementation and one
of the existing petri net verification tools more closely. An in-depth comparison be-
tween multiple verification tools could also be interesting, for example to investigate
whether they differ in runtime.
In regards to balancing, there are multiple ways in which the current approach
could be extended in order to make it easier to use. One could extend the balanc-
ing approximation in such a way that it does not only report measurements, but
also suggests changes to improve the metrics. These changes could include chang-
ing an event’s weight or assigning it to another player. However, this is not trivial,
since events are usually encountered on multiple paths. Improving one path could
therefore make another one worse. Incorporating suggestions could also lead to com-
pletely automated changes, which can then also happen during runtime with con-
crete players (game adaption). This could be realized by defining a weight for each
player, depending on his or her abilities. The weight can then be used in the balanc-
ing calculation to model the fact that an action requires more effort by less skilled
players. Taking these modified weights into account, the remaining parts of the game
could be re-balanced. Similar to the interaction patterns, a user study on the compar-
ison between mathematically calculated and player reported balancing could reveal
interesting results from the social sciences’ perspective.
Lastly, although an API for using the rapid prototyping environment with other
games has been defined, there is no other game implementing it yet. Using this API
for another game or even a game engine could therefore be both beneficial for the
game’s developers and a new testcase for the prototyping environment.
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CG A M E D E S I G N PAT T E R N C O L L E C T I O N
Here the complete pattern collection described in [93] is reproduced for com-pleteness. The related patterns are classified as “Superior” (more abstract),
“Subpatterns” (possible implementations) or “Conflicting” and reference entries from
collections mentioned in the related work [18, 97, 104].
c.1 general
Name Concurrency
Description Operating one or more objects simultaneously that could not be oper-
ated by a single player alone.
Examples Genre independent:
• Moving a heavy object (Resident Evil 5)
• Enemies that must be flanked (Army of Two)
Consequences Always mandatory at a specific location. Medium communication and
high timing requirements, may break immersion if not justified properly.
Using the pattern Can be used for collecting or separating players (position of interaction
elements), length of interaction can be varied between short and long
(depending on the animation), compatible with fixed or free roles (avail-
ability of interaction elements). Can be designed for an arbitrary player
number (number of interaction elements).
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Synergies Between Abili-
ties, Interacting With The Same Object; Subpatterns: Team Combos, Vul-
nerabilities
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Name Parallelization
Description Splitting work that could be done alone in order to speed it up or to
make it easier.
Examples Genre independent:
• Players splitting up to search for materials (Minecraft)
Consequences Always voluntary separation with free roles, often for a longer time. Low
communication and timing requirements, benefit must be noticeable by
players in order to occur.
Using the pattern Can be used for collecting or separating players (position of subtask
elements) and in specific or pervasive locations, works for an arbitrary
number of players (but participation is voluntary).
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment; Subpatterns: Races
Name Joint Decision Making
Description Letting players decide between multiple options with the result impact-
ing the whole team.
Examples Genre independent:
• Choosing between different quest resolutions and rewards (initial
version of Borderlands 2, later the decision could be made by each
player individually)
Consequences Deciding should always take a short time mechanically (although the
discussion between players might take longer). High communication
and low timing requirements, works for an arbitrary number of play-
ers. Players whose opinion was ignored might feel bad, depending on
the importance of the decision.
Using the pattern Can be used in specific (e.g. virtual character asking the players) or per-
vasive (as part of the user interface) locations and for collecting or sepa-
rating players (voting location), with fixed (decision leader) or free (vot-
ing) roles and mandatory or voluntary, works for an arbitrary number
of players. Can be combined with Contest-Pattern for voting rights.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Free-
dom of Choice; Subpatterns: Actions Have Diegetically Social Conse-
quences
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c.2 progression gates
Name Separation Gate
Description Forcing the players to split up by allowing only a certain number of
players to continue while the others need to stay behind.
Examples Mainly for Action and Adventure games:
• Remotely opening a door by holding down a switch (Portal 2)
• Boosting another player onto a ledge (Resident Evil 5)
Consequences Always obligatorily, separating players and at a specific location. Short
time (not including the duration they stay separated), low communi-
cation and timing requirements. The time spent alone might increase
tension and risk.
Using the pattern Can use fixed or free roles, works for an arbitrary number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Con-
ditional Passageways, Functional Roles, Abilities That Can Only Be
Used On Another Player; Subpatterns: Inaccessible Areas; Conflicting:
Gathering Gate (only simultaneously, they can be used after each other)
Name Gathering Gate
Description Forcing the players to wait for each other by allowing them only to
continue together.
Examples Mainly for Action and Adventure games:
• Camera checking the presence of all players (Portal 2)
• Doors with two switches (Resident Evil 5)
Consequences Always obligatorily, collecting players and at a specific location. Short
time (not including waiting times), low communication and timing re-
quirements. Might cause faster players to get annoyed while waiting.
Using the pattern Can use fixed or free roles, works for an arbitrary number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Con-
ditional Passageways, Functional Roles, Player-Player Proximity, Inter-
acting With The Same Object; Subpatterns: Inaccessible Areas; Conflict-
ing: Separation Gate (only simultaneously, they can be used after each
other)
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c.3 information exchange
Name Perspectives
Description Giving the players different information (different goggles, viewing
something from different sides simultaneously, extending view range).
Examples Genre independent:
• “Fog of war” with shared lines of sight (Age of Empires II: The Age
of Kings)
Consequences Usually requires high communication (exception: requires low commu-
nication in splitscreen-modes or with shared lines of sight).
Using the pattern Can be implemented collecting or separating (depending on what must
be observed simultaneously), specific or pervasive location, any inter-
action time (depends on the amount of information to be shared and
whether it updates continuously), voluntary or mandatory, fixed (lim-
ited availability of view) or free roles, works for an arbitrary number of
players. Timing requirements low, medium or high (depending on the
time span between the information becoming available and the need to
act upon it).
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Infor-
mation Passing; Subpattern: Fog of War, Reconnaissance; Conflicting:
Split-Screen Views (removes need for communication)
Name Guide
Description One player acting directly on another player’s information.
Examples Mainly Action games:
• Player with a torch providing sight for another using a tool
(Minecraft)
Consequences Longer interaction, high communication and high to medium timing
requirements.
Using the pattern Can be used for collecting or separating (remote observation), specific
(using monitors) or pervasive location, voluntary or mandatory (depend-
ing on risk of acting blind), fixed or free roles, works for an arbitrary
number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Altru-
istic Actions, Perspective; Conflicting: Split-Screen Views (removes need
for communication)
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c.4 player support
Name Strengthening
Description Adding or increasing a positive effect on other players.
Examples Mainly for Action and Role-Playing games:
• Bonus damage or speed “buffs” (World of Warcraft, League of Leg-
ends)
• Kevlar vests (Brink)
Consequences Always collecting, voluntary (though importance can be increased
through higher difficulty), pervasive location, low communication and
timing (because it constitutes a bonus). Usually for two players only, al-
though one could construct an interaction for which multiple players
need to work together in order to strengthen another one.
Using the pattern Can be implemented with fixed or free roles, can be combined with
Sacrifice and Team-based Rewards. Interaction time is typically short,
although in some cases the interaction can be maintained longer in or-
der to maintain or increase its effect (stacking), resulting in a longer
interaction time.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions,
Player-Player Proximity, Functional Roles, Team Combos, Complemen-
tarity, Abilities That Can Only Be Used On Another Player; Subpatterns:
Invulnerabilities
Name Resupply
Description Restoring a positive capability for another player without getting some-
thing in return. The capability is then consumed by the player, decreased
by enemies or evaporates over time.
Examples Mainly for Action and Role-Playing games:
• Healing others (World of Warcraft)
• Supplying ammunition (Battlefield 4)
• Paying tributes (Age of Empires II: The Age of Kings)
Consequences Always collecting, voluntary (though importance can be increased
through higher difficulty), pervasive location, medium communication
and timing. Usually for two players only, although one could construct
an interaction for which multiple players need to work together in order
to resupply another one.
Using the pattern Can be implemented with fixed or free roles, can be combined with
Sacrifice and Team-based Rewards. Interaction time is typically short,
although in some cases the interaction can be maintained longer in order
to restore more of the capability, resulting in a longer interaction time.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions,
Player-Player Proximity, Functional Roles, Complementarity, Abilities
That Can Only Be Used On Another Player
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Name Protector
Description Preventing a negative effect on other players.
Examples Mainly for Action and Role-Playing games:
• Protecting players carrying objects (Left 4 Dead 2)
• Conjuring shield effects (League of Legends)
Consequences Always collecting, voluntary (though importance can be increased
through higher difficulty), pervasive location, low communication (must
be anticipated by protecting player) and high timing (usually immedi-
ately before negative effect). Usually for two players only, although one
could construct an interaction for which multiple players need to work
together in order to protect another one.
Using the pattern Can be implemented with fixed or free roles, can be combined with
Sacrifice and Team-based Rewards. Interaction time is typically short,
although in some cases the interaction can be maintained longer in or-
der to maintain or increase its effect (stacking), resulting in a longer
interaction time.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions,
Player-Player Proximity, Functional Roles, Complementarity, Abilities
That Can Only Be Used On Another Player; Subpattern: Ability Losses
Name Savior
Description Removing an undesired effect from another player.
Examples Mainly for Action and Role-Playing games:
• Pulling others up from a ledge (Left 4 Dead)
• Reviving players (Battlefield 4)
• Removing sticky bombs (Brink)
Consequences Always collecting, voluntary (though importance can be increased
through higher difficulty), pervasive location, medium communication
(call for help only) and high timing (usually proceeds a more severe
punishment when not removed after a short time). Usually for two play-
ers only, although one could construct an interaction for which multiple
players need to work together in order to save another one.
Using the pattern Can be implemented with fixed or free roles, can be combined with
Sacrifice and Team-based Rewards. Interaction time is typically short,
although in some cases the interaction can be maintained longer in order
to remove multiple (stacked) effects, resulting in a longer interaction
time.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions,
Player-Player Proximity, Functional Roles, Helplessness, Complementar-
ity, Abilities That Can Only Be Used On Another Player; Subpattern:
Ability Losses, Rescue
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c.5 npcs
Name Distraction
Description Capturing an enemies attention and / or luring them away.
Examples Mainly for Action and Role-Playing games:
• Players can get enemies to target them instead of others (“Aggro”-
mechanic inArmy of Two or World of Warcraft)
Consequences Typically medium interaction time, low communication (visually indi-
cated by the game) and medium timing requirements.
Using the pattern Can be implemented collecting (all players keep interacting with the
enemy) or separating (when the enemy is lured away), in specific or per-
vasive locations (depending on NPC location), mandatory or voluntary,
with fixed or free roles, works for an arbitrary number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles; Sub-
pattern: Evade, Flanking Routes
Name Weakening
Description Making enemies more vulnerable against other players actions (debuff).
Examples Mainly for Action and Role-Playing games:
• Weapon-effects (“Slag” in Borderlands 2)
• Marks placed on enemies that make the next strong attack more
powerful (Forced)
Consequences Always collecting, short interaction time, low communication (visually
indicated by the game) and high timing requirements (typically lasts for
a short time only).
Using the pattern Can be implemented in specific or pervasive locations (depending on
NPC location), mandatory or voluntary, with fixed or free roles, works
for an arbitrary number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Syner-
gies Between Abilities
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c.6 movement
Name Transport
Description Influencing the movement of another player.
Examples Mainly Action games:
• Driving transporters (Battlefield 4)
• Manipulating conveyer-belt like elements (“Excursion Funnels”
in Portal 2)
• Placing portals to alter another player’s trajectory (Portal 2)
Consequences Typically lasts for a longer time and has low communication and timing
requirements (exception: combination with the “Perspective” pattern in
which the controlling player does not see the results of his actions).
Using the pattern Can be implemented collecting or separating (depending on from where
the movement is controlled), in (larger) specific or pervasive locations,
voluntary or mandatory and with fixed or free roles. Works for an arbi-
trary number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Move-
ment, Maneuvering
Name Moving In Formation
Description Moving while keeping a specific distance or formation (everyone in con-
trol of themselves).
Examples Mainly Action games:
• Moving behind a player holding a tactical shield (Counter-Strike)
Consequences Always collecting, medium time and medium to high communication
and timing requirements (depending on how large the margin for devi-
ations is).
Using the pattern Can be implemented in (larger) specific or pervasive locations, volun-
tary or mandatory and with fixed or free roles. Works for an arbitrary
number of players.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Player-
Player Proximity, Maneuvering
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Name Physical Presence
Description Using the physical properties of a player characters body.
Examples Mainly Action games:
• Using another player as a platform for jumping higher (ibb & obb)
• Weighting down a button (Portal 2)
Consequences Medium time and variable communication and timing requirements.
Using the pattern Can be used to collect (boosting) or separate (weighting down remote
switches) players, in specific or pervasive locations, voluntary or manda-
tory and with fixed or free roles. Works for an arbitrary number of play-
ers.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Player
Characters; Subpatterns: Player-Player Proximity, Player-Location Prox-
imity
c.7 resources
Name Trade
Description Giving (dispensable) resources to another player, receiving something
in return.
Examples Mainly Strategy and Simulation games:
• Trading equipment items dropped by enemies (Borderlands 2)
Consequences Always collecting, in pervasive locations and with free roles. Short in-
teraction of two players with medium communication and low timing
requirements. Can be used by the players to (voluntarily) bridge skill
differences by giving to weaker players.
Using the pattern Can be implemented as mandatory (when players are unable to gather
all resources) or voluntary (to enable specialization).
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions, Func-
tional Roles, Inventories, Limited Resources; Conflicting: Shared Re-
sources (which is an easier way to provide the same function)
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Name Hot Potato
Description Having an object which should be regularly passed between players to
prevent negative or enable positive effects.
Examples Mainly Action games:
• Passing a ball which disables weapon usage (“Bombing Run”-
Mode in Unreal Tournament 2004)
Consequences Always collecting and with free roles. Takes a comparatively long time
(a certain number of exchanges is needed in order to be interesting) and
works for an arbitrary number of players. High communication and tim-
ing requirements, especially when the object is thrown. If the required
frequency of exchanges is to high players might feel pushed.
Using the pattern Can be implemented as voluntary (as a bonus) or mandatory (with se-
vere negative effects) and on a specific (route) or pervasive location. Ex-
change might be reliable (the object is always with one player) or unreli-
able (it is thrown and might fall to the ground).
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles, Lim-
ited Resources
c.8 competition
Name Contest
Description Players gaining individual scores with which they compete (on an in-
significant level in relation to the goal) while working towards a com-
mon goal.
Examples Genre independent:
• Score-contests (Far Cry 3)
• Rankings deciding the game’s ending (F.E.A.R. 3)
• Fighting over a kiss (Castle Crashers)
Consequences Long interaction with low communication and timing requirements (in
relation to the collaborative goal). Works for an arbitrary number of
players, but may impact future teamwork negatively.
Using the pattern Can be implemented in a specific or pervasive location, collecting or sep-
arating (chances for winning should be equal for each location), manda-
tory (but players may loose intentionally) or voluntary and with fixed
(but designed for equal chances) or free roles.
Relations Superior: Multiplayer Games
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c.9 additional patterns
c.9.1 Modifiers
Name Dependency
Description Harming the team with mistakes made by a single player.
Examples Genre independent:
• Overall balancing in MOBAs (League of Legends, Dota 2)
• Sharing a civilization with all its units, resources and upgrades
(Age of Empires II: The Age of Kings)
Consequences Always pervasive and mandatory. May increase the bond between play-
ers, but can also cause frustration or bad feelings.
Using the pattern Can be used with fixed or free roles, works for an arbitrary number of
players. The degree of punishment can vary greatly.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles
Name Sacrifice
Description Benefiting others while suffering some kind of penalty in the process.
Examples Mainly for Action, Role-Playing and Strategy games:
• One player must sacrifice himself to let the team advance (“The
Sacrifice”-mission in Left 4 Dead)
• Giving some resources to another player (Minecraft, Age of Empires
2)
• Carrying an item that prevents the player from fighting back
(Dirty Bomb)
• Using skills on another player which are then unavailable during
their cooldown duration (World of Warcraft)
Consequences Modification of another support pattern (inherits most of its conse-
quences), but requiring free roles and adding a trade-off between the
interests of multiple players involved and requiring selflessness.
Using the pattern Ratio of benefit-to-penalty dictates attractiveness of the sacrifice, often
combined with Strengthening, Resupply, Protector and Savior to add a
trade-off to supportive behavior.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions, Social
Dilemmas
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Name Team-based Rewards
Description Benefiting others benefits the player him-/herself.
Examples Mainly Action games:
• Team-based actions yield more experience rewards (Brink)
Consequences Modification of another support pattern (inherits most of its conse-
quences), increasing the probability of its occurrence.
Using the pattern Relevance of benefit impacts the probability of its occurrence further,
often combined with Strengthening, Resupply, Protector or Savior to
encourage supportive behavior.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Altruistic Actions
Name Shared Resources
Description Having a pool of objects which are accessible for all players simulta-
neously, sharing them implicitly and therefore removing the need for
trading interactions.
Examples Mainly Strategy, Simulation and Adventure games:
• Guild bank (World of Warcraft)
• Sharing a civilization and its resources (Age of Empires 2)
• Respawn tickets (Battlefield 4)
• Marks placed on enemies that make the next strong attack more
powerful (Forced)
• Energy orb that can be called to any player’s position (Forced)
Consequences Always pervasive. Low communication and timing requirements for ac-
cessing the resources, depending on their importance stronger require-
ments might arise (for example discussing the usage of rare objects).
Works for an arbitrary number of players. May cause arguments about
usage of sparse resources.
Using the pattern Can be implemented with fixed (rights management) or free roles.
Relations Superior: Multiplayer Games, Cooperation, Collaborative Actions, Sym-
biotic Player Relations, Team Accomplishment, Functional Roles; Con-
flicting: Trade (which is a harder way to provide the same function)
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Name Traitor
Description Giving the players the ability to break their collaboration and pursue
individual (competing) goals.
Examples Genre independent:
• Killing other players to take their loot (Kane & Lynch 2: Dog Days)
Consequences Works for an arbitrary number of players, but introduces an atmosphere
of mistrust and may impact future teamwork negatively. Interaction it-
self is short, but with long repercussions. No communication or timing
requirement at all, since the action itself is not collaborative. Collabora-
tion will not continue afterwards in most cases.
Using the pattern Can happen at a specific or pervasive location and voluntary or manda-
tory (by allowing only a certain number of players to proceed) –
although a pervasive and voluntary implementation is more unpre-
dictable and therefore more interesting.
Relations Superior: Multiplayer Games, Betrayal; Subpattern: Player Killing
c.9.2 Additions to existing patterns
Name Privileged Abilities [18] / Complementarity [97]
Examples Genre independent:
• Actions for specific characters (Lara Croft and the Guardian of Light)
• Actions bound to tools with limited availability (Lego Indiana
Jones: The Original Adventures)
Consequences Different player characters or roles are always implemented in a perva-
sive, location independent manner.
Using the pattern Can be used with fixed or free (e.g. exchangeable items) roles and
mandatory or voluntary (when specialization constitutes a bonus). Com-
munication as well as timing requirements depend on the concrete ap-
plication of the actions, works for an arbitrary number of players.
Name Game Masters [18]
Examples Genre independent:
• Commanders organizing their team and building infrastructure
(Natural Selection 2)
Consequences Always pervasive, game experience heavily influenced by the game mas-
ter’s skills and knowledge.
Using the pattern Can be used with fixed or free (switching allowed) roles and manda-
tory or voluntary (role can be taken by an AI or constitutes an optional
bonus), works for an arbitrary number of players.
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Name Transferable Items [18]
Examples Mainly Action and Adventure games:
• Tools enabling certain actions, limited to one per player (Lego In-
diana Jones: The Original Adventures)
Consequences Always collecting, in pervasive locations and with free roles. Short in-
teraction of two players with medium communication and low timing
requirements.
Using the pattern Can be implemented mandatory (when multiple items must be used
concurrently) or voluntary (to parallelize actions).
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d.2 worst case standard deviation (odd number of values)
Moddworst ={m0 = 0, ...,mn−1 = 0,
mn = 0,
mn+1 = 1, ...,m2·n = 1}
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M ′oddworst ={m0 = 0, ...,mn−1 = 0,
mn = 1,
mn+1 = 1, ...,m2·n = 1}
SD ′oddworst(n) =
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d.3 worst possible standard deviation using percentages
SDworst%(M) =
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EG A M E Q U E S T I O N N A I R E
e.1 english translation
Player No.: _______ Date: __________ Time: __________ 
 
Please rate whether you agree with the following statements regarding the respective level. Rate on a 
scale from 1 to 5 (1 = disagree, 5 = agree).  
 
Walk (1st run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Boulder (1st run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Mazes (1st run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
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Player No.: _______ Date: __________ Time: __________ 
 
Please rate whether you agree with the following statements regarding the respective level. Rate on a 
scale from 1 to 5 (1 = disagree, 5 = agree).  
 
Cave (1st run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Separated (1st run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Overall Rating (1st run)             
 
  disagree agree 
I had fun playing the game   1 2 3 4 5 
I was content with my teammates  1 2 3 4 5 
I would have preferred to play the game alone   1 2 3 4 5 
I wanted to be faster than the others  1 2 3 4 5 
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Player No.: _______ Date: __________ Time: __________ 
 
Please rate whether you agree with the following statements regarding the respective level. Rate on a 
scale from 1 to 5 (1 = disagree, 5 = agree).  
 
Walk (2nd run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Boulder (2nd run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Mazes (2nd run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
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Player No.: _______ Date: __________ Time: __________ 
 
Please rate whether you agree with the following statements regarding the respective level. Rate on a 
scale from 1 to 5 (1 = disagree, 5 = agree).  
 
Cave (2nd run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Separated (2nd run)             
    disagree agree 
I had fun playing the level   1 2 3 4 5 
I contributed to solving the level   1 2 3 4 5 
The others contributed to solving the level   1 2 3 4 5 
I helped other players   1 2 3 4 5 
I got help from other players  1 2 3 4 5 
  too easy right too difficult 
The difficulty of the level was  1 2 3 4 5 
 
 
 
Overall Rating (2nd run)             
 
  disagree agree 
I had fun playing the game   1 2 3 4 5 
I was content with my teammates  1 2 3 4 5 
I would have preferred to play the game alone   1 2 3 4 5 
I wanted to be faster than the others  1 2 3 4 5 
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Player No.: _______ Date: __________ Time: __________ 
 
Please rate whether you agree with the following statements regarding the respective level. Rate on a 
scale from 1 to 5 (1 = disagree, 5 = agree).  
 
Personal Information             
    disagree agree 
I have engaged in an activity with my teammates before  1 2 3 4 5 
I often play video games on my own  1 2 3 4 5 
I often play video games against others   1 2 3 4 5 
I often play video games together with others   1 2 3 4 5 
I like playing video games on my own   1 2 3 4 5 
I like playing video games against others   1 2 3 4 5 
I like playing video games together  with others   1 2 3 4 5 
I often work together with others (at school, work, …)   1 2 3 4 5 
I play team sports (soccer, …)   1 2 3 4 5 
I often play board games in which the players have to work together  1 2 3 4 5 
Age   
Gender    
 
Thank you for participating! 
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e.2 original version
Spieler-Nr.: _______ Datum: __________ Uhrzeit: __________ 
 
Bitte beurteilen Sie in wie weit Sie die folgenden Aussagen für die jeweilige Aufgabe für zutreffend halten. 
Urteilen Sie auf einer Skala von 1 bis 5 (mit 1 = stimmt nicht, 5 = stimmt).  
 
Ein kleiner Spaziergang (1. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Ritt auf der Kugel (1. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Im Labyrinth (1. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
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Spieler-Nr.: _______ Datum: __________ Uhrzeit: __________ 
 
Bitte beurteilen Sie in wie weit Sie die folgenden Aussagen für die jeweilige Aufgabe für zutreffend halten. 
Urteilen Sie auf einer Skala von 1 bis 5 (mit 1 = stimmt nicht, 5 = stimmt).  
 
Höhlenforscher (1. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Alleine (1. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Gesamtbewertung (1. Durchlauf)             
 
  stimmt nicht stimmt 
Das Spiel hat mir insgesamt Spaß gemacht   1 2 3 4 5 
Ich war mit meinen Mitspielern zufrieden  1 2 3 4 5 
Ich hätte das Spiel lieber alleine gespielt   1 2 3 4 5 
Ich wollte  schneller als die anderen sein  1 2 3 4 5 
 
  
192 game questionnaire
Spieler-Nr.: _______ Datum: __________ Uhrzeit: __________ 
 
Bitte beurteilen Sie in wie weit Sie die folgenden Aussagen für die jeweilige Aufgabe für zutreffend halten. 
Urteilen Sie auf einer Skala von 1 bis 5 (mit 1 = stimmt nicht, 5 = stimmt).  
 
Ein kleiner Spaziergang (2. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Ritt auf der Kugel (2. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Im Labyrinth (2. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
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Spieler-Nr.: _______ Datum: __________ Uhrzeit: __________ 
 
Bitte beurteilen Sie in wie weit Sie die folgenden Aussagen für die jeweilige Aufgabe für zutreffend halten. 
Urteilen Sie auf einer Skala von 1 bis 5 (mit 1 = stimmt nicht, 5 = stimmt).  
 
Höhlenforscher (2. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Alleine (2. Durchlauf)             
    stimmt nicht stimmt 
Das Level hat mir Spaß gemacht   1 2 3 4 5 
Ich habe zur Lösung des Levels beigetragen   1 2 3 4 5 
Die anderen haben zur Lösung des Levels beigetragen   1 2 3 4 5 
Ich habe den anderen Spielern geholfen   1 2 3 4 5 
Die anderen Spieler haben mir geholfen  1 2 3 4 5 
  zu leicht gut zu schwer 
Die Schwierigkeit des Levels war  1 2 3 4 5 
 
 
 
Gesamtbewertung (2. Durchlauf)             
 
  stimmt nicht stimmt 
Das Spiel hat mir insgesamt Spaß gemacht   1 2 3 4 5 
Ich war mit meinen Mitspielern zufrieden  1 2 3 4 5 
Ich hätte das Spiel lieber alleine gespielt   1 2 3 4 5 
Ich wollte  schneller als die anderen sein  1 2 3 4 5 
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Spieler-Nr.: _______ Datum: __________ Uhrzeit: __________ 
 
Bitte beurteilen Sie in wie weit Sie die folgenden Aussagen für die jeweilige Aufgabe für zutreffend halten. 
Urteilen Sie auf einer Skala von 1 bis 5 (mit 1 = stimmt nicht, 5 = stimmt).  
 
Persönliche Infos             
    stimmt nicht stimmt 
Ich habe mit meinen Mitspielern schon einmal etwas zusammen gemacht  1 2 3 4 5 
Ich spiele Videospiele oft alleine  1 2 3 4 5 
Ich spiele Videospiele oft gegen andere   1 2 3 4 5 
Ich spiele Videospiele oft mit anderen zusammen   1 2 3 4 5 
Ich spiele Videospiele gerne alleine   1 2 3 4 5 
Ich spiele Videospiele gerne gegen andere   1 2 3 4 5 
Ich spiele Videospiele gerne mit anderen zusammen   1 2 3 4 5 
Ich arbeite oft mit anderen zusammen (in der Schule, auf der Arbeit, …)   1 2 3 4 5 
Ich mach oft Mannschaftssport (Fußball, …)   1 2 3 4 5 
Ich spiele oft Brettspiele bei denen man zusammenarbeiten muss  1 2 3 4 5 
Alter   
Geschlecht    
 
Vielen Dank für Ihre Teilnahme! 
F
F U L L E VA L U AT I O N R E S U LT S
Independent Difference
Collab. Mean SD N Mean SD 95% CI P N
Collaborative first
Overall Yes (1) 4.16 0.75 44
0.36 0.84 [0.11; 0.62] 0.006 44
No (2) 3.72 1.05 46
Walk Yes (1) 3.87 1.02 46
0.30 1.31 [-0.09; 0.70] 0.123 46
No (2) 3.57 1.21 46
Boulder Yes (1) 3.98 0.80 46
0.33 1.35 [-0.08; 0.73] 0.109 46
No (2) 3.65 1.27 46
Mazes Yes (1) 3.70 1.05 46
0.17 1.24 [-0.19; 0.54] 0.345 46
No (2) 3.52 1.17 46
Cave Yes (1) 3.78 1.19 46
0.17 1.20 [-0.18; 0.53] 0.330 46
No (2) 3.61 0.95 46
Separated Yes (1) 3.70 0.90 44
0.63 0.95 [0.34; 0.92] <0.001 43
No (2) 3.04 1.21 45
Non-collaborative first
Overall Yes (2) 4.42 0.66 43
0.44 0.85 [0.18; 0.71] 0.002 43
No (1) 3.98 0.89 43
Walk Yes (2) 4.14 0.86 43
-0.02 0.67 [-0.23; 0.18] 0.822 43
No (1) 4.16 0.90 43
Boulder Yes (2) 4.33 0.92 43
0.65 1.02 [0.34; 0.97] <0.001 43
No (1) 3.67 0.94 43
Mazes Yes (2) 4.00 0.98 43
0.26 0.93 [-0.03; 0.54] 0.078 43
No (1) 3.74 1.05 43
Cave Yes (2) 4.09 1.07 43
0.14 0.92 [-0.14; 0.42] 0.323 43
No (1) 3.95 0.95 43
Separated Yes (2) 4.35 0.75 43
0.98 1.12 [0.63; 1.32] <0.001 43
No (1) 3.37 1.22 43
Table 22: Questionnaire results for the “enjoyment” questions about each level and the overall
pattern evaluation game. The independent rows show the individual results for each
level (mean, standard deviation and sample size), the difference rows show the mean
differences between the individual answers and the results of paired samples t-tests
(standard deviation, 95% confidence interval, P value and sample size). If the P
value is less than 0.05, the difference is considered to be significant, if it is less than
0.01 the difference is highly significant.
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Independent Difference
Collab. Mean SD N Mean SD 95% CI P N
Collaborative first
Walk Yes (1) 2.36 0.72 44
0.09 0.91 [-0.19; 0.37] 0.511 44
No (2) 2.27 0.82 44
Boulder Yes (1) 3.11 0.58 44
0.43 0.79 [0.19; 0.67] 0.001 44
No (2) 2.67 0.77 45
Mazes Yes (1) 2.16 0.74 45
-0.07 0.78 [-0.30; 0.17] 0.570 45
No (2) 2.22 0.77 45
Cave Yes (1) 3.38 0.61 45
0.59 0.97 [0.30; 0.89] <0.001 44
No (2) 2.75 0.69 44
Separated Yes (1) 2.52 0.67 42
0.10 0.84 [-0.17; 0.37] 0.457 40
No (2) 2.42 0.91 43
Non-collaborative first
Walk Yes (2) 2.14 0.77 43
0.12 0.91 [-0.16; 0.40] 0.404 43
No (1) 2.02 0.83 43
Boulder Yes (2) 3.05 0.53 43
0.49 0.86 [0.23; 0.75] 0.001 43
No (1) 2.56 0.67 43
Mazes Yes (2) 2.28 0.67 43
0.28 0.80 [0.03; 0.52] 0.027 43
No (1) 2.00 0.79 43
Cave Yes (2) 2.79 0.64 43
-0.24 0.73 [-0.46; -0.01] 0.040 42
No (1) 3.02 0.41 42
Separated Yes (2) 2.56 0.73 43
0.35 1.15 [-0.01; 0.70] 0.054 43
No (1) 2.21 0.89 43
Table 23: Questionnaire results for the “perceived difficulty” questions about each level of
the pattern evaluation game. The independent rows show the individual results for
each level (mean, standard deviation and sample size), the difference rows show the
mean differences between the individual answers and the results of paired samples
t-tests (standard deviation, 95% confidence interval, P value and sample size). If the
P value is less than 0.05, the difference is considered to be significant, if it is less
than 0.01 the difference is highly significant.
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Independent Difference
Collab. Mean SD N Mean SD 95% CI P N
Collaborative first
Walk Yes (1) 176.7 44.9 16
97.9 35.8 [78.8; 117.0] <0.001 16
No (2) 78.8 18.8 16
Boulder Yes (1) 254.7 55.5 16
103.6 52.4 [75.7; 131.5] <0.001 16
No (2) 151.1 6.8 16
Mazes Yes (1) 128.2 34.7 16
46.5 25.0 [33.2; 59.8] <0.001 16
No (2) 81.7 25.1 16
Cave Yes (1) 316.7 33.3 16
220.9 35.3 [202.1; 239.7] <0.001 16
No (2) 95.8 16.3 16
Separated Yes (1) 132.4 46.5 16
83.9 46.3 [59.3; 108.6] <0.001 16
No (2) 48.4 6.4 16
Non-collaborative first
Walk Yes (2) 129.4 64.0 15
17.0 49.9 [-10.7; 44.6] 0.209 15
No (1) 112.4 37.8 15
Boulder Yes (2) 238.7 64.7 15
73.3 51.8 [44.7; 102.0] <0.001 15
No (1) 165.3 23.2 15
Mazes Yes (2) 100.2 32.4 15
20.0 28.0 [4.5; 35.5] 0.015 15
No (1) 80.2 15.9 15
Cave Yes (2) 190.8 54.1 15
32.6 56.4 [1.4; 63.8] 0.042 15
No (1) 158.2 27.5 15
Separated Yes (2) 99.7 37.2 15
47.7 38.3 [26.5; 68.9] <0.001 15
No (1) 52.0 12.7 15
Table 24: Logging results for the time the players took to solve each level of the pattern
evaluation game. The independent rows show the individual results for each level
(mean, standard deviation and sample size), the difference rows show the mean
differences between the individual answers and the results of paired samples t-
tests (standard deviation, 95% confidence interval, P value and sample size). If the
P value is less than 0.05, the difference is considered to be significant, if it is less
than 0.01 the difference is highly significant.
198 full evaluation results
Independent Difference
Collab. Mean SD N Mean SD 95% CI P N
Collaborative first
Walk Yes (1) 3.60 2.23 15
1.27 1.75 [0.30; 2.24] 0.014 15
No (2) 2.33 2.02 15
Boulder Yes (1) 6.60 4.37 15
3.73 3.41 [1.84; 5.62] 0.001 15
No (2) 2.87 3.34 15
Mazes Yes (1) 3.00 2.14 15
0.60 1.35 [-0.15; 1.35] 0.108 15
No (2) 2.40 2.03 15
Cave Yes (1) 7.53 3.78 15
5.47 3.16 [3.72; 7.22] <0.001 15
No (2) 2.07 2.05 15
Separated Yes (1) 2.87 1.92 15
1.53 1.81 [0.53; 2.53] 0.005 15
No (2) 1.33 1.29 15
Non-collaborative first
Walk Yes (2) 3.13 1.96 15
0.47 2.07 [-0.68; 1.61] 0.396 15
No (1) 2.67 2.06 15
Boulder Yes (2) 8.80 4.90 15
5.40 5.19 [2.52; 8.28] 0.001 15
No (1) 3.40 2.64 15
Mazes Yes (2) 3.33 1.63 15
0.87 1.60 [-0.02; 1.75] 0.054 15
No (1) 2.47 1.55 15
Cave Yes (2) 5.87 3.64 15
1.73 3.56 [-0.24; 3.70] 0.080 15
No (1) 4.13 2.17 15
Separated Yes (2) 3.20 1.47 15
1.93 1.67 [1.01; 2.86] 0.001 15
No (1) 1.27 0.88 15
Table 25: Protocol results for the amount of “on-topic” communication in each level of the
pattern evaluation game. The independent rows show the individual results for each
level (mean, standard deviation and sample size), the difference rows show the mean
differences between the individual answers and the results of paired samples t-tests
(standard deviation, 95% confidence interval, P value and sample size). If the P
value is less than 0.05, the difference is considered to be significant, if it is less than
0.01 the difference is highly significant.
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“Locked door” task “Puzzle” task
Len. Pl. Tr. Arcs Exp. Ver. Pl. Tr. Arcs Exp. Ver.
2 7 8 36 0:00 0:03 13 62 494 0:00 0:04
3 9 11 49 0:00 0:02 18 92 736 0:00 1:06
4 11 14 62 0:00 0:03 23 122 978 0:00 -
5 13 17 75 0:00 0:02 28 152 1220 0:00 -
6 15 20 88 0:00 0:03 33 182 1462 0:00 -
7 17 23 101 0:00 0:03 38 212 1704 0:00 -
8 19 26 114 0:00 0:03 43 242 1946 0:00 -
9 21 29 127 0:00 0:03 48 272 2188 0:00 -
10 23 32 140 0:00 0:03 53 302 2430 0:00 -
11 25 35 153 0:00 0:03 58 332 2672 0:00 -
12 27 38 166 0:00 0:03 63 362 2914 0:00 -
13 29 41 179 0:00 0:03 68 392 3156 0:00 -
14 31 44 192 0:00 0:04 73 422 3398 0:00 -
15 33 47 205 0:00 0:04 78 452 3640 0:00 -
16 35 50 218 0:00 0:04 83 482 3882 0:00 -
17 37 53 231 0:00 0:04 88 512 4124 0:00 -
18 39 56 244 0:00 0:05 93 542 4366 0:00 -
19 41 59 257 0:00 0:05 98 572 4608 0:00 -
20 43 62 270 0:00 0:06 103 602 4850 0:00 -
21 45 65 283 0:00 0:05 108 632 5092 0:00 -
22 47 68 296 0:00 0:06 113 662 5334 0:00 -
23 49 71 309 0:00 0:06 118 692 5576 0:00 -
24 51 74 322 0:00 0:06 123 722 5818 0:00 -
25 53 77 335 0:00 0:07 128 752 6060 0:00 -
26 55 80 348 0:00 0:07 133 782 6302 0:00 -
27 57 83 361 0:00 0:08 138 812 6544 0:00 -
28 59 86 374 0:00 0:08 143 842 6786 0:00 -
29 61 89 387 0:00 0:09 148 872 7028 0:00 -
30 63 92 400 0:00 0:10 153 902 7270 0:00 -
31 65 95 413 0:00 0:11 158 932 7512 0:00 -
32 67 98 426 0:00 0:20 163 962 7754 0:00 -
Table 26: Verification results for the generated examples (length scaling). The rows display
the game length, the petri net size (places, transitions, and arcs), the export time and
the verification time.
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Len. Players Places Transitions Arcs Exp. Ver.
2 2 7 8 36 0:00 0:03
3 8 9 43 0:00 0:02
4 9 10 50 0:00 0:03
4 2 11 14 62 0:00 0:02
3 12 15 69 0:00 0:03
4 13 16 76 0:00 0:06
6 2 15 20 88 0:00 0:02
3 16 21 95 0:00 0:03
4 17 22 102 0:00 0:33
8 2 19 26 114 0:00 0:03
3 20 27 121 0:00 0:04
4 21 28 128 0:00 –
16 2 35 50 218 0:00 0:04
3 36 51 225 0:00 0:43
4 37 52 232 0:00 –
32 2 67 98 426 0:00 0:20
3 68 99 433 0:00 –
4 69 100 440 0:00 –
Table 27: Verification results for the generated examples (player scaling). The rows display
the game length, the player count, the petri net size (places, transitions, and arcs), the
export time and the verification time.
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“Locked door” task No task
Len. Br. Pl. Tr. Arcs Exp. Ver. Pl. Tr. Arcs Exp. Ver.
2 2/1 11 14 62 0:00 0:03 7 10 34 0:00 0:02
2/2 15 20 88 0:00 0:02 9 14 46 0:00 0:02
3/1 15 20 88 0:00 0:03 9 14 46 0:00 0:03
3/2 23 32 140 0:00 0:11 13 22 70 0:00 0:03
4/1 19 26 114 0:00 0:06 11 18 58 0:00 0:03
4/2 31 44 192 0:00 - 17 30 94 0:00 0:03
4 2/1 19 26 114 0:00 0:04 11 18 58 0:00 0:03
2/2 27 38 166 0:00 0:24 15 26 82 0:00 0:02
3/1 27 38 166 0:00 - 15 26 82 0:00 0:03
3/2 43 62 270 0:00 - 23 42 130 0:00 0:04
4/1 35 50 218 0:00 - 19 34 106 0:00 0:03
4/2 59 86 374 0:00 - 31 58 178 0:00 0:04
6 2/1 27 38 166 0:00 0:26 15 26 82 0:00 0:03
2/2 39 56 244 0:00 - 21 38 118 0:00 0:03
3/1 39 56 244 0:00 - 21 38 118 0:00 0:03
3/2 63 92 400 0:00 - 33 62 190 0:00 0:04
4/1 51 74 322 0:00 - 27 50 154 0:00 0:04
4/2 87 128 556 0:00 - 45 86 262 0:00 0:06
8 2/1 35 50 218 0:00 - 19 34 106 0:00 0:04
2/2 51 74 322 0:00 - 27 50 154 0:00 0:04
3/1 51 74 322 0:00 - 27 50 154 0:00 0:04
3/2 83 122 530 0:00 - 43 82 250 0:00 0:06
4/1 67 98 426 0:00 - 35 66 202 0:00 0:04
4/2 115 170 738 0:00 - 59 114 346 0:00 0:08
16 2/1 67 98 426 0:00 - 35 66 202 0:00 0:04
2/2 99 146 634 0:00 - 51 98 298 0:00 0:06
3/1 99 146 634 0:00 - 51 98 298 0:00 0:07
3/2 163 242 1050 0:00 - 83 162 490 0:00 0:15
4/1 131 194 842 0:00 - 67 130 394 0:00 0:09
4/2 227 338 1466 0:00 - 115 226 682 0:00 0:33
32 2/1 131 194 842 0:00 - 67 130 394 0:00 0:09
2/2 195 290 1258 0:00 - 99 194 586 0:00 0:20
3/1 195 290 1258 0:00 - 99 194 586 0:00 0:20
3/2 323 482 2090 0:00 - 163 322 970 0:00 1:21
4/1 259 386 1674 0:00 - 131 258 778 0:00 0:38
4/2 451 674 2922 0:00 - 227 450 1354 0:00 -
Table 28: Verification results for the generated examples (optional rooms). The rows display
the game length, the branching configuration (branching factor / branch length), the
petri net size (places, transitions, and arcs), the export time and the verification time.
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