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Abstract
Multivariate time series (MTS) prediction plays a significant role in many practical data mining
applications, such as finance, energy supply, and medical care domains. Over the years, various
prediction models have been developed to obtain robust and accurate prediction. However,
this is not an easy task by considering a variety of key challenges. First, not all channels
(each channel represents one time series) are informative (channel selection). Considering
the complexity of each selected time series, it is difficult to predefine a time window used
for inputs. Second, since the selected time series may come from cross domains collected
with different devices, they may require different feature extraction techniques by considering
suitable parameters to extract meaningful features (feature extraction), which influences the
selection and configuration of the predictor, i.e., prediction (configuration). The challenge
arising from channel selection, feature extraction, and prediction (configuration) is to perform
them jointly to improve prediction performance. Third, we resort to ensemble learning to
solve the MTS prediction problem composed of the previously mentioned operations, where
the challenge is to obtain a set of models satisfied both accurate and diversity. Each of these
challenges leads to an NP-hard combinatorial optimization problem, which is impossible to
be solved using the traditional methods since it is non-differentiable. Evolutionary algorithm
(EA), as an efficient metaheuristic stochastic search technique, which is highly competent to
solve complex combinatorial optimization problems having mixed types of decision variables,
may provide an effective way to address the challenges arising from MTS prediction. The main
contributions are supported by the following investigations.
First, we propose a discrete evolutionary model, which mainly focuses on seeking the in-
fluential subset of channels of MTS and the optimal time windows for each of the selected
channels for the MTS prediction task. A comprehensively experimental study on a real-world
electricity consumption data with auxiliary environmental factors demonstrates the efficiency
and effectiveness of the proposed method in searching for the informative time series and re-
spective time windows and parameters in a predictor in comparison to the result obtained
through enumeration.
Subsequently, we define the basic MTS prediction pipeline containing channel selection, fea-
ture extraction, and prediction (configuration). To perform these key operations, we propose
an evolutionary model construction (EMC) framework to seek the optimal subset of channels
of MTS, suitable feature extraction methods and respective time windows applied to the se-
lected channels, and parameter settings in the predictor simultaneously for the best prediction
performance. To implement EMC, a two-step EA is proposed, where the first step EA mainly
focuses on channel selection while in the second step, a specially designed EA works on fea-
ture extraction and prediction (configuration). A real-world electricity data with exogenous
environmental information is used and the whole dataset is split into another two datasets
according to holiday and nonholiday events. The performance of EMC is demonstrated on all
three datasets in comparison to hybrid models and some existing methods.
Then, based on the prediction pipeline defined previously, we propose an evolutionary
multi-objective ensemble learning model (EMOEL) by employing multi-objective evolutionary
algorithm (MOEA) subjected to two conflicting objectives, i.e., accuracy and model diversity.
MOEA leads to a pareto front (PF) composed of non-dominated optimal solutions, where each
of them represents the optimal subset of the selected channels, the selected feature extraction
methods and the selected time windows, and the selected parameters in the predictor. To
boost ultimate prediction accuracy, the models with respect to these optimal solutions are
linearly combined with combination coefficients being optimized via a single-objective task-
oriented EA. The superiority of EMOEL is identified on electricity consumption data with
climate information in comparison to several state-of-the-art models.
We also propose a multi-resolution selective ensemble learning model, where multiple res-
olutions are constructed from the minimal granularity using statistics. At the current time
stamp, the preceding time series data is sampled at different time intervals (i.e., resolutions) to
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constitute the time windows. For each resolution, multiple base learners with different param-
eters are first trained. Feature selection technique is applied to search for the optimal set of
trained base learners and least square regression is used to combine them. The performance of
the proposed ensemble model is verified on the electricity consumption data for the next-step
and next-day prediction.
Finally, based on EMOEL and multi-resolution, instead of only combining the models
generated from each PF, we propose an evolutionary ensemble learning (EEL) framework,
where multiple PFs are aggregated to produce a composite PF (CPF) after removing the same
solutions in PFs and being sorted into different levels of non-dominated fronts (NDFs). Feature
selection techniques are applied to exploit the optimal subset of models in level-accumulated
NDF and least square is used to combine the selected models. The performance of EEL that
chooses three different predictors as base learners is evaluated by the comprehensive analysis
of the parameter sensitivity. The superiority of EEL is demonstrated in comparison to the
best result from single-objective EA and the best individual from the PF, and several state-of-
the-art models across electricity consumption and air quality datasets, both of which use the
environmental factors from other domains as the auxiliary factors.
In summary, this thesis provides studies on how to build efficient and effective models
for MTS prediction. The built frameworks investigate the influential factors, consider the
pipeline composed of channel selection, feature extraction, and prediction (configuration) si-
multaneously, and keep good generalization and accuracy across different applications. The
proposed algorithms to implement the frameworks use techniques from evolutionary computa-
tion (single-objective EA and MOEA), machine learning and data mining areas. We believe
that this research provides a significant step towards constructing robust and accurate models
for solving MTS prediction problems. In addition, with the case study on electricity consump-
tion prediction, it will contribute to helping decision-makers in determining the trend of future
energy consumption for scheduling and planning of the operations of the energy supply system.
3
Chapter 1
Introduction
Time series prediction is an important research topic and has attracted a considerable amount
of attention in the past decades [Brockwell et al., 2002, De Gooijer and Hyndman, 2006,
Montgomery et al., 1990, Weigend, 2018, Zhang, 2003]. It refers to the process of predicting a
future value or values by analyzing the trend of past and current ones [Hamilton, 1994, Paaßen
et al., 2018, Weigend, 2018]. The increasing use and availability of intelligent devices and
data storage provide an efficient way to collect time series data composed of multiple variables
(i.e., multivariate time series; MTS) [Cao et al., 1998, Chakraborty et al., 1992, Che et al.,
2018, Wang and Han, 2015] derived from complex systems using a variety of different sources
[Alahakoon and Yu, 2016, Barker et al., 2012, Chaouch, 2014, Stisen et al., 2015], where each
individual time series (i.e., univariate time series; UTS) indicates the data collected from a
certain data source (so-called channel). In this regard, MTS prediction has tackled real-world
problems in many practical data mining domains, such as finance [Sun et al., 2015], energy
consumption [Fan et al., 2014, Jahandari et al., 2018], medical care [Li-wei et al., 2015] and
climate studies [Cadenas et al., 2016, Xu et al., 2018] since it contains more useful information
expected than in the UTS.
The modeling of MTS prediction is classified into three categories [Chakraborty et al., 1992,
Han and Xu, 2018, Kattan et al., 2015], including separate modeling, combined modeling, and
statistical model. Given multivariate dataset (x1,x2,x3,y), y represents energy consumption
data to be predicted and (x1,x2,x3) are exogenous factors, i.e., temperature, wind speed and
4
CHAPTER 1. INTRODUCTION 5
dew point, which are supposed to influence the behavior of y. For separate modeling, each
UTS is analyzed without utilizing the interdependencies related to auxiliary time series, such
as the example illustrated in Fig. 1.1a, where only the historical trend is assumed to influence
the future behavior of y. Instead of treating each time series individually, combined modeling
[Adhikari, 2015, Chandra, 2015, Sun et al., 2017, Wu and Lee, 2015, Yazdanbakhsh and Dick,
2017] uses the past data of all variables within a time window, such as Fig. 1.1b, the predicted
values of y can be obtained via using the information from x1,x2,x3,y before the green line.
Statistical model [Voronin and Partanen, 2014] is another modeling presented in Fig. 1.1c,
where multiple learning tasks, i.e., the future values of each of x1,x2,x3,y, are predicted
simultaneously by exploiting commonalities and differences across tasks.
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(c) Statistical model
Figure 1.1: Illustrations of three different MTS prediction models
Most of the existing studies mainly focus on combined modeling since separate modeling
may not have sufficient knowledge of the underlying data for obtaining the desirable prediction
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performance. Interdependencies among MTS have been modeled using statistical method, such
as autoregressive integrated moving average (ARIMA) [Voronin and Partanen, 2014, Zhang,
2003], which provides insight into the dynamic relationship of the time series and often produces
prediction superior to independent univariate models (i.e., separate modeling). Statistical model
mainly concentrates on obtaining the satisfied accuracy accumulated by all targeted variables,
such as the example depicted in Fig. 1.1c, where the performance of a specific prediction
task, i.e., y, may be sacrificed. Additionally, computational intelligence methods have risen as
an alternative to classical statistical models, offering competitive performance in multivariate
prediction [Cadenas et al., 2016]. In this dissertation, we mainly target at MTS prediction
using combined modeling for a certain task.
Since not all channels are informative for the modeling, it is essential to remove the ir-
relevant and redundant variables [Chen and Lee, 2015, Crone and Kourentzes, 2010] using
feature selection methodologies [Crone and Kourentzes, 2010, Hu et al., 2015, Koprinska et al.,
2015] for robust and accurate prediction. Feature extraction is fundamentally important for
improving prediction performance by learning the valuable features embedded in the time se-
ries [Bianchi et al., 2015, Fan et al., 2014, Luo et al., 2015], where the extracted features are
reconstructed as a vector for inputs. Ensemble learning, which uses multiple algorithms to
obtain better predictive performance than that could be obtained from any of the constituent
learning algorithms alone, has been studied widely in time series prediction tasks [Adhikari,
2015, Adhikari and Agrawal, 2012, Donate et al., 2013, Krawczyk et al., 2017, Li et al., 2016a].
With the development of the evolutionary computation [Chugh et al., 2018, Storn and Price,
1997, Zhang et al., 2018b], its advantage in handling large-scale, non-differentiable and com-
plex problems without any information about optimized problems for its global convergence
ability and strong robustness, has been found. Recently, many optimization algorithms such as
particle swarm optimization (PSO) [Eberhart and Kennedy, 1995], differential algorithm (DE)
[Kazimipour et al., 2014, Qin and Li, 2013, Storn and Price, 1997] etc., have been successfully
applied to feature selection [Jain et al., 2018, Xue et al., 2016], predictor architecture opti-
mization [Hu et al., 2014, Liang et al., 2014] and ensemble learning [Chandra and Yao, 2006,
Fernandez Navarro et al., 2013, Smith and Jin, 2014, Zhang et al., 2018a, 2017b].
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In this thesis, we mainly investigate the research gaps in MTS prediction on methods to
exploit informative factors (channel selection), address the combinatorial optimization prob-
lem composed of channel selection, feature extraction in relation to the explored factors and
model configuration synchronously, and construct effective ensemble learning model using com-
putational intelligence involving evolutionary computation, machine learning and data mining
methodologies. Based on the formulated research questions, the contributions verify the rea-
sons why modeling evolutionary MTS prediction is worth being studied.
1.1 Motivations
MTS prediction has been widely applied to a variety of areas, such as international tourism
demand [Du Preez and Witt, 2003], hourly urban water demand [Herrera et al., 2010], stock
price prediction [Lin et al., 2009] and load forecasting [Hippert et al., 2001]. Since the irrel-
evant or redundant information may decrease the accuracy, it is fundamentally important to
investigate the main factors that can contribute to improving prediction performance mostly,
where time windows for each influential factors need to be identified for inputs by selecting a
suitable predictor and its parameters. This is a difficult task since the combination possibilities
increase exponentially when the number of time series increases. Accordingly, a general model
is required to analyze the factors and the time windows for each informative factor as well as
the parameters in the predictor.
The time series from cross domains may require different feature extraction techniques and
time windows because they perform variably on their time trends. For each selected channel,
allocating suitable feature extraction techniques and time windows to be selected is of vital
importance to boost predictive accuracy. With different subsets of feature extraction techniques
and time windows, the lengths of the inputs (i.e., features) obtained from all selected channels
fed to the predictor differ, and accordingly, it is difficult to predefine the architecture and select
suitable parameters of the predictor for a specific prediction task. Predictor selection and
configuration are also necessary. The problem corresponding to reconciling channel selection,
feature extraction, and prediction (configuration) jointly is deserved to be studied.
For the MTS prediction pipeline composed of channel selection, feature extraction and
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model configuration, the optimal solution exploited through a hypothesis space leads to good
prediction for a particular problem. However, the performance of a data-driven model could
be influenced by various factors [Hu et al., 2012], e.g., capricious environmental uncertainties,
considerable variability in the operation condition of different system units, varying linear or
nonlinear degradation patterns, the available number of sensors to monitors the system and
the number of data samples [Zhang et al., 2017b]. Therefore, a single model, after optimally
configured based on the data collected under a specific situation, may not have the desirable
performance for the prediction problems from other domains. Ensemble learning, combining
a variety of models, may provide an effective and alternative way to address MTS prediction
problems given its superiority over generalization and accuracy across different applications in
comparison to single model [Barber and Bishop, 1998, Sollich and Krogh, 1996, Zhou, 2015].
1.2 Research Challenges
Given the number of auxiliary time series n in addition to the predicted time series for an
MTS prediction task, the state for each time series is binary (i.e., 1 and 0 represent ’selected’
and ’not selected’). If there are t different time windows to be selected for each channel, the
total combinations will be 2ntn+1. To exploit the informative factors and the respective time
windows is to find the optimal solution among these 2ntn+1 combinations. It is impossible
to solve this non-differentiable problem with enumeration given its extremely time-consuming
process.
Based on the exploration of the informative channels, it is important to allocate effec-
tive feature extraction methods for each selected channel of MTS. The extracted features are
reconstructed as a vector fed to the task-oriented model by suitable predictor selection and
configuration [Hu et al., 2014]. The challenge arising from channel selection, feature extraction,
and prediction (configuration) is how to perform them together and adaptively fine-tune the
rest when one of the settings is changed. However, the selection among these operations having
numerous combination possibilities leads to an NP-hard problem, which is non-differentiable
and fundamentally difficult to be formulated mathematically, and accordingly, it is impossible
to address it with gradient descent, a typical approach to find an optimal configuration in a
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search space.
Given the typical pipeline composed of channel selection, feature extraction, and prediction
(configuration), each part is related to a combinatorial optimization problem. Most existing
works in this regard have targeted at a specific part in the pipeline without addressing all
three parts as a whole. A widely approved fact is that ensemble learning [Adhikari, 2015,
Adhikari and Agrawal, 2012, Chandra and Yao, 2006, Donate et al., 2013, Krawczyk et al.,
2017, Li et al., 2016a, Sun et al., 2018] combining different models has been demonstrated to
have better generalization and performance than each of its constituents, where the challenge
is how to generate useful individuals to be combined with the effective combination rule and
the individuals should be as more accurate as possible and as more diverse as possible.
The key challenges arising from MTS prediction are established as follows:
• Investigating the informative channels of MTS and respective time windows that can
contribute the most to the prediction performance
• Performing channel selection, feature extraction, and prediction (configuration) simulta-
neously
• Building the efficient model that can target at the MTS prediction problems consisted
of channel selection, feature extraction, and prediction (configuration) jointly
• Generating useful members satisfied high accuracy and model diversity among them for
ensemble learning
• Designing effective combination rules to combine the generated members for the best
ensemble.
1.3 Research Questions
To overcome the aforementioned challenges, the following research questions (RQs) are defined
to provide an overarching view on what this thesis is tailored for.
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RQ-1. How to explore the influential factors and respective time windows for multivariate
time series prediction?
For the prediction task with various auxiliary time series, it is necessary to investigate
whether they can help to improve prediction accuracy and identify the one that can contribute
the most to accurate prediction. In addition, different time series may require different time
windows. For this research question, we mainly concentrate on building a model to explore
the optimal subset of channels of MTS and respective time windows as well as the suitable
predictor that can lead to the highest prediction accuracy.
RQ-2. How to construct an evolutionary model for multivariate time series prediction com-
posed of channel selection, feature extraction, and prediction jointly?
Considering the heterogeneity of time series from cross domains, they may require different
feature extraction methodologies to discover the valuable patterns embedded in the raw data,
which leads to predictor selection and configuration since most existing predictors need to be
well configured given the data collected under a certain situation. Based on the analysis of RQ-
1, we mainly focus on constructing the model that can process the core operations composed
of channel selection, feature extraction, and prediction (configuration) simultaneously.
RQ-3. How to construct a multi-objective ensemble learning framework for multivariate time
series prediction composed of channel selection, feature extraction, and prediction jointly?
Considering the effectiveness of ensemble learning, instead of choosing one optimal solu-
tion for the MTS prediction pipeline defined in RQ-2, multi-objective evolutionary algorithm
(MOEA) is applied to search for the optimal parameters of the model as well as the optimal
features fed to the model subjected to two conflicting criteria, i.e., accuracy and diversity. The
trained models corresponding to the optimal solutions in the pareto front (PF) that is gener-
ated from MOEA are linearly combined with combination coefficients being optimized via a
single-objective EA to obtain the accurate prediction.
RQ-4. How to perform ensemble learning via constructing multiple resolutions for time series
prediction?
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Since time series at different granularities/frequencies may capture more information for
predicting the future trend, we propose a new mechanism to construct multiple resolutions
based on the raw time series with minimal granularity. Multiple base learners with different
parameter settings over each resolution are first trained. Feature selection technique is applied
to seek the optimal subset of trained base learners and least square (LS) is used to combined
the selected models.
RQ-5. How to build an evolutionary ensemble learning framework for multivariate time series
prediction composed of channel selection, feature extraction, and prediction jointly?
RQ-5 is an extension of RQ-3 and RQ-4. Instead of exploiting the best ensemble per-
formance across each PF like RQ-3, we mainly concentrate on building the framework that
aggregates multiple PFs produced by different population sizes to generate different levels of
non-dominant fronts (NDFs). The ensemble learning is performed on the level-accumulated
NDF using feature selection techniques and the selected models are linearly combined by LS.
1.4 Research Contributions
By addressing the aforementioned RQs, the contributions of this thesis are summarized as
follows:
1. Informative factor analysis
– We define the additional elements, i.e., time windows and the parameter settings in the
predictor, to be exploited as well as the informative factors in MTS prediction for obtain-
ing the highest prediction accuracy. To solve this problem efficiently and effectively, we
propose a discrete dynamic multi-swarm PSO (DDMS-PSO) to investigate the informa-
tive factors and respective time windows along with the suitable predictor configuration
for the best prediction performance. DDMS-PSO is not only limited to the case study
of electricity consumption prediction with auxiliary factors but also provides a solution
for MTS prediction in general.
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2. Evolutionary model construction
– We define the typical MTS prediction pipeline consisted of channel selection, feature
extraction, and prediction (configuration). To address the combinatorial optimization
problems in each operation synchronously, we propose an end-to-end framework, called
evolutionary model construction (EMC) to seek the optimal solution. The proposed
EMC framework can work with any predictor by removing the unnecessary parts in
the pipeline, it contributes to different application domains in MTS prediction. The
proposed two-step EA can be dynamically adjusted to implement EMC.
3. Evolutionary multi-objective ensemble learning
– We propose an evolutionary multi-objective ensemble learning (EMOEL) framework to
address MTS prediction problem composed of channel selection, feature extraction and
prediction (configuration) in parallel. Instead of only choosing one optimal solution,
EMOEL employs MOEA to generate a set of non-dominant optimal solutions in the PF
subjected to prediction accuracy and model diversity. EMOEL can contribute to relieve
labour-intensive model tuning and produce better prediction performance than each of
its constituents by linearly combining the eventually evolved solutions.
4. Multi-resolution construction
– We propose a mechanism to construct multiple resolutions (MRs) to capture more infor-
mation from the raw time series for ensemble learning, where each resolution is trained
across extreme learning machine (ELM) by considering different numbers of hidden neu-
rons. The optimal subset of the trained models is selected by sequential forward selection
(SFS) and combined with LS. The proposed multi-resolution selective ensemble is not
limited in being applied with ELM and SFS.
5. Evolutionary ensemble learning
– We propose an evolutionary ensemble learning (EEL) framework to solve the MTS pre-
diction problems consisted of channel selection, feature extraction and prediction (con-
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figuration). Different with ELOEL proposed in RQ-3, where the ensemble learning is
performed on each PF, multiple PFs produced by different population sizes in EEL are
merged to generate a composite PF (CPF) that contains different levels of non-dominated
fronts (NDFs). SFS and sequential backward selection (SBS) are chosen to select the
optimal subset of models in the level-accumulated NDF and LS is used to combined
the selected models. EEL provides another solution for facilitating MTS prediction by
preserving good solutions in other PFs. The implementation of EEL can be replaced by
other methodologies that have the same problem-solving ability.
1.5 Case Studies and Datasets
In this dissertation, two real-world MTS datasets, i.e., electricity consumption and air quality
datasets, are applied to verify the effectiveness of the proposed frameworks and algorithms
that are designed to solve the formulated research questions on MTS prediction. Each of
the studied datasets has multivariate data from cross domains. Electricity consumption data
includes historical electricity consumption1, electricity-related factors1 and environmental fac-
tors2, which is collected through the RMIT Sustainable Urban Precincts Program (SUPP)
project3. Air quality data that includes date information, environmental factors, and location,
is one benchmark PM2.5 Data of Five Chinese Cities Data Set from the UCI repository4. Elec-
tricity consumption data from RMIT University is used in Chapter 2, 3, 4 and 5. The building
studied in this thesis is a mixed use with 13 floors and total gross area more than 17000 m2. It
contains staff offices, teaching spaces, lectures, public activities, meeting rooms, kitchen rooms,
and coffee shops. The activities in this building range all the year round based on academic
calendar, public events, and peak and off-peak period around the academic calendar as well
as daily peak and off-peak patterns. Both electricity consumption and air quality datasets
are applied to the problem observed in Chapter 6. The details of the dataset description are
depicted in each chapter.
1https://www.utiliview.com.au/login.aspx
2http://www.wunderground.com
3https://www.rmit.edu.au/about/our-values/sustainability/sustainable-urban-precincts-program
4 https://archive.ics.uci.edu/ml/datasets/PM2.5+Data+of+Five+Chinese+Cities
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1.6 Thesis Organization
This chapter mainly introduces some background, the motivations, the challenges, and con-
tributions behind MTS prediction. The rest of the thesis is structured as follows. Since the
literature review (i.e., related work) is included in each main chapter, we do not have a specific
chapter for that. In Chapter 2, a single-objective discrete optimization algorithm is proposed
for finding the optimal subset of channels of MTS and respective time windows for the best
prediction performance to explore informative factors for a specific MTS prediction task. Based
on the analysis of Chapter 2 over raw data, Chapter 3 constructs an evolutionary framework,
where an evolutionary algorithm is proposed to target at MTS prediction task composed of
channel selection, feature extraction, and prediction (configuration) simultaneously. In Chap-
ter 4, for the pipeline in Chapter 3, we propose an ensemble learning framework based on
multi-objective optimization, where MOEA is employed to seek a set of optimal solutions sub-
jected to prediction accuracy and model complexity. The trained models corresponding to the
optimal solutions are linearly combined by a single-objective EA. Chapter 5 is based on the
time series from one domain, where multiple resolutions are constructed and trained with the
base learners. A new selective ensemble method is proposed to combine the selected models.
Chapter 6 is an extended work based on Chapter 4 and Chapter 5, where a new evolution-
ary ensemble learning framework is proposed by aggregating multiple PFs to generate NDFs
and various ensemble mechanisms are designed. The main contributions and connections from
Chapter 2 to Chapter 6 are detailed in Fig. 1.2. In Chapter 7, we summarize the main
contributions, key findings and the limitations of the proposed methods. Subsequently, the
significance of this research and the potential future works are also discussed.
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Chapter 2
Influential Factors Analysis
Nowadays the ever-increasing energy consumption in buildings has caused supply shortages
and adverse environmental impacts. The accurate prediction of energy consumption in smart
buildings may help to monitor and control energy usage. As energy consumption is inevitably
affected by exogenous factors such as temperature, wind speed etc., it is fundamentally impor-
tant to select the factors that can help improve the prediction accuracy, where it is essential
to select the suitable time windows and predictor. ELM is demonstrated to be a powerful tool
for electricity consumption prediction based on its competitive prediction accuracy and supe-
rior computational speed compared to support vector machine/regression (SVM/R). Moreover,
ELM is utilized to investigate the potentials of using auxiliary information such as electricity-
related factors and environmental factors to augment the prediction accuracy obtained by
purely using the electricity consumption factors. Furthermore, we formulate a combinatorial
optimization problem of seeking an optimal subset of auxiliary factors and their corresponding
optimal window sizes using the most suitable ELM structure, and propose a discrete dynamic
multi-swarm particle swarm optimization (DDMS-PSO) to address this problem. Experimen-
tal studies on a real-world building dataset demonstrate that electricity-related factors improve
accuracy while environmental factors further boost accuracy. By using DDMS-PSO, we find a
subset of electricity-related and environmental factors, their respective window sizes, and the
number of hidden neurons in ELM which leads to the best prediction accuracy.
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2.1 Introduction
The rapidly growing world energy usage has caused issues of supply difficulties, exhaustion
of energy resources and heavy environmental impact. Electricity consumption as a form of
energy consumption, with the expansion of residential and commercial areas, has grown, which
is a threat to sustainable development. The prediction of electricity consumption in buildings
does not only help to improve energy monitoring and usage in buildings but plays a vital
role in improving the electrical performance, with the aim of achieving energy consumption
conservation and reducing the environmental impact [Foucquier et al., 2013]. Also, electricity
consumption prediction plays a significant role in decision-making and future planning that
rely on prediction accuracy.
Electricity consumption prediction has a history of more than 20 years. It has been a
way to measure the characteristics of buildings and aid the development of electric power
plants, therefore electricity prediction has been an application of time series analysis [Zhao and
Magoule`s, 2012]. It is an indispensable part of managing and researching power systems, and it
can make full use of electricity and ease the conflict between supply and demand based on the
analysis of the existing electric energy [Yalcintas and Akkurt, 2005]. Electricity consumption is
highly dependent on electric power, economic, social and meteorological factors. The precision
of prediction is very important for informing the analyses of electric power exchange, trading
evaluation, network function, security and trends, and the safety strategy of reduction load.
Existing electricity consumption prediction research always involves multi-variate historical
data. Different researchers use different attributes to analyze this issue. Thermal comfort is a
criterion to evaluate the environment and can be regarded as a factor which will affect electricity
usage [Roetzel and Tsangrassoulis, 2012]. Moreover, some other factors such as temperature,
events, wind speed or features in the buildings are always taken into consideration for improving
the prediction accuracy. The area of windows, walls, partitions and floors, the type of windows
and walls are regarded as factors which have a direct or indirect relationship with electricity
consumption [Kalogirou et al., 1997]. Temperatures, space heating demand, water heating
demand, and energy demand are applied to help improve the performance of prediction in
[Olofsson et al., 1998].
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We aim to predict electricity usage of a university building. ELM [Chen et al., 2012, Wan
et al., 2014, Wang and Han, 2014b, Yang et al., 2018, 2017, Zeng et al., 2017] is used for
electricity consumption prediction through exploring the predictive performance of historical
electricity consumption logs along with electricity-related and environmental data. Further-
more, a DDMS-PSO is proposed to address the optimization problem of discrete values in
order to find a subset of all factors, regardless of the heterogeneity of their feature space, with
their respective window sizes and the number of hidden neurons which can lead to the best
prediction performance.
The dataset is collected from the smart meters of the buildings in the city campus of RMIT
University, Melbourne. We mainly focus on understanding the trend of electricity consumption
under the influence of electricity-related and environmental factors on energy usage. Auxiliary
environmental data is crawled from an online weather station that broadcasts periodic readings
from every 20-minutes to 1-hour. The output of prediction is useful to help event planning and
resource management. The following aspects are explored in this chapter.
• Historical smart meter data is used to evaluate and forecast the buildings’ future electric-
ity consumption. Then the result is regarded as the baseline to evaluate if the auxiliary
information can help improve the prediction accuracy.
• Electricity-related factors are added to identify if they have an effect on improving the
prediction performance and which factors can increase the accuracy the most.
• Based on the best combination of the electricity-related factors, explore if environmental
factors actually influence the prediction accuracy and the optimal subset of the environ-
mental factors.
• Evolutionary algorithm is applied to explore if there is a subset of electricity-related and
environmental factors, their respective window sizes and a suitable number of hidden
neurons in ELM to generate the best prediction accuracy.
In the next section, we present the related work on electricity consumption prediction.
Problem definition is depicted in Section 2.3. The proposed solutions to address the problems
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are introduced in Section 2.4. Section 2.5 mainly focuses on experimental settings and related
results. Conclusions are given in Section 2.6.
2.2 Related Work
2.2.1 Electricity Consumption Prediction
Many methodologies have been employed for electricity consumption prediction, which includes
artificial neural networks (ANNs) [Park et al., 1991], fuzzy inference system (FIS) [Ying and
Pan, 2008] and SVM [Kavaklioglu, 2011]. Moreover, Zhao and Magoule`s [2012] categorize the
methodologies into five different kinds based on the reviewed paper: engineering methods,
statistical methods, ANN, SVM [Dong et al., 2005] and Grey Models. Foucquier et al. [2013]
summarize the state-of-the-art methods as statistical methods which include multiple linear
regression or conditional analysis, ANN and SVM as well as some hybrid models which combine
two or three of the above methods. Among all the methodologies, ANN and SVR are widely
used in electricity consumption [Tso and Yau, 2007]. However, it is very difficult to say which
one outperforms others without complete comparison under the same circumstances because
each of them is still being developed [Zhao and Magoule`s, 2012].
2.2.2 ELM and Its Applications
A new learning method which was proposed by Huang et al. [2006], ELM, mainly focuses on
solving the drawbacks caused by gradient descent based algorithms such as back propagation
(BP). ELM is based on single hidden layer feedforward neural network architecture and includes
three different layers, input layer, hidden layer, and output layer, shown as Fig. 2.1. The hidden
bias and the weight for connecting the input layer and hidden layer are generated randomly
and maintained through the whole training process.
Assuming dataset (xi,yi) with a set of M distinct samples, satisfied xi ∈ Rd1 and yi ∈ Rd2 ,
a SLFN with N hidden neurons can be mathematically formulated as:
N∑
i=1
βif(w
T
i xj + bi), 1 ≤ j ≤M (2.1)
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Figure 2.1: The structures of Extreme Learning Machine
where f is the activation function; wi represents the weights for connecting the input layer
and hidden layer; bi is bias and βi is the output weight.
In ELM, the structure perfectly approximates to the given output data:
N∑
i=1
βif(w
T
i xj + bi) = yj , 1 ≤ j ≤M (2.2)
Which can be written as HB = Y, the matrix H can be represented as:
H =

f(wT1 x1 + b1) · · · f(wTNx1 + bN )
· · · · · · · · ·
f(wT1 xM + b1) · · · f(wTNxM + bN )
 (2.3)
B = (βT1 ,β
T
2 , ...,β
T
N )
T and Y = (yT1 ,y
T
2 , ...,y
T
M )
T .
The output weight B is calculated by B = H+Y, and H+ is a Moore-Penrose generalized
inverse of H [Rao and Mitra, 1971]. Theoretical proofs and a more thorough presentation of
the ELM algorithm are detailed in the original paper [Huang et al., 2006].
ELM does not have so many parameters to be adjusted except for the number of hidden
neurons, which makes it easier to be applied in regression [Li et al., 2015b, Sajjadi et al.,
2016, Wan et al., 2014, Zhang et al., 2012] or classification [Huang et al., 2010] issues and
very low computational cost during the process of training. Recently, ELM has been gradually
gained much attention for its application in time series prediction, such as predicting sales
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in fashion retailing in [Sun et al., 2008]. ELM is utilized for electricity price forecasting and
has demonstrated its fast computational ability [Chen et al., 2012]. ELM is used for wind
power density prediction in [Mohammadi et al., 2015b] and is compared with ANN and SVM.
Mohammadi et al. [2015a] apply ELM successfully to daily dew point temperature prediction.
The works related to the application of ELM in time series domain are not limited as mentioned,
more examples such as [Chen et al., 2012, Wan et al., 2014, Wang and Han, 2014b, Yang et al.,
2018, 2017, Zeng et al., 2017].
2.2.3 Evolutionary Algorithms for Energy Consumption Prediction
EA [Liang et al., 2006a] is being widely used to handle large-scale, non-differentiable and com-
plex multi-mode problem without any information about optimized problems for its global
convergence ability and strong robustness. Many optimization algorithms have been success-
fully applied in time series prediction. PSO is used to optimize the input subset for SVM in
time series prediction [Zhang and Hu, 2005]. Shafie-Khah et al. [2011] utilize PSO to opti-
mize RBFN for obtaining a robustness prediction structure for price forecasting of electricity
markets. Azadeh et al. [2007] use GA to tune all parameters for NN applied in predicting
electrical energy consumption. Almost all methods such as GA, PSO, ant colony optimization
(ACO), DE applied to renewable and sustainable energy are reviewed in [Banos et al., 2011].
Therefore, the optimization methodologies are popular for solving parameters adjustment in
energy consumption prediction.
2.3 Problem Definition
2.3.1 Scenario Assumption
Assuming T which represents the length of time series, is expressed as T = {t1, t2, ..., tq}, q
means the number of sample points, therefore our related time series dataset includes 3 aspects:
• Electricity consumption xT
Problem Definition 22
• Electricity-related factors rT , defined as rT = {r1T , r2T , ..., rnT }, where n is the number of
the internal factors.
• Environmental factors zT , defined as zT = {z1T , z2T , ..., zmT }, where m is the number of
environmental time series, including temperature, dew point(a measure of atmospheric
moisture), humidity(the amount of water vapor in the air), wind speed(caused by air
moving from high pressure to low pressure, usually due to changes in temperature), sea
level(offer insights into ongoing climate change) etc.
2.3.2 Problem Definition
In time series prediction, there are one-step-ahead prediction and multi-step-ahead prediction.
One-step-ahead prediction mainly focuses on the next single value ahead while multi-step-ahead
prediction takes multiple future values into consideration. As it is known that multi-step-
ahead prediction is much more complex because of the accumulation of errors and increasing
uncertainties, we are focusing on exploring an optimal subset of auxiliary factors for the best
prediction accuracy, so in order to decrease the influence of other uncertainties for this problem,
we only focus on one-step-ahead time series prediction.
We have three different types of dataset, electricity consumption xT , electricity-related
factors rT , rT ⊂ Rn, environmental factors zT , zT ⊂ Rm. To explore the influence of all these
factors, two general subproblems which should be solved are defined as follows:
• Explore if electricity-related factors and environmental factors improve prediction accu-
racy.
• Explore if there is an optimal subset of all auxiliary factors, their respective window
sizes, and the number of hidden neurons in ELM which can obtain the best prediction
performance.
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2.4 Proposed Solutions
2.4.1 An Approach for Solving The First Subproblem
ELM has been proven to be capable of universal approximation in a satisfied sense, and it has
been shown to have good generalization capabilities and extremely fast speed [Huang et al.,
2010]. The only task for applications is to select a suitable activation function and set the
number of hidden neurons. Moreover, in comparison to conventional learning approaches, it
avoids many difficulties such as learning rates, learning epochs, stop criteria and local optima
[Zhang et al., 2012]. All the advantages are motivations for us to utilize it as a basic prediction
model for electricity consumption prediction.
There are two different kinds of factors to be taken into consideration as well as historical
electricity data. To solve the first problem, the factors are added gradually with several different
predefined window sizes, three steps for addressing the first subproblem are defined as follows:
• Only use the historical electricity consumption to perform prediction in order to further
identify if other factors have an effect on improving prediction performance.
With the aim of finding out which factors will improve the prediction accuracy, a baseline
is necessary for further comparison. All prediction results that are generated with differ-
ent combinations of factors must be compared with the result of only historical electricity
consumption.
Assuming H = {H1, H2, ...,HD}, d = 1, 2, ..., D is the set of different time series, we have:
xt+1 = f(xt, xt−1, ..., xt−Hd−1) (2.4)
where Hd is the length of d
th time window used for prediction and f() is the prediction
function of a certain predictor.
• Find which factors influence the prediction accuracy the most among all electricity-related
factors.
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The electricity-related factors are added to the historical electricity consumption dataset
to explore their single and overall performances with the predefined window sizes. The
performance is compared with the result of purely electricity consumption.
xt+1 = f(xt, xt−1, ..., xt−Hd−1; r
i
t, r
i
t−1, ..., r
i
t−Hd−1), i = 1, 2, ...,m (2.5)
• Among the environmental factors, find which of them help to improve the prediction
accuracy for this problem with the influence of electricity-related factors.
Based on the electricity-related factors, a further exploration of the optimal combination
of environmental factors is necessary.
xt+1 = f(xt, xt−1, ..., xt−Hd−1; r
c
t , r
c
t−1, ..., r
c
t−Hd−1; z
j
t , z
j
t−1, ..., z
j
t−Hd−1),
j = 1, 2, ..., n (2.6)
where c represents the electricity-related factors that have an effect on improving the
prediction accuracy.
The first subproblem is addressed by investigating the potential influence of electricity-
related factors and environmental factors step by step, which means that the next step is
always based on the previously selected factors until an optimal subset of all auxiliary factors
is found. With a larger set of factors, there are many different combinations, which will
cause high computational cost, accordingly, a new approach is necessary to address the second
subproblem.
2.4.2 Discrete Dynamic Multi-Swarm Particle Swarm Optimization for
Addressing The Second Subproblem
PSO is a suitable method to solve optimization problems [Amjady et al., 2011, Behrang et al.,
2011, Ch et al., 2013, Kenndy and Eberhart, 1995, Pulido et al., 2014, Ren et al., 2014],
including local PSO and global PSO. For the global version of PSO, each particle updates its
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velocity and position according to the best solution found so far by itself and the best solution
found so far by the whole population. In the local version of PSO, each particle adjusts its
velocity and position through its personal best and the best solution achieved so far within its
neighborhood. Compared with global PSO, local PSO has better global search ability [Kennedy
and Mendes, 2002] since global PSO is easier to be trapped into local optimum.
For each factor, its state is binary, where 1 denotes ’selected’ and 0 means ’not selected’. The
variables corresponding to window sizes for each factor and the number of hidden neurons are
discrete. There are many different combinatorial possibilities with not only one optimal solution
for the second subproblem, which means it is an NP-hard problem and non-differentiable.
Therefore, we resort a local PSO to solve this discrete combinatorial optimization problem.
We propose a DDMS-PSO to solve the multimodal discrete and combinatorial optimization
problem. DDMS-PSO is improved from the algorithm of DMS-PSO [Liang and Suganthan,
2005] and especially used for solving the second subproblem. DMS-PSO is based on the local
version of PSO with a periodically dynamic neighborhood topology. The search process of
DMS-PSO is depicted as follows: A whole swarm is divided into several sub-swarms randomly,
each with the number of particles. Then each sub-swarm searches for its best solution accord-
ing to its historical information and the best solutions obtained so far within its group. After
some generations, all the particles are merged and divided again (This procedure is defined as
regroup period, denoted as R). The aforementioned steps are repeated until the stop criterion
is satisfied. In this way, each sub-swarm’s information has the chance to be exchanged with
others’. DMS-PSO has been proven to perform better than other PSO variants on many com-
plex optimization issues [Liang et al., 2010]. DDMS-PSO extends DMS-PSO to be applied to
discrete optimization problems by using the same search process of DMS-PSO, where decoding
is used when evaluating each particle.
To update the velocity and position of each particle synchronously, all parameters that
need to be optimized are mapped to [0, 1]. The update of position is described as follows:
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vk+1id = ωv
k
id + c1r1(pbest
k
id −Xkid) + c2r2(lbestkpd −Xkid)
vk+1id = min(V
id
max,max(−V idmax, vk+1id )) (2.7)
xk+1id = x
k
id + v
k+1
id (2.8)
where xmax = 1, xmin = 0 and Vmax = 0.2∗(xmax−xmin). ω is an inertia weight that plays a sig-
nificant role in balancing the global and local search ability. lbest = (lbestp1, lbestp2, ..., lbestpD)
T
is the best position achieved within its neighborhood and p represents the number of sub-
swarms. d = 1, 2, ..., d1, d1 + 1, ..., 2 ∗ d2 + 1, D; and d1 is the number of factors and there are
d1 +1 window sizes for these corresponding d1 factors and historical electricity consumption re-
spectively. The last dimension represents the number of hidden neurons in ELM. i = 1, 2, ..., n,
n is population size, k is the number of the iteration; vid is the velocity of the i
th particle; c1
and c2 are acceleration factors used to represent the weighting of stochastic acceleration terms
that pull each particle towards pbest and lbest. r1 and r2 ∈ [0, 1] are two random numbers.
Out of bound issues need to be addressed, given that all the factors have different ranges
in the feature space. To deal with the particle out of range problem, we constrain the bounds
to [0, 1]. Since the values of 0 and 1 determine the selection state of the factor xd, which
will decrease the diversity of the solutions. Therefore when the particles’ positions are out of
bound, they are set randomly in (0, 1). For Eq. 2.8, it is further constrained as:
xk+1id = (x
k+1
id > xmax)r1 + (x
k+1
id < xmin)r2, r1, r2 ∈ (0, 1) (2.9)
After updating the position of each particle, in order to calculate the fitness, the factor
selection states are decoded to only 0 and 1 while window sizes and the number of hidden
neurons in ELM are decoded to their real values according to Eq. 2.10.
xid = round(xid), 0 < d =< d1
xid = (XTrmax −XTrmin)xid +XTrmin, d1 < d < D
xid = 50 ∗ fix(((Xrmax −Xrmin)xid +Xrmin)/50), d = D (2.10)
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where XTrmax and XTrmin are the maximum and minimum values of the window sizes. Xrmax
and Xrmin are the maximum and the minimum number of hidden neurons in ELM.
Several necessary notations for the pseudo code are presented as follows:
ns: the number of particles in a sub-swarm
p: the number of sub-swarms
n: population size, n = ns ∗ p
R: Regrouping Period
Max FEs: Max fitness evaluations, stop criterion
Pseudo code for describing the procedure of DDMS-PSO is presented in Algorithm. 1:
Algorithm 1: DDMS-PSO
1 Initialize a population of n particles with random values positions x and velocities v in the
range of [0, 1] from D dimensions in the search space
2 Decode each particle’s position to its real range with Eq. 2.10
3 Evaluate the fitness
4 Divide the population into p sub-swarms randomly, with ns particles in each sub-swarm, find
each particle’s local best lbest and set pbest = x
5 while t < Max FEs do
6 for Each particle i do
Adapt velocity of each particle using Eq. 2.7
Update the position of each particle with Eq. 2.8
Bound the constraint of each particle as Eq. 2.9
Map each particle’s position to its real range with Eq. 2.10
Evaluate the fitness f(xi)
7 if f(xi) < pbesti) then
pbesti ← xi
8 end
9 if pbesti < lbesti then
lbesti ← pbesti
10 end
11 if mod(t, R) = 0 then
Regroup the sub-swarms randomly
12 end
13 end
14 end
2.5 Experiments
The proposed subproblems are solved step by step as follows:
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• Experiment 1
Use only historical electricity consumption data to evaluate electricity prediction (Section
2.5.4.1 is the result);
• Experiment 2
Add electricity-related factors to explore if they can improve the prediction accuracy and
find the subset which influences the most (Section 2.5.4.2 is the result);
• Experiment 3
Based on the optimal subset of electricity-related factors, explore the environmental
factors which can further improve the prediction performance (Section 2.5.4.3 is the
result);
• Experiment 4
Apply DDMS-PSO to find the optimal subset of all auxiliary information, their corre-
sponding window sizes and the number of hidden neurons in ELM which can lead to the
best prediction accuracy (Section 2.5.4.4 is the result).
Experiment 1 will identify if ELM is comparative with SVR, then the result is regarded as
the baseline to be compared with experiment 2. Furthermore, the result reported in experiment
3 is compared with the result of experiment 2 to identify that environmental factors can further
improve the prediction accuracy. Subproblem 1 is solved by experiment 1, 2 and 3 while
experiment 4 addresses the subproblem 2.
2.5.1 Data Description
Datasets of electricity consumption, electricity-related factors and environmental factors are
from 01 June 2014 to 31 May 2015 with 12 points in one day and normalized to [0, 1]. The
dataset is sampled according to the number of points in one day with different window sizes
for one-step-ahead prediction. The window sizes are set from 5 to 60 with an interval of 5.
Since one-year data is used, there are 365 samples for each point. However, considering the
maximum window size is 60, which means for a point to be predicted, there are at least 60
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points before it, therefore there are 360 samples at most for each one of these 12 points under
the maximum window size. In order to compare the influence of the window sizes under the
same output, we divide the dataset into 360 samples for each of the 12 points.
Since the weight and the bias are generated randomly in ELM, the results are different
every time when ELM is run, which will cause the result unstable. In order to address this
issue, cross-validation is applied.
2.5.2 Evaluation Method
Validation techniques are proposed for model selection and performance evaluation. Error rate
or accuracy is used to evaluate the performance. The next issue to be considered is how to
partition the dataset into training and testing. Using the whole dataset as training data will
cause overfitting of the final model for the training data. Another validation technique is the
holdout method, which has the issue that a sparse dataset may not be able to set aside a part
of the dataset for testing. Cross-validation as a resampling method which is always carried out
by splitting the dataset into a fixed number of examples without replacement randomly can
overcome the drawbacks of the previous methods. For each data split, the model is retained
from scratching with the training examples, then it is evaluated through the test examples.
K-fold cross-validation is to divide the dataset into K partitions. For each K experiments,
K−1 folds are used for training and the rest for testing, then the mean value of these K results
is regarded as the final result. In order to make the result much more stable and convincing,
our result is evaluated by 10 10-fold cross-validation with Root Mean Square Error (RMSE).
For each folder, the result is an average value over 10 runs. The final result is the average of
the 10 10-fold. Since there are several different window sizes, in order to compare the influence
of window sizes, for each 10-fold with different window sizes, the random number for training
and testing is the same, which means although the window sizes are different, the output of
training and testing are the same under the same 10-fold.
2.5.3 Experimental Settings
• ELM parameter settings
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The parameter in ELM is only the number of hidden neurons, set as 50, 100, 200, 300,
400, 500, 800, 1000.
Activation function: Sigmoid function
• SVR parameter settings
There are two different kinds of SVRs, called -SVR model and nu-SVR model. -SVR
model is implemented using the LibSVM library [Chang and Lin, 2011].
Kernel type: Radial Basis Function
C (Cost): 2−5 1 25 210 215
: 0.01 0.03 0.05 0.08 0.1 0.15 0.18 0.2
• DDMS-PSO parameter settings
ω = 0.729, c1 = c2 = 1.49445, R = 10, n = 30, ns = 10, p = 3, Max FEs = 1000
D = 16, the first 7 dimensions are all auxiliary factors; followed it 8 dimensions are their
respective window sizes and the window size for electricity factor; the last dimension
represents the number of hidden neurons.
XTrmax and XTrmin are 5 and 35 respectively, therefore the final optimal window size is
the value between 5 and 35.
Xrmax and Xrmin are 50 and 600, hence the optimized number of hidden neurons in ELM
is the value between 50 and 600 with an interval of 50.
• Factors expression
Electricity usage: E
Electricity-related factors: A1 (apparent power), A2 (power factor)
Environmental factors: F1 (temperature), F2 (dew point), F3 (humidity), F4 (wind
speed), F5 (sea level)
In the following results, 0 means the factor is not selected while 1 is selected. For
electricity usage, it is always selected.
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2.5.4 Results
2.5.4.1 Experimental Result with Only Historical Electricity Consumption
For SVR, although there are 5 and 8 different settings for C and  respectively, some of the
results are the same because  plays a dominant role in the prediction result. Therefore, in
most cases when  is the same, the results stay the same. The parameter settings with different
results are listed, denoted as P1, P2, P3, P4, P5, P6, P7, P8, and P9. Fig. 2.2 illustrates the
RMSE performance for ELM and SVR over the window size settings under some parameter
settings in each model, where we can observe that when the window size is around 20, the
prediction accuracy reaches the best.
Window sizes
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Figure 2.2: RMSE performance of ELM and SVR with different parameter settings over differ-
ent window sizes: ELM1, ...,ELM4 represent the number of hidden neurons 50, 100, 200, 300
and SVR1, ...,SVR4 show the parameter settings P1, ..., P4
To identify that ELM performs comparably with SVR, the statistical method Signrank
is applied to demonstrate the difference between ELM and SVR. For Signrank, the returned
result h = 1 indicates a rejection of the null hypothesis, while h = 0 indicates a failure to
reject the null hypothesis at the 5% significance level. Moreover, in order to present the result
much more clearly, the best result averaged from 10 10-fold cross validation is labeled bold and
compared with others using Signrank. The results which have no obvious difference with the
best one is labeled bold as well. Tab. 2.1 is the result for ELM and SVR separately (Because
of the limited space, only window sizes from 5 to 35 is presented, more detail in the original
paper [Song et al., 2016]).
Experiments 32
Table 2.1: The comparison of ELM and SVR with only historical electricity consumption
Models
Window sizes RMSE result under different window sizes
5 10 15 20 25 30 35
ELM
Number
of
hidden
neurons
50 0.0698 0.0645 0.0632 0.0633 0.0639 0.0645 0.0651
100 0.0702 0.0644 0.0624 0.0621 0.0627 0.0630 0.0631
200 0.0835 0.0663 0.0629 0.0622 0.0630 0.0630 0.0631
300 0.1211 0.0697 0.0648 0.0637 0.0643 0.0638 0.0641
400 0.2316 0.0757 0.0680 0.0657 0.0663 0.0654 0.0657
500 0.4544 0.0860 0.0725 0.0684 0.0690 0.0674 0.0675
800 1.3918 0.1491 0.0956 0.0833 0.0807 0.0764 0.0752
1000 1.9661 0.2206 0.1202 0.0994 0.0920 0.0855 0.0823
SVR
Different
parameter
settings
P1 0.0735 0.0671 0.0643 0.0639 0.064 0.0642 0.064
P2 0.0726 0.0662 0.0638 0.0633 0.0636 0.0636 0.0634
P3 0.0721 0.0656 0.0635 0.0632 0.0632 0.0632 0.0631
P4 0.0721 0.0652 0.0635 0.0631 0.0632 0.0633 0.063
P5 0.0774 0.0686 0.0669 0.0662 0.0662 0.0662 0.0657
P6 0.0828 0.0728 0.0708 0.0702 0.0701 0.0702 0.0692
P7 0.1051 0.0836 0.0851 0.0825 0.0825 0.0834 0.0809
P8 0.1197 0.098 0.0979 0.0956 0.0974 0.0967 0.0967
P9 0.1306 0.1043 0.1096 0.1100 0.1114 0.1086 0.1096
From Tab. 2.1 we can see when the window size is set as 20 and the number of hidden
neurons is 200, ELM obtains the best average result 0.0621. Then the best result in ELM is
used to compare with all the rest results, including the results from different parameter settings
of SVR. From the labeled data, it can be clearly seen that ELM absolutely performs better
than SVR. Also, when the window size is set as 20, the number of hidden neurons in ELM is
set as 100 and 200, the results have no differences.
2.5.4.2 Experimental Result with Electricity-Related Factors
Since there are two electricity-related factors, there are three different combinations for these
two factors, which are A1, A2, and A1 combined with A2. Comparing all the results with each
other, the best combination is presented in Tab. 2.2.
Table 2.2: Subset of electricity-related factors with the best prediction performance
Window
sizes
Electricity-related
factors
Number of
hidden neurons
RMSE
A1 A2
15 1 1 200 0.0536
20 1 1 200 0.0536
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Tab. 2.2 tells us when A1 and A2 are combined together, the effectiveness is better. Fur-
thermore, when it is compared with Tab. 1, the accuracy improves significantly, which further
demonstrates that A1 and A2 play a significant role in improving the prediction accuracy.
2.5.4.3 Experimental Result with Environmental Factors
Since there are 5 different environmental factors, so 31 different combinations need to be
tested. Moreover, because we have proven that the electricity-related factors can improve the
prediction accuracy, for each combination, we add A1 and A2 in it to explore the influence.
Comparing all the obtained results, the best combination and their parameters settings are
presented in Tab. 2.3.
Table 2.3: Subsets of environmental factors for improving prediction accuracy mostly
Window
sizes
Environmental factors Number of
hidden neurons
RMSE
F1 F2 F3 F4 F5
15 1 1 0 1 0 200 0.0491
15 1 1 0 1 0 300 0.0492
Tab. 2.3 shows that when environmental factors F1, F2, and F4 are combined based on A1
and A2, the prediction accuracy is improved the most. Moreover, under the same window size
and the optimal subset of environmental factors, although the number of hidden neurons can
be different, the results have no obvious difference with each other.
2.5.4.4 Experimental Result of Discrete Dynamic Multi-Swarm Particle Swarm
Optimization
In the previous experiments, the influence of each kind of factors is explored step by step for
addressing the first subproblem. T1 to T5 are the window sizes of F1 to F5, respectively. The
window sizes of A1 and A2 are T6 and T7. T8 represents the window size of the electricity
factor. The experimental result with running 10 times for the second subproblem is presented
in Tab. 2.4.
Tab. 2.4 shows that when the subsets of factors are F1, F2, F4, A1, A2 and F1, F2, F4, A1
with their corresponding window sizes and an optimized number of hidden neurons in ELM,
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Table 2.4: The optimal subset of all factors, respective window sizes and the number of hidden
neurons in ELM based on DDMS-PSO
Runs
Auxiliary Window Number
factors sizes of hidden RMSE
F1 F2 F3 F4 F5 A1 A2 T1 T2 T3 T4 T5 T6 T7 T8 neurons
1 1 1 0 1 0 1 0 21 9 0 15 0 19 0 12 250 0.0483
2 1 1 0 1 0 1 0 22 8 0 13 0 19 0 12 250 0.0483
3 1 1 0 1 0 1 0 21 6 0 16 0 19 0 12 250 0.0483
4 1 1 0 1 0 1 0 28 6 0 15 0 19 0 12 250 0.0483
5 1 1 0 1 0 1 0 21 11 0 15 0 19 0 12 250 0.0483
6 1 1 0 1 0 1 1 20 8 0 10 0 18 23 12 250 0.0483
7 1 1 0 1 0 1 0 20 7 0 14 0 19 0 12 250 0.0483
8 1 1 0 1 0 1 0 23 5 0 14 0 19 0 12 250 0.0483
9 1 1 0 1 0 1 0 21 6 0 21 0 19 0 13 250 0.0483
10 1 1 0 1 0 1 0 26 19 0 14 0 19 0 12 250 0.0484
it will lead to the best prediction accuracy in comparison to other experimental results. Also,
the number of hidden neurons is stable at 250. Moreover, from the last column, it can be seen
that the prediction results are quite stable at 0.0483, which indicates that DDMS-PSO has
good capability for finding the best and stable solution for this prediction problem.
From Tab. 2.1 to Tab. 2.4, the following conclusions are derived:
• Compared with SVR, ELM shows a better prediction ability on this prediction problem.
• Each of the electricity-related factors can help improve prediction accuracy but when
they are combined, it will lead to better performance.
• Under the influence of electricity-related factors, a subset of environmental factors can
further and mostly improve the prediction performance.
• DDMP-PSO presents a strong local search ability. By using DDMP-PSO, an optimal
subset of electricity-related factors and environmental factors, their respective window
sizes and the number of hidden neurons in ELM which can lead to the highest prediction
accuracy for this problem is found.
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2.6 Conclusions
ELM was compared with SVR for energy consumption prediction and showed superiority
over SVR. Moreover, electricity-related and environmental factors were experimentally demon-
strated to improve prediction accuracy obtained by purely using consumption data. Further-
more, DDMS-PSO was proposed to seek the optimal subset of electricity-related factors and
environmental factors, their respective window sizes and the number of hidden neurons in ELM,
aiming at best prediction accuracy. The results show that DDMS-PSO successfully found a
subset leading to the overall best prediction accuracy.
Chapter 3
Evolutionary Model Construction
In Chapter 2, the informative factors corresponding to a specific MTS prediction has been
explored, where the time windows for each selected channel and the optimal structure of ELM
have been found. Since the previous work is only performed on raw time series data, this chapter
considers extracting the valuable features from the selected channels applied to the optimal-
configured model to improve prediction accuracy. However, existing work considers these parts
in an almost disjoint way and lacks a model taking them into account simultaneously, which
may decrease prediction performance. Motivated by this challenge, an end-to-end prediction
framework, called evolutionary model construction (EMC), is proposed to focus on performing
these parts jointly. To implement EMC, a two-step EA is designed, where one EA is firstly
used to focus on exploiting the informative channels, while a new algorithm is proposed to
concentrate on selecting the suitable feature extraction methods and respective time window
sizes applied to the selected channels and selecting the parameters in the predictor. The
implementation of EMC chooses neural network with random weights as the predictor due to
its highly recognized efficacy. We evaluate EMC in comparison to the existing approaches on
a real-world electricity consumption dataset with various auxiliary factors. The superiority of
EMC is further proved by analyzing and discussing the result according to the days in one
week, time stamps in one day and month information on test samples.
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3.1 Introduction
The strong demand for environmental comfort in buildings for the health and productivity
has been increased and accordingly heating, ventilating, and air-conditioning (HVAC) and
lighting systems use approximately 50-60% of a building’s energy consumption to maintain
thermal and visual comfort for occupants [Du et al., 2018, Khan et al., 2015, Kim et al., 2016,
Pe´rez-Lombard et al., 2008]. Energy consumption prediction plays a significant role in helping
the decision makers to know the trend of the future energy consumption to better schedule
and plan the operations of the supply system [Che and Wang, 2014, Ghelardoni et al., 2013,
Jindal et al., 2018]. However, energy consumption is inevitably affected by various auxiliary
factors, such as environmental information [Edwards et al., 2012, Shen et al., 2018, Yildiz et al.,
2017] and socioeconomic factors [Voronin and Partanen, 2014]. In addition to that, it is also
important to extract the valuable features [Ceperic et al., 2013] embedded in the factors (i.e.,
MTS) fed into the task-oriented optimal-configured prediction model to improve the accuracy.
For an effective MTS prediction model whose pipeline is input data→ end-to-end prediction→
result yˆ (shown as Fig. 3.1), ’end-to-end prediction’ is the key operation composed of channel
selection, feature extraction and prediction, where {x1,x2, ...x4} represent the auxiliary time
series (i.e., exogenous factors) in addition to the historical energy data y that is the prediction
target. Channel selection which focuses on selecting informative channels can significantly
improve the prediction accuracy by filtering the noisy data. Feature extraction concentrates
on constructing the influential features fed into the predictor [Ceperic et al., 2013]. Prediction
works on model configuration for a specific prediction task, such as parameter tuning [Chang
and Lin, 2011, Huang et al., 2006, Shen et al., 2018] and architecture optimization [Coelho
et al., 2016, Ruiz et al., 2018]. Therefore, to build an accurate and robust model for electricity
consumption prediction with auxiliary factors, it is fundamentally important to obtain the
optimal solution for the ’end-to-end prediction’ part in Fig. 3.1.
To construct an effective end-to-end energy prediction framework, the challenge arising
from channel selection, feature extraction, and prediction is how to perform them together and
dynamically fine-tune the rest when one of them is changed. However, the selection among these
operations having huge combination possibilities will lead to an NP-hard problem, which is non-
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Figure 3.1: Illustration of the process of multivariate time series prediction
differentiable and fundamentally difficult to be mathematically formulated, and accordingly it
is impossible to be solved with gradient descent.
Some existing works have solved part of these subtasks mentioned above. Feature selection
techniques have been studied for channel selection to obtain the optimal subset of auxiliary
factors for the best electricity consumption prediction performance [Abedinia et al., 2017,
Shen et al., 2018, Song et al., 2016]. Feature extraction methods such as the discrete wavelet
transform (DWT) [Meng et al., 2011], principal component analysis (PCA) [Li et al., 2015a]
and some statistical methods [Fan et al., 2014] have been applied to energy consumption
prediction. In [Shen et al., 2018], the parameters in the formulated model are optimized
via an EA to seek the best prediction performance. However, there are still some research
gaps to be filled for energy consumption prediction: 1) it is important to notice there is
no existing work that has addressed all these subtasks together; 2) as the selection leads to
huge combination possibilities, it is hard to solve it in the traditional way. EAs as efficient
metaheuristic stochastic search techniques [Storn and Price, 1997], which are highly competent
to solve complex combinatorial optimization problems having the mixed types of decision
variables, e.g., continuous and discrete, may provide an effective way to solve this complex
optimization problem in energy consumption analysis, such as PSO [Lynn et al., 2018, Tang
et al., 2017] and DE [Wang et al., 2015a].
We proposed an end-to-end prediction framework, called evolutionary model construction
(EMC), to address electricity consumption prediction problem with various auxiliary fac-
tors (i.e., environmental factors and electricity-related factors). The implementation of EMC
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chooses two types of neural network with random weights (NNRW) [Cao et al., 2018], i.e.,
ELM [Duan et al., 2018, Gong et al., 2017, Li et al., 2016a, Rafiei et al., 2018, Song et al.,
2016] and random vector functional link (RVFL) [Ren et al., 2016], as the predictors due to the
super-fast computational ability and highly recognized effectiveness. The main contributions
are summarized as follows:
• The proposed EMC mainly focuses on solving the prediction problem composed of chan-
nel selection, feature extraction, and prediction. Channel selection works on obtaining
the optimal subset of channels of auxiliary factors, following it feature extraction con-
centrates on selecting the optimal subset of feature extraction techniques and respective
time window sizes applied to the selected channels. The constructed features will be fed
into the optimal-configured model via prediction for the best prediction performance.
• By considering the dominant role that channel selection plays and in order to decrease the
search space and improve the search efficiency, a two-step EA is designed for the proposed
EMC to address this complex combinatorial optimization problem. A binary PSO is used
for the first step to perform channel selection while DDMS-PSO with elite-crossover is
proposed to focus on feature extraction and prediction.
The proposed EMC is verified by comparing with the existing methods, such as a multilayer
perceptron (MLP), ELM, SVR [Chang and Lin, 2011], a hierarchical ELM (HELM) [Tang et al.,
2016], gated recurrent units (GRUs) [Cho et al., 2014b] and long short-term memory (LSTM)
[Gers et al., 1999], and several hybrid models which have been successfully applied to energy
consumption prediction with auxiliary factors. The experimental result demonstrated that
EMC has better effectiveness and generalization ability for this prediction task across different
evaluation criteria. By analyzing and discussing the result from the days in one week, time
stamps in one day and month information, the superiority of EMC is further proved.
One of the predictors, i.e., ELM, has been detailed in Section 2.2.2 of Chapter 2. The
background related to the additional techniques used is illustrated in Section 3.2; the related
work is presented in Section 3.3; Section 3.4 describes the framework of the proposed EMC and
Background 40
its implementation; data description, experimental setup, and results are reported in Section
3.5; and conclusions are outlined in Section 3.6.
3.2 Background
3.2.1 Particle Swarm Optimization
PSO is inspired by social behavior of bird flocking or fish schooling, proposed by Kenndy
and Eberhart [1995] in 1995. In PSO, every single solution in the search space is called a
”particle”. All the particles have fitness values evaluated by the function to be optimized. Each
particle’s velocity which determines the direction and the distance of the particle’s movement
is adjusted according to its personal best and the best position achieved so far by the whole
population. Assuming in a d dimensional search space, ps is the population size and the ith
particle in the search space is pi = (p
1
i , p
2
i , ...p
d
i )
T , which represents a potential solution of
the problem. Its personal best position is pbesti = (pbest
1
i , pbest
2
i , ..., pbest
d
i )
T . The velocity
of the ith particle is vi = (v
1
i , v
2
i , ..., v
d
i ). The whole population’s best position is gbest =
(gbest1, gbest2, ..., gbestd)T . The update of velocity and position is as follows:
vi(t+ 1) = iwt · vi(t) + c1 · r1 · (pbesti(t)− pi(t)) + c2 · r2 · (gbest(t)− pi(t))
pi(t+ 1) = pi(t) + vi(t+ 1) (3.1)
where i = 1, 2, ..., ps; vi(t) is the velocity of the i
th particle in tth generation; iwt is an inertia
weight which plays a significant role in balancing the global and local search ability; c1 and c2
are acceleration factors used to represent the weighting of stochastic acceleration terms that
pull each particle towards pbest and gbest.
3.2.2 Random Vector Functional Link Neural Network
RVFL was proposed by Pao and Takefuji [1992]. As illustrated in Fig. 3.2, the weights wi from
the input to the enhancement nodes are randomly generated like ELM, therefore the output of
the ith enhancement node (the number of nodes is N) is f(wTi xj + bi), 1 ≤ j ≤ N, 1 ≤ j ≤M .
Similar with ELM, the structure can approximate to the given output data:
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Figure 3.2: The structures of Random Vector Functional Link Neural Network
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βixi−N = yj , 1 ≤ j ≤M (3.2)
The weights B = (βT1 ,β
T
2 , ...,β
T
N ,β
T
N+1, ...,β
T
N+d1)
T do not only include the connection
between enhancement nodes and output layer, but also include the connection between the
input layer and output layer (shown as Fig. 3.2). With d1 and N nodes from the original
and enhancement nodes respectively, there will be accordingly N + d1 weights (i.e., βi, i =
1, ..., N + d1 values), to be determined. The weights can be achieved by B = H
+Y (H is the
matrix version of the features of all samples from enhancement nodes and input layer) in a
similar way with ELM, improving the training efficiency significantly.
The only task for a specific application using ELM or RVFL is to select a suitable activation
function and set the number of hidden neurons. Compared with the models using gradient
descent, they avoid learning rates, stop criteria and local optima [Zhang et al., 2012], all of
which make them easier to be applied to regression [Ren et al., 2016] or classification [Huang
et al., 2012] problems.
3.3 Related Work
Electricity consumption prediction plays a key role in monitoring and controlling energy us-
age with the aim to save energy. However, it is a non-trivial task because of the electricity
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consumption can be influenced by various factors, valuable features extracted from the forma-
tive factors and a task-orientated model configuration. Constructing an efficient and effective
end-to-end prediction model by considering these subtasks plays a significant role in improving
prediction accuracy.
Channel Selection: Various factors, such as environmental information [Edwards et al.,
2012, Yun et al., 2012], socioeconomic factors [Kavaklioglu, 2011, Voronin and Partanen, 2014]
and operation of appliances [Ahmad et al., 2014, Feng et al., 2015], have been examined in
previous study for improving the electricity prediction accuracy. Some of them are not rele-
vant, causing noise or degradation of the prediction accuracy. Therefore, channel selection is
significantly important for improving prediction performance. Traditional techniques used for
channel selection (i.e., feature selection) include filter and wrapper methods [Chandrashekar
and Sahin, 2014]. The previous mainly focuses on choosing the subset of features based on
the evaluation criterion such as mutual information (MI) [Ahmad et al., 2015, Hu et al., 2015,
Koprinska et al., 2015, Rana et al., 2014], correlation analysis [Koprinska et al., 2015, Kouhi
et al., 2014], conditional mutual information [Li et al., 2016b] etc, while the latter uses the
performance of the prediction model as the evaluation criterion to identify the influential fea-
tures.
An efficient MI is combined with iterative neural network (INN) to perform hourly elec-
tricity load prediction with only historical data [Rana et al., 2014]. The performance of au-
tocorrelation, MI, RReliefF and correlation-based used for exploring the relationship between
the selected lag variables and the target is studied by Koprinska et al. [2015]. Markov order
analysis is used to explore the dependencies between the target response and the past ob-
servations along with environmental factors and time information by Edwards et al. [2012].
Random forest is utilized to evaluate the permutation importance and node impurity to select
useful variables in [Chae et al., 2016], where three different kinds of features are considered,
such as environmental factors (i.e., outdoor dry-bulb temperature, outdoor relative humidity,
rain indicator, wind indicator), time indicator (i.e., day indicator and interval stamp), and
operational condition (i.e., HVAC operation schedule). The environmental factors, such as
temperature, humidity, light and wind speed inside and outside the greenhouse, are applied in
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[Shen et al., 2018], where PSO and GA are used to optimize them.
Feature Extraction: Valuable features in electricity consumption prediction include raw
data, statistical features, features from frequency domain and others. Features from raw data
always involve previously limited time stamps or the stamps which have relationship with the
predicted targets [Ceperic et al., 2013, Jurado et al., 2015, Koprinska et al., 2015, Rana et al.,
2014] and the only parameter is to set the time window size. Statistical features which can
focus on both local and global feature representation, include mean, maximum, minimum and
standard deviation [Fan et al., 2014]. When using statistical features, parameters like time
window size and how many subsegments should be defined in order to summarize features
of each subsegment. For example, in order to predict next hour electricity usage with time
window size T = 24, the statistical features can be extracted by segmenting the sequence into
4 parts and then mean, maximum, minimum and standard deviation will be summarized from
each part, i.e., 0:00 am to 6:00 am, 6:00 am to 12:00 pm, 12:00 pm to 18:00 pm and 18:00 pm
to 24:00 am. The sequence can be split into different segments, representing different features.
Features from frequency domain techniques such as DWT [Fu, 2011, Meng et al., 2011] and
PCA [Li et al., 2015a, Sheikhan and Mohammadi, 2012] need to define the parameters in the
respective approaches, such as the number of decomposition levels in DWT and how many
components there are in PCA.
Features related to the predicted targets are extracted in [Koprinska et al., 2015] with
only historical load data while the previously limited time stamps from historical electricity
data and various factors are used as features to boost the prediction performance in [Song
et al., 2016], both of which consider the time window sizes. Statistical features are performed
by summarizing the statistical trends in different time periods, which have been successfully
applied to daily energy consumption profiles [Fan et al., 2014] by capturing their local features.
DWT as a prevalent multi-resolution method has been used in [Ghofrani et al., 2015, Meng
et al., 2011, Protic´ et al., 2015] because DWT does not only have the ability to extract the rising
trend and periodic waves, but it can also distinguish stochastic behavior [Meng et al., 2011].
Features such as outdoor dry-bulb temperature, solar radiation, humidity ratio, and wind
speed are analyzed with PCA using 4 components in order to decrease the dataset dimension
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[Li et al., 2015a]. By refining the principal component, the first two components are used to
represent the original environmental factors as they account for more than 80 percent of the
contribution.
Predictor Configuration: Various techniques have been proposed to solve electricity
consumption prediction problems, such as autoregressive integrated moving average (ARIMA)
[de Oliveira and Oliveira, 2018], LR, artificial models like ANN [Quan et al., 2014] and SVM
[Kavaklioglu, 2011], deep learning models such as LSTM [Bouktif et al., 2018, Gers et al., 1999]
and GRUs [Cho et al., 2014b]. Moreover, many hybrid prediction models have been developed
to take advantage of single models [Wang et al., 2015a]. Recently, NNRW [Cao et al., 2018],
such as ELM [Song et al., 2016] and RVFL [Ren et al., 2016], have attracted more attention to
addressing time series prediction problems. For almost all predictors, model configuration is
crucial for obtaining good performance. In this case, tuning parameter plays a significant role
in a specific prediction task.
Various hidden neuron settings in ANN are enumerated for achieving the best prediction
performance in [Chae et al., 2016]. Ren et al. [2016] discuss the connection between the input
layer and output layer and the respective bias in RVFL to maximize the prediction accuracy.
A grid search is applied to [Kavaklioglu, 2011] for optimizing the parameters (i.e., , C, and
σ) in −SVR. In [Li et al., 2015a], PSO is used for optimizing the weights and bias in ANN.
Wang et al. [2015a] use an adaptive DE (ADE) to optimize the weights and biases in MLP.
When the terminal condition in ADE arrives, the optimized weights and biases are regarded as
the initial parameters to be further optimized by levenberg-marquart (LM) to search for the
optimal connection weights and biases for better prediction performance exploration.
Evolutionary algorithms have been successfully applied to channel selection (i.e., binary)
[Xue et al., 2016] and parameter settings in the predictor for obtaining the best prediction
performance. For example, GA [Sheikhan and Mohammadi, 2012], PSO and [Hu et al., 2014,
Sheikhan and Mohammadi, 2013] have been used successfully for input selection. DE [Wang
et al., 2015a] and PSO [Song et al., 2016] have been used for the optimal ANN and ELM model
configuration in electricity consumption prediction. Ruiz et al. [2018] propose a GA to optimize
the weight of elman neural networks (ENN) for obtaining the best prediction performance of
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energy consumption forecasting.
3.3.1 Research Gaps
The existing work for electricity consumption prediction is not limited as mentioned. However,
there are several gaps in the existing work. Different time series may require different feature
extraction techniques and time windows because they perform variably on their time trends.
For each selected channel, allocating the suitable feature extraction technique and time window
is of vital importance for improving predictive accuracy. When different feature extraction
techniques and time windows are chosen, the length of the inputs (i.e., features) obtained from
all selected channels fed into the predictor differs, and accordingly, it is difficult to predefine the
architecture of the predictor for a specific prediction task. When considering channel selection,
feature extraction and task-orientated model configuration jointly, the computation burden
increases exponentially with enumeration and none of the existing work addresses all of these
aspects as a whole. EMC is proposed as a promising framework to solve these problems by
considering multiple feature extraction techniques such as DWT, PCA, statistical methods and
piecewise linear approximation (PLA) [Luo et al., 2015] with their intra parameter settings.
3.4 Evolutionary Model Construction for Multivariate Time
Series Prediction
Prediction pipeline definition is presented first to provide the overarching view on what EMC
is particularly designed and tailored for. Subsequently, prediction model formulation, evolu-
tionary model building and the implementation of EMC will be outlined in detail.
3.4.1 Prediction Pipeline Definition
Let D be the multivariate time series (MTS) with length L and D = {x1,x2, ...xdc ,y}, D ∈
RL×(dc+1), where dc represents the number of auxiliary time series and the respective time
sequences are x1,x2, ...xdc . The pipeline of the prediction process illustrated in Fig. 3.1 can
be mathematically defined as Fig. 3.3, where the main operations are detailed as follows.
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Figure 3.3: Prediction pipeline definition: given MTS D ∈ RL×(dc+1), the prediction result yˆ
can be obtained by yˆ = f(D; uc,uf ,up) after performing the operations of CS, FC and PC
• Channel Selection (CS): Given decision variables uc = (u1c , u2c , ..., udcc , 1) in CS, where
the state 1 in uc represents the target time series to be predicted and u
i
c ∈ {0, 1}, i = 1, ..., dc
describes the state of the ith time series, i.e., ’selected’ (1) or ’not selected’ (0), the selected
channels D′ are decided by D′ = CS(D; uc) performed on the raw input data D.
• Feature Extraction (FE): Considering the characteristics of each time series on its time
trend, the selected channels may need different feature extraction methods and time window
sizes to extract the valuable features for the model. Two different types of feature extrac-
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tion techniques are taken into account, i.e., univariate time series (UTS) and MTS feature
extraction techniques. UTS feature extraction is performed on each selected channel along
with the respective feature extraction method and time window size (i.e., different channels
may need different feature extraction methods and time window sizes), then all the extracted
features will be reconstructed as a vector fed into the prediction model. MTS feature ex-
traction techniques can work on matrix (i.e., each column represents one time series) and
concentrate on extracting the features from all the selected channels with the same time
windows. With decision variables uf = (ufe,uutw,uufe, umtw, umfe), the process of feature
extraction is detailed as follows:
- ufe ∈ {0, 1}: decides which type of feature extraction techniques will be selected be-
tween UTS and MTS feature extraction techniques.
- ufe = 1: indicates that MTS feature extraction method is selected, where umfe ∈ Fm
represents MTS feature extraction methods and umtw ∈ Wm is the time window size. In
this case, all selected channels D′ use the same time window size umtw and the features
D′′ can be extracted from D′ with MTS feature extraction method.
- ufe = 0: means that UTS feature extraction method is selected, where correspond-
ing to each time series (u1c , u
2
c , ..., u
dc
c , 1), uutw = (u
1
utw, u
2
utw, ..., u
dc+1
utw ) and uufe =
(u1ufe, u
2
ufe, ..., u
dc+1
ufe ) represent time window sizes of each time series and respective
feature extraction techniques. For ith time series (i = 1, ..., dc), if the state u
i
c = 1
(i.e., ’selected’), its feature extraction method is uiufe ∈ Fi and respective time window
size is uiutw ∈ Wi. Under this situation, the selected channels D′ may have different
feature extraction methods and time window sizes and accordingly the features D′′ can
be extracted from D′ with UTS feature extraction methods.
The decision variable ufe indicates that UTS and MTS feature extraction methods cannot be
used simultaneously. The features D′′ extracted from the selected channels D′ with decision
variables uf = (ufe,uutw,uufe, umtw, umfe) can be obtained via D
′′ = FE(D′; uf ).
• Prediction (PC): With decision variables up = (u1p, u2p, ..., u
dp
p ), u
j
p ∈ P, j = 1, ..., dp for the
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parameters in the predictor, where dp is the number of parameters to be learned, the pre-
diction model can be configured based on the transformation data D′′, i.e., h = PC(D′′,up)
Finally, the predicted yˆ is obtained using yˆ = f(D; uc,uf ,up) via the operations of channel
selection (CS), feature extraction (FE) and prediction (PC) with the model f .
3.4.2 Evolutionary Model Construction
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Figure 3.4: The proposed evolutionary model construction framework
The proposed EMC framework is illustrated in Fig. 3.4, where EMC is composed of predic-
tion pipeline definition, prediction model formulation and evolutionary model building. Pre-
diction pipeline definition refers to Fig. 3.3, where the decision variables uc, uf , and up are
defined. For this prediction task, the main challenge is how to perform the core operations
together and dynamically adjust the rest decision variables when one of them is changed.
Motivated by the challenge, prediction model is formulated to construct the relationship of
uc, uf , and up mathematically for obtaining the optimal solution via argmin g(uc,uf ,up)
(i.e., g(uc,uf ,up) is used to evaluate the quality of uc, uf , and up obtained using the pre-
dicted yˆ = f(D; uc,uf ,up) and the real y). g(uc,uf ,up) is non-differentiable and accordingly,
argmin g(uc,uf ,up) is impossible to be solved by gradient descent in the traditional way.
In order to solve argmin g(uc,uf ,up), evolutionary model is built given its effectiveness on
addressing the problems having the mixed types of decision variables, i.e., discrete and con-
tinuous. The details of prediction model formulation, evolutionary model building and the
implementation of EMC will be depicted.
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3.4.2.1 Prediction Model Formulation
Given the prediction pipeline defined in Fig. 3.3 and the decision variables uc, uf and up, by
using root mean square error (RMSE =
√
1
M
∑M
i=1(yi − yˆi)2) which is a typical evaluation
method to estimate the solution, the prediction model corresponding to channel selection,
feature extraction and prediction can be mathematically formulated as follows:
arg min
uc,uf ,up
g(uc,uf ,up) =
√√√√ 1
M
M∑
i=1
(yi − yˆi)2 (3.3)
yˆ = f(D;h), h = PC(D′′; up), D′′ = FE(D′; uf )
D′ = CS(D; uc), D ∈ RL×(dc+1)
s.t. uLf = [0,WL1 , ...,WLdc+1,FL1 , ...,FLdc+1,WLm,FLm]
uUf = [1,WU1 , ...,WUdc+1,FU1 , ...,FUdc+1,WUm,FUm]
uLp = [PL1 , ...,PLdp ],uUp = [PU1 , ...,PUdp ]
whereWLi , i = 1, ..., dc+1 andWUi are the lower and upper bounds ofWi. Similarly, the lower
and upper bounds of F , Wm, Fm and P are presented in Eq. 3.3. uLf and uLp represent the
lower bounds of uf and up and the respective upper bounds are u
U
f and u
U
p .
In addition to RMSE, another two methods such as mean absolute percentage error (MAPE =
100%
M
∑M
i=1 |yi−yˆiyi |) and mean absolute error (MAE =
∑M
i=1 |yi−yˆi|
M ), are used after the optimal
models obtained to evaluate the error percentage and the value difference between the predicted
yˆ = {yˆ1, yˆ2, ..., yˆM} and the real y = {y1, y2, ..., yM}, where M is the number of samples.
3.4.2.2 Evolutionary Model Building
After formulating the prediction model, the difficulty is to find the optimal (uc,uf ,up) in Eq.
3.3. Given the effectiveness of EA on solving the combinatorial optimization problems, evolu-
tionary model is built based on the decision variables, the objective function (i.e., Eq. 3.3) and
EA parameters. In EA, each solution is updated by evaluating the objective function genera-
tion by generation. When the stopping criterion is satisfied, the optimal solution (uc,uf ,up)
will be obtained.
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Figure 3.5: Dimension structure of the evolutionary model
Each decision variable mathematically described in Fig. 3.3 is corresponding to each
dimension in Fig. 3.5 for each operation. Using EA to perform channel selection, fea-
ture extraction and prediction, the candidate solution (i.e., the position p in Eq. 3.1) will
be encoded to [0, 1] during the evolution. When evaluating each solution, it will be de-
coded into its real range (i.e., binary or integer) to perform the respective operation. Let
p = (pc,pf ,pp),pc = (pc1 , pc2 , ..., pcdc ) be a solution composed of channel selection, feature
extraction and prediction, the procedure for decoding p into uc, uf , up can be mathematically
formulated as Eq. 3.4, Eq. 3.5 and Eq. 3.6.
Channel selection: uic =
 0, if pci < 0.51, otherwise (3.4)
Feature extraction: uf = u
L
f + round(pf · (uUf − uLf )) (3.5)
Prediction (configuration): up = u
L
p + round(pp · (uUp − uLp )) (3.6)
The decision variables for channel selection uic ∈ {0, 1}, i = 1, 2, ..., dc can be obtained via
Eq. 3.4, where ’1’ represents ’selected’ while ’0’ means ’not selected’. As historical electricity
usage mainly reflects the trend, the status for electricity data is always ”1” without selection,
shown as channel selection part in Fig. 3.3 and Fig. 3.5. pf describes the solution for the
decision variables in feature extraction, where the dimension is decided by how many auxiliary
time series there are (e.g., dc = 7 will lead to the dimension of feature extraction part as
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2dc + 5). From pf → uf , the decoding is performed using Eq. 3.5. The parameters in the
prediction are represented with ujp, j = 1, ..., dp, and dp is the number of parameters to be
learned in the model. up is obtained with Eq. 3.6. Each solution p in EA will be decoded to
the respective decision variables and then evaluated via Eq. 3.3.
3.4.2.3 Implementation
ELM and RVFL are chosen as the predictors in the implementation of EMC, where the only
parameter is the number of the hidden neurons and accordingly dp = 1. Although channel
selection, feature extraction, and prediction work jointly, selecting informative channels plays
a dominant role in the prediction. Also, channel selection is binary while feature extraction
for each selected channel has various choices. In order to improve the search efficiency and
decrease the search space, a two-step evolutionary algorithm is designed for EMC, where the
first EA is used for dc dimensional channel selection, while the other one focuses on finding the
suitable feature extraction methods and respective time window sizes applied to the selected
channels, and the number of hidden neurons in ELM or RVFL. Therefore, the dimension for
the second EA will be df = 2dc+5+dp. uf and up will be integrated as: uf = (u
1
f , u
1
f , ..., u
df
f ).
The objective function in Eq. 3.3 can be reformulated as g(uc,uf ).
A binary PSO is applied to EMC as the first EA for channel selection. DDMS-PSO proposed
in Chapter 2, mainly focuses on solving discrete, binary and continuous optimization problems.
In this work, an improved DDMS-PSO is proposed by integrating DDMS-PSO with inter-
crossover to find the optimal solution for feature extraction and model configuration. Each
DDMS-PSO concentrates on obtaining the optimal solution for the selected channels (one
individual) of PSO while inter-crossover (shown as Fig. 3.6) mainly focuses on exchanging the
information between two different DDMS-PSOs in order to improve the learning efficiency.
For ith time series, i = 1, ..., dc + 1, the range of time window sizes is [8, 28] with interval 2
(i.e., time window sizes set {8, 10, ..., 28},Wi = {1, 2, ..., 11}) and therefore the real time window
size can be obtained according to uiutw ∈ Wi (e.g., uiutw = 2 indicates that the selected time
window size for ith time series is 10). Similarly, as the set of feature extraction methods for ith
time series is {mean, minimum, maximum, std, DWT1, DWT2, DWT3, DWT4, PLA1, PLA2,
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PLA3, PLA4}, Fi = {1, 2, ..., 12} denotes the respective feature extraction method. Wm =
{1, 2, ..., 11} and Fm = {1, 2} represents MTS feature extraction methods, i.e., {PCA,DWT}.
P1 = {1, 2, ..., 20} is the number of hidden neurons from 20 to 400 with interval 20. The
flowchart of the algorithm and its pseudocode are presented in Fig. 3.6 and Algorithm. 2,
respectively. The detail of each important component is presented as follows.
Start 
Y
End
(Re-)partition of particles into subswarms
#FEsf <maxFEsf
Evaluation of each particle, 
#FEsf =#FEsf +psc*psf
Evaluation of each newly generated 
lbest,#FEsf =#FEsf +psc*psf
Is #gf any multiple of 
sgpFreq?
Inter-elite crossover
(local best: lbest)
Intra-subswarm learning
(update of particles’ velocities and positions)
DDMS-PSO: initialization of the 
particles’ positions and velocities, #FEs=0
PSO: initialization of particles’ positions 
and velocities, #gc=0
N
Y
N
Y
N
Evaluation of each particle in DDMSPSO, 
#gf =0, #FEsf =0, #FEs=#FEs+psc*psf
#gf =#gf +1
#gc=#gc+1, #FEs=#FEs+#FEsf
#FEs<maxFEs
Update of particles’ 
velocities and positions
Figure 3.6: The flowchart of the proposed two-step evolutionary algorithm
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Algorithm 2: The proposed EMC
Input: psc, psf , #gc, #gf , maxFEs, maxFEsf , sgpFreq, pc, R, #FEs, #FEsf
Output: gbest
1 Step 1) Initialization:
2 Step 1.1) Initialize particles’ positions in PSO Pc = {pc1 ,pc2 , ...,pcpsc }, associate velocities
Vc = {vc1 ,vc2 , ...,vcpsc }, #gc = 0, Pbestc = {pbestc1 , ...,pbestcpsc },pbestci = pci , i = 1, ..., psc
3 Step 1.2) For each i, i = 1, ..., psc in PSO, randomly generate particles’ positions in DDMS-PSO
Pfi = {pfi,1 ,pfi,2 , ...,pfi,psf }, respective velocities Vfi = {vfi,1 ,vfi,2 , ...,vfi,psf } with the
population size psf in the range of [0,1], #FEs = 0, pbestfi,k = pfi,k , k = 1, ..., psf
4 Step 1.3) Evaluate each particle in ith DDMS-PSO with ith particle in PSO, i.e., g(uci ,ufi,k ),
i = 1, ..., psc, k = 1, ..., psf , #gf = 0, #FEsf = 0, #FEs = #FEs + psc ∗ psf
5 Step 2) (Re-)partition of particles into subswarms:
6 Step 2.1) Randomly divide the ith, i = 1, ..., psc DDMS-PSO Pfi into R subswarms as
Pjfi = {p
j
fi,1
,pjfi,2 , ...,p
j
fi,psf /R
}, j = 1, ..., R
7 Step 2.2) Find lbestjfi = p
j
fi,k∗ , j = 1, ..., R, satisfied k
∗ = argk min g(ufi ,u
j
fi,k
), k = 1, ..., psf ,
lbestvaljfi = g(xui ,u
j
fi,k∗ )
8 Step 2.3) Update Pbestfi and pbestvalfi = {pbestvalfi,1 , pbestvalfi,2 , ..., pbestvalfi,psf },
i = 1, ..., psc, pbestvalfi,k = g(uci ,ufi,k ),ufi,k ← pbestfi,kvia Eq. 3.5 and Eq. 3.6, k = 1, ..., psf ,
obtain gbestfi = lbest
j∗
fi
, satisfied j∗ = argj min g(uci ,ujfi), j = 1, 2, ..., R, u
j
fi
← lbestjfi via
Eq. 3.5 and Eq. 3.6, and gbestvalfi = g(uci ,ufi),ufi ← gbestfi
9 Step 2.4) Obtain gbestc = pbestci∗, with satisfying i∗ = argi min g(uci ,ufi), i = 1, 2, ...psc, and
gbestvalc = g(uci∗ ,ufi∗ ),uci∗ ← pci∗ ,ufi∗ ← gbestfi∗ , gbest = [gbestc,gbestfi∗ ] is the global
best by considering PSO and DDMS-PSO and gbestvals is the respective fitness value
10 Step 3) Evolution in DDMS-PSOs:
11 while #FEsf <= maxFEsf do
#gf = #gf + 1
12 for i = 1→ psc do
Step 3.1) Intra-subswarm learning:
Update Vfi and Ufi according to Eq. 3.7 in ith DDMS-PSO, and then update respective
Pbestfi , Lbestfi , pbestvalfi , lbestvalfi , #FEsf = #FEsf + psf
13 end
14 for i = 1→ psc do
Step 3.2) Inter-elite learning:
Inter-elite crossover with Eq. 3.8, then evaluate each newly generated lbestj,newf,i with
g(uci ,u
j,new
fi
),uj,newfi ← lbest
j,new
fi
via Eq. 3.5 and Eq. 3.6, #FEsf = #FEsf + R
15 if g(uci ,u
j,new
fi
) < g(uci ,u
j
fi
) then
lbestjfi = lbest
j,new
fi
16 end
17 end
18 if mod(#gf , sgpFreq) == 0 then
Go to Step 2
19 else
Go to Step 3
20 end
21 end
22 #gc = #gc + 1, #FEs = #FEs + #FEsf
23 Step 4) Evolution in PSO:
24 while #FEs < #maxFEs do
Update of the velocities and positions in PSO with:
Vc = iwt ·Vc + c1 · r1 · (Pbestc −Uc) + c2 · r2 · (gbestc −Uc)
Uc = Uc +Vc
Go to Step 1.3
25 end
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1. Initialization Initialize psc individuals in PSO as Pc = {pc1 ,pc2 , ...,pcpsc}, associate
velocity Vc = {vc1 ,vc2 , ...,vcpsc}, in the range of [0,1] from dc dimensional search space.
For each pci , i = 1, ..., psc in PSO, the individuals in DDMS-PSO are initialized as Pfi =
{pfi,1 ,pfi,2 , ...,pfi,psf }, respective velocities Vfi = {vfi,1 ,vfi,2 , ...,vfi,psf }, in the range
of [0,1] from df dimensional search space, then each individual in DDMS-PSO will be
evaluated by g(uci ,ufi,k), i = 1, 2, ..., psc, k = 1, 2, ..., psf after decoding pci → uci and
pfi,k → ufi,k using Eq. 3.4, Eq. 3.5 and Eq. 3.6.
2. (Re-)partition of particles into subswarms This operation (Fig. 3.6) only happens
in each DDMS-PSO with partition frequency sgpFreq. For ith DDMS-PSO, the whole
swarm is divided into R subswarms randomly and each subswarm has psf/R individu-
als, denoted as Pjfi = {p
j
fi,1
,pjfi,2 , ...,p
j
fi,psf /R
}, j = 1, ..., R (R: the number of groups).
The best position achieved within kth, k = 1, 2, ..., psf individual’s neighborhood in each
subswarm can be obtained by lbestjfi = p
j
fi,k∗
satisfied k∗ = argk min(g(uci ,u
j
fi,k
)), k =
1, ..., psf along with its local best fitness lbestval
j
fi
= g(xui ,u
j
fi,k∗
). Then each subswarm
searches for its best solution according to its historical information and the best solution
obtained so far within its group.
3. Intra-subswarm learning Intra-subswarm learning is operated in each DDMS-PSO
every generation. For each DDMS-PSO, the update of each individual’s velocity and
position is presented as Eq. (3.7):
vfi,k = iwt · vfi,k + c1 · r1 · (pbestfi,k − pfi,k) + c2 · r2 · (lbestjfi − pfi,k)
pfi = pfi + vfi (3.7)
Pbestfi = {pbestfi,1 ,pbestfi,2 , ...,pbestfi,ps2} are the personal best positions for psf
individuals on ith DDMS-PSO. Lbestfi = {lbest1fi , lbest2fi ..., lbestRfi} are the best po-
sitions achieved within ith DDMS-PSO for R different subswarms.
4. Inter-elite learning In order to improve the learning efficiency by exchanging infor-
mation among DDMS-PSOs, crossover will be applied to two different DDMS-PSOs on
Experiments 55
Lbestfi = {lbest1fi , lbest2fi ..., lbestRfi}. For the ith individual in PSO, its optimal solu-
tion in DDMS-PSO is Lbestfi . lbest
j
fi
in ith DDMS-PSO jth subswarm will be randomly
selected to exchange information with one of the Lbestfm ,m = 1, 2, ...psc,m 6= i from
mth DDMS-PSO using arithmetic crossover. The crossover operation is described as Eq.
3.8.
lbestj,newfi = (1− pc) · lbest
j
fi
+ pc · lbestj
′
fm
(3.8)
pc is the crossover rate and lbest
j,new
fi
is newly generated local best. lbestj
′
fm
is one of
Lbestfm with being randomly selected.
3.5 Experiments
In this section, the performance of the proposed EMC will be examined based on the analysis
of the proposed algorithm and in comparison to the state-of-the-art models on a real-world
electricity consumption dataset to verify the following hypotheses:
• The parameters play a significant role in the designed two-step algorithm for the proposed
EMC.
• The proposed EMC outperforms the state-of-the-art models in terms of the testing per-
formance across different evaluation criteria.
• The superiority of EMC is further proved by the analysis of the days in one week, time
stamps in one day and month information on the test samples.
3.5.1 Dataset Description
The whole dataset has three different parts, including historical electricity usage, electricity-
related factors (apparent power and power factor) and environmental factors, among which the
previous two parts are collected from the smart meters of the buildings in the city campus of
RMIT University, Melbourne, with every 2 hours. The environmental information is crawled
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from an online weather station that broadcasts periodic readings from every hour, including
temperature, dew point, humidity, wind speed, and sea level.
The dataset ranges from 21.03.2014 to 18.12.2015 and 18.01.2016 to 19.04.2016. In ad-
dition to the whole dataset, called ”All dataset”, another two datasets are created as ”Holi-
day dataset” and ”Nonholiday dataset” using ”All dataset” according to the RMIT calendar.
There are 8604, 3156 and 5448 samples for ”All dataset”, ”Holiday dataset” and ”Nonholiday
dataset”, respectively. Each dataset is randomly created into training (occupy 2/3) and testing
(occupy 1/3) datasets 3 times.
3.5.2 Experimental Setup
The comparison includes two different parts: the hybrid models and the existing popular
models. The former includes ADE [Wang et al., 2015a], iPSO [Li et al., 2015a] and LMMLP
[Chae et al., 2016], where the models are proposed for energy consumption prediction with
various auxiliary factors and the experimental setups are according to the original paper. For
the popular models, except the time window sizes from 8 to 28 with interval 2, the additional
parameters are detailed in Tab. 3.1.
Table 3.1: Identified parameters for proposed EMC and comparison models
Model name Identified parameters
EMC dc = 7, df = 20, psc = 10, 15, 20, psf = 20, 30, 40, maxFEs = 30000,
maxFEsf = 4500, sgpFreq = 3, R = 3, pc = 0.7, c1 = c2 = 1.49445; r1
and r2 are two uniformly distributed random vectors limited in [0,1]
MLP Number of hidden neurons: 10 to 100 with 10 intervals
ELM Number of hidden neurons: 20 to 400 with interval 20
-SVR Gamma: 2−24 to 215 with interval 23; Cost: 2−10 to 210 with interval 23; kernel
function: RBF
HELM N1: 10 to 300 with interval 30; N2: 10 to 300 with interval 30; N3: 10 to 300
with interval 30
GRUs Number of hidden units: 5 to 100 with interval 5; dropout: 0.2, 0.5, 0.9, 0.99;
learning rate: 0.001, 0.005, 0.01, 0.03, 0.05; batch size: 10, 20, 50, 100, 200
LSTM Number of hidden units: 5 to 100 with interval 5; dropout: 0.2, 0.5, 0.9, 0.99;
learning rate: 0.001, 0.005, 0.01, 0.03, 0.05; batch size: 10, 20, 50, 100, 200
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3.5.3 Results
The parameters in PSO have been comprehensively investigated in many binary and discrete
integer optimization problems. Therefore, the parameters in the proposed two-step EA will be
set as default except for population sizes as there are no studies for the designed algorithm.
The performance of EMC will be explored under different psc in PSO and psf in DDMS-PSO
with ELM and RVFL being as the predictors (i.e., EMCRVFL and EMCELM) across different
evaluation criteria. The best result obtained from EMC for each dataset will be compared
with MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO, LMMLP, and ADE. All results will be
evaluated on average values over 10 runs and Wilcoxon signed-rank test is performed to show
the significant difference. Finally, the prediction performance will be analyzed and discussed
according to the days in one week, time stamps in one day and month information.
3.5.3.1 Comprehensive Evaluation of the Proposed Technique
Tab. 3.2, Tab. 3.3 and Tab. 3.4 report the average RMSE, MAPE and MAE for ”All
dataset”, ”Holiday dataset” and ”Nonholiday dataset” under different population sizes (i.e.,
psc = 10, 15, 20, psf = 20, 30, 40) in PSO and DDMS-PSO, respectively. For all the evaluation
criteria, the lower values mean the higher prediction accuracy. The best result for each criterion
has been labeled bold and the results over 10 runs have been evaluated with statistical test. ∗
denotes that the result has no difference with the best one on statistical test.
Table 3.2: Performance of EMCELM and EMCRVFL on All dataset under different psc and psf
Population sizes
EMCELM EMCRVFL
psf=20 psf=30 psf=40 psf=20 psf=30 psf=40
psc=10
RMSE 47.8121 47.7657 47.8507 47.6131 47.6802 47.7236
MAPE
(×100%) 0.1340 ∗ 0.1343 0.1347 0.1334 0.1335 0.1327
MAE 28.7136 ∗ 28.7183 28.7999 28.6142 28.6055 28.5183
psc=15
RMSE 47.7848 ∗ 47.8760 47.9666 47.6794 47.6281 47.6884
MAPE
(×100%) 0.1342 ∗ 0.1361 0.1350 0.1337 0.1339 0.1339
MAE 28.7236 28.9536 28.8120 28.6132 28.6243 28.6734
psc=20
RMSE 47.7668 ∗ 47.7944 47.9525 47.8056 47.7171 47.6486
MAPE
(×100%) 0.1345 0.1347 0.1338 0.1349 0.1340 0.1336
MAE 28.7116 28.7425 28.6818 28.7757 28.6598 28.6310
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Table 3.3: Performance of EMCELM and EMCRVFL on Holiday dataset under different psc and
psf
Population sizes
EMCELM EMCRVFL
psf=20 psf=30 psf=40 psf=20 psf=30 psf=40
psc=10
RMSE 48.4695 48.3149 48.1730 47.9955 48.0461 48.1463
MAPE
(×100%) 0.1367 0.1351 0.1349 0.1339 ∗ 0.1334 0.1341
MAE 28.1561 28.0504 27.9572 27.7660 27.7791 27.8979
psc=15
RMSE 48.2478 48.2470 48.0660 48.0753 48.0495 48.1530
MAPE
(×100%) 0.1354 0.1373 0.1353 0.1349 0.1340 0.1341
MAE 28.0827 28.2750 28.0023 27.9921 27.8255 27.8543
psc=20
RMSE 48.2016 48.5748 48.2839 48.2711 48.1058 48.2714
MAPE
(×100%) 0.1350 0.1375 0.1357 0.1364 0.1339 0.1352
MAE 28.0331 28.2334 28.0038 28.1307 27.8428 ∗ 28.0130
Table 3.4: Performance of EMCELM and EMCRVFL on Nonholiday dataset under different psc
and psf
Population sizes
EMCELM EMCRVFL
psf=20 psf=30 psf=40 psf=20 psf=30 psf=40
psc=10
RMSE 48.9702 ∗ 49.1082 49.1493 48.9099 48.7495 48.8202
MAPE
(×100%) 0.1378 0.1374 0.1387 0.1379 0.1382 0.1373
MAE 29.8779 29.8511 30.0138 29.9130 29.8903 29.7868
psc=15
RMSE 49.1110 49.1213 49.1959 48.7312 48.7635 48.9377
MAPE
(×100%) 0.1390 0.1386 0.1383 0.1373 0.1372 0.1378
MAE 30.0247 30.0133 29.9963 29.7819 29.7787 29.8408
psc=20
RMSE 48.9188 49.3020 49.4591 48.9190 48.8835 ∗ 48.9639
MAPE
(×100%) 0.1389 0.1400 0.1395 0.1381 0.1369 0.1383
MAE 29.8573 30.1859 30.2365 29.9131 29.7855 29.9212
In Tab. 3.2, psc = 10, psf = 30 leads to the best RMSE performance for EMCELM. The
RMSE under psc = 15, psf = 20 and psc = 20, psf = 20 shows that there is no statistical
difference with the best RMSE. psc = 20, psf = 40 has the lowest MAPE and MAE. However,
the MAPE 0.1340 and 0.1342 obtained by psc = 10, psf = 20 and psc = 15, psf = 20 have the
same statistical significance with 0.1338. Similarly, the MAE obtained by psc = 10, psf = 20
and psc = 15, psf = 20 have no statistical difference with the best one obtained by psc =
20, psf = 40. For EMCRVFL, psc = 10, psf = 20 leads to the best RMSE and psc = 10, psf = 40
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has the best MAPE and MAE.
Tab. 3.3 shows that the best RMSE appears with psc = 20, psf = 20 and psc = 10, psf = 20
lead to the same prediction performance when using statistical testing. psc = 10, psf = 30 leads
to the lowest MAPE and MAE for EMCELM. For EMCRVFL, psc = 10, psf = 20 has the best
RMSE and MAE performance. The result from psc = 10, psf = 30 for MAPE has the same
statistical significance with the best MAPE from psc = 10, psf = 30. When psc = 20, psf = 30,
the MAE result is statistically same with 27.7660 from psc = 10, psf = 20.
The result reported in Tab. 3.4 on ”Nonholiday dataset” indicates that psc = 10, psf = 30
leads to the best MAPE and MAE while psc = 20, psf = 30 has the best RMSE performance
for EMCELM. psc = 10, psf = 20 has the same statistical performance with psc = 20, psf = 30
for RMSE. For EMCRVFL, psc = 15, psf = 20 performs best on RMSE and psc = 15, psf = 30
leads to the lowest MAE. psc = 20, psf = 30 has the best MAPE and the similar RMSE
performance with psc = 15, psf = 20.
In summary, small population size in PSO and DDMS-PSO can lead to the satisfied predic-
tion performance across various evaluation criteria on the studied datasets as the magnitude of
the results on different psc and psf do not have much difference. Moreover, EMCRVFL performs
consistently better than EMCELM, which means that when taking the input features into con-
sideration for the output layer, the overall prediction accuracy can be improved. Furthermore,
we can observe that the overall performance from ”All dataset” is better than using ”Holiday
dataset” and ”Nonholiday dataset” separately. The potential reason is that when aggregating
”Holiday dataset” and ”Nonholiday dataset”, the increased number of samples and information
contribute to the prediction accuracy.
Table 3.5: Performance comparison of EMC with the state-of-the-art models on All dataset
Models MLP ELM SVR HELM GRUs LSTM iPSO LMMLPADE EMC
RMSE 56.7880 56.4911 61.2492 66.2004 54.5054 54.2712 58.1329 58.0184 54.4898 47.7236
MAPE
(×100%) 0.1466 0.1340 0.1364 0.1894 0.1488 0.1479 0.1563 0.1780 0.1391 0.1327
MAE 32.1437 30.4253 32.9652 41.0506 32.1796 31.9257 33.6109 36.2905 30.5426 28.5183
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Table 3.6: Performance comparison of EMC with the state-of-the-art models on Holiday dataset
Models MLP ELM SVR HELM GRUs LSTM iPSO LMMLPADE EMC
RMSE 58.6456 69.4643 70.1417 69.4132 53.9166 53.4079 55.6437 71.9669 53.1872 47.9955
MAPE
(×100%) 0.1746 0.1710 0.1558 0.2014 0.1499 0.1514 0.1570 0.2378 0.1412 0.1339
MAE 34.7315 36.6421 37.8021 42.4802 31.2494 31.2283 32.2843 44.7341 29.5591 27.7660
Table 3.7: Performance comparison of EMC with the state-of-the-art models on Nonholiday
dataset
Models MLP ELM SVR HELM GRUs LSTM iPSO LMMLPADE EMC
RMSE 65.9584 71.2953 62.5305 64.3869 55.4012 55.1806 54.9427 63.6675 55.4610 48.8835
MAPE
(×100%) 0.1731 0.1504 0.1409 0.1838 0.1553 0.1518 0.1392 0.1948 0.1449 0.1369
MAE 37.5231 34.5290 34.1873 40.2341 33.7633 33.4336 30.9517 40.0994 32.0465 29.7855
3.5.3.2 Comparison with State-of-the-art Models
In order to have fair comparison with the state-of-the-art models on RMSE, MAPE and MAE,
we select the results over EMCRVFL under psc = 10, psf = 40, psc = 10, psf = 20 and
psc = 20, psf = 30 for ”All dataset”, ”Holiday dataset” and ”Nonholiday dataset”, respectively.
EMC will be compared with MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO, LMMLP, and
ADE on average RMSE, MAPE and MAE from Tab. 3.5 to Tab. 3.7 for ”All dataset”,
”Holiday dataset” and ”Nonholiday dataset”, respectively. The results reported in Tab. 3.5,
Tab. 3.6 and Tab. 3.7 are the average RMSE, MAPE and MAE performance over 10 runs and
the statistical test has been performed to show the significant superiority of the proposed EMC,
shown as labeled bold. We can see that the proposed EMC does not have better prediction
performance than the hybrid models, it also outperforms the existing popular models, evidenced
by the lower mean values on all these three datasets over each evaluation criterion.
Fig. 3.7, Fig. 3.8 and Fig. 3.9 present the prediction performance with statistical summary
of maximum, minimum, and median over 10 runs obtained by MLP, ELM, SVR, HELM, GRUs,
LSTM, iPSO, LMMLP, ADE, and EMC, where the maximum and minimum values are shown
on the top and bottom of the box while the red line represents the median. For the prediction
models whose standard deviation is 0 with 10 runs, such as SVR, the maximum, minimum, and
median values are the same. From Fig. 3.7, Fig. 3.8 and Fig. 3.9, we can observe that EMC
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Figure 3.7: Box plot of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO, LMMLP, ADE, and
the proposed EMC on All dataset
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Figure 3.8: Box plot of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO, LMMLP, ADE, and
the proposed EMC on Holiday dataset
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Figure 3.9: Box plot of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO, LMMLP, ADE, and
the proposed EMC on Nonholiday dataset
consistently demonstrates better prediction performance evidenced by the smaller variance for
RMSE and MAE on these three datasets. The superiority of MAPE for EMC is verified by
Tab. 3.5, Tab. 3.6 and Tab. 3.7 with the lower mean values and the better distribution in Fig.
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3.7, Fig. 3.8 and Fig. 3.9 over 10 runs.
3.5.3.3 Analysis and Discussion
As ”All dataset” leads the better performance than using ”Holiday dataset” and ”Nonholiday
dataset” separately, we use ”All dataset” to analysis and discuss the prediction performance of
the proposed EMC on the evaluation criteria RMSE, MAPE and MAE according to the days
in one week, time stamps in one day and month information.
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Figure 3.10: Performance comparison of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO,
LMMLP, ADE, and EMC for days in one week on RMSE, MAPE and MAE
Fig. 3.10 summaries the mean prediction performance over 10 runs using RMSE, MAPE
and MAE according to the week information on the test samples. The RMSE and MAE in Fig.
3.10 show that EMC has notably better performance than MLP, ELM, SVR, HELM, GRUs,
LSTM, iPSO, LMMLP, and ADE given its lower prediction error on weekday and weekend.
Comparing the MAPE performance with other models, we can observe that it outperforms on
Monday, Thursday, Friday and Saturday. Even though EMC does not have the consistently
higher accuracy on Tuesday, Wednesday and Sunday, the prediction error is lower than most
of the comparison models on these days.
Fig. 3.11 presents the overall performance of the test samples on each studied time stamps
for one-step-ahead prediction. It reveals that EMC consistently outperforms other models on
almost all explored time stamps for RMSE and MAE. For MAPE, there is no model performing
better than others while our EMC model is in the higher ranking position among all models.
Similarly, Fig. 3.12 exhibits the summarization of the test samples according to the month
information, where the performance of EMC on RMSE and MAE consistently outperforms the
Experiments 63
2 4 6 8 10 12 14 16 18 20 22 24
R
M
SE
30
40
50
60
70
80
90
MLP
ELM
SVR
HELM
GRUs
LSTM
iPSO
LMMLP
ADE
EMC
/hour
2 4 6 8 10 12 14 16 18 20 22 24
M
AP
E(
#
10
0%
)
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
0.24
MLP
ELM
SVR
HELM
GRUs
LSTM
iPSO
LSSVR
ADE
EMC
/hour
2 4 6 8 10 12 14 16 18 20 22 24
M
AE
10
15
20
25
30
35
40
45
50
55
60
MLP
ELM
SVR
HELM
GRUs
LSTM
iPSO
LMMLP
ADE
EMC
/hour
Figure 3.11: Performance comparison of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO,
LMMLP, ADE, and EMC for time stamps in one day on RMSE, MAPE and MAE
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Figure 3.12: Performance comparison of MLP, ELM, SVR, HELM, GRUs, LSTM, iPSO,
LMMLP, ADE, and EMC for different months on RMSE, MAPE and MAE
best of the comparison models on almost all these 12 months while MAPE performs better than
the comparison models on January, March, April, May, Jun and November and the prediction
accuracy is still in the high ranking among these 10 models for other months.
For the days in one week, time stamps in one day and month information, EMC depicts the
consistently higher accuracy on RMSE and MAE in comparison to MLP, ELM, SVR, HELM,
GRUs, LSTM, iPSO, LMMLP and ADE, evidenced by Fig. 3.10, Fig. 3.11, Fig. 3.12 and
the result reported in Tab. 3.5. For MAPE, EMC is always in the higher ranking position
(i.e., No.1 or worse than the best one but better than most of the rest) among the comparison
models and the overall accuracy is higher than the best of the comparison models, verified
by Tab. 3.5. For the performance on different time stamps and months, MLP, ELM, SVR,
HELM, GRUs, LSTM, iPSO, LMMLP, ADE, and EMC show the coherent accuracy trend over
the analyzed evaluation criteria. For days in one week, RMSE, MAPE, and MAE indicate the
similar trend one EMC except for the MAPE performance on Sunday, where the prediction
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accuracy is lower than other days. For the time stamps between 8 am and 18 pm, the prediction
accuracy is lower than other time as this period is working time, which is unstable caused by
the fluctuating daily activities.
3.6 Conclusions
We proposed an end-to-end prediction framework named EMC for addressing electricity con-
sumption prediction problem with various auxiliary time series by considering channel selection,
feature extraction, and prediction jointly. A two-step evolutionary algorithm was designed for
the proposed EMC by choosing ELM and RVFL (i.e., EMCELM and EMCRVFL) as the pre-
dictors, where a binary PSO concentrated on channel selection while DDMS-PSO with elite-
crossover was proposed to focus on selecting feature extraction methods and respective time
window sizes applied to the selected channels, and the number of hidden neurons in ELM
and RVFL. By comprehensively analyzing the proposed model on different population sizes
in PSO and DDMS-PSO, EMCRVFL performs better than EMCELM across several evaluation
criteria. Moreover, in comparison to the state-of-the-art models, the proposed EMC is supe-
rior in addressing electricity consumption prediction problem with MTS. Finally, we analyzed
and discussed the prediction performance according to the days in one week, time stamps in
one day and month information, where the superiority of the proposed EMC has been further
demonstrated. However, as the main contributions in this chapter were to propose a general
end-to-end prediction framework and design a two-step evolutionary algorithm to implement
EMC for one-step-ahead prediction, we did not go depth about the discussion in Section 3.5.3.3,
such as why the accuracy on Monday is lower than other days and why July has the highest
prediction accuracy etc.
Chapter 4
Evolutionary Multi-Objective
Ensemble Learning
In Chapter 3, we have defined the typical MTS prediction pipeline in Section 3.4.1. Since a
single well-configured prediction model could be influenced by various factors, it can hardly
guarantee good generalization and prediction performance across different domains. In this
chapter, given the MTS prediction pipeline defined previously, we propose an evolutionary
multi-objective ensemble learning (EMOEL) technique which uses ELMs as base predictors due
to its highly recognized efficacy. EMOEL employs MOEA to search for the optimal parameters
of the model as well as the optimal features fed into the model subjected to two conflicting
criteria, i.e., accuracy and diversity. It leads to a Pareto front composed of non-dominated
optimal solutions where each solution depicts the number of hidden neurons in the ELM, the
selected channels in the multivariate time series, the selected feature extraction methods and
the selected time windows applied to the selected channels. The optimal solutions in the PF
stand for different end-to-end prediction models which may lead to different prediction results.
To boost ultimate prediction accuracy, the models with respect to these optimal solutions are
linearly combined with combination coefficients being optimized via an evolutionary algorithm.
We evaluate the proposed method in comparison to some existing prediction techniques on a
real-world electricity consumption dataset, which demonstrates the superiority of EMOEL.
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4.1 Introduction
In smart buildings, electricity consumption prediction plays a key role in the energy supply
plan making process with the aim to save energy. However, it is a non-trivial task because
electricity consumption can be influenced by a range of factors such as environmental and
socioeconomic factors [Edwards et al., 2012, Voronin and Partanen, 2014] which should be
properly considered by the prediction model, and meanwhile the prediction model per se may
involve various configurations and parameters to be determined.
In electricity consumption prediction, the auxiliary data (e.g., environmental and socioe-
conomic data) may provide important information in addition to the historical consumption
data. For example, some previous work [Edwards et al., 2012] had leveraged on the environ-
mental factors including temperature, humidity and air pressure to help much improve the
prediction performance. Moreover, the ultimate prediction performance may heavily depend
on the powerfulness of the features extracted from the raw data. Accordingly, choosing ap-
propriate feature extraction methods to apply and determining the optimal parameter settings
(e.g., the time window size) of the selected methods play a significant role [Edwards et al.,
2012, Fan et al., 2014, Meng et al., 2011]. Furthermore, model configurations may significantly
influence prediction performance. For example, different applications usually prefer to differ-
ent parameter settings, and accordingly how to obtain an optimal model configuration for a
specific application has been widely studied [Chang and Lin, 2011, Huang et al., 2006].
To build a good electricity consumption prediction model, we need to decide which channels
in multivariate time series (representing both the consumption data and the auxiliary data)
should be used, which feature extraction techniques should be applied to the selected channels,
the parameter settings of the selected feature extraction techniques (e.g., the time window size)
and the parameter settings of the prediction model. Existing works have addressed some of
these aspects. For example, feature selection techniques have been studied for channel selection
[Song et al., 2016]. Feature extraction methods such as DWT [Meng et al., 2011], PCA [Li et al.,
2015a] and some statistical methods [Fan et al., 2014] have been applied to energy consumption
prediction. In [Hu et al., 2014], the parameters of the prediction model, i.e., support vector
machine, are optimized via an EA to seek the best prediction performance. However, none of
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them has addressed all the aspects as one optimization problem involving both discrete and
continuous decision variables such as method indexes and parameter settings.
EAs, as a family of nature-inspired optimization techniques [Li et al., 2016a, Liang et al.,
2006b, Storn and Price, 1997], is highly competent to solve complex optimization problems
involving the mixed types of decision variables, e.g., continuous and discrete. Therefore, they
provide a potential solution to solve such a problem. In fact, to obtain an optimal prediction
model by using the EA, we may need to consider more than just training accuracy as a single
objective to be optimized. Model complexity, for example, is often regarded as a key factor
related to the generalization performance. Accordingly, we may resort to MOEAs, leading to
multiple non-dominated optimal solutions (models). Instead of selecting the best one among
these models, ensemble learning [Li et al., 2016a, Song et al., 2017] provides an effective way
to establish a robust and accurate model by combing all of these models.
We propose an EMOEL technique with ELMs being used as base predictors due to its
highly-recognized efficacy. The EMOEL employs a powerful multi-objective EA based on de-
composition (MOEA/D) [Zhang and Li, 2007] to search for both the optimal model parameters
and the optimal features to be fed into the model subject to prediction accuracy and model
diversity as two conflicting objectives. The PF eventually obtained by MOEA/D is composed
of non-dominated optimal solutions. Each of them encodes the selected auxiliary factors, the
selected feature extraction methods, the sizes of the time windows, and the number of hidden
neurons in the ELM, and thus corresponds to an end-to-end predictor. All the solutions in the
PF are linearly combined to build an ensemble, where combination coefficients are optimized via
a single-objective DE algorithm. The proposed EMOEL technique can relieve labour-intensive
model tunning and produce more accurate and robust results via the ensemble. Experimen-
tal results on a real-world electricity consumption data set from RMIT University (Australia)
demonstrate the superiority of EMOEL over several other methods in comparison.
The details of ELM has been introduced in Section 2.2.2 of Chapter 2. Section 4.2 describes
the background of this work. The introduction to the related work is introduced in Section
4.3, followed by the details of the proposed method in Section 4.4. Experimental results are
reported and discussed in Section 4.5. Section 4.6 concludes the work in this chapter.
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4.2 Background
4.2.1 Electricity Consumption Prediction
Electricity consumption as the main energy consumed in smart buildings plays a significant
role in energy saving and efficiency. Electricity consumption prediction contributes to effective
building energy management and conservation, building energy control and operation, and
help the manager to better schedule and plan the operations of the supply system, therefore
accurate prediction of electricity consumption in smart buildings is vitally important. However,
as electricity consumption is inevitably affected by various time series data, features extracted
from the auxiliary data and the respective time window sizes selection, and prediction model
configuration. Therefore, constructing an efficient and effective prediction model by considering
all aspects is still a challenge for accurate electricity consumption prediction with various
auxiliary time series data.
4.2.2 Feature Extraction
Features extracted in time series can be categorized into time series features, frequency related
features and statistical features. Time series feature extraction approaches include Piecewise
aggregated approximation (PAA) [Lin et al., 2003], PLA [Luo et al., 2015] etc., extracting local
features by segmenting time windows into different parts. Statistical feature, as a local and
global feature representation, is performed by summarizing the statistics trend in different time
periods, which has been successfully applied in daily energy consumption profiles [Fan et al.,
2014]. DWT and Discrete Fourier transform (DFT) as frequency related features extraction
methods are two popular time series representation in the transformation domain [Fu, 2011].
DWT as a very popular multi-resolution method has been used in [Ghofrani et al., 2015, Meng
et al., 2011] because it does not only have the ability to extract the rising trend and periodic
waves, but it also can distinguish stochastic behavior [Meng et al., 2011]. PLA, statistical
feature extraction and DWT with different coefficients or different number of segments will be
used to extract useful features from historical electricity data and various auxiliary time series.
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4.2.3 Multi-Objective Optimization
For many real-world applications, there are always more than one conflicting objectives to be
optimized simultaneously. Problems like this are called multi-objective optimization problems
(MOPs), defined as follows: Minimize: F(x) = (f1(x), f2(x), ..., fm(x))TSubject to: x ∈ Ω (4.1)
where Ω ⊂ Rn represents the decision space and x = (x1, x2, ..., xn) ∈ Ω is a decision variable
with respect to a solution for a specific MOP. F(x) : Ω → Rm denotes the m-dimensional
objective vector of the solution x.
For a specific MOP, assuming xA and xB are its two solutions, if and only if fi(xA) ≤
fi(xB), ∀i ∈ {1, ...,m} and there is a j ∈ {1, ...,m} satisfied fj(xA) < fj(xB), xA dominates xB
(i.e., xA ≺ xB). A solution x∗ ∈ Ω is called Pareto optimum if there is no other solution that
dominates x∗. The set of all Pareto optimal solutions is called Pareto optimal set (PS) and
Pareto optimal front is defined as the corresponding objective vectors of the solutions in the
PF. Therefore, to solve a MOP is to find its PS.
4.2.4 Differential Evolution
DE was proposed by Storn and Price in 1995 [Storn and Price, 1997]. Its main operations
include initialization, mutation, recombination, and selection. It generates offspring by using
differences of randomly sampled pairs of individual vectors from the population. Its offspring
will compete with their parents inside the population and the winner will be kept as the parents
of the next generation. The population is randomly generated with Eq. 4.2.
pji = Umin + rand(Umax − Umin) (4.2)
where ps is the population size and D is the dimension, i = 1, ..., ps, j = 1, ..., D; Umin and
Umax are lower and upper bounds. rand is a random number with uniform distribution.
For each individual pi, the standard DE can be mutated as:
vi = pr1 + F (pr2 − pr3) (4.3)
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where r1, r2, and r3 are randomly generated series number and they are different from i; F is
mutation factor.
After that, the crossover operation will be performed to generate new individuals with Eq.
4.4:
uji =
 v
j
i if rand
j ≤ CR or j = irand
pji otherwise
(4.4)
where randj is a randomly generated number in the uniform distribution [0, 1]; irand is ran-
domly generated index of the element in [1, D]; CR is crossover rate.
Finally, a greedy search is adopted by DE to select better individuals, as shown in Eq. 4.5.
where f is the fitness function, such as prediction error function.
pi =
 ui if f(ui) < f(pi)pi otherwise (4.5)
4.3 Related Work
Ensemble learning refers to combine the predictions of individual classifiers in order to obtain
more robust prediction. Ensemble learning with an optimal population using population-based
metaheuristics is first proposed in [Yao and Liu, 1998]. After that, multi-objective optimization
is applied to evolve population by maintaining accuracy and diversity simultaneously [Chan-
dra and Yao, 2006]. So far, multi-objective optimization based ensemble learning has been
developed in the area of classification and regression.
Ensemble classification design is to produce a diverse set of classifiers by optimizing certain
conflicting criteria. A popular approach is to optimize neural network-based classifier or predic-
tive accuracy. In [Chandra and Yao, 2006], an algorithm called diverse and accurate ensemble
learning algorithm (DIVACE) is proposed. DIVACE uses the idea from negative correlation
learning (NCL) [Liu and Yao, 1999] and memetic pareto ANN (MPANN) [Abbass, 2003], with
formulating the ensemble learning problem as a multi-objective problem, and aiming to bal-
ance diversity and accuracy to produce an ensemble of neural network classifiers. In [Chen
and Yao, 2010], multi-objective regularized NCL (MRNCL) is proposed with incorporating an
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additional regularization term for the ensemble with optimizing neural network structure for
obtaining the members of the ensemble.
Another popular approach for building MOEAs-based classifier ensemble is to encode a
feature subset and other parameters and use a wrapper method to compute the objective
function with classification accuracy and feature subset size. This idea is to evolve a set of
non-dominated classifiers with respect to the trade-off between accuracy and feature subset
size. In [Oliveira et al., 2003], MLP is used as the wrapper and classification accuracy and
subset feature size are regarded as two objective functions to be optimized. Three classifiers
like decision tree, SVM and MLP have been applied to wrappers and two objective functions
to be optimized are average accuracy of these three classifiers and their consensus accuracy.
For regression problems with multi-objective optimization ensemble learning, the studies
are not as many as classification. NCL framework is extended to a diversity-encouraging error
function to the area of ordinal regression in [Fernandez Navarro et al., 2013]. Multi-objective
optimization is applied to optimize the structure of Recurrent Neural Network and obtain the
members of ensemble learning in PF [Smith and Jin, 2014]. Different selection methods have
been used for pruning the members in Pareto front for the final ensemble learning. However,
this approach is only proposed for univariate time series prediction. It does not solve the
issues involving multiple factors in time series. Multi-objective is applied for remaining useful
life estimation in prognostic with optimizing the structure of deep belief networks in [Zhang
et al., 2017b]. The impact of different time windows as the parameters have been investigated
on the simulated data. However, as far as we know, the literatures on regression problem
using multi-objective optimization based ensemble learning are relatively sparse. EMOEL for
electricity consumption prediction with various auxiliary time series by considering channels
selection, features extraction and time windows settings for different selected channels, and
optimal prediction model configuration is the first work, which can be generally applied to any
real-word multivariate time series prediction.
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4.4 The Proposed Method
4.4.1 Motivations
For this prediction task involving n different time series, m different feature extraction ap-
proaches (assuming different time series probably prefer different feature extraction methods),
t different time window sizes and h different parameter settings for prediction model, there is
not a general model considering them work simultaneously. Also, the existing work correspond-
ing to MTS does not consider the influence of different feature extraction methods assigned
to different time series along with different time windows. Moreover, the combinatorial possi-
bilities will be mth(1 + mt)n, making it difficult to find the optimal combination for the best
prediction performance with greedy search. Motivated by all the mentioned challenges, EA
is applied to perform channels selection of multivariate time series, feature extraction meth-
ods selection and respective time windows selection, and the parameter in prediction model
selection simultaneously.
Furthermore, a single prediction model can hardly promise good performance across dif-
ferent applications in time series domain. Ensemble learning is considered given its good
generalization and strong robustness. As the most important aspect in ensemble learning is
to keep the members’ diversity, multi-objective optimization subject to prediction error and
diversity among individuals as two conflicting objectives will be applied to obtain the mem-
bers for ensemble learning. The last challenge is the combination rule for ensemble learning.
Combination coefficients among the members will be taken into account as it quantifies the con-
tribution of each member. Therefore, EMOEL is proposed for solving electricity consumption
prediction with multiple auxiliary time series data by considering channels selection, feature
extraction methods selection and time windows selection for the selected channels, and predic-
tion model configuration and obtaining the members for ensemble learning subject to accuracy
and diversity.
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4.4.2 Framework
4.4.2.1 Encoding and Decoding in EA
The selection for auxiliary time series has two states, selected (0) and not selected (1). For each
selected auxiliary time series, the feature extraction methods (denoted with indexes 1, 2,...,
m, m is the number of feature extraction methods) and time windows (denoted with indexes
1, 2,..., t, t is the number of time window settings) to be selected for obtaining the optimal
features are all integers. For example, in order to predict next hour electricity usage with time
window T = 24, the statistical features can be extracted by segmenting the sequence into 4
parts and then mean value, maximum value, minimum value, and standard deviation will be
summarized from each part, i.e., 0:00 am to 6:00 am, 6:00 am to 12:00 pm, 12:00 pm to 18:00
pm and 19:00 pm to 24:00 am. The sequence can be split into different segments, representing
different feature extraction methods. Also, the parameters in the prediction model are discrete
values. Here, we integrate the search space of each auxiliary time series selection with respective
feature extraction methods selection, i.e., 0 (not selected), 1, 2,..., m. When using an EA to
address this optimization issue, the solution space is encoded as continuous values between 0
and 1. Every time before evaluating the candidate solution, it will be decoded according to
the real solution space. In this way, the prediction result obtained by each combination of the
selected channels, the selected feature extraction methods and time windows applied to the
selected channels and parameters in prediction model is regarded as a member of ensemble
learning.
4.4.2.2 Objective Functions
Given a training set generated from the optimal features with s different samples, the accuracy
and diversity will be optimized by MOEAs with the following objective functions.
Accuracy: To maximize the average accuracy of an ensemble member on the training set
means to minimize the average prediction error, defined as:
Minimize: Errk =
1
s
s∑
i=1
(pi − pˆik)2 (4.6)
The Proposed Method 74
pi is the real value of ith training sample and pˆik represents the estimated prediction result
obtained by kth predictor for the ith training sample.
Diversity: The second objective is to maximize the diversity (minimize the correlation)
between the outputs of different ensemble members. NCL [Chandra and Yao, 2006] will be
used to define diversity as follows:
Minimize: Divk =
s∑
i=1
(pˆik − pˆi)
M∑
j 6=k,j=1
(pˆij − pˆi) (4.7)
where pˆik and pˆ
i
j represent the outputs of the k
th and jth base predictor for the ith training
sample, respectively. pˆi is the average output of all base predictors on the ith training sample.
4.4.2.3 Combination Rule for Ensemble Learning
Assuming an ensemble with M different members (M different solutions from MOEAs), the en-
semble output is defined as P =
∑M
k=1wkpˆk. The combination coefficients satisfied
∑M
k=1wk =
1 and wk means how much the k
th base predictor pˆk contributes to ensemble output P .
4.4.3 Implementation
4.4.3.1 Multi-Objective Optimization Algorithm
MOEA/D [Zhang and Li, 2007] has achieved great success in the filed of MOPs and has at-
tracted a lot of attention. MOEA/D explicitly decomposes an MOP into M scalar optimization
subproblems. These M subproblems will be addressed simultaneously by involving a popula-
tion of solutions. At each generation, the population is composed of the best solution found
so far for each subproblem. Each subproblem has a uniformly distributed vector as its weight.
By calculating Euclidean distance between two weights, each subproblem will have T closest
neighborhoods. Therefore, the optimal solutions to two neighborhoods will be similar. Each
subproblem will be solved by only using its neighborhoods’ information, which makes it much
more efficient in solving MOP in comparison to other MOEAs. In this task, all the objec-
tives are to be minimized, and the details of MOEA/D integrated with ELM are illustrated in
Algorithm. 3.
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Algorithm 3: MOEA/D integrated with ELM
Input: A MOP with its solution space Ω and F objectives, M (also ps): population size (i.e.
subproblems in MOEA/D), T : neighborhood size, maxFEs1: maximal number of
evaluations in MOEA/D
Output: Pareto front solutions, each solution corresponds to an ensemble member
1 Step 1) Initialization:
2 Step 1.1) Randomly generate an initial population {x1, ...,xM} with uniform distribution in
search space Ω, then for each individual xi, i = 1, ...,M , generate the training dataset i by
decoding each dimension into its real space, #FEs = 0
3 Step 1.2) Evaluate each candidate solution xi, i = 1, ...,M via the i
th generated training
dataset and ith base leaner to obtain its objective fitness Z(xi), #FEs = #FEs+ ps
4 Step 1.3) Randomly generate M uniformly distributed weights {λ1, ..., λM}, where
λi = λ
1, ..., λF with respect to ith individual, its T closest weight vectors {λi1 , ..., λiT } are
obtained to form its neighborhoods B(i) = {i1, ..., iT }
5 Step 1.4) Initial reference point Z∗ = {z1∗ , ..., zF∗}, satisfied zf∗ = min
i={1,...,M}
zf (xi), f = 1, ..., F
6 Step 1.5) Initialize normalization factors Z˜ = {z˜1, ..., z˜f}, satisfied
z˜f = max
i={1,...,M}
|zf (xi)|, f = 1, ..., F
7 Step 2) Evolution:
8 while FEs1 < maxFEs1 do
9 Step 2.1) Adaptive normalization:In the current population, for each individual, apply
adaptive normalization to its fitness on each objective, i.e.,
zf (xi) =
zf (xi)
z˜f
, i = 1, ...,M, f = 1, ..., F
10 for i = 1, ...,M do
11 Step 2.2) Reproduction: Randomly generate two indexes k, l from B(i), and then
generate a new solution i′ from xk and xl by using the DE operator along with a
Gaussian mutation applied under probability of 0.5:
xi′ =
{
xi + 0.5 · (xk − xl) + rnd(0, σ) if rnd(0, σ) ≤ 0.5
xi + 0.5 · (xk − xl) otherwise
Each element in σ is set to one twentieth of the corresponding decision variable’s range
12 Step 2.3) Repairing: Apply a problem-specific repair on the newly generated xi′ to
limit each of its elements in lower (upper) bound
13 Step 2.4) Evaluation: Decode the newly generated xi′ into its real space (i.e., indexes
for feature parameters and parameters in the base learner), generate i′th training dataset
according to the new feature parameters, and evaluate xi′ via i
′th base leaner using
corresponding training dataset and obtain Z(x)i′ , #FEs = #FEs+ 1
14 Step 2.5) Adaptive normalization: Normalize xi′ , i.e.,
zf (xi′) =
zf (xi′ )
z˜f
, i = 1, ...,M, f = 1, ..., F
15 Step 2.6) Replacement: For each is ∈ B(i), if
max
f∈{1,...,F}
λfis · |zf (xi′)− zf
∗ | ≤ max
f∈{1,...,F}
λfis · |zf (xis)− zf
∗ |, set xis = xi′ and
zf (xis) = z
f (xi′)
16 Step 2.7) Update reference point: If zf (xi′) < z
f∗ , set zf
∗
= zf (xi′)
17 end
18 Step 2.8) Update normalization factors: Z˜ = {z˜1, ..., z˜f}, satisfied
z˜f = max
i={1,...,M}
|zf (xi)|, f = 1, ..., F
19 end
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As the objective fitnesses have different magnitudes, where some magnitudes are much
larger than others. In order to overcome the problems caused by undesirable bias during the
search direction, we apply adaptive normalization for each of the objective fitness zf , f =
1, ..., F (F is the number of objectives and F=2 in this task) as follows:
zf (x) =
zf (x)
z˜f
(4.8)
where z˜f is the normalization factor updated at beginning of every generation, obtained by
z˜f = max
i={1,...,M}
|zf (xi)|.
4.4.3.2 Combination Coefficients Optimization
Each obtained solution from MOEA/D with ELM corresponding to the combination of selected
channels, the selected feature extraction methods and respective time windows applied to
the selected channels, and the number of hidden neurons in ELM in the final population
of MOEA/D, will be combined by combination coefficients to form the ensemble learning.
The coefficients (summed to 1) will be optimized by a single-objective DE using MSE from
ensemble learning as the objective function. The combination coefficients optimization with
DE is presented in Algorithm. 4.
4.5 Experiments
4.5.1 Data Description
The data includes historical electricity data, two electricity-related factors (apparent power
and power factor) and environmental factors (temperature, dew point, humanity, wind speed,
sea level). The previous two parts are collected from the smart meters of the buildings in the
city campus of RMIT University, Melbourne, with 15-minutes to 1-day. The environmental
factors are crawled from an online weather station that broadcasts periodic readings from every
20-minutes to 1-hour.
The dataset is from 21 March 2014 to 18 December 2015 and 18 January 2016 to 19 April
2016, as the building is shut down during 19 December 2015 and 17 January 2016, with 12
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Algorithm 4: Combination coefficients optimization with DE
Input: A SOO with its solution space Ω; ps1: population size in DE (30); F : mutation factor
(0.5); CR: crossover rate (0.5); maxFEs2: maximal number of evaluations in DE (3e4);
dimension: ps+ 1
Output: Optimized coefficients pi∗ , i
∗ = argi max f(p
′
i), i = 1, ..., ps1
1 Step 1) Initialization: Randomly generate an initial population with ps2 individuals
{p1, ...,pps1} using Eq. 4.2, #FEs2 = 0
2 Step 2) Evaluation: Normalize each individual pi, i = 1, ..., ps1 as p
′
i =
pi∑D2
j=1 p
j
i
and using p′i
to valuate each individual pi to obtain its objective fitness f(p
′
i), #FEs2 = #FEs2 + ps1
3 Step 3) Evolution:
4 while #FEs2 < maxFEs2 do
5 for i = 1, ..., ps1 do
6 Step 3.1) Mutation: Randomly generate number r1, r2, r3 different from i and
perform mutation with Eq. 4.3
7 Step 3.2) Crossover: Crossover operation using Eq. 4.4 to generate new individual ui
8 Step 3.3) Evaluation: Normalize ui as u
′
i =
ui∑D2
j=1 u
j
i
and evaluate ui with f(u
′
i),
#FEs2 = #FEs2 + 1
9 Step 3.4) Selection: By comparing f(u′i) and f(p
′
i) with Eq. 4.5 to decide which one
of ui and pi to be kept as the parent in the next generation
10 end
11 end
points in one day and normalized to [0.15, 1] except for the prediction targets in the training
and testing sets. The dataset is sampled according to different time windows (8 to 28 with an
interval of 2) for one-step-ahead prediction. Here, we mainly focus on prediction on ’Holidays’
according to the RMIT calendar. There are 3180 samples in total, which will be randomly
created into training (occupy 2/3) and testing (occupy 1/3) datasets 3 times.
4.5.2 Experimental Setup
In the proposed EMOEL model, as a large neighborhood will cause the same solutions for
all neighborhoods for this prediction task, we set neighborhood size T = 5. Population sizes
are ps1 = 50, 80, 100, 120 in MOEA/D and ps2 = 50, 100, 120 in DE. Dimension is D2 =
ps1 in DE. With feature extraction, each dimension in MOEA/D is described as: d1˜d7 ∈
[0, 10] are channel selection and respective feature extraction methods selection; d8 ∈ [1, 10] is
feature extraction method selection for electricity data; d9˜d16 ∈ [1, 11] represent time windows
selection applied to the selected channels and electricity data; dD1 ∈ [20, 400] with intervals
20 is the number of hidden neurons in ELM and D1 = 17. Without feature extraction, each
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dimension in MOEA/D is described as: d1˜d7 ∈ {0, 1} are channel selection; d8˜d14 ∈ [1, 11]
represent time windows selection applied to the selected channels; d15 ∈ [1, 11] is time window
selection for electricity data; dD1 ∈ [20, 400] with intervals 20 is the number of hidden neurons
in ELM and D1 = 16. maxFEs1 = 120000 and maxFEs2 = 200000 in MOEA/D and DE,
respectively.
We first investigate the performance of EMOEL between with feature extraction and with-
out feature extraction. Then EMOEL will be compared with several state-of-the-art models.
MLP with three layers will be compared, where the number of hidden neurons is set from 10
to 100 with 10 intervals. ELM with different number of hidden neurons (from 20 to 400 with
interval 10) will be compared. -SVR model is implemented using the LibSVM library [Chang
and Lin, 2011] and using the same parameters setting with [Song et al., 2016]. H-ELM, pro-
posed in [Tang et al., 2016], has unsupervised and supervised stages, where the unsupervised
stage focuses on feature extraction and supervised stage aims for classification or regression. A
slightly more dramatic variation on the LSTM is the GRUs [Cho et al., 2014b]. The parameters
in H-ELM and GRUs are tuned according to [Song et al., 2017]. Moreover, an ensemble model
which uses 8 different DWTs and ELMs (the number of hidden neurons change from 20 to 400
with interval 10) to generate multiple members, then partial least square regression (PLSR)
will be used for ensemble prediction [Li et al., 2016a]. Here, all comparison models will be
tested on electricity data with and without auxiliary time series and the best performance for
each model will be selected except for GRUs and PLSR. The data for PLSR is processed in
the same way with the original paper [Li et al., 2016a]. All results will be evaluated on average
values based on 10 runs and Wilcoxon signed-rank test is performed to show the significant
difference.
4.5.3 Results
The proposed EMOEL with (W) and without (WO) feature extraction will be compared under
different population sizes in MOEA/D and DE, where MOEA/D focuses on obtaining the PF
for balancing objectives corresponding to prediction error and negative correlation and a single-
objective DE is applied to optimize combination coefficients for combining the members in PF.
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Then the procedure from performing Pareto front to coefficients optimization with DE will be
presented. Finally, the results from the proposed EMOELW and EMOELWO will be compared
with several state-of-the-art models.
Table 4.1: Performance comparison of EMOELW and EMOELWO under different population
sizes in MOEA/D and DE, represented with ps1 and ps2, respectively
Population size
MSE (Mean)
EMOELW EMOELWO
ps1=50
PFBest 1517.4679 1931.9540
ps2=50 1094.9611 1282.8072
ps2=100 1094.9611 1282.8075
ps3=150 1094.9618 1282.8046
ps1=80
PFBest 1224.0288 1892.2791
ps2=50 849.2124 1248.3400
ps2=100 849.2117 1248.3400
ps3=150 849.1552 1248.3356
ps1=100
PFBest 1078.7979 1882.9249
ps2=50 694.0135 1237.4441
ps2=100 694.0012 1237.4341
ps3=150 694.3698 1237.5032
ps1=120
PFBest 1235.1595 1845.0009
ps2=50 816.6883 1194.4143
ps2=100 816.6599 1194.3667
ps2=150 816.9114 1194.4779
4.5.3.1 Comparison between EMOELW and EMOELWO
The results will be reported with the best single prediction result from Pareto front (denoted
as PFBest) and the ensemble performance with different population sizes in MOEA/D and DE
from the view of with and without feature extraction. EMOELW and EMOELWO represent
prediction results with and without feature extraction, respectively. ps1 is the population size in
MOEA/D and ps2 is the population size in DE for optimizing the weights for ensemble learning.
The result comparison will be performed with Wilcoxon signed-rank test for EMOELW and
EMOELWO and labeled bold to show the significantly better.
Tab. 4.1 presents the performance of the proposed EMOEL with and without feature
extraction under different population sizes in MOEA/D and DE. Comparing EMOELW to
EMOELWO under PFBest (which has a large negative correlation in PF) with different ps1, the
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prediction accuracy with feature extraction is better than without feature extraction whenever
ps1 =50, 80, 100, 120. Moreover, when comparing the ensemble prediction results between
EMOELW and EMOELWO under the same ps1, the prediction accuracy will improve signifi-
cantly after using feature extraction. Also, ps1=100 will lead to the best prediction performance
for single prediction in PF with PFBest=1078.7979. Therefore, multiple feature extraction ap-
proaches allocation for different selected auxiliary time series will further improve prediction
accuracy by comparing the results of EMOELW and EMOELWO under each combination of
ps1 and ps2 setting. Moreover, the result obtained demonstrates that the proposed EMOEL
will improve the prediction accuracy significantly in comparison to the single predictor.
Table 4.2: Performance comparison of the proposed EMOEL under different population sizes
in MOEA/D and DE (ps1 and ps2, respectively) with feature extraction
ps1
ps2 MSE (Mean)
50 100 150
50 1094.9611 1094.9611 1094.9618
80 849.2124 849.2117 849.1552
100 694.0135 694.0012 694.3698
120 816.6883 816.6599 816.9114
Tab. 4.2 further shows the comparison of the ensemble performance under different ps1 and
ps2 using the statistical test. When ps1=100, the ensemble learning performance is better for
all ps2 settings. Even though the performance on ps2=50, 100, 150 are very similar, the result
from ps2=100 is statistically better than ps2=50 and 150. Therefore, the population sizes
in MOEA/D and DE are sensitive and will actually influence the performance of ensemble
learning prediction accuracy. When ps1=100 and ps2=100, the ensemble learning performance
reaches the best.
4.5.3.2 Ensemble Learning inside Implementation
Fig. 4.1a in Fig. 4.1 shows the obtained PF (ps1=100) with presenting the relationship between
prediction error (MSE) and negative correlation after normalization. It can be seen that MSE
in the range of [0.1, 0.4] is empty, where we have demonstrated that few solutions distribute
for this real-world application and will be dominated by other solutions. In Tab. 4.2, ps1=100
and ps2=100 lead to the best ensemble learning performance, therefore Fig. 4.1b in Fig. 4.1
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Figure 4.1: (a) The eventually evolved PF with correlation and MSE: the population size in
MOEA/D is 100 and neighborhood is 5; (b) Accumulated combination coefficients for each
individual in the PF: the population size in DE is 100
presents the accumulated coefficients with an increasing trend until 1 under ps2=100. The
accumulated combination coefficients in Fig. 4.1b from 0 to 1 are corresponding to the single
prediction performance MSE from 1 to 0 (after normalization) in PF. Overall, Fig. 4.1 shows
that the members distributed in lower prediction error contribute most to the final ensemble
prediction.
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Table 4.3: Performance of EMOELW and EMOELWO in comparison to ELM-PLSR, GRUs,
HELM, ELM, SVR and MLP
Models MSE (Mean)
EMOELW 694.0012
EMOELWO 1194.3667
ELM-PLSR 2437.4601
GRUs 2666.5130
HELM 2553.1666
ELM 2694.4811
SVR 2633.5430
MLP 3012.4197
4.5.3.3 Comparison with State-of-the-art Models
The proposed EMOEL will be compared with several state-of-the-art models, such as ELM-
PLSR, GRUs, HELM, ELM, SVR and MLP, with the mean value presented in Tab. 4.3, among
which ELM-PLSR is an ensemble approach designed for electricity consumption prediction
with different coefficients of DWT and ELM. EMOELW and EMOELWO are the ensemble
learning performance with and without feature extraction, respectively. By comparing the
results with statistical test, the proposed EMOEL outperforms the comparison models and
shows the superior in solving the electricity consumption prediction with various auxiliary
time series.
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Figure 4.2: MSE statistical summary for EMOELW, EMOELWO, ELM-PLSR, GRUs, HELM,
ELM, SVR and MLP
Fig. 4.2 presents prediction performance with statistical summary of maximal, minimal
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and median values. The Standard deviation for EMOELW, EMOELWO and SVR are 0 on
their 10 runs. Fig. 4.2 further identifies the superior of EMOEL on solving this prediction task
by comparing to the performance of LM-PLSR, GRUs, HELM, ELM, SVR and MLP.
4.6 Conclusions
We proposed an EMOEL technique for solving electricity consumption prediction problems by
considering both the consumption data and the auxiliary data (i.e., environmental information
and electricity-related information) in the form of MTS. MOEA/D was used to search for op-
timal configurations in terms of the channels to be used, the feature extraction methods to be
applied to the selected channels, the time window sizes to be used by the feature extraction
methods and the number of hidden neurons in the ELM subject to prediction accuracy and
model diversity as two conflicting objectives. The finally obtained Pareto optimal solutions
were combined to produce the ensemble prediction, where combination coefficients were opti-
mized via a single-objective DE algorithm. In comparison to several state-of-the-art methods,
the proposed EMOEL technique demonstrated its superiority.
Chapter 5
Multi-Resolution Selective
Ensemble Learning
Different from Chapter 2, 3 and 4, where auxiliary factors were applied, this chapter mainly
focuses on a single time series. We propose a multi-resolution selective ensemble ELM (MRSE-
ELM) method for time-series prediction with the application to the next-step and next-day
electricity consumption prediction. Specifically, at the current time stamp, the preceding
time-series data is sampled at different time intervals (i.e. resolutions) to constitute the time
windows used for the prediction. The value at each sampled point can be certain statistics
calculated from its associated time interval. At each resolution, multiple ELMs with different
numbers of hidden neurons are first trained. Then, sequential forward selection and least square
regression are used to select an optimal set of trained ELMs to constitute the final ensemble
model. The experimental results demonstrate that the proposed MRSE-ELM outperforms
the best single ELM model across all resolutions. In comparison to three state-of-the-art
prediction models, MRSE-ELM shows its superiority on the next-step and next-day electricity
consumption prediction tasks.
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5.1 Introduction
A rapid increase in world energy use has caused issues of supply difficulties, exhaustion of
energy resources and adverse environmental impacts. The prediction of electricity consumption
in buildings has followings benefits: it helps to improve energy monitoring and use in buildings;
it plays a significant role in improving electricity performance, with the aim of achieving energy
consumption conservation and reducing environmental impact [Foucquier et al., 2013]; it can
play a vital role in decision-making and future planning that rely on prediction accuracy; and it
is an indispensable part of easing the conflict between supply and demand based on the analysis
of existing electricity usage [Suganthi and Samuel, 2012, Yalcintas and Akkurt, 2005, Zhao and
Magoule`s, 2012]. Therefore, the reliable prediction of electricity consumption is important and
requires more attention.
It has been shown that ensemble models have greater accuracy and robustness in compar-
ison to single models. Several ensemble approaches have been developed for load/electricity
prediction [Abdel-Aal, 2005, De Felice and Yao, 2011, Li et al., 2016a, Taylor and Buizza, 2002,
Zhang et al., 2013]. Among all these approaches, simple averaging is usually used for com-
bining single predictors [Abdel-Aal, 2005]. Generating useful instances for ensemble learning
is of significant importance for improving prediction accuracy. In addition, in practice some
predictors in the ensemble are better than others, therefore the ensemble output should select
the individual outputs to generate the best prediction performance.
We aim to predict next-step and next-day electricity usage in a university building. The
data is at 15-minutes to 1-day intervals collected from the smart meter in building 80 in the
city campus of RMIT University, Melbourne. Temporal resolutions such as wavelet transform
[Li et al., 2016a], usually needs to be decided a priori, whereas in here it does not need to. Here,
at the current time stamp, the preceding time-series data is sampled at different resolutions
to constitute the time windows used for the prediction. The value at each sampled point can
be certain statistics calculated from its associated time interval. Then the instances for each
resolution are generated with different hidden neuron settings of ELM. Finally, SFS [Chan-
drashekar and Sahin, 2014, Gheyas and Smith, 2010, Reunanen, 2003, Vergara and Este´vez,
2014] and LS is proposed to perform selective ensemble (SE) to obtain the optimal subset of
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instances for improving prediction performance of next-step and next-day electricity consump-
tion. Therefore, the main contributions of the designed MRSE-ELM are as follows:
• A new multi-resolution mechanism is proposed as the combination of different resolutions
will capture more time information for improving prediction performance;
• Selective ensemble based on SFS and LS is proposed to obtain the optimal subset of
instances which can lead to the best prediction performance;
• MRSE-ELM is compared with three state-of-the-art prediction models and shows its
superiority on our prediction problems.
In this chapter, the studied time series is raw univariate time series. The background and
the relevant predictor used for this work have been introduced in Section 2.2 of Chapter 2.
The proposed MRSE-ELM is introduced in Section 5.2. Section 5.3 mainly focuses on data
description, experimental settings, and related results. Conclusions are presented in Section
5.4.
5.2 Multi-Resolution Selective Ensemble Extreme Learning
Machine
5.2.1 Instances Generation Based on Multi-Resolution and Extreme
Learning Machines
The general framework of the proposed MRSE-ELM will be introduced in detail here. Fig. 5.1
describes the training procedure of the selective ensemble prediction based on multi-resolution
and multiple ELMs. The total training data D is split into D1 to Dk, which is used for cross-
validation in order to train the model, with k being the number of folders. In Fig. 5.1, the
construction of multi-resolution is illustrated in detail.
Multiple resolutions are constituted of different time intervals. At the current time stamp,
the preceding time-series data is sampled at different resolutions, denoted as ri, i = 1, 2, ...n.
r1 is the minimal time interval and n is the number of resolutions. The potential relationship
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Figure 5.1: The training procedure of multi-resolution selective ensemble extreme learning
machine
between r1 and ri is: ri = ir1. For example, for the current resolution at the current time
t, the previous time stamp t − ri means that there are i minimal time intervals between two
joint time intervals. The value at t− ri is the mean value from t− ir1 to t− r1. By using this
approach, multiple resolutions are constructed for next-step prediction using minimal interval.
The daily electricity consumption is represented by the sum of all minimal intervals in one day
and the multiple resolutions are constructed similarly with next-step prediction.
As ELM is the basic prediction model, the only parameter in ELM is the number of hidden
neuron settings. With respect to each resolution, there are m different hidden neuron settings
in ELM. Therefore, with n resolutions, there will be m · n instances generated with ELM, as
seen in the instances generation in Fig. 5.1.
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5.2.2 Selective Least Square Regression
For a single ELM, the last hidden layer output matrix H and output Y can be perfectly
approximated through HB = Y, which is actually the procedure of LS. Therefore, the output
weight B can be calculated from B = H+Y.
From Fig. 5.1, it can be seen there are m · n different ELMs, all of which have the same
output Y, along with m · n different predictors. The respective output weight matrix in the
instances generation in Fig. 5.1 is Bl = Hl+Y, l = 1, ...,m · n and the predicted outputs of
each ELM is Yˆ
l
= HlBl, where Yˆ
l
is the predicted value for each of the ELM corresponding
to the real value Y.
If all instances generated are used for ensemble learning, it will cause overfitting, therefore
selecting useful instances is important for efficient ensemble prediction. Here, SFS [Reunanen,
2003] starts with an empty set, and the addition of one feature with the best performance for
each iteration will be applied to select the optimal subset of useful instances.
Least Square based selective ensemble is presented as:
HfinalBfinal = Y (5.1)
where Hfinal = (Y
1, ...,YN ), N 6 mn and N is the number of selected instances, and Bfinal
is the final output matrix, Bfinal = H
+
finalY.
5.3 Experiments
5.3.1 Data Description
As the data is collected at different time intervals, we focus on predicting the next interval,
which is the minimal interval, and the next day, which is the maximal interval. Here we
define the minimal time interval (15 minutes) as interval electricity data while the maximal
interval (one day, 96 minimal intervals) is called daily electricity data. The dataset for interval
electricity is from 01 March 2017 to 31 May 2017 with 8352 samples. Daily electricity data is
from 01 January 2013 to 31 May 2017 with 1573 samples at the maximal time interval of 24
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hours. Both are normalized to [0.15, 1] except for the prediction targets in the training (70%)
and testing (30%) sets.
The time window for interval electricity data is set at 48 steps for purpose of symmetry,
even for different resolutions. The number of resolutions is set at 10. For daily data, the
window size is set at 7 days for 7 different resolutions with the lengths of 7, 14, 21, 28, 42, 56
and 84 respectively. During the process of training, the training dataset is split into 5 folders
in order to adjust the parameters. Once the parameters leading to the best performance have
been found, the performance will be evaluated on the testing dataset by RMSE.
5.3.2 Experimental Setup
Three state-of-the-art regression models are compared: SVR, H-ELM [Tang et al., 2016] and
GRUs [Cho et al., 2014a]. There are two different kinds of SVRs, called -SVR model and
nu-SVR model. -SVR model is implemented using the LibSVM library [Chang and Lin, 2011]
for SVR. H-ELM, proposed by Tang et al. [Tang et al., 2016], has unsupervised and supervised
stages, where unsupervised stage focuses on feature extraction and supervised stage aims for
classification or regression. GRUs is a simpler variant of LSTM [Hochreiter and Schmidhuber,
1997]. GRUs can be used to learn long term dependencies, similar to LSTM. The parameters
for the proposed model and comparison models are presented as:
• ELM (RBF): Number of Hidden Neurons (100-500 with interval 100 for interval data
and 50-500 with interval 50 for daily data)
• -SVR (RBF): C (Cost, 2−5 1 25 210 215);  (0.01 0.03 0.05 0.1 0.15 0.2)
• H-ELM: Number of Hidden Neurons (10-300 with interval 20 for three different hidden
layers, two for unsupervised stage and one for supervised stage); C (regularized least
square calculation, 10−10 to 1010 with interval 102)
• GRUs: Number of Hidden Neurons (1 to 10 with interval 1)
5.3.3 Results
In this experiment, there are two subproblems to be addressed:
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• How can it be proven that selective ensemble will improve prediction performance?
• How does the performance of MRSE-ELM compare with state-of-the-art models?
5.3.3.1 Result for Subproblem 1
Since there are 5 and 10 different hidden neuron settings, with 10 and 7 different resolutions
for interval and daily electricity data respectively, there are 50 and 70 instances generated from
ELM on each dataset. Fig. 5.2 shows the best training performance at each resolution without
ensemble learning on two different datasets for different models.
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Figure 5.2: The performance of multiple resolutions under ELM, H-ELM, -SVR and GRUs
on interval and daily datasets, respectively
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Figure 5.3: The performance of MRSE-ELM on interval and daily datasets, respectively
Fig. 5.3a and Fig. 5.3b show the dynamic change of the number of selected instancesN used
for ensemble learning with respect to the interval and daily electricity data (previous 50 shown
because of the increasing trend) respectively. N = 1 represents only one instance selected
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Table 5.1: RMSE testing performance on interval and daily datasets
Datasets
Models
MRSE-ELM H-ELM -SVR GRUs
Interval
data
Mean
(std)
1.0021
(0.0063)
1.6411
(0.0982)
1.1025
(0)
1.3056
(0.0835)
h - 1 1 1
Daily
data
Mean
(std)
385.5006
(4.5142)
428.0085
(5.8491)
411.9080
(0)
534.5920
(26.1012)
h - 1 1 1
and there is no ensemble learning. Further, N = 1 is the best one among all the generated
instances. When the selected instances N is more than 1, the performance will improve until
the prediction accuracy reaches the best level, which is labeled by red circle (N = 19 and
N = 4, for interval and daily data respectively). Then the performance will decrease with
more instances selected, which can be seen from Fig. 5.3a and Fig. 5.3b. Therefore, Fig. 5.3
does not only illustrate that the proposed selective ensemble performs better than the single
best, but also shows when the selective ensemble will reach the best performance for different
datasets.
5.3.3.2 Result for Subproblem 2
The comparison experiment for MRSE-ELM is based on the optimal subset (N = 19 and N =
4) of generated instances for selective ensemble in Fig. 5.3 for both interval data and daily data.
The result presented was achieved by the best parameter settings after adjustment. Tab. 5.1
presents the results of two different prediction tasks using MRSE-ELM and comparison models.
All the results presented are mean and standard deviation values with 10 runs. Wilcoxon rank
sum test is used to evaluate the differences between MRSE-ELM and comparison models. The
returned result 1 indicates a rejection of the null hypothesis, while 0 indicates a failure to reject
the null hypothesis at the 5% significance level.
The result in Tab. 5.1 shows the performance of MRSE-ELM and comparison models. The
proposed MRSE-ELM outperforms the comparison prediction models on average values 1.0021
and 385.5006 (labeled bold) for next-step and next-day prediction respectively. Moreover,
compared the statistical performance with the state-of-the-art prediction models H-ELM, -
SVR and GRUs, MRSE-ELM shows superiority because of ’h = 1’ for all comparison models.
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5.4 Conclusions
We proposed aMRSE-ELM for time-series prediction with the application to next-step and
next-day electricity consumption. Firstly, the optimal subset of instances used for ensemble
prediction was analyzed on the training data for the interval and daily data. After that, the
performance of MRSE-ELM was evaluated by the testing datasets with the selected instances
and compared with the state-of-the-art models H-ELM, SVR, and GRUs. The experimental
result does not only demonstrate that the proposed MRSE-ELM performs better than the best
single ELM, but also show its superiority on improving prediction accuracy in comparison to
the state-of-the-art models. The proposed multi-resolution selective ensemble mechanism is
not limited in being applied with ELM.
Chapter 6
Evolutionary Ensemble Learning
Given the typical MTS prediction pipeline defined in Chapter 3, Chapter 4 built EMOEL
to search for a set of models to be combined for higher prediction accuracy. In Chapter 5,
multiple-resolution construction is proposed. In this chapter, multi-resolution construction is
embedded in the target variable, i.e., the time series to be predicted. Instead of combining
the models from one PF, we propose a novel evolutionary ensemble learning (EEL) framework,
where the ensemble is operated on multiple PFs, and accordingly, the good solutions in each PF
can be preserved. The PFs are merged to generate a CPF after removing the same solutions in
PFs. To implement EEL, an MOEA is employed to search for the optimal solutions (models)
composed of all three parts subjected to prediction accuracy and model diversity. EEL chooses
neural network with random weights as the base learner to evaluate each model given its super-
fast computational ability. Fast non-dominated sort is used to sort the CPF into different
levels of NDFs. SFS and SBS are chosen to exploit the optimal subset of level-accumulated
NDF to be combined by least square for the best ensemble accuracy. EEL is comprehensively
evaluated and compared with some state-of-the-art techniques on two real-world MTS datasets:
electricity consumption and air quality. The superiority of the proposed EEL is demonstrated
by the experimental results.
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6.1 Introduction
Nowadays, the time series derived from complex systems generally compose of multiple vari-
ables (i.e., MTS), which involve more useful information than in univariate time series. MTS
prediction plays a significant role in many practical data mining applications, such as finance,
energy supply, and medical care etc [De Gooijer and Hyndman, 2006]. Over the years, vari-
ous prediction models have been developed to obtain robust and accurate prediction [Adhikari,
2015, Chandra, 2015, Jahandari et al., 2018, Sun et al., 2017, Wu and Lee, 2015, Yazdanbakhsh
and Dick, 2017]. To improve prediction accuracy, it is necessary to select the informative chan-
nels of MTS [Song et al., 2016]. In addition, it is fundamentally important to choose suitable
feature extractors to extract the valuable features [Wang and Han, 2014a, 2015] embedded in
the selected channels. The extracted features are reconstructed as a vector fed to the task-
oriented prediction model by choosing suitable parameters [Hu et al., 2014]. Therefore, given
the input data and target to be predicted, the prime steps composed of channel selection,
feature extraction and prediction may provide an effective way for accurate prediction.
For channel selection, the state for each channel is binary, where the combination possibil-
ities grow exponentially with the base of 2 when the number of channels increases. For each
channel, a variety of feature extraction techniques and time windows are considered for selec-
tion. Moreover, most existing predictors need to be well configured given the data collected
under a certain situation, which will lead to parameter selection for a specific application in
order to obtain the best prediction performance. The main challenge arising from these aspects
is how to perform them together and dynamically fine-tune the remaining aspects when one of
them is changed. However, the selection of these aspects having huge combination possibilities
will lead to an NP-hard problem, which is non-differentiable and fundamentally difficult to
be mathematically formulated, and accordingly, it is impossible to be solved with gradient
descent.
Some studies have addressed a part of the problem. For example, feature selection tech-
niques have been successfully applied to select the informative channels of MTS [Abedinia et al.,
2017, Song et al., 2016]. Feature extraction techniques, such as PLA [Luo et al., 2015], some
statistical approaches [Fan et al., 2014] and DWT [Fu, 2011], have been applied to time series
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prediction. The parameters in SVM/R are optimized via an EA for obtaining the accurate
prediction for a specific task [Chang and Lin, 2011, Hu et al., 2014]. However, none of them
has tackled channel selection, feature extraction, and prediction jointly. EA [Storn and Price,
1997], as an efficient metaheuristic stochastic search technique, which is highly competent to
solve large-scale, non-differentiable and complex combinatorial optimization problems having
the mixed types of decision variables, such as continuous and discrete, may provide an effective
way to solve this complex optimization problem.
Another challenge for this task is that a single task-oriented prediction model can hardly
guarantee accuracy and generalization across different domains. A widely approved fact is
that ensemble learning [Adhikari, 2015, Adhikari and Agrawal, 2012, Chandra and Yao, 2006,
Donate et al., 2013, Krawczyk et al., 2017, Li et al., 2016a, Song et al., 2017, Sun et al., 2018]
combining different models has been demonstrated to have better generalization and perfor-
mance than each of its constituents. However, this will lead to another difficulty for generating
the useful individuals (i.e., base learners) to be combined with the effective combination rule,
where the individuals should be as more accurate as possible and as more diverse as possible.
To obtain an optimal prediction model by using the EA, we may need to consider more than
just training accuracy as a single objective to be optimized. Model complexity, for example,
is often regarded as a key factor related to generalization performance. Accordingly, we may
resort to MOEAs [Deb et al., 2002, Fernandez Navarro et al., 2013, Zhang and Li, 2007], lead-
ing to multiple non-dominated optimal solutions (models). Instead of selecting the best one
among these models, ensemble learning [Adhikari and Agrawal, 2012, Chandra and Yao, 2006,
Donate et al., 2013, Qiu et al., 2017, Song et al., 2017, Sun et al., 2018] provides an effective
way to establish a robust and accurate model by combining all of these models.
In this regard, evolutionary ensemble learning framework has been proposed in some exist-
ing work [Song et al., 2018, Zhang et al., 2017b], where population size setting as a sensitive
parameter has been studied. However, only the population size that could lead to the best per-
formance can be reserved without considering whether the solutions from the rest can further
facilitate the accuracy. In this regards, we proposed a different framework, named evolutionary
ensemble learning (EEL). The main contributions are summarized as follows:
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• EEL preserves multiple PFs that are produced by different population sizes, where each PF
is composed of a set of non-dominated optimal solutions (models). Each of them encodes
the selected channels, the selected feature extraction methods and time windows, and the
selected parameters in the base learner. Instead of only choosing the population size having
the best ensemble performance, EEL keeps good models from each PF to generate a CPF
after removing the models that are not unique.
• To implement EEL, MOEA/D [Zhang and Li, 2007] is employed to search for optimal so-
lutions corresponding to channel selection, feature extraction and prediction subjected to
accuracy and model diversity as two conflicting objectives. RVFL [Pao and Takefuji, 1992],
ELM [Tang et al., 2016] and broad learning system (BLS) [Chen and Liu, 2018, Feng and
Chen, 2018] are chosen as the base learners individually to evaluate each solution due to
their super-fast computational ability and promising performance. Fast non-dominated sort-
ing [Deb et al., 2002] is applied to sort the CPF into different levels of NDFs. SFS and
SBS [Chandrashekar and Sahin, 2014] are used to seek the optimal subset of models in level-
accumulated NDF to be linearly combined with LS [Li et al., 2016a] for the best accuracy.
ELM and RVFL have been depicted in Chapter 2 and Chapter 3 separately. The basic
knowledge of MOP has been introduced in Chapter 4. Section 6.2 presents the problem def-
inition. The related work is depicted in Section 6.4. The background corresponds to BLS is
depicted in Section 6.3. The proposed method is described in Section 6.5. Experimental results
are reported and discussed in Section 6.6. Section 6.7 concludes the work in this chapter.
6.2 Problem Definition
Given MTS data X ∈ RL×(d+1),X = (x1,x2, ...,xd+1), where each component in X is an or-
dered sequence of L real-value observations and the ith time sequence is xi = (xi1, x
i
2, ..., x
i
L)
T , i =
1, ..., d+1, feature set (i.e., channel selection and feature extraction) uf = (utw, ur,ucs,ufe,ufs)
(time windows: utw = (u
1
tw, u
2
tw, ..., u
d+1
tw ), u
i
tw ∈ Ti, Ti represent the time windows of ith
time series; resolutions for x1: ur ∈ R and x1 is the time series to be predicted; channel
selection: ucs = (u
2
cs, u
3
cs, ..., u
d
cs), u
n
cs ∈ {0, 1}, n = 2, ..., d; feature extraction state: ufe =
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Figure 6.1: The problem description
(u1fe, u
2
fe, ..., u
d
fe), u
i ∈ {0, 1}; feature selection set: ufs = (u1fs,u2fs, ...,udfs)), parameter set
up = (u
1
p, u
2
p, ..., u
dp
p ), ukp ∈ Pk (Pk denotes the kth parameter settings) in a predictor, a predic-
tion model f can be learned so that f(X,uf ,up) 7→ yˆ (yˆ is the predicted values correspond-
ing to the real observations in x1). Considering different combinations of the feature subsets
ujf , j = 1, 2, ...,M and the parameter subsets u
j
p (shown as in Fig. 6.1), Yˆ = (yˆ1, yˆ2, ..., yˆM ) can
be obtained via f(X,ujf ,u
j
p) 7→ yˆj . With linear combination coefficients w = (w1, w2, ..., wM ),
the ensemble learning yˆe is illustrated as yˆe =
M∑
j=1
wjyˆj ,
M∑
j=1
wj = 1.
6.3 Background
6.3.1 Broad Learning System
BLS was proposed by Liu and Chen [Chen and Liu, 2018] recently, inspired by the architecture
of the traditional RVFL neural network (RVFLNN) [Pao and Takefuji, 1992]. Unlike the
RVFLNN that takes the inputs directly and establishes the enhancement nodes, the inputs in
BLS are firstly converted into a set of random features (i.e., mapped features in Fig. 6.2) by the
given feature functions. Then these features are further connected to the enhancement by linear
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or nonlinear activation functions. Finally, the mapped features along with the enhancement
nodes are directly fed to the output and the weights in the output layer can be learned by the
efficient pseudo inverse approximation [Rao and Mitra, 1971]. The detailed structure of BLS
is illustrated in Fig. 6.2.
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Figure 6.2: The architecture of Broad Learning System
Given the training data (xi,yi)|xi ∈ RM ,xi ∈ RC , i = 1, ..., N , with n feature mappings
hi, i = 1, ..., n and m groups enhancement nodes, a typical BLS can be constructed as follows.
The ith mapped feature could be denoted as Z i = hi(XW ei + βei), i = 1, ..., n. The
parameters XW ei and the bias βei are generated from the given distribution with proper
dimensions. With all n groups of features Z n
∆
= [Z 1, ...,Z n], the jth enhancement nodes are
illustrated as:
H j = ξj(Z
nW hj + βhj), j = 1, ...,m (6.1)
where ξj is some prior activation function and the total enhancement nodes can be described
as Hm
∆
= [H 1, ...,Hm]. Accordingly, the approximation result of the above BLS can be
represented as:
Y = [Z 1,Z 2, ...,Z n,H 1,H 2, ...,Hm]W
m
= [Z n,Hm]Wm (6.2)
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Wm can be calculated via Wm
∆
= [Z n,Hm]+Y . In this way, BLS provides an alternative
way of learning deep structure without time-consuming by avoiding abundant parameters in
multiple layers and the fine-tune step based on the backpropagation. For other alternative
versions of BLS, the details are presented in [Chen and Liu, 2018].
RVFL, ELM, and BLS are three neural networks with random weights which do not have
many parameters to be learned. The number of hidden neurons is the only parameter in ELM.
Compared with ELM, RVFL has another parameter which is the connection between the input
layer and the output layer. The corresponding parameters in BLS are the number of windows of
feature nodes, feature nodes per window and enhancement nodes. All the advantages motivate
us to apply them to regression and classification problems [Chen and Liu, 2018, Tang et al.,
2016, 2018, Wan et al., 2014].
6.4 Related Work
Many existing works have demonstrated that a single model can seldom maintain good gener-
alization across a variety of applications [Adhikari, 2015, Adhikari and Agrawal, 2012, Chandra
and Yao, 2006, Donate et al., 2013, Krawczyk et al., 2017, Li et al., 2016a, Song et al., 2017].
An ensemble of multiple models with a suitable combination rule leads to better predictive
performance than that could be obtained from any of the constituent models alone [Fernan-
dez Navarro et al., 2013, Smith and Jin, 2014, Zhang et al., 2017b]. Although an ensemble
may perform better than the single model, it is not easy to construct a good ensemble model
when faced with the crucial tasks arising from the generation of multiple members where each
member can contribute to the constructed ensemble maximally, and a suitable combination
rule design.
A variety of promising strategies have been developed for generating the members for
constructing the ensemble in time series prediction, consisting of heterogeneous component
learners [Adhikari, 2015] and homogeneous base learners. The former includes the ensemble
with more than one predictor while the latter consists of various architectures of the base
learner [Qiu et al., 2014], a variety of parameter combinations [Song et al., 2017], time series
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decomposition [Qiu et al., 2017] and different feature vectors [Wang et al., 2015b] etc. Several
base learners such as SVM, ANN etc. have been applied to generate individual forecasting
models in [Adhikari, 2015], where a linear combination is proposed to determine the combining
weights after analyzing their patterns in successive in-sample forecasting trials. In [Lin et al.,
2017], since the input weights and biases of hidden neurons in ELM are all randomly generated,
M ELMs are used as the base learners. The bootstrap sampling technique is adopted to
generate the training samples for every ELM, and then random forest (RF) model is applied
to aggregate these ELM models. The training outputs of deep learning network at different
epochs (epoch=100, 200,..., 2000) are considered as the ensemble members and an SVR is
applied to combine the outputs from various deep belief networks (DBNs) as the ensemble in
[Qiu et al., 2014]. Time series is decomposed into several intrinsic mode functions (IMFs) via
empirical mode decomposition and each component is trained with DBN [Qiu et al., 2017],
then the prediction results of IMFs are combined via either unbiased or weighted summation
to obtain the final ensemble. Time series is decomposed with different levels of DWT, where
each of the components is trained with ELM and combined using partial LS [Li et al., 2016a].
In [Adhikari and Agrawal, 2012], three time series forecasting models (i.e., ARIMA, ANNs, and
EANNs) are employed to build the ensemble and a nonlinear weighted ensemble mechanism is
proposed to aggregate the individuals by considering the correlations among them.
To date, no studies demonstrate which method outperforms the rest. Feature selection
techniques such as SBS and SFS, are the popular methods used for selecting the optimal
subset of individuals for the ensemble [Song et al., 2017]. Moreover, the aforementioned studies
only consider the generation of ensemble members and ignore the relationship among them.
When the correlation among the members is high, the combined performance could be similar
to that of each of the individuals. Therefore, diversity among all the members may provide
another criterion to evaluate each individual [Chandra and Yao, 2006, Chen and Yao, 2010,
Fernandez Navarro et al., 2013, Liu and Yao, 1999, Yao and Liu, 1998], where NCL is a popular
method to evaluate the model diversity. By maintaining accuracy and diversity simultaneously,
MOEA is applied to obtain the members via the eventually evolved PF [Chandra and Yao,
2006].
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Smith and Jin [2014] apply MOEA to optimize the structure of recurrent neural network
(RNN) and obtain the members of the ensemble from the PF. Different selection methods
have been used for pruning the members in the PF for the final ensemble learning. However,
this approach is only proposed for univariate time series prediction. Multi-objective is ap-
plied for remaining useful life (RUL) estimation in prognostic with optimizing the structure
of DBN, where the impact of different time windows as the parameters has been investigated
on simulation data [Zhang et al., 2017b]. The superiority of the proposed MODBNE is only
demonstrated on the RUL data and it does not consider selection the influential channels of
MTS. Previously, we proposed an EMOEL for electricity consumption prediction with various
auxiliary factors [Song et al., 2018], where MOEA is used to search for the optimal parameters
in the model and the optimal features fed to the model subjected to prediction accuracy and
model diversity as two conflicting objectives.
However, as far as we know, studies on the ensemble learning model with MOEA for MTS
prediction are relatively sparse. The proposed EEL framework uses multiple PFs produced from
MOEA with different population sizes to address the MTS prediction problems composed of
channel selection, feature extraction and prediction. Since existing work only considers the best
ensemble performance from one PF without considering whether the remaining PFs contain
good models that can further improve the ensemble performance, this is the first work that
integrates models from PFs to generate the CPF consisted of different levels of NDFs. The
differences between EEL and the previously proposed EMOEL [Song et al., 2018] are depicted
as follows:
• For each selected channel, instead of choosing one from all extracted features, each fea-
ture extraction method state is binary in EEL, which means it is possible to select the
features from heterogeneous methods, including statistical methods (i.e., mean, maxi-
mum, minimum and standard deviation), DTW (i.e., 1-level, 2-level, 3-level and 4-level
decomposition) and PLA (with three different parameters).
• In addition to ELM, RVFL and BLS are chosen as the base learners in EEL. Compared
with ELM, RVFL has another parameter which is the connection between the input layer
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and the output layer. The corresponding parameters in BLS are the number of windows
of feature nodes, feature nodes per window and enhancement nodes.
• Instead of exploring the performance under each population size, the PFs from multiple
population sizes are merged to generate the CPF and several ensembles are performed
on the CPF in EEL.
• Multi-resolution based on different granularities of a time series is proposed in [Song et al.,
2017]. However, the resolutions are only constructed with certain statistics calculation
from its associated time interval based on one specific time window. EEL considers
multiple resolutions on different time windows.
• EEL is verified on two different real-world MTS datasets.
6.5 Proposed Framework and Implementation
6.5.1 Motivations
For the typical MTS prediction pipeline consisted of channel selection, feature extraction and
prediction, each of them leads to a combinatorial optimization problem where the main chal-
lenges are to find a suitable method to solve this non-differentiable problem composed of the
aforementioned core operations simultaneously and build a model with good generalization and
high accuracy. Existing evolutionary ensemble framework has tackled this problem, where the
sensitive parameter setting, i.e., population size in MOEA, has been investigated. However, the
ensemble was only operated on each PF produced by different population sizes and the remain-
ing PFs may contain good models that can boost the ensemble performance further. Instead
of combining the models from one PF, EEL focuses on integrating the good models from each
PF produced by different population sizes to generate a CPF. By using fast non-dominated
sort, the CPF is sorted into different levels of NDFs. Feature selection methods, such as SBS
and SFS, are applied to select the optimal subset of models in the level-accumulated NDF to
be combined with LS for achieving the best ensemble accuracy.
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Figure 6.3: The illustration of the overall evolutionary ensemble learning framework
6.5.2 Framework
The overall framework of the proposed EEL is illustrated in Fig. 6.3. Given the problem de-
fined in Section 6.2, an MOEA mainly focuses on searching for the optimal subset of features
and parameters in the predictor by considering the prediction accuracy (error) and model
correlation (diversity) as two conflicting objectives (i.e., (f1, f2) in Fig. 6.3), where popu-
lation size is one of the important parameters. Each eventually evolved MOEA leads to a
PF composed of non-dominated trained models and accordingly K different population sizes
(ps = {ps1, ps2, ..., psK}) lead to K PFs. The number of generated members in kth PF (i.e.,
PFk, k = 1, 2, ...,K) is in relation to psk. Afterwards, to generate a CPF, the same models in
PFs are removed and the remaining ones are sorted into different levels of NDFs (denoted as
F = {F1,F2, ...,FN}) using the fast non-dominated sorting [Deb et al., 2002]. Feature selec-
tion techniques, such as SBS and SFS, are applied to search for the optimal subset of models
in each level-accumulated NDF, then the selected models are linearly combined with LS.
Objective Functions: The decision variables in the problem consisting of feature subset
uf and predictor parameter subset up, time series data X, the accuracy and diversity functions
(i.e., f1(X,uf ,up) and f2(X,uf ,up)) will be optimized by MOEA with the following objective
functions.
Accuracy: To maximize the accuracy of an ensemble member means to minimize the pre-
diction error, evaluated by MSE as Eq. 6.3:
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Minimize: f j1 (y, yˆj) =
1
s
s∑
i=1
(yi − yˆij)2,
yˆj = f(X,u
j
f ,u
j
p), j = 1, ...,M (6.3)
yi (from x1) is the real value of ith training sample and yˆij represents the estimated predic-
tion result obtained by jth predictor for the ith training sample.
Diversity: To maximize the diversity between the outputs of different ensemble members
is to minimize the correlation. NCL [Chandra and Yao, 2006] is used to define diversity as
follows:
Minimize: f j2 (yˆj , Yˆ) =
s∑
i=1
(yˆij − y¯i)
M∑
m 6=j,m=1
(yˆim − y¯i)
yˆj = f(X,u
j
f ,u
j
p), j = 1, ...,M ; y¯
i =
1
M
M∑
j=1
yˆij (6.4)
where Yˆ = (yˆ1, yˆ2, ..., yˆM ), yˆ
i
j and yˆ
i
m represent the outputs of the j
th and mth base learner
for the ith training sample, respectively. y¯i is the average output of all base predictors on the
ith training sample.
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Encoding and Decoding in MOEA: The decision variables in MOEA include time
windows utw, resolutions ur, channel selection ucs for each time series in X, feature extraction
state ufe for each time series in D, feature extraction ufs and predictor parameter set up, all
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of which are binary or discrete integer values when fed to the prediction model. Each variable
in (utw, ur,ucs,ufe,ufs,up) is encoded to the range of [0, 1] when initializing or updating
the candidate solutions. When evaluating each solution, each dimension of the solution is
decoded to its real range. Time windows utw = (u
1
tw, u
2
tw, ..., u
d+1
tw ),u
i ∈ T , i = 1, ..., d + 1
(Ti: time windows for the ith time series, e.g., if the range of the time windows for the ith
time series is from 2 to 10 with interval 2, Ti = {1, 2, 3, 4, 5} represent the corresponding time
windows), the respective dimensions that represent utw are decoded to T , T = {T1, T2, ..., Td+1}
to find the real time windows used. The dimensions corresponding to resolutions ur and
predictor parameter set up are also decoded to their real values by considering R and P,P =
{P1, ...,Pdp}, respectively. For channels selection ucs = (u2cs, ...,ud+1cs ), feature extraction state
ufe = (u
1
fe, ...,u
d+1
fe ) and feature extraction ufs = (u
1
fs, ...,u
d+1
fs ),u
i
fs = (u
i
fs1
, ...,uifsn) (each
time series has n features extracted, i.e., {mean, maximum, minimum, std, DTW 1, DTW 2,
DTW 3, DTW 4, PLA1, PLA2, PLA3} and each feature is binary, shown as in Fig. 6.4),
the respective dimensions for each solution will be decoded to 0 (i.e., not selected) or 1 (i.e.,
selected).
6.5.3 Implementation
RVFL, ELM, and BLS are three neural networks with random weights which do not have
many parameters to be learned. The number of hidden neurons is the only parameter in ELM.
Compared with ELM, RVFL has another parameter which is the connection between the input
layer and output layer. The corresponding parameters in BLS are the number of windows
of feature nodes, feature nodes per window and enhancement nodes. Due to the super-fast
computational ability and promising prediction performance, RVFL, ELM and BLS are easier
to be applied to regression and classification problems [Chen and Liu, 2018, Tang et al., 2016,
2018, Wan et al., 2014] and accordingly they are chosen as the base learners in the proposed
EEL.
In Chapter 4, the implementation of ensemble members generation with MOEA/D has
been depicted in detail in Section 4.4.3.1 and MOEA/D worked with ELM was described
in Algorithm. 3. For MOEA/D integrated with RVFL and BLS, it is similar to ELM and
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accordingly, we will not illustrate. We only present the designed ensemble methods in this
chapter.
6.5.3.1 Ensemble Methods
Mean (the coefficient for each individual equals to 1M ) used during the evolution of MOEA/D
and LS are applied to combine the individuals from each PF for the ensemble. To explore
whether any individuals in the PF decrease the overall performance, SFS and SBS are applied
to select the optimal subset of the individuals, and accordingly LS (denoted as PFSFS and
PFSBS) is used to learn the coefficients to combine these individuals. PFSFS starts with the
best solution in the PF and adds the individual with the best prediction performance among
the remaining individuals in the PF for each iteration. PFSBS mainly focuses on removing one
individual whose removal can lead to higher accuracy from the current PF for each iteration.
In addition to Mean, LS, PFSFS and PFSBS that target at one PF, more ensemble methods are
designed to be performed on the CPF, where SBS and SFS are applied to explore the optimal
subset of individuals in the level-accumulated NDF. For example, if j = 2, j ∈ [1, N − 1], the
level-accumulated NDF is composed of F1 and F2 and accordingly, we denote them as NDFSBS
and NDFSFS. When j = N , the level-accumulated NDF (i.e.,F) is CPF, denoted as CPFSFS
and CPFSBS. Since CPFSFS and CPFSBS are the special cases of NDFSBS and NDFSFS and
SBS works similarly with SFS, we only present the details of implementation of NDFSFS with
2-level accumulated NDF in Algorithm. 5 and 6.
6.6 Experiments
In this section, the performance of the proposed EEL is examined based on the comprehensive
evaluation of the proposed technique. Subsequently, the single-objective (SO) EA, which has
the same settings as MOEA/D but only considers accuracy as the objective, and the best
result obtained in the PF in MOEA/D are analyzed. Finally, the performance of SO, PF in
MOEA/D, EEL and the state-of-the-art models are compared over one real-world electricity
consumption dataset and one benchmark PM2.5 Data of Five Chinese Cities Data Set [Liang
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Algorithm 5: The implementation of NDS
Input: Yˆ = (Yˆ1, Yˆ2, ..., YˆK); F1 = ∅
Output: F
1 Remove the same elements in Yˆ as Yˆnew = (yˆ1, yˆ2, ...)
2 Evaluate Yˆ via Eq. 6.3 and Eq. 6.4 and obtain zf = (f1, f2)
// Fast-non-dominated-sort
3 for i = 1, ..., length(Yˆnew) do
Si = ∅;ni = 0
4 for i = 1, ..., length(Yˆnew) do
5 if zfi ≺ zfj then
Si = Si ∪ {yˆj} // zfi dominates zfj
6 else if zfj ≺ zfi then
ni = ni + 1
7 end
8 end
9 end
10 if ni = 0 then
irank = 1;F1 = F1 ∪ {yˆi}
11 end
12 end
13 k = 1
14 while Fk = ∅ do
Q = ∅
15 for i = 1 : length(Fk) do
16 for j = 1 : length(Si) do
nj = nj − 1
17 end
18 if nj = 0 then
jrank = k + 1;Q = A ∪ {Si,j} // Si,j : jth element of Si
19 end
20 end
21 k = k + 1;Fk = Q
22 end
23 return F
et al., 2016] from the UCI repository. The following hypotheses are verified:
• The parameters, the base learners chose and the combination rules play a significant role
in the designed model for boosting the prediction performance.
• The analysis of SO and PF further demonstrates that the ensemble significantly influences
the accuracy.
• The proposed technique EEL outperforms the state-of-the-art models on two real-world
Experiments 108
Algorithm 6: The implementation of SFS
Input: F ; acc = +∞; y; id = ∅; Yˆ′ = ∅; flag = 0// y: Real values
Output: Yˆ
′
; acc
1 P = (F1,F2) // 2-level accumulated NDF
2 while ∼ isempty(P) do
3 for k = 1 : length(P) do
T = Yˆ
′ ∪Pk
B = T+y; yˆ = TB // Solved by LS
accnew = MSE(y, yˆ)// Evaluation
4 if accnew < acc then
acc = accnew; id = k; flag = 1
5 end
6 end
7 if flag then
Yˆ
′
= Yˆ
′ ∪Pid;// Add Pid to Yˆ′
P = P \Pid// Remove Pid from P
8 else
break
9 end
10 end
11 end
12 return acc; Yˆ
′
MTS prediction tasks.
6.6.1 Data Description
6.6.1.1 Dataset A: Electricity Data Set
The data includes historical electricity data and environmental factors (temperature, dew point,
humanity, wind speed, and sea level). Electricity data is collected from the smart meters of
the buildings in the city campus of RMIT University, Melbourne, at 15-minute intervals. The
environmental factors are crawled from an online weather station that broadcasts periodic
readings every 20 minutes. The dataset is from 01 October 2017 to 31 December 2017. There
are 7392 samples in all, which are randomly created into training (occupy 2/3) and testing
(occupy 1/3) datasets five times.
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Table 6.1: The parameter settings in the proposed EEL
EEL Parameter settings: Dataset A
MOEA/D Neighborhood size T = 4; the maximal fitness evaluations MaxFEs1 = 2.5e4; ps =
{30, 50, 80, 100, 120, 150}; T1 = {1, 2, ..., 16},R = {1, 2, ..., 15}, Ti = {1, 2, ..., 22}, i =
2, ..., d+ 1, d = 5, where T1 represents the index set of the time window settings (6 to
96 with interval 6) for the prediction target; R is the index set of resolution settings
for prediction target; Ti describes the index set of the time window settings (6 to 48
with interval 2) for the ith auxiliary time series; for each time series, the number of
features n = 11
RVFL dp = 2; D = 86; P1 = {1, 2, ..., 40}: the index set of the hidden neurons settings (10
to 400 with interval 10); P2 = {0, 1}: if there is connection between input and output
layers or not
ELM dp = 1; D = 85; P1 = {1, 2, ..., 40} (10 to 400 with interval 10): the index set of
hidden neuron settings
BLS dp = 3; D = 87; P1 = {1, 2, ..., 20}: the index set of the number of windows of feature
nodes (1 to 20 with interval 1); P2 = {1, 2, ..., 50}: feature nodes per window (1 to 50
with interval 1); P3 = {1, 2, ..., 150}: the number of enhancement nodes (10 to 1500
with interval 10)
EEL Parameter settings: Dataset B
MOEA/D T1 = {1, 2, ..., 12},R = {1, 2, ..., 15}, Ti = {1, 2, ..., 12}, i = 2, ..., d + 1, d = 5 (the
values in Ti, i = 1, 2, ..., d + 1 represent the time windows from 2 to 24 with interval
2)
RVFL P1 = {1, 2, ..., 40} and P2 = {0, 1}
ELM P1 = {1, 2, ..., 30} (10 to 300 with interval 10)
BLS P3 = {1, 2, ..., 100}: 10 to 1000 with interval 10
6.6.1.2 Dataset B: PM2.5 Data of Five Chinese Cities Data Set
The PM2.5 Data of Five Chinese Cities Data Set consists of date information, PM2.5 con-
centration (ug/m3), dew point, humidity, temperature, pressure, cumulated wind speed (m/s),
among others, and includes PM2.5 data on 5 different cities. Each of them is an hourly reading
from 01 January 2010 to 31 December 2015. There is much empty data for PM2.5 concen-
tration before 2014 and hence, data for the 01 January 2015 to 31 December 2015 period on
Beijing is used. The total of 8400 samples are randomly assigned to training (occupy 2/3) and
testing (occupy 1/3) datasets.
6.6.2 Experimental Setup
The experimental setup for the proposed EEL includes the parameters of the model and the
range of the decision variables. The performance of EEL is investigated based on three predic-
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tion models (i.e., RVFL, ELM, and BLS) on different population sizes in MOEA/D for both
datasets. The parameter settings in each part of EEL for each dataset are presented in Tab.
6.1 (If not specified for Dataset B, they are the same as the settings in Dataset A).
Table 6.2: The parameter settings in the state-of-the-art models
Comparison
models
Parameter settings
RVFL Number of hidden neurons: 10 to 400 with interval 10, random generation of the
connection between input layer and output layer
ELM Number of hidden neurons: 10 to 400 and 300 with interval 10 for Dataset A and
Dataset B, respectively
SVR Gamma: 2−24 to 215 with interval 23; Cost: 2−10 to 210 with interval 23; kernel
function: RBF
BLS Number of windows: 2 to 20 with interval 5; feature nodes per window: 5 to 50 with
interval 10; enhancement nodes: 50 to 1000 with interval 50 for Dataset A and 50 to
1500 with interval 50 for Dataset B
HELM N1: 10 to 300 with interval 30; N2: 10 to 300 with interval 30; N3: 10 to 300 with
interval 30
LSTM Number of hidden units: 5 to 100 with interval 5; dropout: 0.2, 0.5, 0.9, 0.99; learning
rate: 0.001, 0.005, 0.01, 0.03, 0.05; batch size: 10, 20, 50, 100, 200
The result comparison includes several state-of-the-art models, such as ELM, RVFL, SVR
[Chang and Lin, 2011], BLS, Hierarchical ELM (HELM) [Tang et al., 2016] and Long short-
term memory (LSTM) [Gers et al., 1999], where HELM and LSTM are the models with the
ability to learn the features and LSTM is the popular time series prediction model. For each
comparison model, except for time window settings (i.e., 6 to 96 with interval 6 for Dataset A
and 2 to 24 with interval 2 for Dataset B), the auxiliary parameters are described in Tab. 6.2
(If not specified, the parameter settings are the same for each dataset).
6.6.3 Result
The performance of the proposed EEL is comprehensively studied by choosing RVFL, ELM
and BLS (i.e., EELRVFL, EELELM and EELBLS) as the base learners under different population
sizes in MOEA/D for both Datasets A and B, where various combination strategies, such as
Mean, LS, PFSBS, PFSFS, NDFSBS, NDFSFS, CPF, CPFSBS, and CPFSFS are designed to
combine the individuals according to the rule of each method. Subsequently, the performance
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Table 6.3: Dataset A: Statistic of the individuals in different level-accumulated NDFs and the
ones selected from the CPF with SBS and SFS
Base
learners
Total Runs CPF F1 F2 F3 F4 F5 F6 F7 CPFSBS CPFSFS
RVFL 536
1 111 13 7 6 2 2 3 3 69 45
2 119 18 10 8 6 4 3 7 49 36
3 101 9 12 7 3 3 3 5 55 29
4 140 12 7 10 6 3 1 4 59 57
5 133 19 17 12 14 9 10 10 65 34
6 102 11 3 2 3 3 4 1 63 48
7 122 12 8 8 8 5 1 1 42 40
8 158 30 17 13 7 9 5 9 78 65
9 124 4 12 9 7 7 2 2 64 36
10 125 20 16 14 14 8 11 6 54 42
ELM 536
1 115 20 13 8 6 2 2 3 63 39
2 100 14 6 1 2 1 3 1 51 42
3 143 19 16 9 8 7 9 4 86 62
4 187 25 21 10 6 4 5 4 87 81
5 124 14 10 4 2 4 3 3 62 46
6 144 15 10 6 4 7 4 3 46 44
7 176 12 24 17 8 5 5 3 92 59
8 121 21 11 5 5 6 4 8 57 33
9 103 26 4 4 3 3 4 3 39 26
10 117 7 5 10 5 3 3 1 66 52
BLS 536
1 229 33 26 23 19 10 9 7 141 62
2 223 24 22 25 22 19 18 14 126 60
3 235 31 22 21 17 14 11 10 149 83
4 202 33 24 16 19 17 14 6 133 57
5 244 33 36 27 15 12 11 11 135 73
6 245 32 26 29 14 15 8 7 153 82
7 233 27 25 24 16 13 13 11 142 77
8 236 30 36 24 15 19 14 17 125 54
9 222 32 22 20 10 15 12 12 127 50
10 214 28 24 14 15 11 7 5 131 89
of SO and the best individuals in the PF of EEL are explored. Finally, by comparing with
several state-of-the-art models, the superiority of the EEL is further verified.
6.6.3.1 Comprehensive Evaluation of the Proposed Technique
The population size denotes the individuals generated from MOEA/D for the ensemble and
accordingly ps in MOEA/D is comprehensively studied. Tab. 6.5 and Tab. 6.6 report the
results of EELRVFL, EELELM, and EELBLS under ps = 30, 50, 80, 100, 120, 150 for Datasets
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Table 6.4: Dataset B: Statistic of the individuals in different level-accumulated NDFs and the
ones selected from the CPF with SBS and SFS
Base
learners
Total Runs CPF F1 F2 F3 F4 F5 F6 F7 CPFSBS CPFSFS
RVFL 536
1 225 27 24 18 10 12 12 6 166 42
2 212 33 25 27 14 15 11 5 161 57
3 217 35 23 16 13 17 14 9 116 54
4 212 34 22 22 12 9 7 7 144 55
5 204 21 19 14 19 12 10 9 113 57
6 229 41 23 14 13 10 9 7 168 57
7 218 32 25 20 14 21 12 11 127 65
8 207 24 21 21 7 6 6 8 95 39
9 228 30 29 19 25 15 12 15 134 66
10 193 21 20 21 15 8 7 5 123 46
ELM 536
1 219 35 21 22 15 15 13 7 130 43
2 214 32 33 22 22 13 12 13 152 71
3 224 23 23 23 22 16 13 9 126 56
4 243 34 28 21 20 14 12 9 186 55
5 249 35 22 25 9 10 12 9 149 42
6 236 35 21 9 9 9 6 11 159 55
7 225 22 29 18 20 24 9 9 166 51
8 205 37 24 18 10 14 6 8 161 56
9 210 31 29 21 13 11 10 9 127 50
10 209 34 19 13 8 3 7 7 105 66
BLS 536
1 241 34 30 23 18 26 16 11 90 60
2 224 25 25 16 12 6 4 6 70 53
3 232 30 26 21 10 16 22 16 79 55
4 235 23 23 18 19 20 12 9 94 70
5 237 28 31 26 21 15 13 6 77 60
6 228 34 31 24 17 16 16 8 95 51
7 237 17 14 12 10 5 3 2 90 43
8 228 18 18 9 8 7 7 5 84 61
9 246 33 31 25 19 18 8 11 97 63
10 237 23 23 25 16 8 12 9 97 61
A and B, respectively. In addition to Mean and LS which are directly applied to each PF
for the ensemble, several ensemble methods, such as PFSBS, PFSFS, NDSSBS, NDSSFS, CPF
and CPFSBS, are designed. PFSBS, and PFSFS are used to search for the optimal subset
of individuals in each PF for the best ensemble performance while the remaining target at
exploiting the optimal subset of individuals in the level-accumulated NDF and CPF. For each
ensemble method, the selected individuals are linearly combined with LS. Only seven NDFs
are explored as there are more than 20 NDFs in the CPF (shown as Tab. 6.3 and Tab. 6.4).
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To identify if there are individuals in the remaining NDFs can help to improve the ensemble
accuracy, CPF, CPFSBS, and CPFSFS are performed on the whole CPF composed of all NDFs.
The best mean RMSE of EEL under each base learner across all ensemble methods is labeled
in bold in Tab. 6.5 and Tab. 6.6. The bold and italic values describe the results that show no
difference from the best mean RMSE by using the Wilcoxon signed-rank test over 10 runs.
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Dataset A: EELRVFL,EELELM and EELBLS with different combination rules
Figure 6.5: Box plot of EELRVFL, EELELM and EELBLS with Mean, LS, PFSBS, PFSFS,
NDFSBS, NDFSFS, CPF, CPFSBS and CPFSFS for Dataset A
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Dataset B: EELRVFL,EELELM and EELBLS with different combination rules
Figure 6.6: Box plot of EELRVFL, EELELM and EELBLS with Mean, LS, PFSBS, PFSFS,
NDFSBS, NDFSFS, CPF, CPFSBS and CPFSFS for Dataset B
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Table 6.5: Dataset A: Mean RMSE performance on ps = 30, 50, 80, 100, 120, 150 in MOEA/D
with RVFL, ELM, and BLS under Mean, LS, PFSBS, PFSFS, NDSSBS, NDSSFS, CPF, CPFSBS
and CPFSFS
EELRVFL EELELM EELBLS
Mean
30 6.9822 5.6975 6.1340
50 7.7744 6.4598 6.6092
80 7.0321 6.0754 6.2562
100 7.6704 5.9806 6.4463
120 7.1425 5.8022 6.6295
150 7.0225 5.7892 6.5965
LS
30 1.5284 1.4805 1.3487
50 1.4513 1.4780 1.3474
80 1.4645 1.5827 1.3443
100 1.4305 1.4228 1.3024
120 1.4796 1.4341 1.2797
150 1.3965 1.4327 1.2472
PFSBS
30 1.4338 1.4709 1.3498
50 1.4461 1.4830 1.3388
80 1.4675 1.4757 1.3290
100 1.4260 1.4164 1.2851
120 1.4713 1.4301 1.2721
150 1.3978 1.4086 1.2223
PFSFS
30 1.4387 1.4620 1.3511
50 1.4444 1.5254 1.3406
80 1.4499 1.5004 1.3278
100 1.4242 1.4080 1.2820
120 1.4573 1.4092 1.2704
150 1.3772 1.4114 1.2219
NDFSBS
F1 1.3548 1.3417 1.2216
(F1,F2) 1.3405 1.3527 1.1976
(F1, ...,F3) 1.3482 1.3463 1.1858
(F1, ...,F4) 1.3392 1.3452 1.1740
(F1, ...,F5) 1.3346 1.3514 1.1595
(F1, ...,F6) 1.3326 1.3502 1.1563
(F1, ...,F7) 1.3319 1.3488 1.1498
NDFSFS
F1 1.3590 1.3322 1.2205
(F1,F2) 1.3403 1.3316 1.1981
(F1, ...,F3) 1.3351 1.3307 1.1848
(F1, ...,F4) 1.3257 1.3285 1.1705
(F1, ...,F5) 1.3239 1.3273 1.1559
(F1, ...,F6) 1.3234 1.3263 1.1523
(F1, ...,F7) 1.3240 1.3247 1.1436
CPF 1.4297 1.5220 1.2615
CPFSBS 1.3247 1.3325 1.1429
CPFSFS 1.3127 1.3091 1.1384
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Table 6.6: Dataset B: Mean RMSE performance on ps = 30, 50, 80, 100, 120, 150 in MOEA/D
with RVFL, ELM, and BLS under Mean, LS, PFSBS, PFSFS, NDSSBS, NDSSFS, CPF, CPFSBS
and CPFSFS
EELRVFL EELELM EELBLS
Mean
30 166.14 146.31 51.08
50 160.18 122.90 49.24
80 93.12 71.61 50.17
100 77.41 116.88 52.48
120 93.10 85.24 50.90
150 300.73 99.04 50.18
LS
30 731.21 182.55 21.61
50 630.74 704.85 21.43
80 691.16 301.10 20.97
100 316.10 442.76 20.99
120 440.53 576.36 20.89
150 1079.51 548.36 21.25
PFSBS
30 141.58 122.92 21.36
50 368.22 107.74 21.00
80 128.08 95.20 20.61
100 217.31 119.61 20.43
120 171.55 95.79 20.40
150 397.81 216.55 20.20
PFSFS
30 29.06 22.31 21.37
50 24.07 23.11 20.98
80 21.76 21.88 20.63
100 21.99 20.73 20.32
120 21.47 21.11 20.28
150 25.82 21.53 20.15
NDFSBS
F1 143.21 51.55 20.43
(F1,F2) 200.50 145.59 20.31
(F1, ...,F3) 192.51 128.77 20.09
(F1, ...,F4) 142.63 149.92 19.97
(F1, ...,F5) 136.35 122.35 19.82
(F1, ...,F6) 146.52 150.12 19.69
(F1, ...,F7) 132.04 131.54 19.49
NDFSFS
F1 19.93 19.90 20.38
(F1,F2) 19.81 19.78 20.22
(F1, ...,F3) 19.80 19.72 20.03
(F1, ...,F4) 19.79 19.65 19.91
(F1, ...,F5) 19.80 19.64 19.77
(F1, ...,F6) 19.78 19.70 19.61
(F1, ...,F7) 19.78 19.69 19.39
CPF 1894.79 894.55 21.81
CPFSBS 121.18 88.52 19.06
CPFSFS 19.70 19.63 18.96
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Tab. 6.5 tells that compared with EELRVFL and EELELM, EELBLS performs better under
LS, PFSBS, PFSFS, NDFSBS, NDFSFS, CPF, CPFSBS and CPFSFS except for Mean. Tab. 6.6
shows that EELBLS outperforms EELRVFL and EELELM on almost all investigated ensemble
methods except for NDFSFS on Dataset B. Fig. 6.5 and Fig. 6.6 show the box plots of the
best RMSE of ps over 10 runs obtained by 9 different ensembles with EELRVFL, EELELM
and EELBLS (e.g., RVFLMean means the best performance of EELRVFL with Mean over ps =
30, 50, 80, 100, 120, 150) for each dataset. The findings corresponding to the results in Tab.
6.5 and Tab. 6.6 are evidenced by Fig. 6.5 and Fig. 6.6, which consistently demonstrate the
robust performance of EELBLS, especially in terms of the accuracy obtained on Dataset B.
For the result reported in Tab. 6.5 for Dataset A, it can be observed that Mean leads to
the worst prediction performance among all designed ensembles for EELRVFL, EELELM, and
EELBLS, further evidenced by the larger variance in Fig. 6.5. For each base learner, CPFSFS
leads to the best performance in comparison to the remaining ensembles. CPFSBS has the same
performance with CPFSFS on EELELM and EELBLS due to the statistical test. From Tab. 6.6,
we can observe that CPF leads to the worst ensemble performance for EELRVFL and EELELM
while Mean has the lowest accuracy for EELBLS, also identified by the highest deviation in Fig.
6.6. CPFSFS has the best ensemble performance for EELRVFL, EELELM, and EELBLS. For
EELELM, CPF4, CPF5, and CPFSFS show no statistical difference while CPFSBS and CPFSFS
have no difference in leading to the best ensemble performance with EELBLS. Therefore, from
the labeled best result over EELRVFL, EELELM and EELBLS, CPFSFS consistently performs
the best in comparison to the remaining ensembles for both datasets.
Tab. 6.5 and Tab. 6.6 also illustrate the influence of population sizes. For Dataset A, LS,
PFSBS, and PFSFS with EELRVFL, EELELM and EELBLS can lead to the improved ensemble
accuracy with the population size increased from 30 to 150, which indicates that it is possible
to improve the performance with larger population size. For Dataset B, we can observe that
the performance of PFSBS and PFSFS under EELBLS is boosted by increasing the population
size. However, considering the computation burden and high accuracy obtained, we stop the
population exploration as shown. Compared the ensemble accuracy from F1 to (F1, ...,F7)
with CPFSBS and CPFSFS across each base learner, exploiting the optimal subset of the CPF
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is a promising method given the accuracy obtained in Tab. 6.5 and Tab. 6.6 and the number of
individuals selected, evidenced by Tab. 6.3 and Tab. 6.4, where the number of total individuals
(Total), the number of individuals in the CPF under each run, the number of individuals in
each of the first seven CPFs and the number of selected individuals using SBS and SFS (i.e.,
CPFSBS, and CPFSFS) on the CPF are depicted on both datasets.
6.6.3.2 Analysis of Main Components in the Proposed Technique
To verify the effectiveness of the proposed EEL, a single-objective EA (i.e., SO in Tab. 6.7,
where DE is employed and the settings in DE are the same as that in MOEA/D) and the
best individual in each PF under RVFL, ELM and BLS with ps = 30, 50, 80, 100, 120, 150 are
explored and compared for Datasets A and B, respectively. The best mean RMSE over 10 runs
for SO and PF using RVFL, ELM and BLS are reported in Tab. 6.7 and labeled bold for each
dataset. The labeled bold and italic values denote the best performance across all settings and
there is no statistical difference between them. The box plots of Fig. 6.7, Fig. 6.8, Fig. 6.9
and Fig. 6.10 are the RMSE using RVFL, ELM and BLS with ps = 30, 50, 80, 100, 120, 150
(i.e., RVFLps, ELMps and BLSps) over 10 runs.
Table 6.7: Mean RMSE of SO and the best individuals in the PFs of EEL by employing RVFL,
ELM and BLS under ps = 30, 50, 80, 100, 120, 150 for Datasets A and B, respectively
SORVFL SOELM SOBLS PFRVFL PFELM PFBLS
Dataset
A
30 1.4129 1.4403 1.2880 1.7370 1.5474 1.4255
50 1.4092 1.4060 1.3121 1.5368 1.5457 1.4968
80 1.4135 1.4104 1.3054 1.5717 1.6346 1.5186
100 1.4139 1.4104 1.3084 1.4823 1.5279 1.4372
120 1.4131 1.4104 1.3037 1.6293 1.5079 1.4991
150 1.4094 1.4132 1.3090 1.5065 1.5389 1.3924
Dataset
B
30 1929.29 757.60 22.23 1214.86 104.33 23.12
50 2230.37 349.81 22.19 1008.15 402.07 22.34
80 2015.79 430.13 22.02 724.49 265.80 22.72
100 1715.30 432.29 22.28 439.02 382.98 22.60
120 2155.24 431.86 22.05 637.01 264.17 23.36
150 2155.24 410.43 22.74 1675.30 452.81 23.06
From the results reported in Tab. 6.7, it is obviously observed that among SOBLS, SORVFL,
and SOELM, the smaller population size can find the optimal features fed to each optimal-
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Dataset A, single-objective: The performance of single-objective (SO)
Figure 6.7: Box plot of SO with ps = 30, 50, 80, 100, 120, 150 under RVFL, ELM and BLS for
Dataset A
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Figure 6.8: Box plot of SO with ps = 30, 50, 80, 100, 120, 150 under RVFL, ELM and BLS for
Dataset B
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Figure 6.9: Box plot of the best individual in the PF of EEL with ps = 30, 50, 80, 100, 120, 150
under RVFL, ELM and BLS for Dataset A
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Figure 6.10: Box plot of the best individual in the PF of EEL with ps = 30, 50, 80, 100, 120, 150
under RVFL, ELM and BLS for Dataset B
configured predictor and leads to the best mean RMSE for each dataset. SOBLS outperforms
SORVFL and SOELM evidenced by smaller mean RMSE when ps = 30 for Dataset A and ps = 80
for Dataset B. The box plot of Fig. 6.7 and Fig. 6.8 further demonstrate the robust performance
of SOBLS evidenced by the small RMSE and deviation. For the best result obtained from PF
(i.e., PFBLS, PFRVFL, and PFELM), Tab. 6.7, the box plots of Fig. 6.9 and Fig. 6.10 show that
PFBLS leads to the best performance in comparison to PFRVFL and PFELM for each dataset.
With the Wilcoxon signed-rank test over 10 runs, the labeled bold and italic results show
that SOBLS under ps = 30, 50, 80, 100, 120, 150 has no difference and outperforms all results
obtained by SORVFL, SOELM, PFBLS, PFRVFL and PFELM for Dataset A while SOBLS has no
difference with PFBLS and performs better than the remaining comparison models on Dataset
B.
6.6.3.3 Comparison with State-of-the-art Models
Tab. 6.8 presents the average RMSE of RVFL, ELM, SVR, BLS, HELM, LSTM, SORVFL,
SOELM, SOBLS, PFRVFL, PFELM, PFBLS, EELRVFL, EELELM and EELBLS over 10 runs on
each dataset. Statistical test is applied to show the difference of the result between each
ensemble model (i.e., EELRVFL, EELELM, and EELBLS) and the comparison models. For each
dataset, the labeled bold value means that it outperforms the comparison models. It is obvious
to notice that EELBLS outperform RVFL, ELM, SVR, BLS, HELM, LSTM, SORVFL, SOELM,
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Table 6.8: Comparison of RVFL, ELM, SVR, BLS, HELM, LSTM, SO, the best individuals in
the PFs and EEL under RVFL, ELM and BLS for Datasets A and B, respectively
Dataset
A
ELM RVFL SVR BLS HELM LSTM SORVFL SOELM SOBLS
1.6712 1.6747 1.6681 5.0092 1.6547 1.4275 1.4092 1.4060 1.2880
PFRVFL PFELM PFBLS EELRVFL EELELM EELBLS
1.4823 1.5079 1.3924 1.3127 1.3091 1.1384
Dataset
B
ELM RVFL SVR BLS HELM LSTM SORVFL SOELM SOBLS
429.68 131.86 41.30 87.97 22.45 21.89 1715.30 349.81 22.02
PFRVFL PFELM PFBLS EELRVFL EELELM EELBLS
439.02 104.33 22.34 19.70 19.63 18.96
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Figure 6.11: Box plot of RVFL, ELM, SVR, BLS, HELM, LSTM, and the best result from
SORVFL, SOELM, SOBLS, PFRVFL, PFELM, PFBLS, EELRVFL, EELELM, EELBLS for Dataset A
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Figure 6.12: Box plot of RVFL, ELM, SVR, BLS, HELM, LSTM, and the best result from
SORVFL, SOELM, SOBLS, PFRVFL, PFELM, PFBLS, EELRVFL, EELELM, EELBLS for Dataset B
SOBLS, PFRVFL, PFELM and PFBLS on both datasets. It can be observed that only EELBLS
outperforms the remaining comparison models for Dataset A while EELRVFL, EELELM, and
EELBLS have better performance than the remaining models for Dataset B. Fig. 6.11 and Fig.
6.12 show the box plot of RMSE over 10 runs obtained by RVFL, ELM, SVR, BLS, HELM,
Conclusions 121
LSTM, SORVFL, SOELM, SOBLS, PFRVFL, PFELM, PFBLS, EELRVFL, and EELELM, EELBLS.
It can be observed that EELBLS consistently demonstrates robust performance as evidenced
by the smaller variance for the test datasets.
6.7 Conclusions
In this chapter, we proposed an evolutionary ensemble learning (EEL) framework that com-
bined multiple PFs produced by MOEA/D with different population sizes to generate a CPF by
deleting the same individuals in PFs. The CPF was composed of different levels of NDFs. EEL
chose RVFL, ELM and BLS as the base learners given their super-fast computational ability
and promising performance for MTS prediction. The individuals in each PF were combined
with Mean and LS directly. In addition, various ensemble methods, such as PFSBS, PFSFS,
NDFSBS, NDFSFS, CPF, CPFSBS, and CPFSFS were designed, where LS was applied to com-
bine the selected individuals. PFSBS and PFSFS were performed on each PF while NDFSBS,
NDFSFS, CPF, CPFSBS and CPFSFS targeted at level-accumulated NDF. By comprehensively
analyzing the proposed model, EELBLS outperformed EELRVFL and EELELM. Further, com-
pared with SO, the best individuals in the PF and the state-of-the-art models, the superiority
of EELBLS was verified on two real-world MTS prediction. We also found EELRVFL, EELELM
and EELBLS outperform other comparison models on Dataset B.
Chapter 7
Conclusion
To conclude, current research corresponding to MTS prediction is still growing. With the
development of data acquisition and storage technology, a larger number of high-dimensional
data are generated in different domains. Since the dimensionality of the input variable in-
creases, irrelevant and redundant variables make it difficult to model MTS. To avoid the curse
of dimensionality, exploiting the informative variables is a key problem. In addition to that,
assigning the suitable feature extraction techniques to mine the meaningful patterns behind
the selected influential factors and retaining it as knowledge fed to prediction model is of vital
importance for improving accuracy, where it is essential to choose the suitable predictor and
its parameters. Given the typical MTS prediction pipeline illustrated, considering the compet-
itive advantage of ensemble learning across different applications, combining multiple models
provides a promising method for MTS prediction. Each of the aforementioned aspects leads
to a combinatorial optimization problem. This computational intelligence approach composed
of evolutionary computation, machine learning, and data mining is revolutionary.
Given MTS data from cross domains collected with different devices, we first designed the
evolutionary model that can exploit the optimal subset of channels of MTS, the respective time
windows for each selected channel and the parameters in the predictor which can lead to the
best prediction performance, where enumeration was applied to seek the optimal subset of these
aspects as baseline. Considering the characteristics of each time series, heterogeneous feature
extraction methods were allocated to be selected for each time series to extract the valuable
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features. Since the length of the variables for input cannot be predefined, it is essential to
configure the prediction model with suitable parameter selection adaptively. In this regard,
the operation corresponding to channel selection, feature extraction and model configuration
(illustrated in Fig. 3.1 and Fig. 3.3 in Chapter 3) were reconciled to be solved by the proposed
EMC framework. Instead of choosing one optimal solution for the problem defined in Fig.
3.3, we built evolutionary ensemble learning frameworks, i.e., EMOEL and EEL. EMOEL
mainly focused on searching for a set of non-dominated optimal solutions using MOEA to
be combined with SODE with exploring the best population size in MOEA and SODE. EEL
was an extension of EMOEL that considered to merge the PFs generated from MOEA with
different population sizes and several ensembles were designed for the implementation of EEL.
The research questions are consistent and in relation to each other. For each question, the
contributions contain the designed framework and the constructed method to implement it.
The benefits of this study are extensive, composed of the general framework and algorithms
design, and applications of energy consumption and air quality.
The contributions corresponding to MTS prediction problems that were addressed can be
summarized as follows:
1. We proposed DDMS-PSO for solving the discrete combinatorial optimization problem in
MTS prediction to exploit the informative factors.
2. We defined the typical MTS prediction pipeline composed of channel selection, feature
extraction, and prediction (configuration). To perform the relevant operations jointly, an
EMC framework was proposed.
3. We designed a two-step EA for the implementation of EMC.
4. For the core operations, EMOEL was proposed to generate a set of non-dominated opti-
mal solutions linearly combined to facilitate the prediction performance.
5. A multi-resolution construction mechanism was proposed based on the raw time series.
6. MRSE-ELM was proposed based on the feature selection technique for exploiting the
optimal subset of individuals that were combined with LS.
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7. EEL framework was proposed, where multiple PFs produced by different population sizes
were combined to generate a CPF composed of different levels of NDFs.
8. To implement EEL, ELM, RVFL and BLS were chosen as the base learners individually.
EEL employed MOEA/D to search for the optimal solutions composed of the key oper-
ations in the pipeline. SFS and SBS were chosen to seek the optimal subset of models
in the level-accumulated NDF. LS was applied to combine the selected models. The
implementation of EEL is not limited to the aforementioned methods.
The research presented in this thesis mainly focused on building the general frameworks
in MTS prediction and accordingly, the corresponding algorithms were proposed to implement
them utilizing evolutionary computation, machine learning and data mining techniques. The
proposed frameworks and algorithms in each main chapter were connected consistently from
the viewpoint of studying the MTS and the techniques used. The implementation of each
framework is not limited to the methods used, which can be replaced by the ones that have
the same problem-solving abilities. Most of the experiments were carried out in a powerful
academic server, i.e., National Computational Infrastructure (NCI).
7.1 Research Questions and Answers
The main chapters of this dissertation tackled the key research challenges in relation to MTS
prediction, including informative factors exploration, channel selection, feature extraction, and
prediction (configuration) working jointly, and ensemble learning, where SOEA and MOEA
were applied. This thesis utilized the datasets from different domains as auxiliary factors
that contributed to boosting the prediction accuracy, such as electricity consumption and air
quality datasets, each of which considered the environmental data from different domains.
For the research questions formulated in Chapter 1.3, we researched, designed, developed and
analyzed both fundamental and methodological domains to find the solutions. Specifically, we
proposed a general framework and developed the intelligent algorithm based on evolutionary
computation and machine learning model to provide a customized solution for each question.
The framework built and its implementation was verified with a real-world MTS dataset1 and
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a benchmark dataset4 to ensure the applicability of each solution and provide the evidence
that our proposed methods can be further compared. Each research question and its solution
are summarized as follows.
RQ-1. How to explore the influential factors and respective time windows for multivariate
time series prediction?
Chapter 2 mainly focused on solving RQ-1 to provide an initial overview of whether the
auxiliary time series can help to improve prediction accuracy and the ones that are the most
useful. Considering the data composed of historical electricity consumption, electricity-related
factors and environmental factors collected from different domains, we first explored the most
informative factors within each domain by considering the exploited one, evidenced by the
results presented in Tab. 2.1, Tab. 2.2 and Tab. 2.3. The performance of DDMS-PSO
was verified by Tab. 2.4 and was compared with the best prediction accuracy in Tab. 2.3
obtained by enumeration. DDMS-PSO was demonstrated to effectively and efficiently find the
informative factors, the respective time windows and the parameter in ELM that can lead to
better prediction performance in comparison to enumeration.
RQ-2. How to construct an evolutionary model for multivariate time series prediction com-
posed of channel selection, feature extraction, and prediction jointly?
Chapter 3 was in relation to RQ-2. Given the channel selection that has been solved in
Chapter 2, heterogeneous feature extraction techniques with respective parameter settings and
model configuration for a specific task were considered. Accordingly, the problem in relation
to the key operations was depicted in Fig. 3.3. In comparison to the hybrid and existing
popular models, the superiority of EMC was demonstrated on three datasets, shown in Tab.
3.5, Tab. 3.6 and Tab. 3.7. The effectiveness of EMC was further verified according to the
analysis of days in one week, time stamps in one day and month information in Fig. 3.10, Fig.
3.11 and Fig. 3.12. The findings also indicated that the proposed two-step EA was capable of
implementing EMC to find the optimal solution for this problem.
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RQ-3. How to construct a multi-objective ensemble learning framework for multivariate time
series prediction composed of channel selection, feature extraction, and prediction jointly?
For the defined pipeline in Fig. 3.3, we proposed EMOEL in Chapter 4 to seek a set of
optimal solutions composed of channel selection, feature extraction, and prediction (configu-
ration), where MOEA was employed subjected to two conflicting objectives, i.e., prediction
accuracy and model diversity. The performance of EMOEL was comprehensively studied in
Tab. 4.1 and its superiority was demonstrated in comparison to the state-of-the-art models in
Tab. 4.3 and Fig. 4.2. We also discussed why NCL is a promising method to evaluate model
diversity in Section 4.5.3.2 and Fig. 4.1. The solution presented in Chapter 4 answered RQ-3.
RQ-4. How to perform ensemble learning via constructing multiple resolutions for time series
prediction?
Chapter 5 addressed RQ-4. Considering the characteristics of the time series, we pro-
posed MRSE-ELM with the application to the next-step and next-day electricity consumption
prediction. The performance of each resolution constructed was explored across several state-
of-the-art models for the studied datasets, shown as Fig. 5.2a and Fig. 5.2b. The superiority
of MRSE-ELM was verified by the performance presented in Fig. 5.3a and Fig. 5.3b and in
comparison to the state-of-the-art models in Tab. 5.1.
RQ-5. How to build an evolutionary ensemble learning framework for multivariate time series
prediction composed of channel selection, feature extraction, and prediction jointly?
Chapter 6 mainly focused on tackling RQ-5. Chapter 6 is an extended work of Chapter 4
and Chapter 5. Different with EMOEL in Chapter 4, where the population size as a sensitive
parameter was studied and the ensemble was performed on each PF, the proposed EEL pre-
served good models in each PF produced by different population sizes to generate a CPF after
removing the same models and being sorted into different levels of NDFs. The performance
of EEL was comprehensively evaluated in Tab. 6.5 and Tab. 6.6 on two studied datasets.
EEL outperformed SODE, the best one in PF, and the-state-of-the-art models on electricity
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consumption and air quality datasets, which further illustrated that by reserving good models
in each PF, the better ensemble performance could be obtained.
7.2 Future Directions for Research
The frameworks and the algorithms presented in this thesis can be applied to MTS prediction
problems in different domains. This research is built on top of the existing evolutionary com-
putation, machine learning and data mining techniques to solve the problems. The proposed
methods outperform the existing methods in terms of prediction accuracy, further evidenced
by the statistical test. However, there are still some improvements that can be considered
corresponding to the proposed methods or better accuracy to be obtained. We briefly discuss
the limitations of our study and recommend directions for future research using evolutionary
computation and machine learning techniques.
Since evolutionary computation is publicly known time-consuming, distributed evolution-
ary computation has received considerable attention for solving complex real-world optimiza-
tion problems. According to the task division mechanism, population-distributed models are
presented with master-slaver, island, cellular, hierarchical and pool architecture that paral-
lelize an evolution task at population, individual or operation level [Gong et al., 2015, Kro¨mer
et al., 2013, Tan and Ding, 2016, Wong et al., 2015, Zhan et al., 2017]. Graphical processing
units (GPUs) [Qin et al., 2012] is one of the physical platforms that can implement the dis-
tributed models to accelerate the optimization procedure corresponding to proposed algorithms
in Chapter 2, 3, 4 and 6.
Neuron pruning in neural network is of vital importance since there may exist redundant
neurons in hidden layers, such as ELM [Miche et al., 2010, Rong et al., 2008], where statisti-
cal methods such as Chi-squared (χ2), information gain and multiresponse sparse regression
(MRSR) are applied to remove irrelevant or low relevant hidden nodes. Specifically, Neuron
pruning is widely applied to deep neural networks because of their complex architectures, such
as convolutional neural networks (CNNs) [Zhang et al., 2017a], where a magnitude based bi-
nary neuron pruning method that can selectively prune neurons to shrink the network size
while keeping the performance of the original model without pruning is proposed. Wang et al.
Future Directions for Research 128
[2018] present an evolutionary method to automatically eliminate redundant evolution filters
in CNN, which provide an alternative and promising method for the frameworks in Chapter
2, 3, 4 and 6, especially for the proposed ensemble frameworks in Chapter 4 and 6 because of
more possibilities for generating the ensemble members.
Multi-task learning as a subfield of machine learning where multiple tasks are addressed
together by exploiting commonalities and differences across tasks in the same or related domain,
improves the learning efficiency and prediction accuracy for the task-specific models [Abdulnabi
et al., 2015, Fiot and Dinuzzo, 2018, Han et al., 2018, Liu et al., 2016, Ranjan et al., 2019,
Ruder, 2017, Tang et al., 2015]. With the development of evolutionary multitasking [Chandra
et al., 2017, Da et al., 2016, Feng et al., 2018, Gupta et al., 2016, 2017, Li et al., 2018,
Ong and Gupta, 2016, Yuan et al., 2016], evolutionary multi-task learning has the feature of
representation of the solution space that can be heterogeneous [Chandra et al., 2018, Zhang
et al., 2018a]. By exchanging the information among different tasks, the search efficiency is
improved. Accordingly, for the framework in Chapter 6, since the studied datasets in the similar
domains have same dimension and search space, evolutionary multi-task learning provides an
efficient and effective way to search for the solutions for both tasks by exchanging information.
Since our proposed frameworks are based on evolutionary computation and machine learn-
ing, implementing them using the designed evolutionary algorithms, various neural networks
with random weights and a variety of feature extraction techniques on two real-world MTS
datasets, i.e., electricity consumption data and air quality data, the potential future directions
for evolutionary MTS prediction are depicted briefly, but not limited as mentioned. More direc-
tions also include incremental learning [Meng et al., 2018] and reinforcement learning [Williams
and Zweig, 2016].
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