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В статье предложена модификация метода идентификации при помощи 
фильтрации множества векторов акустических признаков как обучающей вы-
борки, так и выборки тестируемого образца. Результаты численных исследова-
ний показали, что данная модификация позволяет повысить вероятность тек-
стонезависимой идентификации на основе одного классификатора. Вместе с 
тем, объем вычислений сокращается в сравнении с использованым ранее решаю-
щим правилом, полученным бустинг-алгоритмом. 
 
Введение 
 
Данная работа является продолжением [1], где была рассмотрена адапта-
ция алгоритма бустинга к задаче текстонезависимой идентификации диктора. 
Текстонезависимой является идентификация, выполняемая по произвольному 
фрагменту звукозаписи речи без информации о ее текстовом содержимом. Эта 
возможность усложняет реализацию текстонезависимых систем, понижает их 
надежность и скорость распознавания. 
Бустинг – метод, основанный на комбинировании нескольких «слабых» 
классификаторов в один «сильный». Решающее правило, полученное бустиг-
алгоритмом AdaBoost, показывает лучшую вероятность распознавания в срав-
нении с единичными классификаторами. 
Работа заключается в повышении эффективности единичного классифика-
тора для решения проблемы значительно возросшего объема вычислений, что 
привело к невозможности работы с большой акустической базой дикторов в 
режиме реального времени. 
 
Описание 
 
Для выбора подхода фильтрации был рассмотрен ряд работ, посвященных как 
фильтрации множества векторов признаков, так и оптимизации подмножества са-
мих признаков [2-4]. Метод минимальной избыточности и максимальной релевант-
ности (minimum redundancy-maximum relevance, mRMR) успешно применяется для 
фильтрации пространства признаков в задачах распознавания образов [4]. 
Критерий максимальной релевантности находит такое подмножество при-
знаков, что оно максимизирует среднее значение взаимной информации при-
знака и класса по всем признакам, включенным в подмножество. Критерий  был 
приспособлен для решения задачи фильтрации акустических признаков сле-
дующим образом: 
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где x
i
 – вектор множества акустических признаков S; 
cj – акустическая модель диктора; 
S – подмножество признаков; 
I(xi, cj) – расстояние в пространстве признаков или критерий корреляции. 
 
В качестве акустических признаков в данной работе выступают Мел-
частотные кепстральные коэффициенты, зарекомендовавшие себя компактны-
ми и информативными признаками во множестве современных исследований 
как по распознаванию речи, так и диктора [5, 6]. Вектор признаков дополнен 
производными от аналогичных коэффициентов, полученных по соседниим ок-
нам, для учета динамической составляющей. Таким образом, общая длина век-
тора признаков равна 39. 
В рамках данной работы для классификации использован метод гауссовх 
смесей. Этот классификатор может представлять собой аналогию скрытой мар-
ковской модели с одним состоянием. Модели гауссовых смесей отображают 
классы в пространстве признаков в виде многомерного вероятностного распре-
деления. Класс описывается как взвешенная сумма M нормальных распределе-
ний. Таким образом, модель описывается векторами математического ожида-
ния, ковариационными матрицами и весами смесей для каждого компонента 
модели [5]. Способом оценки параметров модели является метод максимизации 
правдоподобия. 
Модификацией метода гауссовых смесей и главной особенностью предло-
женной схемы идентификации является учет широких фонетических классов 
(ШФК) - множества, характеризующего акустическое пространство голоса дик-
тора. ШФК в данной работе представляют акустические события, на основании 
которых идет дальнейшая работа методов классификации. ШФК описывают 
определенные фонетические события (гласные, фрикативные и т. д.), по кото-
рым в отдельности формируются акустические модели, в совокупности пред-
ставляющие «комплексную» модель диктора. По результатам численных ис-
следований был использован состав из четырех ШФК: глухие, звонкие, сонор-
ные и гласные. Такой состав признан оптимальным для звуков речи русского 
языка по параметрам межклассового и внутриклассового разбросов векторов 
признаков в ходе проведенного численного исследованя [1].  
С учетом предложенного критерия фильтрации на основе имеющихся раз-
работок было сформировано множество классификаторов для проведения чис-
ленного исследования. В него включены классификаторы на основе одного и 
всех широких фонетических классов, а также решающее правило на основе 
бустинг-алгоритма. Звукозаписи дикторов были взяты из общедоступной базы 
VoxForge [7]. Была получена выборка звукозаписей 50 дикторов. Звукозаписи 
представлены в виде wav-файлов с глубиной квантования 16 бит и частотой 
дискретизации 16-44,1 кГц. Все дикторы записаны динамическим микрофоном 
в спокойном эмоциональном состоянии, 38 дикторов — мужчины, 12 — жен-
щины. 
Исследования проводились на обучающих выборках с разным количеством 
распознаваемых классов (дикторов) от 2 до 50. Обучение проводилось на фраг-
ментах речи дикторов продолжительностью от 8 до 35 секунд. Распознавание 
проводилось по фрагменетам дикторов той же сессии звукозаписи продолжи-
тельностью 5-7 секунд.  
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Проведен сравнительный анализ эффективности идентификации диктора 
классификаторами по отдельным ШФК, комплексным классификатором на их 
основе и композициией классификаторов. Зависимость вероятности распозна-
вания от размера обучающей выборки (количества моделей диктора) 2 ≤ N ≤ 50 
позволяет установить: 
− фильтрация увеличивает вероятность распознавания в среднем на  
3,9 ± 1,81% (р < 0,05) при 10 ≤ N ≤ 50 по сравнению с полным множеством при-
знаков; 
− повышения вероятности распознавания возможно добиться обязательной 
фильтрацией обучающей выборки, в то время как фильтрация тестовых векто-
ров признаков дает несущественный прирост (за исключением шипящих и глу-
хих ШФК). 
Сравнение эффективности комлексного классификатора с решающим пра-
вилом, построенным алгоритмом бустинга на множестве тех же классификато-
ров показало превосходство бустинга по доле верно идентифицированных дик-
торов в среднем на 1,1 ± 0,6% (р < 0,05) при 10 ≤ N ≤ 50. 
 
Выводы 
 
Предложено использование критерия фильтрации признаков для отсева 
векторов акустических признаков применительно к задаче текстонезависимой 
идентификации диктора, включающей предварительную сегментацию по ши-
роким фонетическим классам (ШФК). Показано, что фильтрация увеличивает 
вероятность распознавания в среднем на 3,9 ± 1,81% (р < 0,05) при 10 ≤ N ≤ 50 
по сравнению с полным множеством признаков. 
Получил дальнейшее развитие робастный метод классификации на основе 
гауссовых смесей. Его применения с возрастанием количества моделей дикто-
ров показывает значительное сокращение объема вычислений по сравнению с 
решающим правилом на основе бустинг-алгоритма. 
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