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Abstract
The purpose of this article is to present some result concerning the
poles of the series
∑
n≥1
Λ(n)e−piiqnn−s, where q is rational and Λ is the
arithmetical Mangoldt Λ-function. A certain continuity property of the
residues of the poles of M(s, q) with respect to q ∈ Q∩ (0, 2) is discussed.
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where Λ(n) is the arithmetical Mangoldt Λ-function and q ∈ Q ∩ (0, 2).
Roughly speaking, we shall prove the following proposition.
Proposition 1. Suppose that M(s, 1) has a pole at s = ρ with residue R0,
1/2 < Re(ρ) < 1 and Im(ρ) some large positive real number. Then to each q =
1+a/b (a/b small) sufficiently close to q = 1, there corresponds a pole (or several
of those) of M(s, a/b) whose residue is close to R0. The formula for residues
and poles of M(s, a/b) are expressed by Dirichlet L-functions; specifically, as s
approaches a pole of M(s, 1 + a/b), we have







We note that the poles of M(s, 1) are exactly those of (ζ′/ζ)(s), where ζ
denotes the Riemann zeta-function.
Besides, e−πi(1+a/b)p = e−πip−πiap/b = −e−πiap/b for p odd primes.
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For the objective of providing a supporting argument for this proposition,
we will first prove the following theorem.
Theorem 1. Let c > 0, c + δ + κ > 1, κ − c′ > 1, δ + c′ > 1, and −π/2 <












e−πiprΦ(p, r, 1 + δ)dr
















We will present a supporting argument for Proposition 1 in Section 3.
The following formula for the Γ-function [3, pp.405]
Γ(σ + it) ≍ |σ + it|σ−1/2e−π|t|/2 (2)
as |t| → ∞, will be often used.














Γ(s+ q − 1)Γ(1− s)x−sds,
where 0 < q < 1 with 1− q < c < 1.






= Γ(q)xq−1(1 + x)−q; (4)
express (1 + x)−q as a power series in x at x = 0 and use Γ(s)s = Γ(s+ 1).






Γ(s)Γ(s+ q − 1)Γ(1− s)x−sds. (5)























We associate F and f with Γ(s) and e−x (by (3)), and G and g with Γ(s+





e−z(z + x)−qdz. (6)
Thus choosing x 7→ xpn with −π/2 < arg(p) ≤ 0, multiplying by
Λ(n)e−πipnp−δn−δ−κ,
and summing over n ≥ 2, we have for 1 < Re(κ) < 2 and δ > 0 (so that











































From here on, we keep 1 < Re(κ) < 2 unless otherwise mentioned.



















We choose q = 1 + δ.
3
Next, we rewrite the integral
∫∞
0































where in obtaining the first equality, we used Cauchy’s theorem on contour
integrals with the paths {0 ≤ w ≤ R}, {w = Reit : arg(p) ≤ t ≤ 0}, and
{w = qei arg(p) : 0 ≤ q ≤ R}, letting R → ∞, and then made the change of











≡ e−πiprΦ(p, r, 1 + δ)−
∑
1≤j<n






























Γ(s)Γ(s+ δ)Γ(1 − s)π−se−πis/2ds















≡ Γ(1 + δ)p−δ(Y1 − Y2).
(10)
























dw +O(xcU−1(σ + c− 1)−α)
+O(U−1ψ(2x)x1−σ log x) +O(U−1ψ(N)x1−σ |x−N |−1),
(11)
where x is not an integer, N is the integer nearest to x, c > 0, σ + c > 1,






, s = σ + it,





≪ (σ − 1)−α.














dw +O(ncU−1(σ + c− 1)−α)
+O(U−1ψ(2n)n1−σ logn) +O(U−1ψ(n)n1−σr−1),
(12)








Choosing s 7→ 1 + δ and aj 7→ e














+O(U−1(logn)2(n+ r)cr−1(σ + c− 1)−α).
Furthermore, multiplying both sides by Λ(n)n−κ and summing all over the



















































uniformly in r ∈ [1/N, 1− 1/N ] for any fixed N as U →∞.














































the first equality is by pointwise convergence of (14), and the second by uniform
convergence of (14) for each N .
But if c and κ are sufficiently large so that κ− c > 1 and 1+ δ+ c > 2, then
with integration by parts, it is easy to show that
∫ 1−1/N
1/N
Φ(p, r, 1 + δ + w)dr ≪ (|t|+ 1)−1, w = c+ it, (16)
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and so the last integral
∫
(c)
in (15) converges absolutely. This in turn enables





























Γ(s)Γ(s+ δ)Γ(1 − s)π−se−πis/2ds







e−πiprΦ(p, r, 1 + δ)dr
















This completes the proof of Theorem 1.
3 A supporting argument for Proposition 1
Suppose that ρn1 = 1/2 + ηn1 + iγn1 is a nontrivial zero of the Riemann zeta-
function with ηn1 > 0.












and so the poles of M(s, 1) are exactly the nontrivial zeros of the Riemann
zeta-function.
Using the residue theorem in (1), we shift the path of the integral on the left





M(s+ δ + κ, 1)Γ(s)Γ(s+ δ)Γ(1− s)π−se−πis/2ds
= π−ρn1+δ+κe−πi(ρn1−δ−κ)/2
× Γ(ρn1 − δ − κ)Γ(ρn1 − κ)Γ(1− ρn1 + δ + κ)
+ E + Sδ,κ,
(19)
where E is the collection of all the terms associated with poles other than ones






M(s+ δ + κ, 1)Γ(s)Γ(s+ δ)Γ(1 − s)π−se−πis/2ds.
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with h > 0 arbitrary.
Thus, by (19) and (20), we have
π−ρn1+δ+κe−πi(ρn1−δ−κ)/2
× Γ(ρn1 − δ − κ)Γ(ρn1 − κ)Γ(1− ρn1 + δ + κ)
+ E + Sδ,κ
















D ≡ (κ− 1)−1
∫ 1
0






















Here, we can show the convergence of the sum on the right side of (21) as
follows.
It is easy to show that (see [1] for the bound on Φ)
∫ 1
0











with βj = 1/2 + ηj and δ, κ > 0 small.
Let N(σ, T ) be the number of the nontrivial zeros of the zeta-function in the
rectangle {s : σ < Re(s) < 1, 0 < Im(s) < T }.
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Combining (22) with the well-known result N(σ, T ) ≪ T 3/2−σ(logT )5 [5],















Once we have (21), we can let κ = 0 by analytic continuation.
Now, we put δ = ν + iγn1 with ν > 0 and then multiply both sides of (21)
by eπγn1/2. Then it is easy to see that the left side of (21) is approximately
(LHS of (21) )eπγn1/2 ≍ γ
ηn1
n1 ; (24)
in particular, we have




n−s−ν1 M(s+ ν, 1)Γ(s− iγn1)








with ǫ > 0 arbitrary and 0 < ν < ηn1 . Therefore, (21) reduces to
γ
ηn1
















The completion of our argument for Proposition 1 depends on derivation of
a more generalized form of (25), with p being any number in Q ∩ (0, 2), in a
similar way. That is, we ought to establish a relationship of the form
cρm,p1 [Im(γm,p1)]
ηm,p1















where ρm,p1 is a pole of M(s, p1), cρm,p1 is the residue of M(s, p1) at s = ρm,p1 ,
and other symbols are counterparts for associated ones in (21).
There are mainly two topics left to be discussed for achieving our goal based
on (26).
First, we know that if fn(x) is continuous and uniformly convergent to f(x),
then f(x) is continuous. Hence (23) shows that the right side of (25) is contin-
uous in p ∈ (0, 2) (there is a difficulty at p = 2) for each ν > 0.
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Second, we need to show that M(s, q) is a meromorphic function for rational
q in the region Re(s) > 1/2. The rest of the argument focuses on this goal.
We set




The logarithmic derivative of F is
F ′
F






where we put q = a/b.
On the other hand, we can express F (s, a/b) in terms of Dirichlet L-functions




















1 n ≡ a(mod m),
0 otherwise.
With (28), F (s, a/b) becomes










and its logarithm is















χ(p)A(a, b;χ)p−s − [
∑
χ




























where we used (28) and the complete multiplicativity of Dirichlet characters in
obtaining the third and fourth equliaties, respectively.
10




















































(s, χ) +Q = M(s, a/b). (29)









where q is any positive integer and χ is any Dirichlet character modulo q, the
formula (26) has become virtually available to us for b ≪ Im(ρm,a/b) (so that
the error terms in its left side becomes minor).
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