Proper Orthogonal Decomposition (POD), also known as Karhunen-Loeve decomposition, is emerging as a useful experimental tool in dynamics and vibrations. The POD is a means of extracting spatial information from a set of time series data available on a domain. The use of Karhunen-Loeve (K-L) transform is of great help in nonlinear settings where traditional linear techniques such as modal testing and power spectrum analyses cannot be applied. These decomposition can be used as an orthogonal basis for efficient representation of the ensemble. The Proper Orthogonal Modes (POM) have been interpreted mainly as empirical system modes and the application of POD to measured displacements of a discrete structure with a known mass matrix leads to an estimation of the normal modes. We investigate the use of the proper orthogonal modes of displacements for the identification of parameters of nonlinear dynamical structures with an optimization procedure based on the difference between the experimental and simulated POM. A numerical example of a beam with a local nonlinear component will illustrate the method.
½ ÁAEÌÊÇ Í ÌÁÇAE
The identification of the dynamic characteristics of linear systems is now widely used and interest in nonlinear systems has increased. Identification of nonlinear systems ranges from methods which simply detect the presence or type of a nonlinearity to those which seek to quantify the dynamic behaviour through a mathematical model. Generally speaking, it requires the knowledge of the applied force and of the response of the system. Once the model parameters are identified, the model may be used afterwards to predict the behaviour of the system. For dynamic analysis, most mechanical structures may be approximated by a linear model. However, when these structures are subject to large displacement amplitudes, nonlinear effects may become important and the linear model consequently fails. Even when the amplitudes remain restricted, some nonlinear distortions may occur due to dry friction for instance. Both reasons demonstrate why interest in nonlinear identification is increasing.
The importance of diagnosing and modelling nonlinearity is recognised since a long time but it is only recently that nonlinear theory is beginning to be exploited by structural dynamicists. A review can be founded in Worden ½℄ . Much of the work before the Nineteen-Eighties concentrated on the behaviour of nonlinear systems with comparatively simple equations of motion. However, with the advent of a rapid expansion in computer processor power, the simulation and identification of MDOF structures became possible.
One of the first approach to the identification of SDOF systems began with Masri and Caughey ¾℄ .The procedure of the identification is based on Newton's second law. The method analyzes nonlinear systems in terms of their internal restoring forces. It was generalized to MDOF systems but suffered from the necessary knowledge of both the displacement, velocity and acceleration data for each DOF. A lot of researchers has worked on the method ¿℄ ℄ ℄ in the following years and some experimental studies have been published on the identification of nonlinear automotive components ℄ ℄ .
The use of the Volterra's and Wiener's series gave information about the nonlinear transfer of energy between frequencies. A identification procedure was based on the higher-order FRF ℄ . One serious problem of the method is the range of validity of the expansion of the series. The discontinuity of some nonlinear systems cannot be represented by the series.
Another technique which has been applied for modelling and prediction purposes is based on Auto Regressive Moving Average (ARMA) models. The NARMAX (Nonlinear Auto Regressive Moving Average with eXogenous input model ℄ ½¼℄ ) makes also a useful link with the Volterra's series. It allows the extraction of the higher-order FRFs directly from the NARMAX model.
Recently, the conditioned reverse-path method which is a promising frequency-domain algorithm, has been developed for MDOF systems ½½℄ .
New works have now started to better take into account the spatial information. Adams ½¾℄ introduces a new principle of superposition for nonlinear systems based on a spatial perspective of nonlinearities as internal forces. Feeny ½¿℄ interprets the Proper Orthogonal Modes (POM) as an approximation of the nonlinear normal modes. The Proper Orthogonal Decomposition (POD) can be viewed as a time-space bi-orthogonal decomposition. The aim of this paper is to present a time domain method for the identification of nonlinear parameters of a model. The proposed method investigates the use of the spatial and time information contained in the POD to identify the linear as well as the nonlinear parameters of a nonlinear dynamical structure. The optimization procedure is based on the difference between experimental and simulated Proper Orthogonal Modes (POM).
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The Proper Orthogonal Decomposition, also employed to determine low dimensional models, was first applied to turbulence problems by Lumley ½ ℄ . It identifies a useful set of basis functions and the dimension of the subspace necessary to achieve a satisfactory approximation of the system. The POD also facilitates the resolution of the partial differential equations through their projection into a reduced-order model ½ ℄ .
The POD has been applied successfully in the field of fluid dynamics ½ ℄ to identify coherent structures in turbulence. Many recent investigations have examined impacting systems ½ ℄ ½ ℄ , thermics ½ ℄ and signal processing ½ ℄ . A recent work ½¿℄ has shown that the application of the POD to measured displacements of a discrete structure with a known mass matrix leads to an estimation of the normal modes.
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The POM are shown here to be the eigenfunctions of the space correlation tensor. 
The numerator of equation (3) can be expanded :
The two point correlation function´Ãµ is defined as
Hence, equation (6) becomes:
Inspection of equations (8) and (3) reveals that the optimization problem can be reduced to the following integral eigenvalue problem ½ ℄ ½ ℄ :
Equation (9) has a finite number of orthogonal solutions ´Üµ, called the proper orthogonal modes (POM)
with corresponding real and positive eigenvalues . The eigenvalue with the largest magnitude is the maximum which is achieved in the maximization problem (5). The second largest eigenvalue is the maximum of the same problem restricted to the space orthogonal to the first eigenfunction, and so forth. In order to make the computation unique, the eigenfunctions are normalized. Therefore the POM can be used as a basis for the decomposition of the field Ú´Ü Øµ :
Moreover, by construction, the POM capture more energy than any other modes. It should also be noted that time-dependent coefficients ´Øµ in equation (10) are uncorrelated ½ ℄ . Thus the POD can be viewed as a bi-orthogonal decomposition because of the space-time symmetry of the decomposition.
For an accurate approximation of the tensor (7) it is necessary to perform a long and expensive simulation. 
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The complete bi-orthogonal decomposition of the data may be obtained by use of the SVD ¾½℄ . For instance the SVD which is related to Principal Component Analysis, is used in reference ¾¾℄ ¾¿℄ to compute modal metrics to solve model updating problems in an optimization procedure. Let Ü´Øµ denote a response timehistory, where Ü is a vector containing the displacement, velocity or acceleration at M discrete locations. The discrete matrix is formed:
Thus, each row corresponds to a time history at one location and each column corresponds to a snapshot of the system at a specific time. Now the singular value decomposition of matrix can be written as:
with Í an orthonormal matrix (size Å ¢ Å) of eigenvectors of Ì and Î an orthonormal matrix (size AE ¢AE) of eigenvectors of Ì . The size of the matrix ¦ is Å ¢AE but only the main diagonal has non-zero elements which are the singular values of , sorted in descending order. If the matrix is rank deficient, i.e. some rows (or columns) can be generated by a linear superposition of the others, a few singular values will be zero. The SVD has a lot of applications, e.g. the estimation of the rank of a matrix, the filtering of measurement noise and so forth. In this paper the aim of the SVD is to compute the POM's and the normalized basic shapes including the response time-histories ¾¿℄ .
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The identification of the nonlinear parameters of a structure is based on the solution of an optimization problem which consists in minimizing the difference between the bi-orthogonal decompositions of the measured and simulated data respectively. Let us define the objective function as :
where ¡Í , ¡¦ and ¡Î are the differences between the matrices containing the bi-orthogonal decompositions i.e. the differences between the SVD of the measured and simulated data (equation (15)). It must be stated that the full decomposition is not retained in the objective function. Only the terms corresponding to the higher singular values are considered, which means that we take the proper orthogonal modes that contain the greatest amount of energy in the signal. Let be ¦½½ ¦¾¾ ¦ÅÅ the decreasing singular values of the experimental data. If we define È Å ½ ¦ the total energy in the data, only the Ô modes corresponding to a given percentage (e.g. 90%) of this energy are retained in the objective function i.e.:
Then the objective function may be minimized using standard optimization algorithms.
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To illustrate the method, let us consider the clamped steel beam with a local nonlinearity defined in figure1.
The steel beam is ¼ ¿ meter length and has a square section of ¼ ½ ¢ ½¼ ¿ Ñ ¾ . The beam is modeled with six finite elements. Each node possesses two degrees of freedom: one for the vertical deflection and one for the rotation. The whole structure has 12 degrees of freedom. The nonlinearity is a spring that exhibits a cubic stiffness.
ÙÖ ½ AEÓÒÐ Ò Ö Ñ Û Ø ÐÓ Ð ÒÓÒÐ Ò Ö ØÝº
For each iteration of the optimization process, two sets of time histories have to be compared:
The first one, which represents the reference case, has to be generated only one times;
The second one, which corresponds to the model, has to be generated at each iteration of the optimization process.
The U, V, and ¦ matrices are obtained from equation (15) for both cases and introduced in the objective function (16) . Then the optimization yields the solution of the parameter identification.
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In this section, the linear part is supposed to be known so that the only parameter to identify is the nonlinear cubic stiffness. The free vibration of the beam is simulated with an initial displacement given by a static force applied at the end of the beam. The simulation is performed over a time period of 0.1 seconds, with a time step of ¾ ¢ ½¼ seconds. A Gaussian noise with an amplitude of ½± of the initial displacement has been added to test the robustness of the technique.
In this example the objective function is written in terms of the first POM only, i.e. with the highest singular value, which represents 70% of the energy. The normalized value of the nonlinear parameter in the reference case is 50. This value is perturbed to start the optimization process. Different starting points are tested which lead to different minima. To obtain the correct optimum, the optimization process needs to start with an initial value for the nonlinear coefficient not bigger than ¼± of the correct value. The comparison between the original and the reconstructed signals at the starting point is given in figure 2a , while in figure 2b , the comparison is shown after the optimization. The reconstructed signal (shown in dashed line) matches very closely the original one (in solid line). To improve the optimization process, the influence of different parameters were tested, such as the total time of the simulation, the number of POD or the type of objective function. For each test the objective function has been calculated for a large range of variation of the nonlinear parameter.
Duration of the simulation
The simulation period has a great influence on the picture of the objective function because the time decomposition of the data is included in the objective function (16) .When the simulation duration is long, the time decomposition contains a lot of oscillations involving more oscillations in the plot of the objective function. In figure 3 two objective functions are plotted with a simulation time of ¼ ¼¾ × ÓÒ and ¼ ¾ × ÓÒ respectively.
The figure clearly shows that a lot of minima appear in the case of a long simulation time which can be bad for the research of the global minimum during the optimization process. Of course a small simulation time (e.g. one oscillating period of the proper orthogonal mode) gives too little information on the system so that the proper orthogonal modes loose physical significance. One solution consists to drop the time decomposition in the objective function (16) . The plot of the objective function in figure 4 shows a more suited curve for the optimization process. The drawback is again the lost of time information over the system.
In order to retain the time information but without the drawback of its oscillatory nature, the Wavelet Transform of the decomposition may be performed. 
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The first part of each curve is zoomed in figure 6 . In the case of the Wavelet Transform the function decreases very smoothly, which allows to reach easily the optimum of the function. Without the Wavelet Transform, the horizontal line is oscillating before the narrow valley; This may compromise the efficiency of the optimization procedure.
As seen in figure 5 , the nonlinear phenomena are too important for high values of the nonlinear parameter and the objective function presents large oscillations. Therefore the optimization process has to begin with small values of the nonlinear parameter. In figure 9 the objective function is plotted for a large domain of the two variables. This plot shows that the objective function is well suited for the optimization process. The function presents only disturbances in the domain where the nonlinear parameter is much higher than the linear one. For high values of the nonlinear stiffness, the nonlinear phenomena are too strong so that any small change of one parameter can lead to 
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In this paper, the proper orthogonal decomposition has been used to identify parameters of nonlinear dynamical structures. An optimization procedure based on the difference between the experimental and simulated POM has been used. A numerical example of a beam with a local nonlinear component illustrates the method. The Wavelet Transform is then used to improve the optimization procedure. The extension of the technique to the optimization of several parameters is straightforward.
The advantage of the method compared to classical identification techniques is that it can easily be applied to multiple degrees of freedom systems. The systems considered up to now are submitted to free vibrations but it is planned to study the influence of random and sinusoïdal excitations. The method has been tested on a simple simulated example and more tests are needed to judge the importance of the WT and the number A drawback of the method is the requirement for generating time domain data using the predictive model at each iteration of the optimization process, which is actually difficult to realize for typical engineering FE model with several thousands degrees of freedom. However, the method seems to be promising in the difficult area of nonlinear dynamic systems and will be verified on experimental cases in the near future.
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