This paper investigates the role persistent relations play for a social network to reach a global belief agreement under discrete-time or continuous-time evolution. Each directed arc in the underlying communication graph is assumed to be associated with a time-dependent weight function, which describes the strength of the information flow from one node to another. An arc is said to be persistent if its weight function has infinite L1 or 1 norm for continuous or discrete belief evolutions, respectively. The graph that consists of all persistent arcs is called the persistent graph of the underlying network. Three necessary and sufficient conditions on agreement or -agreement are established. We prove that the persistent graph fully determines the convergence to a common opinion in a social network. It is shown how the convergence rate explicitly depends on the diameter of the persistent graph. For a social networking service like Facebook, our results indicate how permanent friendships need to be and what network topology they should form for the network to be an efficient platform for opinion diffusion.
I. INTRODUCTION
T HE EVOLUTION of beliefs or opinions is a fundamental problem in the study of social networks. Individuals form opinions on various social events, exchange opinions via interpersonal actions, and revise their opinions from time to time. The underlying interaction, or information exchange network, is naturally formed during this process. The structure of this network essentially determines how beliefs are propagated.
A classical way of modeling the dynamics of opinion evolution over social networks is to simply use a discrete time dynamical system with a row-stochastic state transition matrix, where each entry of the system state corresponds to the opinion of a member of the social network [6] , [7] , [8] , [9] . The central idea here is that information exchange will lead to social aggregation of dispersed beliefs. In [6] , the author discussed how the connectivity of the social influence graph affects the common agreement with directed interpersonal actions. Then in [7] , [8] , agreement convergence conditions were established for more general cases taking advantage of the theories of Markov chains [10] , [11] . Following this approach, variations of the model have been considered in [12] , [13] , [14] , [15] , [16] for the study of opinion dynamics in social networks, and whether an asymptotic belief agreement can be reached or not has been a central question. In fact, related consensus problems also appear in many different contexts in the study of computer science and engineering, Manuscript received February 7, 2012; revised July 16, 2012. G. Shi e.g., decentralized and parallel computations [17] , [18] , [19] , coordinations of autonomous agents [20] , [21] , [22] , [23] , [24] , [25] , and sensor networks [26] , [27] , [28] , [29] . Agreement seeking has been extensively studied in the literature for both discrete-time and continuous-time models [30] , [31] , [32] , [33] , [34] , [35] , [36] , [37] , [38] , [39] , [40] , [41] , [42] , [43] , [44] , [45] , [46] , [47] , [48] . Efforts have also been devoted to the investigation of the role that the interpersonal influence networks play in the formation of individual beliefs [49] , [50] , [51] , [52] . Here researchers studied how the structure of the influence network, i.e., patterns and strengths of the interpersonal influence among the social members, determines the eventual individual opinion and if it corresponds to agreement or not. In [50] , structural equation models were studied for the formation of the social opinions. Then in [52] , the asymptotic opinion formation was studied under a dynamical recursive system for the opinion evolution. Among the interpersonal influence networks, the influence, or power, of one member of a population over another member is reflected by the corresponding entry of the state transition matrix, which is used to characterize the opinion evolution. Thus, the weight of an arc in the influential communication graph determines the the strength of the interpersonal influence from one social member to another. In most existing works, the arc weights are assumed to either be constants [8] , [21] , [30] , or in a compact set with positive lower and upper bounds [14] , [17] , [20] , [35] , [36] , [42] , [43] , [44] .
Interpersonal influential power in realistic social networks may vary over a wide range, and may even fade away as time goes by. For example, opinions may be heavily influenced over short time periods by social medias, local leaders, political actors, or random strangers, but over longer time periods a member of the social network may tend to be more influenced by long term relations with families, friends and coworkers. This is to say, the interpersonal influence network is in general time varying, and the pattern of interpersonal influence depends on various social relations in the society. Influential communication can be impulsive, vanishing, persistent, etc. An interesting question arises: are there certain relations that are the ones that actually generate the convergence to a belief agreement, and if so, how do their interconnections influence the convergence rate?
The central aim of the paper is to answer the question. We build a model to classify arcs in the underlying communication graph, and then we give a precise description on how the persistent arcs indeed determine conditions for agreement convergence. We adopt the classical model for belief evolution under general conditions, in which the strength of interper-0733-8716/13/$31.00 c 2013 IEEE sonal influence can be time varying and unbounded [6] , [7] , [8] , [9] . We define the persistent graph as the graph having links whose weight functions have infinite L 1 or 1 norm for continuous-time or discrete-time belief dynamics, respectively. Global agreement and -agreement are defined as whether the maximum state difference converges to zero, and whether the convergence is exponentially fast, respectively. For the discrete-time case, a necessary and sufficient condition is obtained on -agreement under stochasticity, self-confidence, and arc balance assumptions. Then, for the continuous-time case, two necessary and sufficient conditions are established on global agreement and -agreement, respectively. In this way, we precisely state how the persistent graph plays a fundamental role in agreement seeking. Additionally, comparisons of our new conditions are given with existing results and the relations between the discrete-time and continuous-time evolutions are highlighted.
From a theoretical point of view, our work generalizes the existing agreement convergence conditions in the sense that we do not impose lower and upper bounds for the arc weights, which is a typical assumption in the literature [6] , [8] , [9] , [20] , [21] , [35] , [36] , [42] . We establish necessary and sufficient conditions for -agreement, which is a problem that have received attention recently [30] , [42] , [43] . From a practical point of view, our work shows the importance of persistent interpersonal influences in social networks, since the agreement of social opinion is fully determined by the persistent graphs. For real social networks, like Twitter or Facebook, intuitively the persistency of the network can be interpreted in the contact frequency among users. Our results show that the diameter of persistent graph essentially determines the agreement convergence rate. This observation may inspire researchers to explore the structure of persistent graphs for social networks. A future direction of research suggested by the results of our paper is to study the relation between agreement convergence and network topology from social network data.
The rest of the paper is organized as follows. In Section 2, we introduce the network model and define the problem of interest. Then in Sections 3 and 4, the main results and convergence analysis are presented for discrete-time and continuoustime dynamics, respectively. Finally some discussions and concluding remarks are given in Sections 5 and 6.
II. PROBLEM DEFINITION
In this section, we first introduce some basic graph theory [4] , and then present the social network model and define the considered problem.
A. Directed Graphs
A (simple) digraph G = (V, E) consists of a finite set V = {1, . . . , n} of nodes and an arc set E, where each arc (i, j) ∈ E is an ordered pair from node i ∈ V to another node j ∈ V. If the arcs are pairwise distinct in an alternating sequence v 0 e 1 v 1 e 2 v 2 . . . e k v k of nodes v i and arcs e i = (v i−1 , v i ) ∈ E for i = 1, 2, . . . , k, the sequence is called a (directed) path with length k. A path from i to j is denoted i → j, and the length of i → j is denoted |i → j|. A path with no repeated nodes is called a simple path. If there exists a path from node i to node j, then node j is said to be reachable from node i. Each node is thought to be reachable by itself. A node v from which any other node is reachable is called a center (or a root) of G. G is said to be strongly connected if it contains path i → j and j → i for every pair of nodes i and j; G is said to be quasi-strongly connected if G has a center [5] , [33] ; G is said to be weakly connected if G is connected as an undirected graph ignoring the directions of the arcs (cf. Fig.  1 ). The distance from i to j, d(i, j), is defined as the length of a shortest (simple) path i → j when j is reachable from i, and the diameter of G as d 0 = max{d(i, j)|i, j ∈ V, j is reachable from i}.
B. Social Network Model
In this paper, we consider a social network model with node set V = {1, . . . , n}. Let the digraph G * = (V, E * ) denote the underlying graph of the considered social network. The underlying graph indicates all potential interactions between nodes. Node j is said to be a neighbor of i at time t when there is an arc (j, i) ∈ E * ; each node is supposed to be a neighbor of itself. Let N i = {i} ∪ {j : (j, i) ∈ E * } denote the neighbor set of node i.
Let x i (t) ∈ R be the belief of node i at time t. Time is either discrete or continuous. The initial time is t 0 ≥ 0 in both cases and each node is equipped with an initial belief x i (t 0 ). The belief updating rule is in discrete time:
and in continuous time:
Here
is a nonnegative scalar function which represents the weight of arc (j, i). Clearly W ij (t) describes the strength of the influence of node j on i.
Since W ij (t) = 0 may happen from time to time, the graph is indeed time-varying. We define
as the minimum and maximum state value at time t, respectively. Then
is a natural agreement measure marking the maximum distances between the individual beliefs. The considered global agreement and -agreement for both the discrete-time and continuous-time updating rules are defined as follows.
Non-persistent arc Persistent arc 
(b) Global -agreement is achieved if there exist two constants 0 < < 1 and T 0 > 0 such that for any x(t 0 ) ∈ R n and t ≥ t 0 , we have
(4)
Remark 2.1:
A global agreement only requires that H(t) will converge to zero as t tends to infinity. If it is further required that the convergence speed is at least exponentially fast, we use global -agreement. This definition of -agreement and other similar concepts have been widely used to characterize the convergence rate of consensus evolutions in the literature, e.g., [30] , [42] , [43] , [44] .
C. Persistent Graphs
The goal of this paper is to distinguish the arcs from the underlying graph that are persistent over a long time range and how they influence global agreement. To be precise, we impose the following definition for persistent arcs and persistent graphs based on the L 1 or 1 norms of the weight functions. (b) The graph G p = (V, E p ) that consists of all persistent arcs is called the persistent graph.
Next, in Sections 3 and 4, we will investigate the discretetime and continuous-time updating rules, respectively. We will establish sufficient and necessary conditions on global agreement and -agreement, which illustrate that the notion of persistent graphs is critical to the convergence.
III. DISCRETE-TIME BELIEF EVOLUTION
In this section, we focus on the discrete-time belief evolution (1) . In order to obtain the main result, we need the following assumptions.
A3 (Arc Balance) There exists a constant A > 1 such that for any two arcs (j, i), (m, k) ∈ E p and t ≥ 0, we have
The main result for the discrete-time updating rule (1) on global -agreement is as follows.
Theorem 3.1: Suppose A1, A2 and A3 hold. Globalagreement is achieved for (1) if and only if (a) G p is quasi-strongly connected; (b) there exist a constant a * > 0 and an integer T * > 0 such that
In fact, if (a) and (b) hold, then we have
for all t ≥ t 0 , where d 0 represents the diameter of G p . Remark 3.1: Consensus convergence for many variations of (1) has been extensively studied in the literature, e.g., [1] , [14] , [13] , [10] , [11] , [20] , [24] , [23] , [35] . As for convergence rate, a relatively conservative bound is given in [1] , [20] , and then generalized in [36] , [43] . Recently a sharper bound for convergence rate was obtained in [44] . The self-confidence condition A2 is generally not necessary to ensure a consensus, but the convergence properties may be quite different without A2, especially for the case with time-varying graphs.
Remark 3.2: Most of existing results are based on the assumption that all weight functions W ij (t) in the underlying graph have a positive lower bound whenever they are not zero. Here we just need the self-loop weights, W ii (t), i = 1, . . . , n, to have a positive lower bound. As indicated by the proof below, the sufficiency statement of Theorem 3.1 relies on the self-confidence assumption A2, while the arc balance assumption A3 is used in the necessity part. 
In the following two subsections, we prove the necessity and sufficiency parts of Theorem 3.1, respectively.
Before we state the proofs, we introduce some more notations. For two sets S 1 and S 2 ,
For the underlying graph G * = (V, E * ) and the persistent graph G p = (V, E p ), we denote
as the overall weights of non-persistent arcs in the underlying graph at time t. The overall weights entering node m ∈ V at time t from its neighbors in the underlying and persistent graphs are defined, respectively, as
and
We summarize these notations in the following table, which will be used throughout the rest of the paper.
A. Necessity
We need to show that a global -agreement cannot be achieved without either condition (a) or (b).
The upcoming analysis relies on the following well-known lemmas.
We have the following proposition indicating that G p being quasi-strongly connected is not only a necessary condition for (1) to reach global -agreement, but also necessary for (simple) global agreement, even in the absence of assumptions A2 and A3.
Proposition 3.1: Suppose A1 holds. If global agreement is achieved for (1), then G p is quasi-strongly connected. Proof: Suppose G p is not quasi-strongly connected. Then there exist two distinct nodes u and w such that
for m ∈ V u and f + (t; k) = j∈N k ,j / ∈Vw W kj (t) for k ∈ V w . We further denote
It is straightforward to see that ψ(t) is non-decreasing and Ψ(t) is non-increasing for (1) . It follows that x i (t) ∈ [0, 1] for all i and t ≥ t 0 . There are two cases.
(i). First, for any m ∈ V u , we have
which yields (t 0 + 1) ≤ ζ + u (t 0 ) immediately. Then, for the next slot we have that for any m ∈ V u ,
which leads to (t 0 + 1) ≤ ζ + u (t 0 ) + ζ + u (t 0 + 1). Continuing we get that for any s = 1, 2, . . . , we have
because there is no arc entering V u in the persistent graph G p . (ii). Consider now V w . According to the definition of θ(t),
Furthermore, for any k ∈ V w , one has
and thus (t 0 +2)
. Proceeding the analysis we know that for any s = 1, 2, . . . ,
where σ * exists from Lemma 3.1 and the definition of θ(t). Because ∞ j=0 θ(t) < ∞, we can always choose t 0 sufficiently large so that ∞ j=t0 θ(t) ≤ σ * /2. Therefore, (8) and
A global agreement is thus impossible. This completes the proof.
We establish a lemma on the upper and lower bounds for some particular nodes.
Then for any integer T > 0, we have:
For time t + 2, we obtain
Continuing, we obtain (11).
In equality (12) can be easily obtained using a symmetric analysis as for (11) .
We are now in a place to present the following conclusion, which shows the necessity of condition (b) in Theorem 3.1.
Proposition 3.2: Suppose A1 and A3 hold. If globalagreement is achieved for (1), then there exist a constant a * > 0 and an integer T * > 0 such that t+T * s=t W ij (s) ≥ a * for all t ≥ 0 and (j, i) ∈ G p . Proof: We prove the conclusion by contradiction. Suppose the condition does not hold. Then there exists a persistent arc (j * , i * ) ∈ E p such that for any real number δ > 0 and integer T > 0, there exists an integer t * (T, δ) satisfying
Since (j * , i * ) ∈ G p , it is straightforward to see that t * (T, ) → ∞ as T → ∞ for any fixed . Thus, we can assume that (15) also holds for the arcs in E * \ E p . Moreover, without loss of generality, we can also assume that ξ + (s; i) ≤ 1/2 for all i and t * ≤ s ≤ t * + T − 1. With arc balance assumption A3 and Lemma 3.2, for any 0 < < 1 we take δ = 1 2 A −1 (n − 1) −1 · log 1+ 2 −1 , and then (15) implies
for all i ∈ V. Moreover, taking x m (t * ) = ψ(t * ) and x k (t * ) = Ψ(t * ), we know from Lemma 3.3 that
Therefore, with (16), (17) and (18), we eventually obtain
The desired conclusion thus follows.
The necessity claim in Theorem 3.1 follows from Propositions 3.1 and 3.2.
B. Sufficiency
We now present the sufficiency proof of Theorem 3.1. In fact, we are going to prove a stronger statement which does not rely on the arc balance assumption A3. Proposition 3.3: Suppose A1 and A2 hold. Globalagreement is achieved for (1) if G p is quasi-strongly connected and there exist a constant a * > 0 and an integer T * > 0 such that
Then from Lemma 3.3, one has
for all T = 0, 1, . . . . Denote V 1 as the node set consisting of all the nodes of which i 0 is a neighbor in G p , i.e., V 1 = {j : (i 0 , j) ∈ E p }. Note that V 1 is nonempty because i 0 is a center. For any
. Then with (21), we have
Based on Lemma 3.3, we can further conclude
for all T = 1, 2, . . . , which implies
for all K = 0, 1, . . . . Next, since G p is quasi-strongly connected, we can denote V 2 as the node set consisting of all the nodes each of which has a neighbor in {i 0 } ∪ V 1 within G p . For any i 2 ∈ V 2 , there exist a node i * ∈ {i 0 } ∪ V 1 and an instancet 2 = t 0 + T * + 2 with 2 ∈ [0, T * − 1] such that W i2i * (t 1 ) ≥ a * /T * . Similarly we have
and therefore
Moreover, it is not hard to see that i 0 can be selected so that k = d 0 , where d 0 is the diameter of G p , and thus
which yields
With (27), we eventually have
For the opposite case of (20) with
(28) is obtained using a symmetric argument by bounding ψ(t 0 + d 0 T * ) from below. Therefore, the desired conclusion follows with = 1 −
with the choice of t 0 .
IV. CONTINUOUS-TIME BELIEF EVOLUTION
In this section, we turn to the continuous-time updating rule. We need an assumption on the continuity of each weight function W ij (t) for the existence of trajectories of (2).
A4 (Continuity)
Each W ij (t), (j, i) ∈ E * is continuous except for a set with measure zero.
With assumption A4, the set of discontinuity points for the right-hand side of equation (2) has measure zero. Therefore, the Caratheodory solutions of (2) exist for arbitrary initial conditions, and they are absolutely continuous functions that satisfy (2) for almost all t on the maximum interval of existence [3] , [54] . In the following, each solution of (2) is considered in the sense of Caratheodory without explicit mention.
Let us first study the feasibility of the solutions of (2). Consider (2) with initial condition
The upper Dini derivative of a function h : (a, b) → R at t is defined as
The next result is useful for the calculation of Dini derivatives [53] , [33] . x(t) ) is the set of indices where the maximum is reached at t, then D + V (t, x(t)) = max i∈I(t)Vi (t, x(t)).
The following lemma establishes the monotonicity of Ψ(t) and ψ(t).
Lemma 4.2: For all t ≥ t 0 ≥ 0, we have D + Ψ(t) ≤ 0 and D + ψ(t) ≥ 0. Proof. We prove D + Ψ(t) ≤ 0. The other part can be proved similarly.
Let I 0 (t) represent the set containing all the agents that reach the maximum in the definition of Ψ(t) at time t, i.e., I(t) = {i ∈ V| x i (t) = Ψ(t)}. Then according to Lemma 4.1, we obtain
which completes the proof. Lemma 4.2 implies, H(t) is non-increasing for all t ≥ t 0 , and therefore each (Caratheodory) trajectory of (2) is bounded within the initial states of the nodes. As a result, the trajectories exist in [t 0 , ∞) for any initial condition.
The main result on global consensus and -consensus is stated in the following two theorems.
Theorem 4.1: Suppose A3 and A4 hold. Global agreement is achieved for (2) if and only if G p is quasi-strongly connected.
Theorem 4.2: Suppose A3 and A4 hold. Globalagreement is achieved for (2) if and only if (a) G p is quasi-strongly connected;
(b) there exists two constants a * , τ 0 > 0 such that t+τ0 t W ij (s)ds ≥ a * for all t ≥ 0 and (j, i) ∈ G p . Moreover, if (a) and (b) hold, then we have
where m 0 = ω0 2 2 1 (n−1)A with ω 0 = e − ∞ 0 θ(t)dt , d 0 is the diameter of G p , and z represents the smallest integer which is no smaller than z.
Theorem 4.1 implies that the connectivity of the persistent graph G p totally determines whether an agreement can be achieved globally. Furthermore, Theorem 4.2 implies that T 0 W ij (t)dt = O(T ) is a critical condition to ensure a global -consensus.
Remark 4.1: Consensus for (2) was first studied in [21] , where the convergence rate was shown to be determined by the second largest eigenvalue of the Laplacian of the communication graph. Further discussions can be found in [24] , [33] , [38] .
Remark 4.2: Theorems 4.1 and 4.2 still hold if assumption A3 is replaced by the following integral version. A5. (Integral Arc Balance) There exists a constant A > 1 such that for any two arcs (j, i), (m, k) ∈ E p , we have
Remark 4.3: If we have T t=t0 W ij (t)dt = ∞, (j, i) ∈ G p for some finite T , it follows from the proof of Theorem 4.1 below that (2) will reach a global agreement in finite time when t tends to T .
A. Preliminaries
In this subsection, we establish two lemmas which describe the boundaries of how much each individual arc affects the nodes' dynamics. Then the proof of Theorems 4.1 and 4.2 will be proposed in the next two subsections. 
for all t ≥ s. Proof: Based on Lemma 4.2, we see thaṫ
This implies
by Grönwall's inequality. The proof is completed.
We give a lemma investigating the dynamic evolution between two connected nodes.
Lemma 4.4: Suppose (l, m) ∈ E * and there exists a constant 0 < μ < 1 such that
Then we have
for all t ∈ [s 0 , s]. Proof: Similar to (33) , for any t ∈ [s 0 , s], we havė
Therefore, noting the fact that t s0
we obtain
for all t ∈ [s 0 , s] by Grönwall's inequality and some simple manipulations. This completes the proof.
B. Proof of Theorem 4.1 Sufficiency
Let i 0 ∈ V be a center of G p . Assume first that
Denote ω 0 = e − ∞ 0 θ(t)dt . Then we have 0 < ω 0 ≤ 1. Thus, based on Lemma 4.3 and noting the fact that ψ(t 0 ) ≤ Ψ(t 0 ), we have
We see thatt 1 is finite from the definition of E p . As a result, we obtain
Next, we denote the node set consisting of all the nodes of which i 0 is a neighbor in G p as V 1 , i.e., V 1 = {j : (i 0 , j) ∈ E p }. Note that V 1 is nonempty because i 0 is a center. Then for any i 1 ∈ V 1 , we see from Lemma 4.4 that
The arc balance assumption A3 implies that
On the other hand, we also have
Thus, we know from (41) and the definition oft 1 that
Equations (40) and (42) result in
for all i 1 ∈ V 1 , where m 0 = ω0 2 2 1 (n−1)A . We continue to estimate the upper bound of nodes in {i 0 }∪ V 1 when t ≥t 1 . Define
Then
whereβ(t) = i∈{i0}∪V1,j / ∈{i0}∪V1,(j,i)∈E p W ij (t). We can then define
and similar analysis with (43) gives a bound to any node i 2 ∈ V 2 as
Moreover, (45) also holds for nodes in {i 0 } ∪ V 1 .
Since G p has a center, we can proceed the estimation to nodes in V 2 , . . . , V k until ∪ k j=1 V j ∪{i 0 } = V witht 2 , . . . ,t k such that
for all i ∈ V, which leads to
We see that i 0 can be chosen so that k ≤ d 0 always holds, where d 0 is the diameter of G p . Denoting t 1 =t k , we eventually arrive at
Although the analysis up to now is based on assumption (37), we see that (48) also holds for the other case with x i0 (t 0 ) > 1 2 ψ(t 0 ) + 1 2 Ψ(t 0 ) using a symmetric argument by investigating the lower bound of ψ(t 1 ).
Similar estimate can be carried out for t k , k = 2, 3, . . . , which leads to
for all t k , k = 1, 2, . . . , which yields
Therefore, we can now conclude that lim t→∞ H(t) = 0 because H(t) is non-increasing and 0 < m 0 < 1. The sufficiency statement of Theorem 4.1 is thus proved.
Necessity
We follow the same line as the proof of Proposition 3.1. Based on Lemma 4.1, we have
where I 1 (t) is the index set that contains the nodes where the maximum is reached and θ(t) is defined in (6) . Similarly we have
where I 2 (t) is the index set that contains the nodes where the minimum is reached.
With (51) and (52), denoting L(t) = (t) − (t), we obtain D + L(t) ≥ −θ(t) · ( (t) − (t) + 1) = −θ(t) · (L(t) + 1), which is equivalent to A3, because there may be no arc pointing to the center node. Hence, in general, the results given in this paper provides conditions for node agreement independent of the conditions in [46] .
B. Discrete-time vs. Continuous-time
Theorems 3.1 and 4.2 share quite similar structure and statement. However, there are some fundamental differences between them. (a) The discrete-time result in Theorem 3.1 highly relies on the self-confidence condition A2. Without A2, oscillations among the nodes may become inevitable and periodic solutions of (1) may arise for almost all initial condition even under A1 and A3. Note that the arc balance condition A3 is only useful for the necessity part of Theorem 3.1. (b) For the continuous-time result in Theorem 4.2, each self weight W ii (t) does not even show up in the model (2) . The arc balance condition A3 is essential for the dynamics. Without A3, oscillations may occur if the arc weights of the persistent graph alternatively become large. Therefore, we can conclude that under directed communication graphs, the self-confidence condition is critical for discrete-time belief agreement, as is the arc balance condition for continuous-time case. In fact, for agreement seeking over directed graphs, certain self-confidence or arc balance conditions are essentially inevitable (cf. [46] , [48] ). One may also assume bidirectional communication or bounded arc weights in order for obtaining desired agreement, but these conditions are indeed equivalent, or related to certain self-confidence and arc balance conditions. An interesting question is whether a similar conclusion can be made for the discrete-time model (1) as the statement in Theorem 4.1. This question is open for general directed graphs and needs additional explorations. More discussions on this problem can be found in [47] and [48] on the ergodicity of random and deterministic stochastic chains, where the definition of infinite flow corresponds to the persistent graph considered in this paper.
VI. CONCLUSIONS
Individuals are equipped with beliefs in social activities. The evolution of the beliefs can be modeled as dynamical systems over graphs using for instance the widely studied consensus algorithms. This paper studied persistent graphs under discrete-time and continuous-time consensus algorithms. Sufficient and necessary conditions were established on the persistent graph for the network to reach global agreement or -agreement. It was shown that the persistent graph essentially determines both the convergence and convergence rate to an agreement.
