accompanied by a ventilation rate of 10 breaths per minute, to optimize perfusion during cardiac arrest and increase the likelihood of survival. We reviewed video of emergency department (ED) patients in cardiac arrest to evaluate the ability of the resuscitation team to adhere to these CPR targets.
Study Objectives: We will develop and validate a machine learning (ML) algorithm that predicts poor prognosis in initially stable nonvariceal upper gastrointestinal bleeding patients at the emergency department (ED). Acute upper gastrointestinal bleeding (UGIB) is a common presentation to the emergency department (ED). Despite remarkable advancements in endoscopic interventions, the mortality from acute UGIB remains high at up to 14%. According to the guidelines of the American College of Gastroenterology, risk assessment of patients is clinically useful for determining which patients are at higher risk of further bleeding, hypotension, or death and may inform management decisions, such as the timing of endoscopy, time of discharge, and level of care (ward versus intensive care). The Glasgow-Blatchford score (GBS) and Rockall score have been suggested to predict mortality and the need for clinical and endoscopic intervention. The GBS was shown to be superior to the Rockall score in previous studies. Although the GBS can accurately identify low-risk patients suitable for early discharge, it is unable to identify individual patients who require intensive monitoring or intervention. The prognosis is poor especially if an unexpected condition occurs in an initially stable patient. We will develop and validate an algorithm that predicts poor prognosis in initially stable nonvariceal upper gastrointestinal bleeding patients at ED using various machine learning (ML) algorithms including Logistic Regression, XGBoost, and Random Forest.
Methods: This study was conducted using a retrospective observational cohort design and is based on visits data of urban tertiary university-affiliated hospital. We collected patients data from Jan 1, 2013, to Apr 30, 2017. Clinical data were extracted from EHR. Variables were sex, age, pre-existing disease, past medication, vital signs for initial 24 hours, chief complaint, laboratory results, endoscopic finding, rebleeding in hospital, amount of transfusion, length-of-stay, and mortality. For accurate evaluation, 5-fold crossvalidation was performed 10 times and mean of the area under a receiver operating characteristic (ROC) curves (AUCs), and standard deviation of AUCs was calculated. We compared the performance of the 3 ML algorithms (Logistic Regression, XGBoost, and Random Forest) with the GBS and Rockall criteria. Total of 1,796 patients was included. We set up 4 outcomes (shock, mortality, rebleeding within 7 days, transfusion). Paired t-tests were used to determine whether the differences area under the curve (AUC) for the ML algorithms and conventional methods.
Results: The Random Forest-based results showed the highest accuracies among ML algorithms and significant improved AUC over conventional methods (Figure 1) .
Conclusions: A new approach using ML algorithms showed the higher ability for detection of poor prognosis in initially stable UGIB patients in ED. These methods may help to reduce the poor outcome of UGIB patients. from artificial intelligence may help scale up human reasoning to match this scope. Machine learning can identify patterns from massive amounts of quantitative clinical data. Natural language processing can mine clinician notes to extract and analyze keywords. Neither technique represents clinical reasoning in a way that both humans and computers can understand or use. Here we describe constructing SUDO, the substance use disorder ontology, to represent the primary findings of clinical trials on opioid misuse disorders. An ontology represents the concepts and relationships between concepts in a particular domain in a fashion that allows computers to reason about those clinical trials as humans might.
Methods: We identified 17 trials from the NIDA (National Institute of Drug Abuse) CTN (Clinical Trials Network) Data Share related to opioid misuse. These clinical trials span behavioral and pharmacologic approaches to treating opioid use disorders. We constructed an ontology that conforms to the standards of Basic Formal Ontology. The ontology developed a description of all terms in these 17 trials that were not previously described in ontologies submitted to OBO Foundry.
Results: SUDO describes each study with axioms. Each axiom has 3 parts, 2 concepts and a relationship that links those 2 concepts. An example is ("study A," "studies population," "those with DSM-IV diagnosed opioid misuse disorder"). We specified 349 concepts and 241 relationships to represent the primary findings in these trials. An addiction psychiatrist and medical toxicologist reviewed these axioms for accuracy and usability for clinicians. We tested the ability of SUDO to infer by using 25 questions whose answers could only be inferred from these trials. Two example questions are (1) "For which population is buprenorphine/naltrexone comparable to methadone for reducing opioid use?" and (2) "For which population is motivational interviewing an effective adjunct to usual therapy?" SUDO inferred the correct answer to 25 out of the 25 questions.
Conclusions: This is the first use of an ontology to translate biomedical research into clinical practice. SUDO demonstrates a representation of knowledge that both humans and machines can understand. The representation is small-scale and static. SUDO is an example of explainable artificial intelligence. Explainability may encourage use of artificial intelligence in medical decisionmaking.
Using Digital Health to Enhance Medical Screening Exam in the Emergency Department
Chang B, Olsen E, D'Angelo S, Amaranto A, Underwood J/NYP-Columbia University Medical Center, New York, NY Study Objectives: Surges in patient arrivals put stress on emergency department (ED) resources contributing to increased time-to-provider, increased walk-outs and decreased patient satisfaction. A medical screening exam (MSE) performed by a Providerin-Triage (PIT) has been shown to both aid in early identification of seriously ill patients as well as those with non-critical illness. PIT assessments are frequently encumbered by interruptions as the provider navigates through the physical space of the ED. Research suggests that so-called "task switching" causes disruption in the primary task and may contribute to error. We sought to enhance our MSE process by incorporating digital health / telemedicine during peak hours. Specifically, we compared the Provider-InTriage (PIT) model to a remote Telemedicine medical screening exam (TeleMSE) which had the enhanced capability to quickly navigate between 3 patient triage stations without interruption in work flow. Our hypothesis was that TeleMSE would improve time-toprovider and patient satisfaction while decreasing walk-outs.
Methods: We conducted a retrospective observational study at a single urban academic tertiary care center, with an annual ED census of 96,000 visits. All 3 processes (PIT MSE, single-station TeleMSE and multi-station TeleMSE) were launched sequentially. The following metrics were analyzed: 1) time-to-provider (initial and full) and 2) total number of patients screened per hour. Initial time-toprovider was defined as the time to the PIT MSE or TeleMSE encounter during which the patients had a brief assessment done by a provider who placed necessary orders to initiate care. Full time-to-provider was defined as the time patients saw a local provider who determined the need for further work-up and disposition. Data on ESI (Estimated Severity Index) level, sex, and age were collected to assess for potential confounding.
Results: Data were abstracted from March 1, 2017-May 31, 2017; June 1, 2017-September 14, 2017 and September 15, 2017-December 10, 2017 for PIT MSE, singles station TeleMSE and multi-station TeleMSE respectively. PIT had an average of 3.7 patients per hour MSE encounter, with a median time-to-provider initial evaluation at 21 minutes and a full evaluation at 61.8 minutes. Single-station TeleMSE performed an average of 3.12 patients per hour, with a median time-to-provider initial evaluation at 10.8 minutes and a full evaluation at 30.6 minutes. Lastly, the multi-station TeleMSE model performed 4.8 patients per hour, with an initial time-to-provider evaluation of 15 minutes and a full evaluation at 48.6 minutes. Walk out rates were 4.3%, 4.3%, and 4.1% for PIT, single-station tele MSE and multi-station TeleMSE respectively.
Conclusions: Initial results suggest that the TeleMSE process is associated with decreased time-to-provider in comparison to the PIT model. This may be due to decreased interruptions and streamlined work flow. With remote access it also allows for flexible staffing increases during surge and peak times. Multi-station TeleMSE was associated with increased rate of patients seen per hour in comparison to single station TeleMSE. The TeleMSE model has the potential to positively impact the Medical Screening Exam process and patient care. Study Objectives: Early determination of patient clinical phenotypes may improve accuracy and speed of care in the emergency department. Electronic health record (EHR) patient summaries and face-sheets utilize a small fraction of the individualized data available -new techniques to computationally summarize diverse historical EHR data are needed. Here, we provide a proof-of-concept study for algorithm-based patient phenotype discovery and disposition stratification from emergency department EHRs at time of nurse triage.
Methods: This retrospective study included emergency department visits between March 2014 and July 2017 from 3 emergency departments that resulted in either admission or discharge. A total of 972 variables were extracted per patient emergency department visit, including demographics, chief complaint, historical vitals, labs, and medications. Two mathematical approaches were used to computationally summarize patient data using dimensionality reduction: principal component analysis (PCA) and deep learning autoencoders. Patient disposition, either admission or discharge to home, and triage score by emergency severity index were withheld from this computational analysis. These approaches were used to produce 2 types of summaries for each patient: a 2 variable metric visualized by scatterplot and a 32 variable metric intended to enable discovery of refined patient features. Patient phenotype groups were determined by clustering these summarized patient data.
Results: A sample of 100,000 patient visits were used in the analysis, with an overall admission risk of 30.0%. Summarization of the historical and triage information with 2 variables and subsequent visualization revealed 2 predominant patient phenotypes computationally stratified by admission risk (Figure) . The high-risk group had admission rates of 58.4% and 55.4% by PCA and autoencoder analysis, respectively, while the low risk group had rates of 15.0% and 18.9%. There was an inter-method agreement of k ¼ 0.80. We observed numerous refined patient phenotype clusters using the 32 variable metric. These groups differed in admission risk (range: 8.9% to 68.5%), and also stratified by patient characteristics. For example, one group included young (40.0 yr versus 49.8 yr dataset average), male (100% versus 44.8% dataset average), frequent emergency department utilizers (5.4 visits/yr versus
