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Abstract
We consider a singular fractional differential equation involving generalized Katugampola derivative and
obtain the existence and uniqueness of its solution. A scheme for uniformly approximating solution is
constructed by using Picard iterative techniques. Illustrative example is also given.
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1 Introduction
In last few decades, the wings of fractional calculus has opened as an emerging trend of applied mathe-
matics with deep applications in almost all branches of science and engineering. At this stage, it ranges
to cover the complex problems of real world in physics, control theory, chemical processes and materi-
als, signal and image processing, biological models and dynamical systems. Many researchers devoted
to theory and applications of fractional calculus and reported through survey articles [1, 3] and books
[5, 15, 22, 23, 25, 26].
During the theoretical development of fractional calculus empire, plenty of fractional differential and
the corresponding integral operators had come in to existence as well used by timely mathematicians. The
Riemann-Liouville, Hadamard, Caputo, Hilfer, Katugampola are the frontiers and their theory became
more popular. The investigation of qualitative properties of fractional differential equations is always at
the center of development of fractional calculus. The existence and uniqueness of solutions of various
fractional differential equations involving these popular operators can be found in [2, 4],[6]-[14],[16, 17,
20, 21, 24, 27].
We consider the following weighted Cauchy-type problem


(
ρD
α,β
a+ x
)
(t) = f(t, x); t ∈ Ω, ρ > 0, 0 < α < 1, 0 ≤ β ≤ 1,
lim
t→a+
( tρ − aρ
ρ
)1−γ
x(t) = xa, γ = α+ β(1− α),
(1)
where f : Ω×R→ R is the given function and ρDα,βa+ is the generalized Katugampola fractional derivative
of order α and type β, Ω = [a, b], 0 < a < b ≤ +∞. We prove the existence and uniqueness of solution
of Cauchy-type problem (1) using equivalent integral equation, properties of gamma function and ratio
test (as a convergence criterion). The computable iterative scheme is also constructed to approximate a
solution.
The rest of the paper is organised as follows: in next section we list all definitions and lemmas used
throughout the paper. In section 3, we prove equivalent integral equation and existence results followed
by illustrative example in section 4. Concluding remarks are given in last section.
2 Preliminaries
In this section, we collect some useful definitions and properties from basic fractional calculus [22, 24, 26].
As usual C denotes the Banach space of all continuous functions x : Ω → E with the superemum
(uniform) norm
‖x‖
∞
= sup
t∈Ω
‖x(t)‖E
and AC(Ω) be the space of absolutely continuous functions from Ω into E. Denote AC1(Ω)− the space
defined by
AC1(Ω) =
{
x : Ω→ E|
d
dt
x(t) ∈ AC(Ω)
}
.
Throughout the paper, let δnρ = (t
ρ−1 d
dt
)
n
, n = [α] + 1, and mention [α] as integer part of α. Define the
space
ACnδρ =
{
x : Ω→ E|δn−1ρ x(t) ∈ AC(Ω)
}
, n ∈ N.
Note that C0,ρ(Ω) = C(Ω).
Here Lp(a, b), p ≥ 1, is the space of Lebesgue integrable functions on (a, b). The Euler’s gamma and
beta functions are defined respectively, by
Γ(x) =
∫ +∞
0
sx−1e−sds, B(x, y) =
∫ 1
0
(1− s)x−1sy−1ds, x > 0, y > 0.
Beta function can be defined through gamma function as: B(x, y) = Γ(x)Γ(y)Γ(x+y) , for x > 0, y > 0, [22].
Definition 1. [18][Katugampola fractional integral] Let α ∈ R+, c ∈ R and g ∈ X
p
c (a, b), where X
p
c (a, b)
is the space of Lebesgue measurable functions. The left-sided Katugampola fractional integral of order α
is defined by
(ρIαa+g)(t) =
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
g(s)
Γ(α)
ds, t > a, ρ > 0,
where Γ(·) is a Euler’s gamma function.
Definition 2. [19] [Katugampola fractional derivative] Let α ∈ R+\N and ρ > 0. The left-sided Katugam-
pola fractional derivative ρDαa+ of order α is defined by
(ρDαa+g)(t) = δ
n
ρ (
ρIn−αa+ g)(t)
=
(
tρ−1
d
dt
)n ∫ t
a
sρ−1
(
tρ − sρ
ρ
)n−α−1
g(s)
Γ(n− α)
ds.
Definition 3. [24] [Generalized Katugampola fractional derivative] The generalized Katugampola frac-
tional derivative of order α ∈ (0, 1) and type β ∈ [0, 1] with respect to t and is defined by
(ρDα,βa+ g)(t) = (
ρI
β(1−α)
a+ δρ
ρI
(1−β)(1−α)
a+ g)(t), ρ > 0, (2)
for the function for which right hand side expression exists.
Remark 1. The left-sided generalized Katugampola differential operator ρDα,βa+ can be written as
ρD
α,β
a+ =
ρI
β(1−α)
a+ δρ
ρI
1−γ
a+ =
ρI
β(1−α)
a+
ρD
γ
a+, γ = α+ β − αβ.
Remark 2. [24] The fractional derivative ρDα,βa+ is an interpolator of the following fractional derivatives:
Hilfer (or genralized R-L) (ρ → 1) [15], Hilfer-Hadamard (ρ → 0+) [17], Katugampola (β = 0) [19],
Caputo-Katugampola (β = 1) [4], Riemann-Liouville (β = 0, ρ→ 1) [22], Hadamard (β = 0, ρ→ 0+) [21],
Caputo (β = 1, ρ → 1) [22], Caputo-Hadamard (β = 1, ρ → 0+) [2], Liouville (β = 0, ρ → 1, a = −∞)
[22].
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Lemma 1. [18] [Semigroup property] If α, β > 0, 1 ≤ p ≤ ∞, 0 < a < b < ∞ and ρ, c ∈ R for ρ ≥ c.
Then, for g ∈ Xpc (a, b) the following relation hold:
(ρIαa+
ρI
β
a+g)(t) = (
ρI
α+β
a+ g)(t).
Lemma 2. [24] Suppose t > a, ρIαa+ and
ρDαa+ are as in Definition 1 and Definition 2, respectively.
Then the following hold:
(i)
(
ρIαa+
(sρ − aρ
ρ
)σ)
(t) =
Γ(σ + 1)
Γ(σ + α+ 1)
( tρ − aρ
ρ
)σ+α
, α ≥ 0, σ > 0,
(ii) for σ = 0,
(
ρIαa+
(sρ − aρ
ρ
)σ)
(t) =
(
ρIαa+1
)
(t) =
(
tρ−aρ
ρ
)α
Γ(α+ 1)
, α ≥ 0,
(iii) for 0 < α < 1,
(
ρDαa+
(sρ − aρ
ρ
)α−1)
(t) = 0.
The following lemma has great importance in the proof of existence results.
Lemma 3. [25] Suppose that x > 0. Then Γ(x) = lim
m→+∞
mxm!
x(x + 1)(x+ 2) · · · (x+m)
.
We denote D = [a, a + h], Dh = (a, a + h], E = {x : |x
(
tρ−aρ
ρ
)1−γ
− xa| ≤ b} for h > 0, b > 0 and
t ∈ Dh. Here we choose I = (a, a+ l] and J = [a, a+ l] such that
l = min
{
h,
(
b
M
Γ(α)
B(α,k+1)
) 1
µ+k
}
, µ = 1− β(1 − α).
A function x(t) is said to be a solution of Cauchy-type problem (1), if there exist l > 0 such that
x ∈ C0(a, a + l] satisfies the differential equation ρDα,βa+ x(t) = f(t, x) almost everywhere on I alongwith
the initial condition lim
t→a+
( tρ − aρ
ρ
)1−γ
x(t) = xa.
To prove the existence of solution of Cauchy-type problem (1), let us make following two hypotheses:
(H1) (t, x)→ f(t, (
tρ−aρ
ρ
)
γ−1
x(t)) is defined on Dh × E satisfies:
(i) x→ f(t, ( t
ρ
−aρ
ρ
)
γ−1
x(t)) is continuous on E for all t ∈ Dh,
t→ f(t, ( t
ρ
−aρ
ρ
)
γ−1
x(t)) is measurable on Dh for all x ∈ E;
(ii) there exist k > (β(1− α)− 1) and M ≥ 0 such that |f(t, ( t
ρ
−aρ
ρ
)
γ−1
x(t))| ≤M( t
ρ
−aρ
ρ
)
k
holds
for all t ∈ Dh and x ∈ E,
(H2) there exists A > 0 such that |f(t, (
tρ−aρ
ρ
)
γ−1
x1(t)) − f(t, (
tρ−aρ
ρ
)
γ−1
x2(t))| ≤ A(
tρ−aρ
ρ
)
k
|x1 − x2|,
for all t ∈ I and x1, x2 ∈ E.
3 Existence and uniqueness of solution
Here, we prove the results for existence and uniqueness of solution of Cauchy-type porblem (1). Also we
develop the iterative scheme to approximate the solution and prove its uniqueness.
Lemma 4. Suppose that (H1) holds. Then x : J → R is a solution of Cauchy-type porblem (1) if and
only if x : I → R is a solution of the integral equation
x(t) = xa
(
tρ − aρ
ρ
)γ−1
+
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, x(s))
Γ(α)
ds. (3)
3
Proof. First we suppose that x : I → R is a solution of Cauchy-type problem (1). Then, for all t ∈ I, we
have |
(
tρ−aρ
ρ
)1−γ
x(t) − xa| ≤ b. From (H1), there exists a k > (β(1 − α)− 1) and M ≥ 0 such that
|f(t, x(t))| =
∣∣f(t, ( tρ − aρ
ρ
)γ−1( tρ − aρ
ρ
)1−γ
x(t)
)∣∣ ≤M(tρ − aρ
ρ
)k
, for all t ∈ I.
Then we have,
∣∣∣∣
∫ t
a
sρ−1
( tρ − sρ
ρ
)α−1 f(s, x(s))
Γ(α)
ds
∣∣∣∣ ≤
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
M
(
sρ−aρ
ρ
)k
Γ(α)
ds
=M
(
tρ − aρ
ρ
)α+k
B(α, k + 1)
Γ(α)
.
Clearly,
lim
t→a+
(
tρ − aρ
ρ
)1−γ ∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, x(s))
Γ(α)
ds = 0.
It follows that
x(t) = xa
(
tρ − aρ
ρ
)γ−1
+
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, x(s))
Γ(α)
ds, t ∈ I.
Since k > (β(1 − α)− 1), then x ∈ C0(I) is a solution of integral equation (3).
On the other hand, we can see that x : I → R is a solution of integral equation (3) implies that x is
solution of Cauchy-type problem (1) defined on J. The proof is complete.
Remark 3. In hypothesis (H1), if (
tρ−aρ
ρ
)
−k
f(t, ( t
ρ
−aρ
ρ
)
γ−1
x(t)) is continuous on D×E, one may choose
M = max
t∈D
(
tρ − aρ
ρ
)
−k
f(t, (
tρ − aρ
ρ
)
γ−1
x(t)) continuous on Dh × E for all x ∈ E.
To prove existence and uniqueness of solution of Cauchy-type problem (1), we choose a Picard function
sequence as follows:

φ0(t) = xa
(
tρ−aρ
ρ
)γ−1
, t ∈ I,
φn(t) = φ0(t) +
∫ t
a
sρ−1
( tρ − sρ
ρ
)α−1 f(s, φn−1(s))
Γ(α)
ds, t ∈ I, n = 1, 2, · · · .
(4)
Now we state the following existence result.
Theorem 1. Suppose that (H1) and (H2) hold. Then Cauchy-type problem (1) has unique continuous
solution φ(t) = (
tρ − aρ
ρ
)
γ−1
lim
n→∞
(
tρ − aρ
ρ
)
1−γ
φn(t) on I with φ0(t) and φn(t) given by (4).
First we prove the continuity of φn given by (4) as follow:
Lemma 5. Suppose (H1) holds. Then φn is continuous on I and satisfies
∣∣( tρ−aρ
ρ
)1−γ
φn(t)− xa
∣∣ ≤ b.
Proof. By (H1), for all t ∈ Dh and |x
(
tρ−aρ
ρ
)1−γ
− xa| ≤ b, we have
∣∣∣∣f
(
t,
(
tρ − aρ
ρ
)γ−1
x
)∣∣∣∣ ≤M
(
tρ − aρ
ρ
)k
.
For n = 1, we have
φ1(t) = xa
(
tρ − aρ
ρ
)γ−1
+
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, φ0(s))
Γ(α)
ds. (5)
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Then
∣∣∣∣
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, φ0(s))
Γ(α)
ds
∣∣∣∣ ≤
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
M
(
sρ−aρ
ρ
)k
Γ(α)
ds
=M
(
tρ − aρ
ρ
)α+k
B(α, k + 1)
Γ(α)
.
Clearly, φ1 ∈ C
0(I) and from (5), we have
∣∣∣∣
(
tρ − aρ
ρ
)1−γ
φ1(t)− xa
∣∣∣∣ ≤
(
tρ − aρ
ρ
)1−γ
M
(
tρ − aρ
ρ
)α+k
B(α, k + 1)
Γ(α)
≤Mlα+k+1−γ
B(α, k + 1)
Γ(α)
. (6)
By induction hypothesis, for n = m, suppose that φm ∈ C
0(J) and |( t
ρ
−aρ
ρ
)
1−γ
φn(t) − xa| ≤ b for all
t ∈ J. We obtain
φm+1(t) = xa
(
tρ − aρ
ρ
)γ−1
+
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, φm(s))
Γ(α)
ds. (7)
From above discussion, we obtain φm+1(t) ∈ C
0(I) and by (7), we have
∣∣∣∣
(
tρ − aρ
ρ
)1−γ
φm+1(t)− xa
∣∣∣∣ ≤
(
tρ − aρ
ρ
)1−γ ∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
M
(
sρ−aρ
ρ
)
Γ(α)
ds
=M
(
tρ − aρ
ρ
)α+k+1−γ
B(α, k + 1)
Γ(α)
≤Mlα+k+1−γ
B(α, k + 1)
Γ(α)
≤ b.
Thus, the result holds for n = m+ 1. By using principle of mathematical induction, the result is true for
all n and the proof is complete.
In the following we prove the convergence of sequence φn(t).
Theorem 2. Suppose that (H1) and (H2) hold. Then the sequence {(
tρ−aρ
ρ
)
1−γ
φn(t)} is uniformly
convergent on J.
Proof. For t ∈ J, consider the series
(
tρ − aρ
ρ
)1−γ
φ0(t) +
(
tρ − aρ
ρ
)1−γ
[φ1(t)− φ0(t)] + · · ·+
(
tρ − aρ
ρ
)1−γ
[φn(t)− φn−1(t)] + · · · .
Using relation (6) in the proof of Lemma 5, we obtain
(
tρ − aρ
ρ
)1−γ
|φ1(t)− φ0(t)| ≤M
(
tρ − aρ
ρ
)α+k+1−γ
B(α, k + 1)
Γ(α)
, t ∈ J.
From Lemma 5, we have
(
tρ − aρ
ρ
)1−γ
|φ2(t)− φ1(t)| = AM
B(α, k + 1)
Γ(α)
B(α, α + 2k + 2− γ)
Γ(α)
(
tρ − aρ
ρ
)2(α+k+1−γ)
.
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Now suppose for n = m
(
tρ − aρ
ρ
)1−γ
|φm+1(t)− φm(t)| ≤ A
mM
(
tρ − aρ
ρ
)(m+1)(α+k+1−γ)
× Pm,
where
Pm =
m∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
. (8)
We have
(
tρ − aρ
ρ
)1−γ∣∣∣∣φm+2(t)− φm+1(t)
∣∣∣∣
≤
(
tρ − aρ
ρ
)1−γ ∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
|f(s, φm+1(s)) − f(s, φm(s))|
Γ(α)
ds
≤
( t
ρ
−aρ
ρ
)
1−γ
Γ(α)
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
A
(
sρ − aρ
ρ
)k[(
sρ − aρ
ρ
)1−γ
|φm+1(s)− φm(s)|
]
ds
= Am+1M
(
tρ − aρ
ρ
)(m+2)(α+k+1−γ) m+1∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
.
This means the result is true for n = m+1. Using the principal of mathematical induction, result is true
for all n. i.e.
(
tρ − aρ
ρ
)1−γ
|φn+2(t)− φn+1(t)| ≤ A
n+1Ml(n+2)(α+k+1−γ)
n+1∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
. (9)
Now to prove convergence of sequence φn, we consider the series
∞∑
n=1
un =
∞∑
n=1
MAn+1l(n+2)(α+k+1−γ)
n+1∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
.
We obtain
un+1
un
=
MAn+2l(n+3)(α+k+1−γ)
∏n+2
i=0
B(α,(i+1)k+i(α+1−γ)+1)
Γ(α)
MAn+1l(n+2)(α+k+1−γ)
∏n+1
i=0
B(α,(i+1)k+i(α+1−γ)+1)
Γ(α)
= Alα+k+1−γ
Γ((n+ 3)k + (n+ 2)(α+ 1− γ) + 1)
Γ((n+ 3)(k + α) + (n+ 2)(1− γ) + 1)
.
Applying Lemma 3, we obtain
un+1
un
= Alα+k+1−γ
lim
m→∞
m(n+3)k+(n+2)(α+1−γ)+1m!
((n+ 3)k + (n+ 2)(α+ 1− γ) + 1) · · · ((n+ 3)k + (n+ 2)(α+ 1− γ) +m+ 1)
lim
m→∞
m(n+3)(k+α)+(n+2)(1−γ)+1m!
((n+ 3)(k + α) + (n+ 2)(1− γ) + 1) · · · ((n+ 3)(k + α) + (n+ 2)(1− γ) +m+ 1)
= Alα+k+1−γ
[
lim
m→∞
m−α
((n+ 3)(k + α) + (n+ 2)(1− γ) + 1) · · · ((n+ 3)(k + α) + (n+ 2)(1− γ) +m+ 1)
((n+ 3)k + (n+ 2)(α+ 1− γ) + 1) · · · ((n+ 3)k + (n+ 2)(α+ 1− γ) +m+ 1)
]
.
We can see that
((n+ 3)(k + α) + (n+ 2)(1− γ) + 1) · · · ((n+ 3)(k + α) + (n+ 2)(1− γ) +m+ 1)
((n+ 3)k + (n+ 2)(α+ 1− γ) + 1) · · · ((n+ 3)k + (n+ 2)(α+ 1− γ) +m+ 1)
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is bounded for all m,n. Then lim
n→∞
un+1
un
= 0. Thus
∞∑
n=1
un is convergent. Hence the series
(
tρ − aρ
ρ
)1−γ
φ0(t) +
(
tρ − aρ
ρ
)1−γ
[φ1(t)− φ0(t)] + · · ·+
(
tρ − aρ
ρ
)1−γ
[φn(t)− φn−1(t)] + · · ·
is uniformly convergent. Therefore the sequence {( t
ρ
−aρ
ρ
)
1−γ
φn(t)} is uniformly convergent on J.
Theorem 3. Suppose (H1) and (H2) hold. Then φ(t) =
(
tρ − aρ
ρ
)γ−1
lim
n→∞
(
tρ − aρ
ρ
)1−γ
φn(t) is
unique continuous solution of integral equation (3) defined on J.
Proof. Since φ(t) =
(
tρ − aρ
ρ
)γ−1
lim
n→∞
(
tρ − aρ
ρ
)1−γ
φn(t) on J, and by Lemma 5, we can have
( t
ρ
−aρ
ρ
)
1−γ
|φ(t) − x0| ≤ b. Then
|f(t, φn(t))− f(t, φ(t))| ≤ A
(
tρ − aρ
ρ
)k
|φn(t)− φ(t)|, t ∈ I,
(
tρ − aρ
ρ
)−k
|f(t, φn(t))− f(t, φ(t))| ≤ A|φn(t)− φ(t)| → 0
uniformly as n→ +∞ on I. Therefore
(
tρ − aρ
ρ
)1−γ
φ(t) = lim
n→∞
φn(t)
= x0 +
( t
ρ
−aρ
ρ
)
1−γ
Γ(α)
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1(
sρ − aρ
ρ
)k
lim
n→∞
((
sρ − aρ
ρ
)−k
f(s, φn−1(s))
)
ds
= x0 +
( t
ρ
−aρ
ρ
)
1−γ
Γ(α)
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, φ(s))ds.
Then φ is a continuous solution of integral equation (3) defined on J.
To prove uniqueness of solution, if possible, suppose that ψ(t) defined on I is also solution of integral
equation (3). Then ( t
ρ
−aρ
ρ
)
1−γ
|ψ(t)| ≤ b for all t ∈ I and
ψ(t) = x0
(
tρ − aρ
ρ
)γ−1
+
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, φ(s))ds, t ∈ I.
It is sufficient to prove that φ(t) ≡ ψ(t) on I. From (H1), there exists a k > (β(1 − α) − 1) and M ≥ 0
such that
|f(t, ψ(t))| =
∣∣∣∣f
(
t,
( tρ − aρ
ρ
)γ−1( tρ − aρ
ρ
)1−γ
ψ(t)
)∣∣∣∣ ≤M(t
ρ − aρ
ρ
)k
,
for all t ∈ I. Therefore
(
tρ − aρ
ρ
)1−γ
|φ0(t)− ψ(t)| =
(
tρ − aρ
ρ
)1−γ∣∣∣∣
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
f(s, ψ(s))ds
∣∣∣∣
≤
( t
ρ
−aρ
ρ
)
1−γ
Γ(α)
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
M
(
sρ − aρ
ρ
)k
ds
=
M
Γ(α)
(
tρ − aρ
ρ
)α+k+1−γ
B(α, k + 1)
Γ(α)
.
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Furthermore, we have
(
tρ − aρ
ρ
)1−γ
|φ1(t)− ψ(t)| =
( t
ρ
−aρ
ρ
)
1−γ
Γ(α)
∣∣∣∣
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
[f(s, φ0(s))− f(s, ψ(s))]ds
∣∣∣∣
≤ AM
B(α, k + 1)
Γ(α)
B(α, α + 2k + 2− γ)
Γ(α)
(
tρ − aρ
ρ
)2(α+k+1−γ)
.
By the induction hypothesis, we suppose that
(
tρ − aρ
ρ
)1−γ
|φn(t)− ψ(t)| ≤ A
nM
(
tρ − aρ
ρ
)(n+1)(α+k+1−γ) n∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
.
Then(
tρ − aρ
ρ
)1−γ
|φn+1(t)− ψ(t)| ≤
(
tρ − aρ
ρ
)1−γ∣∣∣∣
∫ t
a
sρ−1
(
tρ − sρ
ρ
)α−1
[f(s, φn(s)) − f(s, ψ(s))]ds
∣∣∣∣
≤An+1M
(
tρ − aρ
ρ
)(n+2)(α+k+1−γ) n+1∏
i=0
B(α, (i + 1)k + i(α+ 1− γ) + 1)
Γ(α)
≤An+1Ml(n+2)(α+k+1−γ)
n+1∏
i=0
Γ((i + 1)k + i(α+ 1− γ) + 1)
Γ((i + 1)(α+ k) + i(1− γ) + 1)
.
By repeating the same arguments used in the proof of Theorem 2, we obtain the series
∞∑
n=1
An+1Ml(n+2)(α+k+1−γ)
n+1∏
i=0
Γ((i + 1)k + i(α+ 1− γ) + 1)
Γ((i + 1)(α+ k) + i(1− γ) + 1)
is convergent. Thus
An+1Ml(n+2)(α+k+1−γ)
n+1∏
i=0
Γ((i+ 1)k + i(α+ 1− γ) + 1)
Γ((i + 1)(α+ k) + i(1− γ) + 1)
→ 0 as n→∞.
We observe that lim
n→∞
( tρ − aρ
ρ
)1−γ
φn(t) =
( tρ − aρ
ρ
)1−γ
ψ(t) uniformly on J. Thus φ(t) ≡ ψ(t) on I.
Proof of Theorem 3.1:
Proof. In the light of Lemma 4 and from Theorem 3, one can easily deduce that solution
φ(t) =
( tρ − aρ
ρ
)γ−1
lim
n→∞
( tρ − aρ
ρ
)1−γ
φn(t)
is unique continuous solution of Cauchy-type problem (1) defined on I. Thus the proof is ended here.
4 An example.
Will be provided in revised submission.
5 Conclusion
The existence and uniqueness of solution for a general class of fractional differential equation is obtained
using Picard successive approximations. The function f(t, x) considered without assuming the monotonic
property and the iterative scheme is developed for approximating the solution. With the help of well
known convergence criteria, the ratio test, the uniform convergence of solution of the considered Cauchy-
type problem is established. Our results essentially improves / generalizes the existing results.
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