We obtain a description of the Fučik spectrum associated to the one-dimensional asymmetric problem with indefinite weights
Introduction
This paper is concerned with the study of the Fučik spectrum Σ associated to the semilinear Neumann problem with weights
where Lu := −[p(t)u ′ ] ′ + q(t)u, p, q, m and n ∈ C[T 1 , T 2 ], p(t) > 0 on [T 1 , T 2 ], q(t) ≥ 0 on [T 1 , T 2 ], m(t) and n(t) are both ≡ 0 and u ± := max{±u, 0}. Σ is defined as the set of those (a, b) ∈ IR 2 such that the problem (1.1) has a nontrivial solution. This set plays an important role in the study of semilinear problems of type
Consider first the case where there is only one weight-function with a constant sign in the whole of the interval [T 1 , T 2 ], i.e. the case where m(t) = n(t) and for instance m(t) > 0 on [T 1 , T 2 ]. The problem (1.1) becomes:
It is well known (see [4] , [7] , [11] ) that, in this case, Σ is made of the two lines IR×{λ The description of Σ is explicit in the classical case where Lu = −u ′′ and m(t) ≡ n(t) = 1 (see [6] , [7] , [8] ). In the second paragraph of section 3, we investigate the situation where the weight-function m(t) changes sign in the interval [T 1 , T 2 ], i.e. when both m + and m which was studied recently in [1] and [2] : Σ is made of the four lines IR × {λ Let us return to the problem (1.1) and suppose that m(t) and n(t) both change sign in the interval [T 1 , T 2 ]. As it was done for the Dirichlet case in [1] and [2] , we prove in the first paragraph of section 3 that, beside the trivial part consisting of the four lines {λ Section 2, which has a preliminary character, deals with the linear equation
We introduce, among others, two "zero-functions". The first one sends any zero of a nontrivial solution u of (1.6) onto "the following zero" of u; the second one sends any a ∈ IR onto "the first zero" > T 1 of a nontrivial solution u of (1.6) satisfying u ′ (T 1 ) = 0. We investigate several properties of these functions.
Zero-Functions
Consider the linear equation (1.6) where L is defined as in the introduction and m ∈ C[T 1 , T 2 ], m(t) ≡ 0. From now on, in this section, it will be supposed that p(t), q(t) and the weight-function m(t) are extended from [T 1 , T 2 ] to the whole of IR preserving the continuity and the fact that p 1 ≤ p(t) ≤ p 2 and 0 ≤ q(t) ≤ q 2 for some constants p 1 > 0, p 2 and q 2 . From standard results on the ordinary differential equations (cf. [5] or [9] ), it follows that, for each s ∈ IR, there exists a unique solution u(t) = u(t; a, s), u(s) = 0 and u ′ (s) = 1, of the problem (1.6). Similarly, we have the existence and the unicity of v(t) = v(t; a, s) : solution of (1.6) such that v ′ (s) = 0 and v(s) = 1. Moreover, u(t; a, s) and v(t; a, s) are both C 1 -functions of (t, a, s).
Definition 2.1 We define the three zero-functions ϕ, ψ 1 and ψ 2 as follows
for each (a, s) ∈ IR 2 , with ϕ a (s) (resp. ψ 1 (a)) = +∞ if u(t; a, s) (resp. v(t; a, T 1 )) does not have any zero > s (resp. T 1 ). Similarly, ψ 2 (a) = −∞ if v(t; a, T 2 ) does not vanish at any point t < T 2 .
Note that ϕ a (s) (resp. ψ 1 (a)) is in fact the first zero following s (resp. T 1 ) of, not only u(.; a, s) (resp. v(.; a, T 1 )), but also of any nontrivial solution u of (1.6) satisfying the initial condition u(s) = 0 (resp. u ′ (T 1 ) = 0). Similarly, ψ 2 (a) is the last zero < T 2 of any solution u ≡ 0 of (1.6) satisfying u ′ (T 2 ) = 0. On the other hand, it follows from classical ODE results that the zeros of both u and v are isolated. Thus the above definitions are meaningful. The zero-function ϕ has the following Properties (see [1] 
Notation 2.2 Let
2) (i) ∀a ∈ IR, ϕ a (s) is increasing with respect to s, strictly in A, (ii) ∀s ∈ IR, ϕ a (s) is decreasing with respect to a for a ≥ 0, strictly in A, (iii) ∀s ∈ IR, ϕ a (s) is increasing with respect to a for a ≤ 0, strictly in A.
3)
(i) ∂ϕ a (s)/∂s > 0 for (a, s) ∈ A, (ii) ∂ϕ a (s)/∂a < 0 for (a, s) ∈ A and a > 0, (iii) ∂ϕ a (s)/∂a > 0 for (a, s) ∈ A and a < 0. 4) (i) ∀s ∈ IR, lim a−→+∞ ϕ a (s) = α > s , (ii) ∀s ∈ IR, lim a−→−∞ ϕ a (s) = α < s .
5)
∀s ∈ IR, lim a−→0 ϕ a (s) = +∞.
Remark 2.3
We will restrict ourselves below, in this section, to the study of ψ 1 . By the change of variable "t = −t", one can easily deduce the properties of ψ 2 from those of ψ 1 .
Indeed, let us denoteṽ(t) := v(−t) = v(t). By this change of variable, our equation (1.6) becomes:
Denote byφ,ψ 1 andψ 2 , respectively, the three zero-functions associated to the latter equation. It is clear thatṽ(t, a,s) = −v(−t, a, −s),ψ 1 (a) = −ψ 2 (a) andψ 2 (a) = −ψ 1 (a).
Hence, the conditions on v(., a, T 2 ) at T 2 become initial conditions forṽ(., a, −T 2 ) at −T 2 and ψ 2 (a) = −ψ 1 (a). Q. E. D. Now, we'll see that the properties of ψ 1 are similar to those of ϕ.
can not be = 0. This is a direct consequence of standard uniqueness theorems for the ODE (see, e.g. [5] or [9] ) and the fact that v(ψ 1 (a 0 ); a 0 , T 1 ) = 0 and v(.; a 0 , T 1 ) ≡ 0. Hence using the implicit function theorem, one gets open neighbourhoods U of a 0 and V of ψ 1 (a 0 ) and a C 1 -functioñ
Now by the same arguments used in [2] to prove property 1 of φ, we can show thatψ 1 ≡ ψ 1 near a 0 and that U ⊂ B 1 , U being sufficiently reduced. Q. E. D.
The following two properties are concerned with the monotonicity and the regularity of ψ 1 .
Proof. We'll prove only the first assertion (the proof of the second one is similar). So let a ∈ B 1 ∩ IR + andã > a and let us verify that ψ 1 (ã) < ψ 1 (a). This will be clearly done if we succeed in proving that the solutionṽ(.,ã, T 1 ) of the linear equation
has at least one zero in the interval ]T 1 , ψ 1 (a)[. Writing the equations (1.6) and (2.1), respectively, as
and applying the following lemma to these two latters on the interval [T 1 , ψ 1 (a)], one gets the desired result.
By the same arguments, we prove that ifã ≥ a ≥ 0, then
The following lemma will be used below repeatedly.
Lemma 2.4 Consider the following two equations:
(i = 1, 2) and let v 1 and v 2 be two solutions of ( * ) 1 and ( * ) 2 , respectively, such that 
and suppose, by contradiction, that v 1 (t 0 ) = 0 and v 2 does not have any zero in the interval ]T 1 , t 0 ]. Without loss of generality, we can suppose that t 0 is the first zero > T 1 of v 1 . From the indentities
it follows that
. So we establish the following formula
everywhere in the interval ]T 1 , t 0 ]. Now, integrating (2.2) from T 1 to t 0 , the first member leads to an integral equal to zero and the second one to an integral strictly positive: a contradiction. Similarly, we prove that v 2 must have a zero in ]T 1 , t 0 [ when at least one of the inequalities
Proof. The proof is very similar to that of the third property of ϕ (see [1] or [2] ). We point out that, instead of Sturm's comparison theorem, one should use lemma 2.4 above. Q. E. D.
The following property will be very useful in the fourth section of this work. It concerns the behaviour of ψ 1 at ±∞.
To prove this property, we need the following two lemmas:
and if, moreover, a ∈ B 1 , then we have the strict inequality.
Proof of property 4 (i) Let a ≥ 0. From the last two lemmas, we deduce that
Passing to the limit as a −→ +∞ and using the fact that lim
(see property 4 of ϕ above), we conclude the proof of (i).
(ii) The proof of (ii) is similar to that of (i). Q. E. D.
Proof of lemma 2.5. Let us prove the first assertion (i) (the second one is proved similarly). Let a ≥ 0 and suppose by contradiction that ψ 1 (a) < α
Comparing on this interval our equation (1.6) with the equation −p 1 v ′′ = 0.v, it follows from lemma 2.4 that any solution v of the latter must have at least one zero in ]T 1 , ψ 1 (a)], which is clearly false. By the same arguments, we prove that if moreover a ∈ B 1 , then the strict inequality
Proof of lemma 2.6. Let a ∈ IR be such that (a, T 1 ) ∈ A. Applying Sturm's separation theorem as it is given for instance in ch. 11 of [9] to the functions u(.; a, T 1 ) and v(.; a, T 1 ), it follows that v(.; a, T 1 ) has at least one zero in the interval ]T 1 , ϕ a (T 1 )[ and, hence, ψ 1 (a) < ϕ a (T 1 ). If (a, T 1 ) ∈ A, then it is clear by the definition of A below that ϕ a (T 1 ) = +∞ and, hence, ψ 1 (a) ≤ ϕ a (T 1 ). Lemma 2.6 is proved. Q. E. D. Proof
3)
The function v(t) := sin(π
) is clearly a solution of (2.3) satisfying v ′ (T 1 ) = 0 and whose first zero > T 1 is exactly the point
. Using lemma 2.4, this implies that
. Property 5 is then proved since R is arbitrary. Q. E. D. 
Before closing this section, note that the restrictions of
clearly, do not depend on the extensions of the coefficients of L and the weight-function m(t) introduced at the beginning of this section.
On the other hand, since ϕ, ψ 1 and ψ 2 depend on the weight-function m(t), we will note them below by ϕ m , ψ 
Remark 2.8 When q ≡ 0 and m changes sign in [T 1 , T 2 ], it is well known that (at least) one of these principal eigenvalues is equal to zero and the "sign" of the other one depends on the "average of the weight m" on the interval [T 1 , T 2 ]. More precisely, in this case, 
Nonlinear problem with weights
This section is devoted to the study of the description of the Fučik spectrum Σ in the Neumann case. In the first paragraph, we consider the problem with two weight-functions (1.1) and in the second one, we investigate the particular case where one weight is considered, i.e. the problem (1.3).
Two-weights problem
Consider in this paragraph the semilinear problem (1.1), where L, m and n are defined as before. From standard ODE results it follows that the zeros of any nontrivial solution of (1.1) are isolated. Hence, we can classify these solutions according to their numbers of zeros in the interval ]T 1 , T 2 [. This leads us to the following description of the spectrum Σ:
where C > k (resp. C < k ) is the set of those (a, b) in IR 2 such that (1.1) has a nontrivial solution u with exactly k-zeros in ]T 1 , T 2 [ and ending positively (resp. negatively), i.e. such that: u(T 2 ) > 0 (resp. u(T 2 ) < 0). On the other hand, if (a, b) ∈ C > k (resp. C < k ), then all the solutions of (1.1) ending positively (resp. negatively) are multiple one of the other. This allows us to describe C > k and C < k , k ≥ 1, as follows: it depends on the sign of m(t) (resp. n(t)). More precisely,
. From now on, we will denote by Σ * the set Σ without these trivial lines, i.e. 
When one of the weight-functions m(t) or n(t) changes sign, the other one being with a constant sign in ]T 1 , T 2 [, Σ * is contained strictly in two quadrants. When these two weights do not change sign, Σ * is contained strictly in one quadrant.
We will note below:
Taking into account of the fact that the zero-functions ϕ . (T 1 ) and ψ 1 (.) have similar properties, as it is shown in the preceding section, and proceeding as in the Dirichlet case ( [1] , [2] section 2), we conclude that the properties of Σ in our Neumann case are rather comparable with those of Σ in the Dirichlet case. We point out that the asymptotic behaviour of Σ represents an exception of these properties (see remark 3.1). This is the principal reason for which we will devote the following section to this fact. So we present below the properties of the Fučik spectrum associated to (1.1). We refer to [1] for detailed proofs and [2] for the proofs of analogous results in the Dirichlet case.
The first theorem shows that Σ * is made, in each quadrant of IR 2 , of hyperbolic like curves of class C 1 .
We have similar results for the other three quadrants of
In the following two theorems, we give some informations on the "exact number" of these curves in each quadrant of IR 2 and their positions with respect to each other.
Theorem 2 Let k ≥ 1 and ǫ 1 , ǫ 2 ∈ {+, −}. Then the following two assertions are equivalent:
On the other hand, both C 
Combining theorems 2 and 3 yields the following Consequence 3.2 Let ǫ 1 , ǫ 2 ∈ {+, −} and suppose m ǫ 1 (t) ≡ 0 and n
is nonempty, the other one being empty, and
In particular, we conclude that if both m(t) and n(t) change sign, then the spectrum Σ * consists, in each quadrant of IR 2 , of a (non-zero) odd or infinite number of hyperbolic like curves
Remark 3.3 Note that certain curves may be double and are then counted for two.
The following theorem gives a sufficient and (almost) necessary condition on m(t) and n(t) in order to have, in a given quadrant of IR 2 , an infinite number of curves of Σ * (see [1] for a more general condition which is necessary and sufficient).
Theorem 4 Let ǫ 1 , ǫ 2 ∈ {+, −} and suppose that m (IR ǫ 1 ×IR ǫ 2 ) , where ǫ 1 , ǫ 2 ∈ {+, −}, of the Fučik spectrum Σ associated to the problem (1.3). We will see that none of the first curves can be asymptotic on any side to the trivial lines of Σ. We denote
, and
. Note that the unicity of these reals clearly follows from the strict monotonicity of the zero-functions ψ 1 and ψ 2 . Hence, by the monotonicity of the zero-functions ψ 1 and ψ 2 , it is clear that: Remark 4.2 By the same arguments, one could prove that the spectrum Σ * associated to the two-weights problem (1.1) is always at a strictly positive distance from the trivial lines of Σ. In the Dirichlet case, it was proved in [2] that this is true if and only if each one of the two weight-functions m(t) and n(t) has a compact support in the interval ]T 1 , T 2 [.
