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ABSTRACT 
In confinement swine production, environment controllers have conventionally 
been using air temperature as the standard, single control variable. Although the air 
temperature may be precisely controlled as designed, this method has its inherent 
drawbacks of not being interactive with the thermal needs of the pigs. Better performance 
of the animals may be achieved if the control is directly based on their thermal comfort 
behavior, which is not only affected by air temperature, but also by other thermal, social, 
and nutritional factors - floor type, air velocity, radiation, group size, etc. 
An interactive, behavior-based control scheme was thus proposed in this 
dissertation, where studies focused on the interactive control for swine confinement 
production. This new method explored the feasibility of using swine postural behavior 
images to determine their thermal comfort state, thereby making the control decision. 
Namely, the animals use their own "body language" to indicate the suitability of the 
environment and the need for adjustment. 
Experiments were conducted using early weaned pigs (13 to 16 days of age) to 
evaluate the feasibility of automatically classifying the swine comfort behavior via image 
processing/analysis and neural network. The nursery pigs were exposed to cold, 
comfortable, and warm environments so that the corresponding postural behaviors could 
be induced. A total of 201 eligible behavior pictures (136 for training data and 65 for 
testing data) of the pigs were scanned and digitized, and stored in computers for fiirther 
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analysis. Various image segmentation approaches were investigated, including histogram, 
thresholding, edge detection, and morphological filtering to transform the digitized gray­
scale images into binary images with the pigs in white and all background in black. 
Conventional neural network and fuzzy neural nets were developed to serve as the 
thermal behavior classifiers, whose inputs were some features selected from the binary 
images. The features explored in this study consisted of Fourier coefficients, moments, 
perimeter and area after opening filter, and combination of the moments and the 
perimeter and area. Among all the features, combination of the moments and the 
perimeter and area gave the best classification rate for identification of the pig thermal 
comfort behavior. Compared with the conventional neural network, fiizzy neural 
networks provided membership flmctions i.e., additional information that is the most 
useful to control strategy. Therefore, classification of swine thermal comfort behavior by 
image processing in conjunction with neural networks proved to be feasible. 
The experimental results suggest that the behavior-based controller has good 
potential to better the thermal environment and improve animal well-being and 
production efficiency. The fundamental algorithms of machine vision techniques 
established in this study provide a foundation for identification of the thermal comfort 
behavior of the pigs and consequently further development of a new, interactive, 
behavior-based thermal environment controller. 
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CHAPTER 1. INTRODUCTION 
Thermal envirornnem control plays a key role in confinement swine production 
because it directly affects the animal performance and health. Air temperature, humidity, 
floor type and condition, air velocity, and radiation all contribute to the thermal 
microenvironment. Feeding activity, individual health, and group size also influence the 
behavior of the animals. The combination of these elements determines the quality of 
swine production. 
1.1 Questions Raised 
Thermal environment control of pig housing has been based on air temperature 
control, i.e. setting and trying to maintain the air temperature at the literature-
recommended levels (Geers et al., 1986). However, it has been recognized that pig well-
being, health, and production performance are not only affected by air temperature, but 
also by air drafts, floor type and condition, humidity, and radiation (Bruce and Clark, 
1979; Boon, 1981, Geers et al., 1986). Variations in pig nutrition, group size, and health 
further influence thermal needs of the pigs (Xin and Shao, 1997). Yet it is impossible or 
impractical to have individual sensors to monitor these thermal, nutritional, social, and 
health variables. The lack of interaction between the air temperature-based controller and 
the pigs' thermal needs can lead to suboptimal pig health, well-being, and overall 
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production efficiency even when the air temperatures are precisely maintained at the 
proposed values. 
1.2 Air Temperature-based Control 
Air temperature-based control has been widely used by swine producers in 
confinement buildings. Generally, thermostats are installed inside the buildings that turn 
on or off the cooling, heating, and/or ventilation system according to the pre-determined 
air temperature limits (Figure 1.1). These air temperature limits are typically based on the 
book values for swine, and generally set according to the season, age of pigs, and 
occasionally time of the day. For instance, the younger the pigs are, the higher the values 
are set (Meyer et al., 1991). 
Figure 1.1 Example of conventional, air temperature-based environment controllers 
used on swine farms. 
The advantage of the temperature-based control is its simplicity of operation and 
low cost. Unfortunately, it suffers an inherent drawback of lacking interaction between 
the controlled environment and animal thermal needs. Such a drawback stems from the 
mismatch between the seemingly "ideal" air temperature and the true thermal needs of the 
pigs that integrate not only the air temperature, but also air drafts, floor conditions, time 
of the day, and nutritional and health status of the pigs. In other words, the thermal needs 
of the animals are dynamic in nature. The conventional control responds to such needs in 
a hit-and miss fashion most of time. 
1.3 Rationale of the Dissertation 
The best way to create an optimal environment and consequently maintain the 
well-being of the animals is to watch their behavior, a routine which many dedicated 
animal caretakers follow. The reason is that animal behavior is the ultimate integrator of 
all thermal, nutritional, and health factors. Pigs, in particular, take the postural behavior 
of huddling when cold, spreading when hot, and nearly touching one another on the side 
when comfortable (Mount, 1968). The environment that leads to the comfortable state 
and optimal performance of the animal is known as the thermoneutral zone (TNZ), under 
which the animal consumes less feed but grows faster. That is why TNZ is employed as 
the standard for environment control. 
Given that watching pigs' behavior is the most effective way to determine and 
ensure their comfort, the question is Can a caretaker watch the pigs and make the 
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adjustments 24 hours a day, 7 days a week? The answer is of course no! This is precisely 
the motivation, rationale, and significance of the present study, which explores a novel, 
automated controller that uses the pigs themselves as the ultimate biological sensor. To 
implement such an interactive control scheme, a method of quantifying the behavior of 
the pigs must be provided. 
1.4 Behavior-based Control 
It is expected that better control performance can be achieved if the control is 
directly based on the comfort behavior of the pigs. DeShazer and Randall (1988) 
predicted that the utilization of computer vision for improved animal welfare and care 
would be eminent for the future electronic stockmanship. Since then, Wouters et al. 
(1990) and Geers et al. (1991) have studied growing pigs by this approach in conjunction 
with image analysis. The behavior of the pigs (huddling or spreading) was judged by the 
occupation percentage of the pig pixels inside different preset windows in a digitized pen 
image. By comparing the occupation percentages with the reference values, decisions 
could be made to either increase or decrease the environmental temperature set point. 
However, the method required the existence of a specially engineer-designed temperature 
gradient in the pigpen. The occupation percentage of the pigs are also dependent on their 
age or size. 
The behavior-based controller proposed in this study is a completely behavioral 
image-based algorithm, which does not require any specially-designed pigpens. The 
behavior-based control consists of six steps: behavioral image acquisition and selection, 
automatic image segmentation, image feature extraction, neural network (NN) animal 
behavioral classification, operational control of the heating, ventilation, and cooling 
(HVC) devices, and the resultant modified or sustained microenvironment and animal 
behavior (Figure 1.2). 
1. Acquisition & Selection of 
Behavioral Images 
2. Automatic Segmentation of 
the Images 
i 1 
6. Adjustment of the 
Microenvironment & Behavior 
3. Feature Extraction of the 
Images 
I 1 
5. Operational Control of HVC 
Devices 
4. Classification of the 
Behavioral Images by NN 
Figure 1.2 Schematic representation of behavior-based 
environmental control for swine. 
This dissertation focuses on behavioral image acquisition, image segmentation, 
image feature extraction, and neural network classification. Specifically, 
1. In the step of image acquisition, the pigs' behaviors were recorded on 
photographs and the pictures of the pigs at rest were digitized by a scaiming 
process. 
2. The image segmentation was to convert the gray-level images into binary 
images with pigs as objects in white and the background in black. This 
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process, involving a number of mathematical image processing algorithms, 
reduces the space of image storage and simplified the classification. The 
image segmentation is the major challenge of the new controller development. 
3. Image feature extraction was to choose features fi-om the binary images that 
emphasize the characteristics of the thermoregulatory behavior of the pigs. 
4. Neural networks and fiizzy neural networks, whose input patterns were 
represented by the selected features, were used as the classifier of the 
behavioral identification system. 
The operational control of HVC devices can be implemented when the algorithms 
are tested. Once the behavior image is acquired and processed, neural network can 
compute the membership fimction and thus distinguish behavioral status, i.e., cold, 
comfortable, or warm/hot. The membership values can be used to control the HVC 
devices and to decide the increasing or decreasing magnitudes of control step. 
The advantage of the proposed control scheme lies in its interactivity with the 
thermal needs of the animals. Through their behavioral responses, the pigs are able to 
"adjust" and "control" their environment by themselves without human presence or 
interference. Namely, the animals use their own "body language" to decide the suitability 
of the environment and make adjustment accordingly. 
i 
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1.5 Organization of the Dissertation 
The entire dissertation is divided into eight chapters and is composed as follows. 
Chapter I provides the introduction of the study. Chapter 2 describes the objectives of the 
dissertation. Chapter 3 reviews the literature information related to the methods used in 
the experiment. Chapter 4 explains the theories and the algorithms pertaining to the study. 
Chapter 5 describes the experimental materials and methods. Chapter 6 presents the 
results and discussion of the study. Chapter 7 summarizes the highlights of the 
investigation. Chapter 8 identifies the needs for future research. 
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CHAPTER 2- OBJECTIVES 
The main purpose of this dissertation was to test the hypothesis that the thermal 
comfort state of young pigs subjected to different environmental conditions can be 
classified by a neural network with the input pattern of certain image feature extraction of 
the binary images of the pigs' postural behavior. If the hypothesis is true, the established 
algorithms of the behavior-based control approach can be adapted for future development 
of a prototype controller. Specific objectives were: 
1. To develop behavioral image segmentation algorithms that separate the pigs 
(objects) from their backgrounds (feeder, floor, manure, and walls), with the 
end result of pigs being shown in white and the background in black. 
2. To select and compare image feature extraction methods that are used as the 
input pattern to the neural networks for behavioral classification. 
3. To evaluate the performance of the supervised, feed-forward, and multi-layer 
conventional and fiizzy neural networks as behavioral classifiers. 
The ultimate outcome of this research effort would be a prototype behavior-based 
controller that may be commercialized for an improved thermal environment control, 
animal well-being, and therefore production efficiency. 
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CHAPTER 3. LITERATURE REVIEW 
The purpose of this chapter was to review literature on (1) effects of thermal 
factors on swine performance, physiological responses, and postural behaviors, (2) 
application of machine vision/image processing in agriculture, (3) approaches to image 
segmentation, including histogram, thresholding, edge detection, and morphological 
filtering, (4) methods of image feature extraction, including shape, color, and moments, 
and (5) application of neural networks in agriculture, fuzzy neural networks and 
optimization algorithms of the neural networks. Previous research with regard to each 
subject was introduced and described. 
3.1 Swine Responses to Thermal and Social Environments 
Heat exchanges between an animal and its surroundings reflect the thermal 
environment influence on the animal's flmctions and subsequent performance. The four 
modes of heat transfer between the animal and its surroundings are radiation, convection, 
conduction, and evaporation (Albright, 1990). Convection and radiation are usually the 
dominant heat transfer modes in response to cold conditions. It usually accounts for about 
70% or more of the total heat loss from the pigs. Evaporation becomes more important 
from warm to hot conditions. 
Heat exchanges between animals and their environment are influenced by 
numerous factors. The thermal factors such as air temperature and velocity, relative 
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humidity, floor temperature and type, and radiation from the surroundings are considered 
as the parameters influencing the behavior of the animals (Bruce, 1981). Moreover, the 
behavioral response are related to the group size, nutrition, individual health, and social 
activity (Xin and Shao, 1997). Among all the factors, air temperature is generally the 
most important parameter and has been continually used in swine production units for 
environment control. 
3.1.1 Effects of temperature on pig performance 
A great deal of research has been conducted on the performance of the pigs as 
influenced by thermal factors. The criteria used to judge the performance of the pigs are 
normally body weight gain and feed utilization efficiency also known as the feed 
conversion. 
Xin and DeShazer (1991) reported swine responses to constant and modified 
diumal cyclic temperatures. In the experiment, six groups of gilts were exposed to one of 
the following three temperature schemes; constant air temperature of 30.8°C (CON), 
equal-mean diumal cyclic temperature ranging from 26 to 33°C (PRK), and equal-mean 
diumal cyclic temperature ranging from 23.4 to 40°C (RNT). The results showed that the 
daily feed intake and growth of the RNT pigs were significantly reduced compared to the 
CON pigs and the RPK pigs. It was concluded that an increase in cycle range tended to 
reduce pig performance, when the daily mean temperature was outside of the TNZ. 
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McGlone et al. (1987) studied how heat and social stressors influenced the 
performance of young pigs. The animals were assigned to different thermal 
environments: TNZ and heat stress. It was found that pigs under heat stress reduced feed 
intake and body weight gain during the first four weeks of the experiment. 
Feeding behavior of gilts was studied under the air temperatures of 30.8°C with 0, 
7, and 16.6°C cycles (Xin and DeShazer, 1992). The pigs under all the conditions showed 
similar average meal size, mean duration, and ingestive rate. However, distribution of the 
feeding activities for the three treatments was quite different. The animals under 16°C 
cycle group consumed the least feed during the warm part of the day. 
Nienaber et al. (1991) investigated the group feeding behavior of pigs under three 
temperature treatments: TNZ (low critical temperature (LCT)+4), cool (LCT-4), and 
severe cold stress (LCT-12). The results indicated that the pigs imder TNZ increased their 
meal size and meal interval, while the pigs under the extreme cold condition maintained 
relatively constant meal size but short meal interval. The rate of eating adjusted to 
metabolic body weight (i.e., kg") decreased as the temperature decreased. 
Verhagen et al. (1988) investigated the relation between body temperature, 
metabolic rate, and climatic environment in young growing pigs. The experimental pigs 
were housed in climatically controlled chambers, where certain temperatures were 
maintained and draught was applied. The results showed that the heat production and 
activity-related heat production were increased during the periods of draught. Body 
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temperature was affected by the draught, but changes in body temperature lagged in 
response to the draught. 
3.1.2 Influence of space, floor materials and social activity's on pig performance 
As the number of pigs per pen increases and the space per pig decreases, growth 
rate generally decreases (Heitman et al., 1961; Jensen et al., 1973). Lindvall (1981) 
described the effect of floor material and number of pigs per pen on nursery pig 
performance. The pigs were assigned to two types of nursery floors: partly slotted or 
expanded metal. The number of pigs in each pen was varied from 8 to 12 to 16. The 
results showed that the floor materials had no effect on the average daily gain (ADG) of 
the pigs. ADG was affected by the number of pigs in pen, with lower ADG corresponding 
to the higher stocking density. 
Mendl et al. (1992) studied the effects of social behavioral strategies on 
physiological and reproductive responses of pigs. Pregnant domestic sows were divided 
into three groups: High Success, Low Success, and No Success, in accordance with their 
ability to displace others in agonistic interactions. The experimental results indicated that 
the High Success sows gained the most weight during the first month of the experiment. 
At the first parturition, the Low Success sows had the lowest weight of piglets bom alive. 
McGlone et al. (1987) pointed out that regroup did not impair the performance (weight 
gain and feed efficiency) of the pigs when they were held under TNZ. However, it was 
not recommended to regroup pigs during heat stress. 
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3.1.3 Thermoregulation of swine 
Pigs cope with adverse environments to maintain their homeothermy by 
regulating the heat exchange with the environment. To compensate for the heat loss, in 
addition to adjusting their feeding activities, the pigs also change their postural behavior 
to either conserve body heat (in cold condition) or facilitate heat dissipation (in hot 
condition). 
3.1.3.1 Postural behavior 
Huddling phenomenon appears when the animals are in a cold stress environment 
(Mount, 1974; Boon, 1981). By huddling, the pigs reduce their body surface area, and 
thus reduce their extra heat loss, and subsequently modify the effect on body temperature 
(Verhagen et al., 1988). Under heat stress, pigs tend to drink more water, reduce feed 
intake, wet the skin surface, extend their body (Hahn et al., 1987). Pigs take the postural 
behavior of separating from one another under heat stress. When the pigs are resting side 
by side and nearly touching each other, they are considered to be within the TNZ (Mount, 
1974; Boon, 1981). Behavioral regulation of huddling together, spreading out, or nearly 
touching is therefore an important mechanism for pigs to cope with adverse climatic 
environments. 
3.1.3.2 Heat production 
Pigs are homeothermic animals, meaning that they can maintain a constant body 
temperature in spite of the fluctuating environment. Numerous studies have been 
conducted on the subject of thermoregulatory behavior of swine. 
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Stombaugh and Roller (1977) studied the thermoregdation of pigs (33-66 days 
old) during mild cold and severe heat stress. In the experiment, the animals were exposed 
to air temperatures of 15, 20, 25, 30, 35, and 37°C. The experimental data showed that 
pigs maintained homeothermy by increasing metabolic heat production during the cold 
stress, while they maintained thermal balance by increasing respiration frequency and 
increasing evaporative heat loss during heat stress. Rectal temperature and hypothalamic 
temperature increased when the ambient temperature was above 30°C. The two 
temperatures were relatively constant when the ambient temperature was between 15 and 
30°C. Similar observations that both body temperature and respiration rate increased for 
pigs under heat stress were made by Aberle et al. (1974) 
Verhagen et al. (1988) investigated the relation between body temperature, 
metabolic rate, and climatic envirorunent for young pigs. The pigs were assigned to five 
different climatic environment (temperature and draught). It was concluded that the pig' 
heat production and activity-related heat production increased when draught was 
imposed. Draught also influenced body temperature. The change of body temperatiure 
lagged behind heat and activity-related heat production. Moreover, the influence was 
dependent upon the temperature at which draught was applied. 
Swiergiel (1987) studied the body temperatiu-e and locomotor activity of piglets 
exposed to cold condition on restricted feed. Pigs were assigned to two treatments. In one 
treatment, the animals were able to make an operant response for heat (OP); in the other 
one, pigs could only obtain light (CP). Results indicated that the locomotor activity for 
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OP was much higher than that for CP. By the end of the experiment, CP pigs developed 
shorter bodies, tails, snouts, and smaller ear than OP pigs. The restrictions imposed on 
pigs resulted in a lower body temperature and lower locomotor activity as cold defense. 
Ingram and Legge (1970) conducted an experiment to observe the 
thermoregulatory behavior of young pigs in a natural environment. The experimental pigs 
were held in a confined area (woodland and open pasture) and a hut containing straw. The 
results showed that pigs tended to stay in an area where air movement is lowest, except 
when feeder was placed in that area. If the pigs are fed ad-lib, they tended to spend more 
time in the hut. 
As a general rule of thermoregulation, the daily temperature cycles up to ±5 to 
8°C around the TNZ do not cause adverse consequences in the absence of drafts, wet 
condition, or strong radiant or conductive heat gains or loss (Hahn et al., 1987). 
3.1.4 Effects of temperature, floor space and social activity on physiological 
responses 
Aberle et al. (1974) studied the heat stress effect on physiological responses of 
stress susceptible and heat resistant pigs. In both treatments, venous pC02 and p02 
decreased during the heat stress. Plasma adrenal corticoids increased significantly when 
heat stress was first applied. Compared to the resistant pigs, the susceptible pigs had 
higher plasma protein concentrations which could cause blood buffering. 
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Mendl et al. (1992) investigated the relationship between behavior strategies and 
pigs physiological and reproductive responses among three groups of pregnant sows: 
High Success, Low Success, and No Success. Experiment results showed that Low 
Success pigs had the highest basal levels of salivary Cortisol and showed the highest peak 
contisol levels in response to an adrenocorticotrophic hormone test. The Low Success 
groups also produced the lowest body weight of pigs at birth. 
Meunier-Salaun et al. (1987) conducted an experiment to study grow-finishing 
pigs' physiological response to the effect of floor area restriction. Animals between 25 
and 100 kg body weight were allocated to three space: 0.34, 0.68, and 1.01 mVpig, where 
they could either lie on their belly, or lie in full recumbence, or they had plenty of space. 
The results showed that pigs subjected to the low area allocation displayed enhanced 
resistance of their pituitary-adrenal axis to the dexamethasone suppression test and 
enhanced reactivity to an adrenocorticotropic hormone injection. 
Stombaugh and Roller (1977) indicated that peripheral vasoconstriction increased 
during cold stress, while peripheral vasodilation increased during heat stress in the study 
of temperature regulation in swine during cold and severe heat stress. 
3.2 Application of Machine Vision/Image Analysis in Agriculture 
Machine/computer vision technique, which integrates the knowledge of image 
acquisition, image processing, and pattern recognition, etc., is a powerful tool that has 
been widely used for various purposes, such as sorting, grading, and packaging. The 
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application of machine vision in agriciiiture has been intensified because it provides 
objective, consistent, and quantitative information compared with human inspection. 
Manual inspection is labor intensive and subjective. Human inspection involves viewing 
the product and assigning quality scores for defective or undesirable items. In addition to 
being costly, this method is inherently inconsistent among inspectors or from day to day. 
Machine vision technique can provide automated inspection which would help 
standardize the quality evaluation. As the demand for utilization of machine vision 
technique increases, a number of smdies have been performed in the area of agricultiu-e. 
As one of the major applications of machine vision in agriculture, considerable 
research has been conducted to investigate computerized grading and evaluation of fruits, 
vegetables, flowers, food, and plants. 
Machine/computer vision systems were developed for sorting apples (Rehkugler 
and Throop, 1985; Taylor and Rehkugler. 1985; Davenel et al.. 1988; Tao et al., 1995a), 
tomatoes (Sarker and Wolfe, 1985), oranges (Johnson, 1985), and cucumbers (McClure, 
1984). Machine vision systems were approached to detect and identify peach surface 
defects (scar, cuts, bruise, scale, and wormhole) by Miller and Delwiche (1991) and 
Singh and Delwiche (1994). 
Wright et al. (1984) studied the possibility of detecting size and shape of sweet 
potatoes. McClure (1988) explored size and shape algorithms for evaluating potatoes with 
computer vision. Tao et al. (1994a) described color and shape evaluations of apples and 
potatoes based on machine vision. Machine vision systems have been investigated to sort 
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and grade bell peppers (Wolfe and Swaminathan, 1987; Shearer and Payne. 1990) and 
mushrooms (Heinemann et al., 1994). 
Machine vision systems were studied to sort and grade the cut roses (Steinmetz et 
al., 1994), Geranium cuttings (Simonton and Pease. 1990; Humphries and Simonton, 
1992), and cyclamens (Brons et al., 1991). 
Computer vision techniques were utilized to detect the cracks in eggs (Elster and 
Goodrum, 1991; Goodrum and Elster, 1992) and evaluate the internal texture of French 
fries (Yin and Panigrahi, 1997). 
A few studies on the application of machine vision in plants have been 
investigated. A non-contact machine vision system for monitoring the growth of lettuce 
plants was developed (Morden et al., 1997). An approach of machine vision in 
conjunction with image processing for plant identification by checking the shape and size 
of the leaves was reported (Guyer et al., 1986). 
Another area in agriculture that has utilized the application of machine vision is 
packaging inspection and meat quality examination. 
Application of machine vision techniques to package liquid and dry goods was 
described by Werth (1987). In the liquid packaging tests, pancake syrup was held in 
translucent plastic bottle. Machine vision system was employed to examine the absence 
of cap, label, liquid level, and cap on and to verify that data code is present. In the dry 
goods packaging test, machine vision systems were used to inspect the missing flaps, 
unsealed flaps or partially sealed, torn flaps, and mis-aligned flaps. 
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With the development and perfection of the machine vision technique, it becomes 
the interests for the area of meat quality inspection because of its non-destructive 
measurement. Color machine visions system was designed to grade turkey carcass yield 
and quality (Marchal and Marty-Mahe, 1996). Computer vision techniques were utilized 
to predict pork quality by examining the pork loin images (Lu et al., 1997). Machine 
vision as well as image processing was studied to predict the beef tenderness by 
examining color, marbling, and texture of the meat (Li et al., 1997). 
Recently, increasingly interests have been shown in application of machine vision 
to livestock because of its property of non-disturbing effect on the animals. 
As a new area, only a few experiments have been conducted on the application of 
machine vision/image for livestock production. The research on the utilization of machine 
vision technique includes weight approximation of swine (Schofield, 1990; Minagawa 
and Ichikawa, 1994; Minagawa, 1997), travel distance measurement of swine (Brandl. 
1997), and thermal behavior evaluation of swine (Wouters et al., 1990; Geers et al.. 
1991). 
In particular, the studies by Wouters et al. (1990) and Geers et al. (1991) 
evaluated the pigs' thermal behavior through image analysis by observing their postural 
positions and computing the occupation ratio of piglets on pixel values within pre-defined 
windows. The method required a specially designed temperature-gradient pigpen and it 
was dependent on the pig size or age. 
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3.3 Image Segmentation 
Image segmentation is the bridge that connects the two subsystems of machine 
vision systems, i.e., low-level vision and high-level vision (Spirkovska, 1993). The low-
vision subsystem includes primarily image processing operations which are performed on 
the input image to generate another image with more favorable features. Those operations 
may yield images with reduced noise or cause certain features of image to be emphasized. 
The high-level vision subsystem consists of object recognition. There is no general or 
standard theory to follow on image segmentation. Instead, image segmentation 
techniques differ mostly because of the variously emphasized one or more properties. 
3.3.1 Segmentation challenge 
One problem in image segmentation is that there is no uniform criteria to evaluate 
the results. Most segmentation results are evaluated visually and qualitatively. Besides, 
different people with different experience may have different judgments. In order to make 
the evaluation more scientifically and statistically sound, quantitative approach must be 
studied and developed. 
Liu and Yang (1994) proposed a novel multiresolution color image segmentation 
algorithm in conjunction with Markov Random Fields. The approach performs well on 
both synthesized and real images. The evaluation function not only incorporates most of 
the concerns of traditional qualitative criterion but also conforms the results of visual 
evaluation as well. Celenk (1991) and Uchiyama and Arbib (1994) reported image 
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segmentation methods which divides color space into clusters. The advantage of the 
method is that it does not require any human interaction except the prior knowledge of 
image, compared with thresholding schemes. 
3.3.2 Pixel-, edge-, and region-based algorithms 
Segmentation algorithms for monochrome images are generally based on one of 
the two facts of gray-level values: discontinuity and similarity. In the first case, the 
approach decomposes an image based on abrupt changes in gray level, namely lines or 
edges. In the latter case, the primary approach is based on thresholding, region growing, 
region splitting, and region growing and splitting. 
The segmentation techniques could be categorized into three main groups: pixel-
based, edge-based, and region-based. 
Pixel-based segmentation approach mainly classifies pixels based solely on their 
gray levels. Histograms are computed to determine certain thresholding values for global 
images or Chow-Kaneko adaptive thresholding (Chow and Kaneko, 1972) values for 
local images. The pixel-based scheme, is the most commonly used in many image 
segmentation problems. 
The most direct method in edge-based segmentation is the direct and link method 
(Gonzalez and Woods, 1992), in which discontinuities are detected first and then 
connected to form longer, hopefully complete boundaries. The pitfall of the approach is 
that the edges are not guaranteed to form closed boundaries. An improved method is 
Yanowits and Bruckstein's adaptive thresholding approach (Yanowitz and Brunckstein, 
1989). Similar to the direct and link method, the latter locates the objects in an image by 
intensity gradient instead of intensity itself. Another improvement of the direct and link 
method is reported by Parker (1991). The method is called local intensity gradient, which 
is similar to Yanowitz and Brunckstein's algorithm and works well in practice. 
Region-based segmentation is to group pixels with similar properties (such as 
approximate gray level equality) into regions. There are three approaches in region-based 
methods: region growing; region splitting; and split, merge, and group algorithms 
(Gonzalez and Woods, 1992). All three approaches were iterative process. In the region 
growing approach, the starting small seed region is growing larger with the process of 
expanding to include all the homogeneous neighbors and the process is repeated until 
there are no more pixels left to be classified. In the region splitting method, the entire 
image is the starting seeds. If the seed is not homogeneous, it is split into a predetermined 
number of subregions, typically four. The process is repeated using subregion as a seed 
until all subregions are homogeneous. Both approaches are costly because of the iteration 
computation. A new, hybrid approach, the split, merge, and group (SMG) algorithm 
(Horowitz and Pavlidis. 1976; Chen and Lin, 1991), which incorporated the advantages 
of the two previous methods, is developed in the late of 70s. Compared with the pure 
growing algorithms or the pure splitting algorithms, the SMG is more efficient because 
the process begins at an intermediate resolution level. 
3.3.3 Histogram-, neighborhood-, and physical-based algorithms 
Image segmentation schemes can also be roughly classified into three other types, 
namely, the histogram-based segmentation, the neighbor-based segmentation, and the 
physically-based segmentation methods. 
The histogram-based scheme assumes that homogenous objects in the image 
manifest themselves as clusters in the measurement space (e.g. gray scale) (Ohlander et 
al., 1978; Witkin, 1984). 
In the neighborhood-based approach, the probability of a particular site to assume 
a certain value depends only on its neighbors, and not on the whole image (Geman et al., 
1990; Muzzolini et al., 1993). The advantage of the histogram-based segmentation is that 
it does not need a prior knowledge of the image. However, the method suffers from the 
lack of local spatial information. While the neighborhood-based segmentation does use 
local instead of global information, clustering information of the image has to be 
available in advance. 
Physically-based segmentation uses underlying physical models of the color 
image formation process in developing color difference metrics (Healey, 1992; Klinker, 
1990). One common problem in most segmentation methods is that the boundaries of the 
regions are not necessarily the same as object boundaries. Instead, they follow color or 
intensity variation, such as highlight and shadow boundaries. 
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3.3.4 Histogram, thresholdiag, and edge detection 
Thresholding scheme can be global thresholding, local thresholding, or adaptive 
thresholding (Gonzalez and Woods, 1992). All of those methods have been widely used 
in pixel-based segmentation and region-based segmentation. 
The fundamental edge detection operators are gradient and Laplacian (Bracewell, 
1995) for noiseless images which respond to changes in gray levels. To reduce the effect 
of noise on the response of an operator, some operators which compute differences of 
local averages were proposed, such as Sobel operator and Prewit operator (Rosenfel and 
Kak, 1982). 
3.3.5 Morphological Hltering 
After an image has been processed into binary images by image segmentation, 
there still may be some irrelevant regions (not noise) left that have to be removed. A 
method to clear these textures can be morphological filtering. 
Morphological filters are nonlinear signal transformation that locally modify 
geometric feature of signals. They stem from the basic operations of a set-theoretical 
method for image analysis called mathematical morphology which was introduced by 
Mathem (1975) and Serra (1982). In this algorithm, each signal is viewed as a set in 
Euclidean space, and the morphological filters are set operations which transform the 
graph signal and can provide a quantitative description of its geometrical structure. 
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3.3.5.1 Binary and srav-scale imase morphological filterine 
For binary images, the simplest morphological operations are dilation, erosion, 
closing, and opening (Gonalez and Woods, 1992). Some basic morphological algorithms 
are boundary extraction, region filling, extraction of connected components, convex hull, 
thinning, thickening, skeletons, and pruning. 
The filters for the binary signal were extended to multilevel (gray-scale) signals 
(Serra, 1982; Sternberg, 1983 & 1986; Rodenacker et al., 1983; Wang andNeuvo, 1993) 
by using mainly the correspondence between the shrinking/expanding of binary signals 
and the local min/max of multilevel signals. 
A number of applications of morphological filters (Serra, 1982; Maragos and 
Shafer, 1986a; Maragos, 1986) were used in image processing and analysis, including 
biomedical image processing (Sternberg, 1983; Rodenacker et al., 1983; Meyer, 1979; 
Skolnick, 1986), automated industrial inspection (Stemgerg and Stemburg, 1983; 
Mandeville, 1985), shape recognition (Crimmins and Brown, 1985), nonlinear filtering 
(Maragos and Shafer, 1985), edge detection (Goetcherian, 1980; Maragos, 1986), noise 
suppression (Goetcherian, 1980; Maragos, 1986; Rosenfield and Kak, 1982; Joughin et 
al., 1993; Peters, 1995), thiiming (Serra, 1982; Goetcherian, 1980; Rosenfeld and Kak, 
1982; Jang and Chin, 1990), enhancement (Serra, 1982; Rosenfeld and Kak, 1982), 
representation and coding (Maragos and Schafer, 1986b), texture analysis (Werman and 
Peleg, 1985), and shape smoothing (Serra, 1982; Maragos and Schafer, 1986b; Suzuki 
and Abe, 1985). Recently, there are several commercialized image analyzers (Klein and 
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Serra, 1972; Danielsson and Leviadi, 1981; Kimmel et al., 1985 ) which use 
morphological filters (mainly for binary signals) among their main operations to extract 
pictorial information. 
3.3.5.2 Noise removal usinz morphological filtering 
Axnong all the applications of morphological filtering, one of the major goals is 
image enhancement through removing, reducing, or suppressing noise from the image. 
Morphological filters are useful for smoothing of gray scale images. However, their use 
for image noise reduction is limited by their tendency to remove important, thin features 
from an image along with the noise. 
Sternberg (1986) reported the idea of image noise reduction through iterative 
application of openings and closings with successively larger structuring elements. The 
approach is good for recovering some approximation of a structure that is nearly invisible 
in dense and high amplitude noise. It is inherently incapable of restoring image structures 
that are thinner than the largest structuring element used. 
Song and Delp (1990) developed a technique called "generalized morphological 
filter". It takes linear combination of the results of openings and closings with multiple 
structuring elements. This filter works well in the presence of impulsive noise. However, 
in the presence of dense noise, there is tradeoff between noise smoothing and detail 
preservation. 
Peters (1995) demonstrated a morphological image cleaning algorithm (the MIC 
algorithm), which preserves thin features while removing noise. Tlie method was 
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primarily designed to enhance scanned images and still images. However, it only worked 
well when the noise content is low in an image. 
Compared with linear filter, morphological filters do not affect edges, whether 
boundaries or lines. In particular, smoothing filters (Gonzales and Woods, 1992) always 
blur them, thus, in processing boundaries, morphological filters - in particular, openings 
and closings, are superior to linear filters. The median filter (Bovik, 1987) performs well 
at removing some shot noise or salt and pepper noise while preserving some edges. 
However, it performs poorly at removing dense noise and it degrades thin line and small 
features. 
3.4 Image Feature Extraction 
Image feature extraction is essential in the recognition of certain objects by 
machine vision techniques. Various object recognition techniques utilize abstract 
characteristics for efficient object representation and comparison. Such characteristics are 
typically defined by measurable object features extracted from various types of images. It 
becomes apparent that an effective feature extraction reduces much of further 
manipulation from object recognition standpoint. The choice of object characterization is 
driven by the requirements and obstacles of a specific task. Therefore feature extraction is 
subjective to some extent. 
3.4.1 Shape- and color-based image features 
The studies on feature extraction has been investigated in almost all the research 
and application of machine vision. Diverse features including area, length, width, 
perimeter, Fourier coefficients, moments, color, etc., have been the subjects of a number 
of studies. In food industry, some features have been computed to inspect and measure 
the quality of the food by measuring the shape or color of the food. 
Guyer et al. (1986) described successful recording and identifying of plants such 
as com, soybeans, tomatoes, etc. by machine vision coupled with image processing and 
shape-based features. Spatial parameters (moments) of the digital images of the plants as 
features were utilized. Gunasekatan et al. (1987 and 1988) developed some image 
processing algorithms for detecting stress cracks and other physical damage in com 
kernels and soybeans. Zayas et al. (1985, 1986, and 1989) were able to distinguish 
different wheat varieties using algorithms that compared kernel dimensions and shape 
characteristics. Singh and Delwiche (1989) developed a machine vision system to 
examine and identify the major defection of peach through image analysis. The features 
used in the study included mean, standard deviation, area, eccentricity, minimum 
dimension, compactness, and convexity. Tao et al. (1995a) applied fast Fourier transform 
analysis in conjunction with a machine vision system for shape inspection of potatoes. 
Ling and Searcy (1991) investigated reasonable and possible features utilized for a 
machine-based shrimp deheader. The features contained morphological/structural and 
spectral features, such as carapace width/carapace length ratio, skeleton ration, and 
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optical density. They are used to locate the cutting point of shrimp. Miller and Delwilche 
(1991) were able to detect and identify the surface defection of peach by applying 
morphological features (area, perimeter, compactness, and elongation) and spectral 
features (mean, variance, skew, etc.) to a machine vision system. Liao et al. (1993) 
designed a machine vision system to identify com kernel breakage based on the features 
of kernel shape profile. 
Color is another feature widely used in machine vision applications. Heinemarm 
et al. (1994) reported a study of grading mushroom quality with color, shape, stem cut. 
and veil opening as features. Steinmetz et al. (1994) developed a machine %'ision system 
to inspect rose cuttings and rose quality by using quantitative features of stem length, 
stem diameter, stem straightness, bud maturity, and bud color. Tao et al. (1995b) 
distinguished between good and greened potatoes and between yellow and green apples 
by extract HIS (hue, saturation, intensity) color properties as features in a machine vision 
system. Yin and Panigrahi (1997) evaluates the internal texture of French fries by 
choosing texture features and color characteristics as the features of image analysis. Lu et 
al. (1997) selected color features of pork to predict the its quality. Li et al. (1997) 
examined beef tenderness based on image texture features such as color, marbling, and 
texture characteristics. 
In most of the above studies, conventional invariant (invariant of position, 
orientation, and scale) features are applied to obtain such features as area, length, width, 
aspect ration, perimeter, etc. 
3.4.2 Image moments and moment invariants 
In general, moments describe numeric quantities at some distance from a 
reference point or axis (Prokop and Reeves, 1992). Moments are commonly used in 
statistics to characterize the distribution of random variables, and simply, in mechanics to 
characterize bodies by their spatial distribution of mass. The use of moments for image 
analysis is straight forward if we consider a binary or gray level images segmentation as a 
two-dimensional density distribution function. In this way, moments may be used to 
characterize an image segmentation and extract properties that have analogies in statistics 
and mechanics. When moments are chosen to be features of certain task, the goal is to 
select a meaningful subset of moment values that contain sufficient information to 
uniquely characterize the image for a specific application. 
The transformations of moments are variant in scale, translation, and rotation 
(Prokop and Reeves, 1992). Several techniques have been demonstrated that derive 
features from moments for object representation. These techniques are distinguished by 
their moments definition, the type of image data exploited, and the method for deriving 
invariant values from the image moments. Various moment definitions are characterized 
by the choice of basis functions which may be orthogonal or unorthogonal polynomials, 
and the sampling of image which may be rectangular or polar. 
The first significant work considering moment invariants for pattern recognition 
was performed by Hu (1962). Hu derived relative and absolute combinations of moment 
values that are invariant with respect to scale, position, and orientation based on the 
theories of invariant algebra that deal with properties of certain classes of algebraic 
expression which remain invariant under general linear transformations. Hu developed 
the two-dimensional moment invariants based on algebraic invariants applied to the 
moment generating function under a rotation transformation. 
Sadjadi and Hall (1980) extended Hu's two-dimensional moment invariants to 
object defined in three-dimensional space. Using the theory of invariant algebra and 
properties of ternary quantics, Sadjadi and Hall presented a derivation of moment 
invariants which are analogous to Hu's two-dimensional moment invariants. Experiments 
were conducted to confirm the invariance of these values. Three-dimensional moment 
invariants were calculated for a rectangular, solid, a cylinder, and a pyramid in several 
different orientations. The computed values were shown to be invariant for each object, 
Shen and Sheng (1995) proposed the use of noncentral moments for pattern 
recognition. The noncentral moments are generated numerically by the correlation 
between the input images and the moment kernel function. The correlation values at 
every point in the output plane is the image moment computed in a coordinated system 
whose origin is at this point, i.e., the noncentral moment defined at that point. The 
advantage of the noncentral moment method is that the moment values can be computed 
for a multi-image input scene without image segmentation. Another advantage is that the 
noncentral moments are more robust than the central moments to noise. 
Image moments are widely used in image processing, remote sensing, and pattem 
recognition. The lower-order image geometrical moments are useful for determining 
image position, scale, and orientation. The moment invariants are useful as image 
descriptors that are invariant to scale, orientation, and translation of the image. 
Sadjadi and Hall (1978) investigated the effectiveness of moment invariants for 
scene analysis. Through a simple experiment, they showed that moment theory was 
consistent with empirical results when applied to gray-level imagery. The moment values 
were computed from a gray-level image subject to various size and rotation 
transformations. The seven invariant values were found to be similar for all the 
transformed images. 
Wong and Hall (1978) used moment invariants to match radar images to optical 
images. The moment invariants were shown to be useful features for matching the 
images; however, it was assumed that radar and optical images were of the same scale 
and orientation. 
Maitra (1979) presented a variation of Hu's moment invariants that is additionally 
invariant to contrast change. These new moments are also inherently size invariant and 
thus do not require size normalization. 
Maitra demonstrated moment invariance with two digitized images of the same 
scene each taken with a different camera position to provide a different in scale, 
illumination, position, and rotation. The six invariants are computed for each image and 
compared. Maitra claimed that the variation in invariant values is an improvement over 
previous results. 
Gilmore and Boyd (1981) utilized Hu's seven moment invariants to identify well-
known buildings and bridge targets with infrared imagery. In their application, the 
orientation and range of the image sensor was known so that the expected shape and size 
of the target could be calculated based on a target model. 
Sluzek (1988) proposed a method for using moment invariants to identify objects 
from local boundaries. 
Abo-Zaid et al. (1988) also suggested a variation of Hu's moment invariants by 
defining a new moment normalization that is used to cancel scale and contrast changes 
before the computation of the moment invariants. Abo-Zaid et al. indicated that is 
addition to being position, contrast, and size invariant, these moments have decreased 
dynamic range when compared to moments that have been size normalized. 
There have been other studies investigated rotational moment invariants (Smith 
and Wright, 1971; Reddi, 1981), orthogonal moments (Teague, 1980 ) including Legndre 
moments, Zemike moments, and pseudo-Zemike moments (Teh and Chin, 1988), 
complex moment invariants (Abu-Mostafa and Psaltis, 1984), and standard moments 
(Reeves and Rostampour, 1981). 
Hollis et al. (1996) studied effective feature vectors needed to classify an area of 
interest in a visual image captured from closed circuit television systems. Hu's moment 
invariants and Maitra's moment invariants were utilized as the inputs of a neural network, 
the classification results were compared. It was indicated that classification rate from 
34 
using Maitra's moment invariants are higher both in training data and testing data than 
those from using Hu's moment invariants. 
The method of moments provides a robust technique for decomposing an arbitrary 
shape into a finite set of characteristics features. The moment techniques have an 
appealing mathematical simplicity and are very versatile. 
3.5 Neural Network 
Neural network, or artificial network, has been widely used as a classifier in 
numerous areas, e.g. speech recognition, pattern recognition, and control. The focus of 
this section is on the applications of neural net in the field of agriculture. The function of 
neural network can be classified into two categories: pattern recognition and fiinction 
approximation. The principles of neural network, including terminology, mathematical 
expression, and architecture illustration are described in the next chapter. 
3.5.1 Application of neural network to agriculture 
Korthals et al. (1994) proposed the method of utilizing neural network as a tool 
for swine environment management. Nine neural network configurations were 
investigated and evaluated to predict the extent to which ambient temperature can be 
allowed to vary without causing excessive losses in the body gain of pigs with ad-libitum 
feeding. Based on the criterion of root mean square error, absolute error, and histograms 
of the desired and target network outputs, the best network that can achieve daily gain 
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above 0.70 kg and provide a maximum allowable ambient temperatures is a three-layer, 
feed-forward neural network with body weight, 5-day temperature, and 5-day feed intake 
as inputs, feed intake and temperature adjustment for the environment as outputs, and the 
control goal, and 6 neurons in the hidden layer. Although the neural network results 
demonstrated a relationship among weight, temperature, and daily gain, the need of labor 
to do the routine weight measurement of the pigs would make the method less attractive 
to the automatic thermal environment control. 
Panigrahi and Marsh (1996) presented the techniques of using neural network to 
distinguish the color of French fries. Modular network and learning vector quantization 
network were discussed and evaluated. The results of the experiment showed that both 
neural networks provided high-accuracy correct classification rate and the learning vector 
quantization network performed slightly better (4%) than the modular network. 
Parker et al. (1996) utilized multiple spectral imaging technique to implement on­
line, real-time separation of wholesome and unwholesome carcasses. Fourier power 
spectrum was employed as optimum features and as inputs of a neural network. A feed­
forward back-propagation neural network algorithm was used for chicken carcass 
classification because it was suitable for handling nonlinear relationships between input 
and output variables of prediction-related problems. The three-layer neural network has 
512 nodes in the input layer, 2 nodes in the output layer, and 16 nodes in the one hidden-
layer. The results indicated that neural network performed well in distinguishing the 
poultry carcasses. 
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Ghazanfari et al. (1996) proposed multi-strucmre neural network (MSNN) 
classifiers to distinguish four types of pistachio nuts. The MSNN has four parallel feed­
forward neural network followed by a maximum selector. The performance of the MSNN 
classifier was better than that of multi-layer feed-forward neural network classifier. 
Batchelor et al. (1997) predicted soybean rust epidemics by different three-layer 
feed-forward neural network. The inputs of the network were seven variables closely 
related to soybean rust progress. The results showed that four out of the seven variables 
with four hidden nodes gave the lowest average error. 
Ruan et al. (1997) investigated both FFT (Fast Fourier Transform) and power 
spectral density as data preprocessing to develop a neural network for prediction of the 
Theological properties of a cookie dough. Both back-propagation and general regression 
networks with different architectures were studied. 
Lacroix et al. (1997) approached the artificial network as a tool to classify dairy 
cow culling and to predict milk yield. Two types of neural network were studied, which 
are back-propagation and learning vector quantization networks. Data preprocessing 
affected the performance of the neural network. 
Parmar et al. (1997) developed a neural network model to estimate the aplatoxin 
contamination level for preharvest peanuts by examining the variables, which affect the 
contamination process. Both multi-layer perceptron network and step wise linear 
regression techniques were utilized to develop the model. The artificial network 
performed better than the latter method. 
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Lu et al. (1997) developed a computer vision system in conjunction with a neural 
network approach to grade pork quality. The prediction power of the neural network is a 
multiple layer perception with back-propagation algorithm. The neural network 
predicated that color scores were highly correlated with the sensory scores. 
Kim and Cho (1997) developed a multi-layer perception neural network for 
volume, browning, and temperature for the bread baking process. Results indicated that 
neural network model performed well for predicting temperature, volume, and browning. 
The back-propagation, feed-forward, multi-layer neural network has also been 
utilized in other studies such as classifying the com kernel breakage (Liao et al., 1993), 
sorting cutting roses (Steinmetz et al., 1994), and distinguishing the shape of com 
kernels, almonds, and animal crackers (Ding and Gunasekaran, 1994). 
38 
CHAPTER 4. THEORETICAL CONSIDERATION 
The relationship of swine thermoregulatory behavior to their environment 
provides the rationale for the proposed interactive control scheme investigated in this 
dissertation. The theories of image segmentation, feature extraction and neural network 
classification establish the foundation for the proposed algorithms. These relationships 
and theory considerations will be discussed in detail in this chapter. 
4.1 Postural Behavior and Thermoneutral Zone (TNZ) 
In this study, a qualitative measurement of swine postural behavior to the 
environment was used. It is commonly recognized that pigs' behavior is affected by their 
thermal environment. The environmental parameters such as air temperature and velocity, 
floor type and condition and radiation directly influence the behavior of the pigs. The 
pigs will take a postural behavior of huddling at cool/cold environmental temperatures 
and separating fi"om one another at warm/hot environmental temperatures. The pigs will 
touch each other side by side when the environmental temperature is within TNZ, which 
is generally used as the standard and the basis of environmental control. Therefore, three 
typical thermoregulatory behaviors of the pigs may be categorized that correspond to 
cold, comfort, and warm/hot state of the animals. Extreme environments can cause stress 
to the animals, which generally leads to poor animal well-being and reduced production 
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efficiency. Several concepts on swine environment are described in the following 
sections. 
4.1.1 Environmental temperature 
The environmental temperature and air temperature are two different concepts. 
The air temperature is sensed by an ordinary thermometer at thermal equilibrium with air, 
i.e., the dry-bulb temperature. The environmental temperature, also known as the 
effective environmental temperature (EET), integrates all the climatic factors that 
contribute to the thermal sensation of the pigs. The factors include not only air 
temperature, but also relative humidity, air movement, and temperature of the 
surroundings (Esmay, 1978). The value of the environmental temperature can be higher 
or lower than that of the air temperature according to the effect of the variables. 
4.1.2 Stress 
Extreme envirormients can cause pigs to suffer either heat stress or cold stress. 
The consequences may be reduced body weight gain, poor feed efficiency, and increased 
health problems. The definition of the term "stress" has been discussed by Scott (1981). 
Stress would appear to be coined from the physical sciences, where forces of true 
mechanical stress are passive. Stress denotes the magnitude of forces external to the 
bodily system which tend to displace that system fi:om its resting or ground state. In the 
light of this, stress takes on a more favorable connotation, indicating all forces of the 
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environment that can induce changes and/or adjustments occurring from sub-celluiar 
level to the whole animal to help it avoid physiological malftmctioning and to better fit its 
environment. The stress-induced changes and adjustments that permit physiological 
malfunctioning and survival of the animal in a specific environment have been described 
by a variety of terms such as adaptation, acclimation, habituation, etc. The phenomena of 
huddling and separating behavior are the physical adjustments made by the animal under 
cold and hot stress, respectively. The huddling status reserves the energy lost from the 
animal body while the separating status consumes the energy conserved in the animal 
body. Furthermore, the internal body of the animal goes through numerous changes or 
adjustments (e.g., vasoconstriction, vasodilation) in response to the environment 
modification. However, the discussion of internal changes/adjustments are beyond the 
scope of this dissertation, and thus excluded. 
4.1.3 Concept of TNZ 
TNZ is defined according to the heat production changes of the animal with 
environmental temperature. Brody (1945) created a useful diagrammatic representation of 
heat production as a function of ambient temperature including the TNZ. A simplified 
version of the diagram is shown in Figure 4.1. The TNZ is bounded at its lower end by 
the lower critical temperature (LCT), which is defined as the "ambient temperature below 
which the rate of the metabolic heat production of a resting thermoregulating animal 
increases by shivering and/or nonshivering thermogenic processes to maintain thermal 
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balance" (Bligh and Johnson. 1973). The upper end of the TNZ, at which die increase in 
heat production is primarily due to a rise in body temperature, is called the upper critical 
temperature (UCT). The UCT is also defined as "the ambient temperature above which 
thermoregulatory evaporative heat loss processes of a resting thermoregulating animal are 
recruited" (Bligh and Johnson, 1973). 
The TNZ defined by Bligh and Johnson (1973) has been given several different 
names, such as comfort zone, thermal neutral profile, etc. Mount (1974) presented a 
useful definition of TNZ in different respects for a number of environmental zones: 
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Figure 4.1 Concept of TNZ (Yousef, 1985). 
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1. Minimal metabolism, bounded on each side by rising heat production (AD in 
Figure 4.1) 
2. Least thermoregulatory effort, coinciding with minimal material demand (AB 
and CD in Figure 4.1) 
3. Zones defined for particular purposes: preferred thermal environment (comfort 
zone), animal productivity, and zones which are optimal in any given respect 
such as growth rate; these zones do not necessarily coincide with either 
minimal metabolism or least thermoregulatory effort. 
The reason for recommending TNZ is that under TNZ the animal gains faster and 
heavier when the same amount of feed is consumed, for the rate of heat production is at 
minimum. 
Below the LCT, the animal must increase its heat production rate to maintain 
homeothermy. Therefore, the degree of cold tolerance of an animal is governed primarily 
by its maximum regulatory heat production (Figure 4.1). If the heat demands by the 
environment exceed the animal maximum capacity of heat production, hypothermia, and 
in extreme cases, death occurs. 
Above the UCT, the animal must increase its heat production rate in response to a 
rise in body temperature due to inadequate evaporative heat loss. As the warmth of the 
thermal envirormient exceeds the capacity of the animal's evaporative heat loss, greater 
rise in body temperature occurs and death may follow. 
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4.1.4 Classification of postural behavior 
Postural behavior of pigs based on the concepts of TNZ can be identified into 
three categories corresponding to the thermal environment of cold, comfort, and 
warm/hot. The decision can be made by observing their relative physical positions 
(huddling together, side by side, or spreading apart) of the pigs (Mount, 1968; Boon, 
1981) or measuring the rate of heat production as a function of environmental 
temperature (Mount, 1974). The behavioral approach is generally limited to qualitative 
studies rather than quantitative standards. This is because that the judgment of the 
physical positions is somewhat subjective. 
4.2 Image Definition and Model 
4.2.1 Monochrome image - continuous model 
Mathematically, an image can be defined by a two-dimensional, light-intensity 
function, denoted by f(x, y), where the value or amplitude off at spatial coordinates (x, y) 
gives the intensity (brightness) of the image at that point. As light is a form of energy, 
f(x, y) must be non-zero and finite, that is 
0 < f ( x , y ) < L  (4.2-1) 
where L is the maximum value o{f(x, y) and L^cc. 
The intensity of a monochrome image /at coordinates (x, y) is called the gray 
l e v e l  o f  t h e  i m a g e  a t  t h a t  p o i n t . / ( ' x .  y )  =  0 \ s  c o n s i d e r e d  b l a c k  a n d f C x ,  y )  =  L i s  
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considered wtiite on the scale. All the intermediate values are shades of gray varying 
continuously from black to white. 
4.2.2 Monochrome image - digitized model 
Although the continuous model gives a nice mathematical representation of an 
image, it can not be understood by computers. To be suitable for computer processing, an 
image functiony^x, y) must be digitized both spatially and in amplitude. Digitization of 
the spatial coordinates (x, y) is called image sampling, and amplimde digitization off(x,y) 
is called gray-level quantization. 
Suppose that a continuous imagey) is approximated by equally spaced 
samples arranged in the form of an A'" x A/array as shown in Eq. (4.2-2), where each 
element of the array is a discrete quantity: 
The right-hand side of Eq. (4.2-2) represents what is commonly called a digital 
image. Each element of the array is referred to as a pixel. 
= 
7(0,0) 
/(UO) 
/(0,1) 
/(1,I) 
• • • 
• • • /(1,M-1) 
(4.2-2) 
/(^-1,0) /(yV-1,1) /(A^-1.A/-1) 
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The following conventions are generally used to describe an image: the origin of 
an image starts at the left-top comer, axis x increases horizontally from left to right, and 
increase vertically from top to bottom (Figure 4.2). 
4.23 Image storage 
It has been well known that an image usually takes a large amount of memory. 
Suppose that G = 2^ denotes the number of gray levels. Then the number, b, of bits 
required to store a digital image is given by 
b = N X Mx m (4.2 - 3) 
IfA/ = yV, 
b = N'm (4.2 - 4) 
For example, a 128 x 128 image with 64 (m ~ 6) gray level requires 98. 304 bits of 
storage or 12288 bytes (8 bits = 1 byte). 
y 
f(0,0) f(l,0) 
f(0,l) 
f(o,N-i: f(i /I-l.N-1) 
X 
Figure 4.2 Image coordinate system. 
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Because Eq. (4.2-1) is an approximation to a continuous image, a reasonable 
question to ask is: How many samples and gray levels are required for a good 
approximation? The resolution (the degree of discernible detail) of an image depends 
strongly on these two parameters M and m. The larger these parameters are increased, the 
more closely the digitized array approximates the original image. However, equation 
(4.2-3) clearly points out the unfortunate fact that storage and, consequently, processing 
requirements increase rapidly with increasing N and/or m. 
4.2.4 Binary image 
There is a special case of intensity quantization where an image is generated with 
only two gray levels (m = /), black and white. The binary images are simple to store and 
manipulated as each pixel is represented by a single bit. A binary image can be generated 
from a more general gray scale image. 
A threshold value, T, is used to produce the image into pixels with just two levels, 
such that: 
IF / ( x , y )  >  T  THEN g ( x , y )  = 1 
OTHERWISE ^(x,:i;) = 0 (4.2 - 5) 
where g(x, y) denotes the binary version off(x, y). 
Sometimes, the thresholding has two values, a lower limit T/ and a higher limit 
r2- Then the binary image g(x, y) can be created by 
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IF T; < f { x , y )  < r, THEN g ( x ,  y )  =  I  
OTHERWISE g(x, y) = 0 (4.2 - 6) 
Certain values of T, or Tj and T2 have to be selected to ensure that the interested 
and relevant information (e.g. pigs) in the image is encapsulated. Therefore a helpful and 
meaningful binary image can be generated. 
The binary images are an important class of images in industrial machine vision 
because such images can make segmentation and feature extraction relatively trivial. 
4.2.5 Color image model - RGB 
The use of color in image processing is motivated by two principal factors. First, 
in automated image analysis, color is a powerful descriptor that often simplifies object 
identification and extraction from a scene. Second, in image analysis performed by 
human beings, the motivation for color is that the human eye can discern thousands of 
color shades and intensities. 
There are several different color models depending on the hardware or 
applications where color manipulation is a goal. RGB model is one of the most 
commonly used models. 
The RGB model consists of three primary components, namely red (R), green (G), 
and blue (B). This model is based on the Cartesian coordinate system. Figure 4.3 shows 
the RGB color cube. In this model, red, green, and blue are located on the comers of the 
cube, black is at the origin, and white is at the comer farthest from the origin. The gray 
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scale ranges from black to white along the line linking the two points. Any color of a 
point (a pixel) can be defined by a vector, which has three elements (RGB), located on 
inside the cube. For the purpose of convenience, all the color values have been 
normalized so that all the values of R, G, and B are in the range of [0, 1 ]. 
B 
Magenta 
(L0,0) 
4 
Blue 
(0,0,1) Cyan 
Black 
White 
(0,1,0) 
Scale 
Green 
R Red Yellow 
Figure 4.3 RGB color cube represented by Cartesian coordinate system. 
4.3 Image Segmentation 
The aim of image segmentation is to achieve a domain-independent 
decomposition of an image into distinct regions which are uniform in some measurable 
properties such as brightness, color, or texture. Unfortunately, natural scenes often 
contain feature gradients, highlights, shadows, textures, and some objects with fine 
geometric structure, all of which make the process of generating useful segmentation 
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extremely difficult. Before the image can be used for fiuther manipulation, all the noise 
and irrelevant features have to be removed from the scene and certain favorable features 
have to be emphasized. 
The purpose of image segmentation is to convert the gray-level images into binary 
images with the interested objects in white and the irrelevant information as background 
in black. Image segmentation techniques of histogram, thresholding, edge detection, and 
morphological filtering will be discussed in the next several sections. 
4.3.1 Histogram 
The histogram of a digital image with gray levels in the range of [0, L-l] is 
defined by 
p{r^) = njn (4.3-1) 
where r]^ is the kf^ gray level; 
nk is the number of pixels in the image with that gray level,; 
n is the total number of pixels in the image (n = N"); 
k  =  0 ,  1 ,2  Z-/; and I =2'". 
P(fk) gives an estimate of the probability of occurrence of gray level A plot of 
this fimction for all values of k provides a global description of the appearance of an 
image. If an image is over all dark, the corresponding histogram is concentrated toward 
the lower level of the gray-scale. The opposite of the histogram corresponds to a bright 
image. If the histogram of an image has a narrow shape, it indicates little dynamic range 
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and thus corresponds to an image having low contrast. A highly spreading distribution of 
histogram is an image with high contrast. 
4.3.2 Thresholding 
Thresholding is one of the most important approaches to image segmentation. By 
applying thresholding procedure, gray-level images can be converted into binary images. 
The binary images are much easier and simpler to analyze than gray-scale images, but 
raw images often cannot be converted directly to binary without some preprocessing. 
Therefore, there is often a need to threshold a gray-scale image to obtain a binary version 
so that the image can be segmented into foreground (objects) and background regions. 
Proper selection of threshold value T, is critical to the success of the image segmentation. 
It can be approximated and obtained by investigating the image histogram. An image 
which is well suited to binary will feature two or more very clear peaks, separated by well 
defined troughs. One case of the thresholding selection is that the histogram has the 
bimodal distribution produced by a high contrast scene (Figure 4.4). Then the threshold 
will be the lowest point of the trough. The thresholding is performed as follows: 
IF f {x , y )  Z  T  THEN g(x ,  y )  =  1  
OTHERWISE g(x, y)=0 (4.3 - 2) 
where g(x, y) is the pi.xel level for the binary image. 
The second case of the threshold selection is that the gray level values falling 
between two threshold values T/ and T2 (assume that Ti <T2) (Figure 4.5). 
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IF T; < f {x , y )  <  Z  THEN g(x, y) = 1 
I? f(x, y) <Tj THEN g(x, y) = 0 
IF f(x, y) > T, THEN g(x, y) = 0 (4.3 - 3) 
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Figure 4.4 Histogram of an image with a single threshold value. 
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Figure 4.5 Histogram of an image with dual threshold values. 
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4.3.3 Edge Detection 
Edge detection is the most common approach for detecting meaningful 
discontinuities in gray level. An edge is characterized by an abrupt change in gray level 
indicating the boundary between two regions (objects and background) with distinct 
intensity properties. Edges are the places where the first derivative of the image (gray 
level) has the maximum or minimum value (Gonzalez and Woods, 1992). There are 
several derivative operators used in the edge detection techniques. In an imagey), the 
gradient at coordinate (x, y) is expressed by 
r^i 
In edge detection, the magnitude of this vector is an important quantity. Generally 
it is approximated by 
V/=|GJ+|GJ (4.3-5) 
which is much simpler to implement. 
In the Eq. (4.3-4), the gradient is obtained from the partial derivatives of dilds. and 
d^/dy at every pixel location. The derivatives may be computed in digital form. The Sobel 
operators were developed in this way (Gonzalez and Woods, 1992) and were used in this 
smdy. Assume an 3 x 3 image region is shown in Figure 4.6 (a). The derivatives of the 
center pixel Z, based on the Sobel operator masks (Figure 4.6 (b) and (c)) are 
3c (4.3-4) 
- (^7 + ~8 + -9) -(-1 + + -3) (4-3 - 6) 
and 
G, = (23 + 2zj +zg)-(z, + 2^, +r,) (4.3 - 7) 
where the z's are the gray levels of the pixels overlapped by the masks at any location in 
an image. 
Computation of the gradient at the location of the center of the masks then utilizes 
Eq. (4.3-5), which gives one value of the gradient. To obtain the next value, the masks are 
moved to the next pixel location and the procedure is repeated. Thus, after the procedure 
have been performed for all the pixel locations, the result is the gradient image of the 
same size as the original image. 
Z. Z. Z3 
Z4 Z5 Z5 
Z7 Zg Z9 
(a) 
-1 -2 
-1 
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1 2 1 
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-2 0 2 
-1 0 1 
(b) (c) 
Figure 4.6 Sobel operation, (a) 3 x 3 image region; (b) mask used to compute at the 
center of the 3 x 3 region; (c) mask used to compute Gy at that point. 
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The Sobel operators have the advantage of providing both differencing and a 
smoothing effect. Because the derivative procedure enhances noise, the smoothing effect 
is a particularly attractive feature of the Sobei operators. 
4.3.4 Morphological Filtering 
Morphological filtering is a non-linear image filtering technique based on set 
theory (Gonzalez and Woods, 1992). All morphological filtering algorithms are 
combinations of two primary morphological operations, dilation and erosion. The dilation 
operation is defined as the union of set translations, 
C= A® B = [j(A) ,  ={x\(B'  (4.3 - 8) 
heB 
while erosion is defined as the intersection of set translations, 
C  =  A Q B  =  f ] ( A ) y  =  f x \ ( B ) ^  c  A }  (4.3-9) 
Where 0 is the dilation operator; 
0 is the erosion operator ; 
C is the processed image; 
A is the image matrix; and 
B is the structure element matrix. 
(•)^ denotes set translation 
B^={b  +  x \b  eB}  (4.3-10) 
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and B denotes the reflection of set 5 
B = { -b \b  e B}  (4.2- II) 
where b and x are the elements from sets B and C. 
The dilation and erosion operation is graphically explained in Figure 4.7. As 
shown in Figure 4.7, a simple physical interpretation of dilation is that it dilates the object 
by the size of the structural element. If the object has holes smaller than the structural 
element, the holes will be filled. By comparison, the erosion operation shrinks the object 
by the size of the structural element. If the object has isolated sparks smaller than the 
structural element, the sparks will be removed. 
B 
Dilation Erosion 
Figure 4.7 Dilation and Erosion Operation 
56 
By successively applying dilation and erosion, the internal holes of an object can 
be filled while the outer boundary of the object remains unchanged. This yields a new 
operation called closing (Figure 4.8 (a)). Similarly, if the erosion is applied first, followed 
by dilation, the isolated sparks of the object could be removed whereas the outer 
boimdary remains imchanged. This is the operation of opening (Figure 4.8 (b)). 
Mathematically, the opening and closing operations are expressed as follows. 
opening: 
AoB = (AQB)® B (4.3-10) 
closing: 
A*B = (A® B)QB (4.3-11) 
Morphological filtering is the combination of opening and closing, (A •  3)°  B or 
(Ao B)» B . After morphological filtering, a clear image will be obtained with the internal 
holes filled and the isolated sparks removed. 
4.4 Image Feature Extraction 
As stated in the previous chapter, the storage memory requirement and the 
processing time of an image can be overwhelming because of the large amount of 
information in the image. Even after the gray-level image has been converted into binary 
image, there is more than sufficient information in an image that is crucial to a particular 
problem. It is necessary to ftirther reduce the size of the binary image and extract only 
those featiu-es that are critical to the classification task. 
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In this experiment the behavioral distinction between the thermal comfort states 
was closely related to and dependent on the relative positions of the pigs. In other words, 
the spatial distribution of the objects are the main factors to be considered. Fourier 
coefficients, moments, perimeter and area after opening filtering, and combination of 
moments, perimeter, and area were investigated as features because of their spatial and 
geometrical attributes. 
6 
AoB = {AQB)  ®  B 
A ' B  =  ( A  Q  B ) Q B  
(C) 
Figure 4.8 Diagram of morphological filtering operation (a) object A and structural 
element B, (b) opening, and (c) closing (Gonzalez and Woods, 1992). 
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4.4.1 Fourier transform 
4.4.1.2 Definition 
Le i f f x .  y )  be a discrete ftinction of variables of x  and>'. The 2-D discrete Fourier 
transform off(x, y), denoted F(u, v), can be defined by the equation 
J .V/ - I ,V- I  
M + vy /  N)]  (4.4 - 1) 
where u and v are the frequency variables, 
u  =  0 ,  1 ,  2  M-I ,  and 
y  =  0 ,  1 ,2  A^- / ;  
y = v^; • 
M = number of sampling in x; and 
M = number of sampling iny. 
Given F(u, v), f(x, y) can be obtained by using the inverse Fourier transform 
.V/ - I .V-1 
f {x , y )  =  X  X  F{u ,v )Q\^[ j27 t {ux  I  M^-vy  I  iV)] (4.4 - 2) 
11=0 v=0 
where x = 0, 1 ,2  M- l  and^' = 0, I, 2 N-l. Generally, M = M. 
4.4.1.2 Fourier spectra 
Fourier spectra is the plot of F(u, v) based on frequency variables u and v, 
including magnitude spectra and phase spectra. Generally, the Fourier spectra without 
indicating either magnitude or phase is referred to magnitude, denoted as \F(u, vj|, which 
is defined by the mode of F(u, v). 
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Fourier transform has the properties of separability, translation, periodicity, and 
average value. These properties are commonly adapted in real world applications. 
4.4.1.3 SeDarabilitv 
The Fourier transform pairs can be expressed in the separable forms 
w-i .v-i 
F(u ,v )  =  ^exp [-y2;zz£c/ N]^f (x,y)exp[-j2my / M] (4.4 - 3) 
x«0 v-0 
for u. V = 0, 1 iV-/, and 
.V/ - I  ,V- I  
f ( x , y )  =  ^ exp[y2;mx  /  F (u ,v )Q\p[ j27rvy  / N]  (4.4 - 4) 
v'=0 
forx, y  =  0 .  1  N- l .  
The main advantage of the separability property is that F(u, v) or f(x, yj can be 
computed in two steps by successive applications of the 1-D Fourier transform or its 
inverse. It is practical to first take transforms along the columns off(x. y) and then along 
the rows of that result. 
4.4.1.4 Translation 
The translation properties of the Fourier transform pair are 
c=> F(M - Mo, V - Vq) (4.4 - 5 ) 
and 
f{x-Xa,y-y^) o F(M,v)exp[-y2-7-(MXo / N-^vy^ I iV)] (4.4 - 6) 
where the double arrows indicates the correspondence between a function and its Fourier 
transform (and vice versa). 
60 
Eq. (4.4-5) shows that multiplying/^x y) by the indicated exponential term and 
taking the transform of the product results in a shift of the origin of the frequency plane 
the point (UQ, VQ). Similarly, multiplying F(u, v) by the exponential term shown and 
taking the inverse transform moves the origin of the spatial plane to (XQ, yo). Thus the 
origin of the Fourier spectra oif(x, y) can be moved to the center of its corresponding N 
N frequency square simply by multiplying_/^x y) by since the product transform 
move the origin to (N/2, N/2), which is the center. 
f ( x , y ) ( - i y  <=> f i u -N/2 .v -N/2 )  (4.4-7) 
4.4.1.5 Periodicity 
The period of the discrete Fourier transform is N. that is, 
F( M , V )  =  F{u  +  N.v )  =  F{u ,v  +  M)  =  F{u+ N ,v+ N)  (4.4 - 8) 
Because of the property of periodicity, only one period of the transform is needed to 
specify F(u, v) completely in the frequency domain. 
4.4.1.6 Average Value 
The average value of a 2-D discrete function is normally defined and expressed 
J V- l .V- l  
f {x , y )  = (4-4 - 9) 
^ x=0 >-=0 
Replacing w = v = 0 in Eq. (4.4-1) yields 
= (4.4-10) 
t = 0  >  = 0  
Therefore the average value off(x, y) can be obtained from the Fourier transform by 
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/(x.y) = -^F(0,0) (4.4-11) 
N' 
It follows Eq. (4.4-10) that in a binary image, the first Fourier coefficient F(0,0) is the 
physical area of the object (in pixels). 
4.4.2 Perimeter and area 
The perimeter of an binary image can be found by counting the number of 
boundary pixels which have the 8 - connectivity. The calculation of area is based on the 
total number of pixels which contribute to the objects in the binary- image. 
4.4.2.1 Neishbors of a pixel 
A pixel p at location of (x, y) has four horizontal and vertical neighbors whose 
coordinates are given by 
(Cr+/. y), (x-1. y), (x, y+I), (x, y-I) (4.4 - 12) 
This set of pixels are called the 4 - neighbors of p. denoted N4 (p). Each pixel is a 
unit distance from (x, y), and some of the neighbors of p lie outside the digital image if (x. 
y) is on the border of the image 
The four diagonal pixels, denoted Nq (p), have the following coordinates 
(x+J, y+1), (x+1, y-I). (x-1, y+1), (x-1, y-1) (4.4 - 13) 
These points together with the 4-neighbors. are called the 8-neighbors of p, denoted by 
(p). As before, some of the points in Nq (p) and Ng (p) fall outside of the image if 
pixel (x, y) is on the border of the image. 
4.4.2.2 Connectivity 
Connectivity between pixels is an important concept used in establishing 
boundaries of objects and components of regions in an image. To examine whether two 
pixels are connected, first it must be determined if they are adjacent in some sense (say, if 
they are 4-neighbors) and secondly if their gray levels satisfy a specified criterion of 
similarity (say, if they are equal). For instance, in a binary image with values 0 and 1. two 
pixels may be 4-neighbors, but they are not said to be connected unless they have the 
same value. 
Let Vhe the set of gray-level values used to define connectivity. For example, in a 
binary image, V= {1} for that connectivity of pixels with value 1. In a gray-scale image, 
for the cormectivity of pixels with a range of intensity values, say 32 to 64. it follows that 
y = (32, 33 63, 64}. Two types of connectivity are defined as follows: 
1. 4- connectivity. Two pixelsp and q with values firom Fare 4 - connected if q 
is in the set N4 (p). 
2. 8 - connectivity. Two pixelsp and q with values ft"om Fare 8 - connected if q 
is in the set of Ns (p)-
According to the above definitions, it is implied that a 4 - connectivity must be an 
8 - connectivity because the 4 - neighbor set is included in the 8 - neighbor set. 
When the perimeter of an binary image was computed, 4 - connectivity neighbors 
were selected rather then using 8 - connectivity. This is because that 4 - connectivity 
forms a more restricted boundary. 
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4.4.3 Moments 
The moment of order (p  q )  o fan .  image, denoted as mpq, is defined as 
PH = Z S X '' y f { X . y ) (4.4 - 14) 
' y 
where x and are coordinates of the pixel, and f(x, y) is the gray level of the pixel. 
The low-order moment values represent well-known, fundamental geometric 
properties of a distribution or body. 
The zeroth order moments {moo) represents the total mass of the given 
distribution function or image. When computed for a binary image of a segmented object, 
the zeroth moment represents the total object area. 
The first order moments, {miQ, m^/} are used to determine the location the center 
of mass of the object. The second order of moments, {rnQJ'f^20)^ known as the 
moments of inertia, may be used to determine principal axis, image ellipse, radii of 
gyration. The moments of the third order and the fourth order described the skewness and 
kurtosis of the image projections (Prokop and Reeves, 1992). 
The moment sequence (rripq) is uniquely determined by f(x, y), and conversely, 
(mpq) uniquely determines f(x, y) (Papoulis, 1965). If the objects are concentrated in a 
small region near the origin, the moment will be small. Conversely, if the objects are 
spreading in a large region, the resultant moment will be large. The moments defined by 
the above equation, however, may be greatly affected by objects shifting. Namely, objects 
concentrating in a small region may still have a rather large moment if they are far away 
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from the origin. Central moments are thus used to overcome this problem. Central 
moment, denoted as ^  pq, is defined as 
p* = S Z (~ - y) f (4.4 - 15) 
' y 
where x = mjo/moo and y = mQj/moo- The relationship between moments and central 
moments up to order 3 are listed as follows 
f^QO ~ 
MiO =0  
/^OI =0 
Mn = - y^o  
M20 ="ho~xm^o  
MO2 = "hi -y"h\ 
f^2 \  - "h \ -  - y^2  + 
/"12 = "hi- ^ y"h\ -^"ki + ^y"\ 
—2 
**0 
/'so = "ho- '^^"ho + 2x'm,o 
y"o3 = - ^ y"ki + "hx (4.4 - 16) 
The central moments could be further normalized by the equation 
n = M ! Moo (4.4-17) 
where y = 1 + (p + 9) / 2 , forp+q=2, 3,... 
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4.5 Neural Network 
Neural network is a technique that seeks to build an intelligent program (to 
implement intelligence) using models that simulate the working network of the neurons 
in the human brain. It has been widely implemented in the application of classification, 
clustering, vector quantization, pattern association, ftmction approximation, forecasting, 
control, and optimization. 
4.5.1 Neuron 
A neuron is made of several protrusions called dendrites and a long branch called 
the axon (Figure 4.9). A neuron is joined to other neurons through the dendrites. The 
dendrites of different neurons meet to form synapses, the areas where messages pass. The 
neuron receives the impulses via the synapses. If the total number of impulses received 
exceeds a certain threshold value, then the neuron sends an impulse down the axon where 
the axons connected to other neurons through more synapses. The synapses may be 
excitatory or inhibitory in nature. An excitatory synapse adds to the total number of the 
impulses reaching the neuron, whereas an inhibitory neuron reduces the total number of 
the impulses reaching the neuron. In a global sense, a neuron receives a set of input 
pulses and sends out another pulse that is a function of the input pulses. 
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Nudeus' 
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(to other neurons) Synapses (from other neurons) 
Dendrites 
(of other neurons) 
Figure 4.9 Neuron Structure (Mehrotra et ai., 1997). 
This concept of how neurons work in the human brain is utilized in performing 
computations on computers. Researchers have long felt that the neurons are responsible 
for the human capacity to learn, and it is in this sense that the physical structure can be 
constructed by artificial neurons (neural network) to form a large intercormected network 
and to accomplish machine learning. Each computational unit computes some ftmction of 
its inputs and passes the results to connected units in the network. The knowledge of the 
system comes out of the entire network of the neurons. 
4.5.2 Characteristics and types of neural network 
Despite the diverse architecture and various applications, neural networks are 
characterized by three basic attributes. They are: 
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1. characteristics of the individual neurons or nodes 
2. network topology, or interconnection of the nodes 
3. strategy for training the network 
The two basic types of neural network are supervised and non-supervised learning 
according to the learning process. 
1. In the supervised learning, a teacher is available to indicate whether the 
system is performing correctly, or to indicate a desired response, or to validate 
the acceptability of a system's response, or to indicate the amount of the error 
in the system performance. 
2. In contrast to supervised learning, unsupervised learning has no teacher 
available and learning must depend on guidance obtained heuristicallly by the 
system examining different sample data or environment. 
A concrete example of the supervised learning is the "classification" problems, 
whereas "clustering" represents an example of unsupervised learning. 
4.5.3 Supervised, feed-forward neural network architecture 
Figure 4.10 shows the topology of a feed-forward neural network. The network 
consists of one-layer input neurons, one-layer output neurons, and several-layer hidden 
neurons. The number of input nodes equals the dimension of input patterns, and the 
number of the nodes in the output layer is dedicated by the problem under consideration. 
For instance, if the task is to approximate a fianction mapping n-dimensional input vectors 
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Figure 4.10 Diagram of a neural network. 
to m-dimensional output vectors, the neural network contains n input nodes and m output 
nodes. An additional "dummy" input node with constant input (= 1) is also often used so 
that the bias or threshold term can be treated just like other weights in the network. The 
number of nodes in the hidden layer is up to the discretion of the network designer and 
generally relies on problem complexity. 
The input pattern of the first layer neurons, denoted by vector X, has a n-
dimension of features, namely, there are n neurons. The last layer is the output pattern, 
denoted by vector Y, has a m-dimension of classification (m neurons). The number of 
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hidden layers and the number of neurons (h) in the hidden layer can be varied and optimal 
number is chosen to obtain the best classification results. Each neuron in the previous 
layer is individually connected to all the neurons in the next layer by the weight Wjj or 
4.5.4 Back-propagation Algorithm 
One of the popular learning scheme is the back-propagation algorithm. Back-
propagation is similar to the LMS (least mean square error) learning algorithm, and is 
based on gradient descent: weight are modified in a direction that corresponds to the 
negative gradient of an error message. It is designed to minimize the mean square error 
between the actual outputs of a multi-layer feed-forward perceptron and the desired 
outputs. The back-propagation algorithm has had a major impact on the field of neural 
networks and has been widely applied to a large number of problems in many disciplines. 
Back-propagation has been used for several kinds of applications including classification, 
function approximation, and forecasting. 
4.5.4.1 Net function 
For weights on connections that directly connect to network outputs, the net 
function is 
/("«) = T7^ ('••5-1) 
i 
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where net - ^  , and w and x are the weight and input vector, respectively. This kind 
/ 
of net function is referred to as sigmoid ftinction. Each hidden node and output node 
applies a sigmoid function to its net input. 
Figure 4.11 shows the plot of sigmoid fimction. The motivation of using the S-
shaped sigmoidal fimction is that it is continuous, monotonicaliy increasing, invertible, 
everywhere differentiable, and asymptotically approaches its saturation values as 
net —> ±00. 
0.5 
1 0  - 8 - 6 - 4 - 2  0  2  6 8 10 4 
Figure 4.11 The S-shape sigmoid fimction. 
4.5.4.2 Alsorithm development 
The major advantage of back-propagation is that the error at a higher (or outer) 
layer of a multi-layer network can be propagated backwards to nodes at lower (or irmer) 
layers of the network. The gradient of these backward-propagated error measures (for 
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inner layer nodes) can then be used to determine the desired weight modifications for 
connections that lead into these hidden nodes. 
Supposing that the supervised learning network uses trained data with P input 
patterns, for each input vector Xp of n dunensions, there is a corresponding desired output 
vector dp of m- dimensions, namely 
Xp = (Xp.i'V' (4.5 -4) 
dp = (dp,, dp.,,.... dp. J (4.5-3) 
for l< p < P. 
Let yp be the m - dimensional output vector computed from the neural network. 
yp = (yp.hyp.2-•-yp,m) (4.5-5) 
The goal of training is to modify the weights in the network so that the network's 
output vector yp is as close as possible to the desired output vector dp when an input 
vector Xp is presented to the network. With this goal in mind, the cumulative error of the 
network could be minimized to accomplish the aim. Let ep be the cumulative error 
between the desired output and the computed output of the network, it can be defined by 
= (4.5-6) 
* = l 
where d p and yp are vectors, and yp can expressed by 
y , j  =  1 (4.5 - 7) 
l + exp(-£w,^^^^) 
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n (4.5 - 8 ) 
l + exp(-2^w^,xp,) 
(4.5 - 9) 
and 
(4.5 - 10) 
Where 7 is a constant, called learning rate, 0 < 7 < /. 
Based on Eq. (4.5 - 7) and Eq. (4.5 - 8) and following the gradient chain rule, the 
partial derivative of ej^ with regard to w can be derived as 
4.5.4.3 Aleorithm of Back-prooasation 
Following Eq. (4.5-11) and (4.5-12), Figure 4.12 shows an algorithm for three-
layer back-propagation training. 
4.5.5 Optimization of back-propagation network 
Multi-layer networks can be used for pattern classification and function 
approximation. The advantages of the multi-layer network are: (1) no development of 
specific algorithm because the network is generated from numerical data and there is no 
(4.5-11) 
p 
p - j  -yp.jc)ypA^-yp.t)^k.jXp.. (4.5-12) 
need to develop algorithms specific to problems; (2) easy handling of nonlinear 
problems; (3) high generalization ability; (4) suitability to parallel processing. The 
disadvantages of applying the network to real problems are: (I) determination of the 
network structure; (2) analysis of the network behavior; and (3) slow training by back-
propagation. 
Assign the interconnection weights wji and w,^j with small random chosen values 
while MSE is unsatisfactory 
and computational bounds are not exceeded, do 
for each input pattern 1 < p < P, 
Compute the hidden node inputs ^ • 
I 
Compute the hidden node outputs (Zpj) ; 
Compute the inputs to the output nodes ^ jZp j ; 
J 
Compute the network outputs (yp J ; 
Compute the error between (yp j and the desired output dpj.; 
Modify the weights between hidden and output nodes 
- yp.k )yp.k(^ - yp.k )-p.j 
Modify the weights between input and hidden nodes 
- yp .k )yp .k^^ -yp .k )^k . jXp ,  
k 
end-for 
end-while. 
Figure 4.12. Back-propagation training algorithm. 
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4.5.5.1 Determination of the number of hidden lovers 
It is important to determine the best structure of the multi-layered network for the 
given training data because the number of hidden layers and the number of hidden 
neurons directly affect the convergence of training and generalization ability. Intuitively 
speaking, with many hidden layers and hidden neurons, training becomes easy. However, 
since the network outputs overfit the desired outputs, generalization becomes worse. It is 
implied that there is an optimal network structure in view of the generalization ability. 
Abe (1997) indicated that a three-layer network is enough for both fianction 
approximation and pattern classification from a theoretical viewpoint. 
4.5.5.2 Determination of the number of hidden neurons 
The number of hidden neurons can be determined either during training or after 
training. For determination during training, neurons have to be added or removed from 
the network. Azimi-Sadjadi et al. (1993) proposed to start training with a small number 
and add a neuron when the error ftmction is saturated. Sietsma and Dow (1991) presented 
dynamically elimination to delete the neurons whose output does not change much for all 
the training data or whose output behaves similar to that of other neurons. Methods for 
determination after training are calculation of the rank of the weight matrix (Xue et al., 
1990 ) and calculation of independent components by statistical analysis of hidden 
neuron outputs (Kayama et al. 1990 and 1993). In the method proposed by Xue et al., the 
rank of the weight matrix is calculated, which is the maximum number of hidden 
neurons. If the output of some hidden neurons is expressed by linear combination of 
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outputs of other neurons, this hidden neuron is redundant. The optimal number of the 
hidden neurons were estimated by Kayama et al. by statistical analysis. For one-hidden-
layer networks, Mehrotra et al. (1991) estimated the number of hidden nodes required to 
solve an M-cluster classification problem in a d-dimensional input space. The number of 
hidden nodes (m) needed is a fiinction of the number of cluster M. In general, the number 
of the hidden nodes m has to be sufficiently large so that R(m, d) > M, where R(m, d) is 
the maximum numbers of regions into which d-dimensional space can be divided by M 
hyperplane. 
4.5.5.3 Selection of input variables 
The performance of a multi-layered network heavily depends on the input 
variables selected. Thus the selection of input variables is important research topic for 
pattern classification. The two common methods used to determine the set of input 
variables for pattern classification are: extraction of input variables and selection of input 
variables. The former method reduces the original set of input variables into a single one 
by linearly or nonlinearly transformation. The principal component analysis (Malki and 
Moghaddamjoo, 1991) is a well-known extraction method. The variables with larger 
eigenvalues are selected. The latter method selects relevant input variables firom the 
original input variables. Kayama et al. (1990) suggested to remove those input variables 
that can be expressed by linear combinations of other input variables. Abe and Lan 
(1995) proposed to delete such input variables that do not increase the number of rules 
even if those variables are deleted. Thaworunas and Abe (1997) studied a feature 
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selection method based on analysis of class regions which are generated by fuzzy 
classifier. 
4.5.5.4 Acceleration of training 
The network is normally trained by showing one input-and-output pair at a time, 
which is similar to the process of human memory. Thus it is expected that training 
procedure is time-consuming. There are several approaches to accelerate the training 
process, i.e., (1) tuning parameters, such as learning rate; (2) setting of initial values; (3) 
considering the effect of training characteristics to converge. 
Kothari et al. (1991) investigated that a large value of learning rate should be set 
for the tolerance of convergence error initially, then this value should be gradually 
decreased during the training. 
Denoeux and Lengelle (1993) proposed a training of three-layer network by 
proper setting the initial weight values. In the method, the cluster center has to be 
determined and the same number of hidden neurons is prepared as that of cluster center. 
The weight values are set so that the associated output of the network produce 1 s when 
the training data for the cluster is presented into the network. 
Anand et al. (1993) considered the order of training data to accelerate training 
when one of the two classes has a much larger number of training data than the other 
class. The training error has to be prevented to become exceedingly larger when the 
smaller number of training data are present at the early stage. 
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4.5.5.5 Improvement of eeneralization ability 
Neural networks have the capacity to memorize training data just as human does. 
Several approaches have been examined to avoid overfitting and thus to improve 
generalization ability. 
Hecht-Nielseb (1990) proposed that training should continue as long as the error 
for the testing data keep decreasing and terminate when the error begins to increase. 
Yamasaki and Ogawa (1994a and 1994b) defined the concept of overfitting and 
derived the condition that overfitting occurs. A term can be added to suppress overfitting 
to the error function. 
Deco et al. (1994) subtracted the mutual information between the input layer and 
hidden layers from the error fiinction. A term is added to reduce the information sent 
from the input layer to the hidden layers. Hence it fiirther prevents the excessive 
minimization of the error between the output of the network and the desired output from 
happening. In turn it contributes to overfitting suppression. 
4.5.6 Setting parameters 
Weight initialization, learning rate setting, and training goal setting are the major 
issues in neural network training. The following subsections address these issues in 
detail. 
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4.5.6.1 Initialization of weights 
Training is generally commenced with randomly chosen initial weight values. 
Typically, the weights selected are small (between -l.O and 1.0 or -0.5 and 0.5) since 
larger weight magnitudes may drive the output of hidden layer nodes to saturation, 
thereby requiring a large amount of training time to emerge from the saturated state. This 
phenomenon results from the behavior of the sigmoid fimction (see Fig. 4.11) because the 
sigmoid function approximates to -1 or 1 when the value of net becomes larger and 
larger. 
4.5.6.2 Frequency of weight update 
In "per-pattem" learning is demonstrated in Figure 4.12, weights are modified 
after each sample presentation. In "batch-mode" learning, weights are changed only after 
all samples have been presented to the neural network. 
Both methods are in wide use, and each has its own advantages and 
disadvantages. In both cases, training is continued until a reasonably low error is 
achieved, or until the maximum number of the iterations assigned for training is reached. 
Per-pattem training is more expensive than batch-mode training because weights have to 
be updated after every pattem presentation. Another problem arising in per-pattem 
learning is that the network may just leam to generate an output close to the desired 
output for the current pattem, without actually leaming anything about the entire training 
set. However, the idea of batch-mode leaming contradicts ith the characteristics of human 
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learning; we are not provided with a lifetime of experience and suitable decisions all at 
once. 
4.5.6.3 Selection of learnins rate 
In the back-propagation algorithm, weights change are proportional to the 
negative gradient of the error. This guideline determines the relative changes that must 
occur in different weights when a training pattern is presented, but does not fix the exact 
magnitudes of the desired weight changes. The magnitude change relies on the 
appropriate selections of the learning rate r|. A large value of r| will cause a rapid learning 
but the weights may then oscillate. In contrast, small value of TJ results into slow learning 
speed, but smoother weight changing. 
The right value of tj will depend on the application. Values between 0.1 and 0.9 
have been used in many applications. There are two heuristics to follow on how to change 
the values of rj. The first guideline is to begin with a large value of r| in the early 
iterations, and steadily decrease it. The idea is that the changes in weights must be small 
to reduce the likelihood of divergence or weight oscillation. The second guideline is to 
increase r\ at every iteration that improves performance by some significant amount, and 
to decrease t) at every iteration that worsens performance by significant amount. 
4.5.6.4 Generalizabilitv 
Given a large network, it is possible that repeated training can successfully 
improve the performance of the network on the training data by memorizing the training 
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samples, but the resulting network may perform poorly on testing data. This phenomenon 
is called over-training. 
One solution to the problem is to monitor the performance of the network on the 
testing data. Hecht-Nielseb (1990) proposed that the weight vector should be adjusted 
only on the basis of the training set, but the error should be monitored on the testing set. 
Training continues as long as the error on the testing set continues to decrease, and it is 
terminated if the error on the testing set begins to increase. Training may thus be halted 
even if the network performance on the training set continues to improve. This is 
illustrated in Figure 4.13. 
Generally, a network with a large number of nodes is capable of memorizing the 
training set but may not generalize well. For this reason, networks of smaller size are 
preferred over larger networks. 
Error 
Error on testing data 
Error on training data 
Instant when error on testing Training Time 
data begins to worsen 
Figure 4.13 Error change with training time on training set and testing set. 
81 
4.5.6.5 Number of hidden layers and nodes 
The proper number of hidden layers and nodes is depends on the specific 
classification task. It can be determined in practice by trial and error. As previously 
pointed out, a network of too few nodes may not be powerfiil enough for a given learning 
task, while a neural network with a large number of nodes can better memorize the 
training pattern, but requires more computational time and has less generalization 
capability. 
There are two typical ways of deciding the number of nodes used in a network for 
certain task, either to begin with a large network and successively remove some nodes 
until the network performance degrades to an unacceptable level or start from a small 
network and introduce new nodes and weights until performance is satisfactory. Either 
method requires the network be retrained at each intermediate state. 
For one-hidden-layer networks, it is suggested that the number of hidden nodes 
should be as many as m-1 in the worst case for the task that has m number of clusters 
(Mehrotra et al., 1991). In general, the number of hidden nodes needed is a function of 
the number of nodes on the input layer and the number of nodes on the output layer. 
4.5.6.6 Number of samples 
How many samples are sufficient for a good training is a difficult question whose 
answer depends on several factors. A rule of thumb, obtained from related statistical 
problems is to use at least five to ten times the number of weights to be trained. Baum 
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and Haussler (1989) suggested the following number, on the basis of the desired accuracy 
on the testing set; 
(4.5-13) 
i \ - a )  
where P refers to the desired number of samples 
|W| denotes the number of weights to be trained, and 
a denotes the expected accuracy on the testing set. 
Thus, if a network contains 64 weights and the desired testing set accuracy is 95% 
(a = 0.95), then the size of the training set should be at least P > 64/0.05 =1280. The 
larger number of training samples are needed to achieve a better performance on the 
testing data. 
4.5.7 Fuzzy logic neural network 
Neural networks have become popular largely due to their ability to universally 
approximate any continuous non-linear function, while fuzzy systems provide a 
convenient way to represent linguistic rules. However, neural networks store information 
in an opaque fashion, difficult to be interpreted by the designer and the training rules used 
to update the fuzzy system variables are based on heuristics which have proved to be 
difficult to analyze. The drawbacks have motivated the development of neural ftizzy 
algorithms to generate systems which overcome the limitation by either of them. 
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Neural networks and fuzzy systems are different in certain sense. It is generally 
recognized that neural networks have parallel structure, consisting of massively 
connected nodes, possess the ability to be trained, and the capacity to map nonlinearly. 
However, the neural networks fimction like a "black box", without providing explicitly 
explanation facilities (Bossley et al., 1995; Zhang and Morris, 1995). Thus the model 
developed from the net can not be easily interpreted by the designer. 
Fuzzy systems could be adopted to resolve the problem arising from the neural 
networks. Fuzzy logic was first proposed and investigated by Zadeh (1973). A fuzzy 
system usually uses rules, such as linguistic representation, because the information can 
be easily interpreted by the designer, which is relatively transparent compared to the 
neural networks. Fuzzy systems are able to represent linguistic knowledge by 
mathematical fiizzy sets and fuzzy logic in a qualitative way. However, fuzzy systems 
have a serious drawback, which is their high dependency on experts in providing 
necessary knowledge for a certain problem (Bossley et al., 1995). 
Although fuzzy systems and neural networks are different fi-om their original 
derivations, it is possible to integrate the two paradigms into a new system, where the 
advantages of both systems are employed and disadvantages are suppressed (Nie and 
Linkens, 1995). 
There has been a considerable research on this topic (Bezdek, 1992; 
Kartalopoulos, 1996; Pham and Liu, 1995), with an expectation that the capacity of the 
combined system will be greatly enhanced. 
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Bossley et al. (1995) developed a neuroflizzy network to implement high-
dimensional function approximation. Zhang and Morris (1995) proposed two type of 
fuzzy neural network architectures for process modeling and fault diagnosis. In the 
process modeling, the fuzzy model (membership functions) was implemented by a fuzzy 
neural network. The method was successfully applied to the modeling of pH dynamics in 
a continuous stirred tank reactor (CSTR). A second type of fuzzy neural network was 
proposed for on-line process fault diagnosis. One fuzzification layer, which converted the 
increments of on-line measurements into three fuzzy sets "increase", "steady", and 
"decrease", was added to a conventional feed forward neural network. Robustness of the 
diagnosis system is enhanced by adopting the fuzzy approach. The fuzzy neural network 
performed much better than the one based upon the conventional, sigmoidal feed forward 
neural network. 
In the previous section on back-propagation in classification problem, the value 
for the desired outputs dp i^ can be either 0 or 1, indicating a pattern belongs to a class or 
not. In fuzzy logic neural network, c£in take any value between 0 and 1. Taking the 
advantage of fiizzy logic, a fuzzy neural network not only provides the clustering 
information, but also presents quantitative information, i. e., how much in percentage 
does the input pattern belong to certain clusters. 
4.5.7.1 Fuzzy sets and membership function 
The theory of fuzzy sets was first introduced by Zadeh (1965). The concept of 
fuzzy sets emerged when it was not possible to model systems with precise mathematical 
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assumptions of the classical method, such as probability theory. While classical set theory 
is about "crisp" sets with sharp boundaries, fuzzy set theory is concerned with "fuzzy" 
sets whose boundaries are "grey". Fuzzy set theory is not a theory that permits vagueness 
in our computations, but rather a methodology to show how to tackle uncertainty, and to 
handle imprecise information in a complex situation. 
Let X be a collection of objects or a universe of discourse, then a fuzzy set A in X 
is a set of ordered pairs 
^ = (4.5-14) 
where ^ (x) is the membership function of x in A. The lash "/" is used simply as a 
sepeuator between the real value x and its membership grade /u ^{x), and ju^ix) may take 
real values in the interval [0,1], : X->- [0,1]. If A contains only 0 and 1. then A is non-
fuzzy. 
The membership fimction is an important factor in fiizzy set theory. It presents a 
measure of the possibility that the concept in question might correspond to the set of 
numeric data in question. Choosing membership function is the first and essential step for 
fuzzy logic application. 
4.5.7.2 Fuzzy nets 
In order to make the explanation of fuzzy sets clear and easier, an example of 
hiring floor supervisor is introduced here. A moderate-sized business needs a warehouse 
floor supervisor and the manager of the personnel office is notified that a person, "tall" 
and "not clumsy", is required for the position. It is a common fact in the real-world 
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situations such that the answer can be found despite the vague directions. Mathematically, 
the qualitative concepts could be defined by fuzzy sets in the domain of height and 
membership fimctions shown in Figure 4.14. There are several details which deserve 
attention at this point. First, the decision making and implementation of membership 
functions can be done by neural network. The desired output of the neural network is the 
membership function of the fuzzy sets. Second, the membership function is determined 
no arbitrarily represented by an ad hoc functional form and a few haphazardly chosen 
parameters. It is tightly constrained by the known instances supplied as examples of the 
possibility distribution. Thirdly, provided that judgment on the basis of "tall" and on the 
basis of "not clumsy" can be made, how can the candidate be rated on the basis of "tall" 
AND "not clumsy". 
"Tall" AND "Not clumsy" 
/'not clumsy(^) 
1.0 
Membership 
function 
vaiue 0.8 
0.6 
0.4 
0.2 
4.5 5.0 5.5 6.0 6.5 7.0 
h, height in feet 
Figure 4.14 Fuzzy sets. 
87 
From a variety of views, fuzzy logic arrives at the same results; namely, the 
membership function of the intersection of the two fii2zy sets should be given by 
//- .(x) = min{//.(x),//.(x)} (4.5 - 15) 
Ar.B A B 
Thus, 
. ih) = vam{ju. {h),n - (//)} (4.5-16) 
lalt A noldumsy tail noiclumsy 
This will be the membership function of a person representing "tall" AND "not 
clumsy". The diagram of the fuzzy logic neural net for the above example is shown in 
Figure 4.15. 
MINNET 
neural net 
"not clumsy" 
neural net 
"tair 
input to neural-net system 
Figure 4.15 Fuzzy sets and fuzzy logic intersection operation 
represented in terms of neural sets. 
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4.6 Summary 
Many physical parameters of the environment can affect swine thermal comfort 
level. Because of the integration nature of the environment, the knowledge of air 
temperature alone could be rather misleading in determining the adequacy of the 
environment for the animals. The animals' thermal comfort state can be interpreted or 
classified by the thermoregulatory behaviors, e.g., resting patterns, which serve as the 
ultimate integrator of all the environmental factors. Consequently, human observation of 
the animals' behavior has often been used to judge the comfort level of the animals and to 
adjust the environmental settings accordingly. 
A machine vision system with neural network classifier may be used to automate 
the identification of swine's thermal comfort state. Such a system consists of image 
acquisition, image segmentation, image feature extraction, and neural network 
classification. 
Image segmentation can be performed using thresholding, where the threshold 
value is determined from the profile of the image histogram. After segmentation, a binary 
image is obtained with the pigs as object in white and all the background in black. 
Morphological filtering can be applied to remove the speckle noises in the resulted binary 
image, which then leads to improved binary image and more accurate information on the 
pig's postural behavior. 
Although the binary image format greatly reduces the storage requirement and 
computational time cost, the redundancy of image information can be further reduced by 
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feature extraction. Various possible feature extraction algorithms have been investigated. 
Fourier coefficients give a compact representation of the image in spectrum domain in 
the way that most of the information is contained in the lower frequency region. Fourier 
coefficients can reflect the spatial distribution of the object pixels, which in turn reflects 
the pig's thermal comfort state. Image moments can be another choice of feature 
selection, given the fact that the moment series can uniquely represent an image and 
provide spatial relations of the object pixels. The difference of an image before and after 
morphological operation can also explore some of the pig's postural information. 
The extracted features containing intense postural information can be directed to a 
neural network for classification. Given sufficient sample patterns for training, the neural 
network can memorize the characteristics of the trained pattern and generalize to new 
patterns. Various neural network architecture and learning algorithms may be used for 
classification problems. The number of hidden layers and nodes, number of training 
sample and training goal are the major concerns for neural network design. 
Applying fuzzy logic concepts to neural network results in fuzzy neural network. 
For classification problems, instead of just giving judgment whether a pattern belongs to 
a class or not, the fuzzy neural network also gives the membership function value of a 
pattern to a certain class. This is a significant improvement to the conventional neural 
network and more suitable to real-life problems. 
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CHAPTER 5. MATERIALS AND METHODS 
This chapter describes the experimental animals, measurement devices and 
protocols, and data analysis methods. 
5.1 Experimental Animals 
One hundred and twenty four segregated early weaned (SEW) piglets starting 
from 13 to 16 days of age were involved in this 3-repIicate study. The first group of 44 
pigs were from a pasture farrowing farm that used a three way cross-breeding program to 
produce a genetic line of Hampshire/Duroc/Yorkshire. Upon transport to the Livestock 
Environment and Animal Physiology (LEAP) Research Laboratory at Iowa State 
University (Ames, lA), the pigs were injected with 2 cc of Strep Bac with Imugen II and 
Toxivac Plus Parasuis. For trials 2 and 3, the pigs (40 pigs each trial) were transported 
from an ISU Swine Research Farm in Atlantic, lA to the LEAP lab. Before they left the 
research farm, the pigs received the same medications as for the first group. Trials 2 and 3 
used piglets from the same genetic line of PIC C15 sows and 405 boars. The piglets were 
randomly divided into four groups based on equal average initial body weight, and then 
were assigned to four environmentally controlled chambers, with 11 pigs/chamber in the 
first trial (0.25 m^/pig) and 10 pigs/chamber {0.28 m^/pig) in trial two and three, 
respectively. The choice of SEW pigs as the subjects and interests of the study was 
because of their sensitive response to and critical requirement of the environment. The 
i 
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Study also examined the energetic response of these pigs which were found to be much 
different from the 20 to 30 year-old literature values (Harmon et, al., 1997). 
5.2 Animal Housing 
The experiment was conducted using the LEAP lab near the Iowa State University 
campus. The LEAP lab has four indirect calorimetry chambers which measure 1.5 m by 
1.8 m each (Figure 5.1). 
The chambers were constructed using fiber-reinforced plastic laminated over 
plywood to provide easily cleaned, sanitary walls. The flooring was plastic coated woven 
wire over a shallow manure pit which has a V-shape center plug for draining. Steel 
feeders and nipple drinkers were installed inside chambers to provide pigs with feed and 
Figure 5.1 Animal housing-environmental controlled chambers. 
i 
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water. A more detailed description of the LEAP lab system may be found in Xin and 
Harmon (1996). 
53 Animal Feeding 
Feeding was done manually 3 or 4 times per day during the first week and ad 
libitum thereafter. The pigs were fed a commercial starter diet procured via a local feed 
company and labeled as: Pig 3000 (for pigs 2.3 to 4.5 kg), Pig 2000 (4.1 to 5.5 kg). Pig 
1300 (5.5 to 7.3 kg), A 700 (6.4 to 9.1 kg), A 300 (9.1 to 13.6 kg) and A 150 (over 13.6 
kg). The diets were not switched at precisely the prescribed intervals but generally 
approximated on-farm practices. Water was available ad libitum. Sulmet Sodium 
Sulfamethazine 12.5% was used to medicate the water in the first week after weaning. 
5.4 Environmental Control and Recording Instruments 
A temperatiu-e/humidity sensor (Model HMP35C, Campbell Scientific Inc., 
Logan, UT) was located in the center of the chamber above the pig's level, and provided 
the input variable for temperature control. Two electronic convective heaters/fans were 
equipped in each chamber to adjust environment temperature. Compact fluorescent bulbs 
were used to provide an illumination of approximately 27 lux at the pig level. The 
locations of the sensor, heaters/fans, and lighting are shown in Figure 5.2. Air 
temperatures were controlled by a data logger (CRIO, Campbell Scientific, Inc., Logan, 
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UT) through a control peripheral (Model SDM-CD16, Campbell Scientific, Inc.. Logan. 
UT) (Figure 5.3). 
The control module sent out signals on its output ports to turn on/off the heaters 
or to switch valves, which decided the gas sampling order of each chamber to generate 
heat production data. The gas sampling was sequentially taken from fresh air to the air 
leaving the chambers. The chambers had a positive pressure ventilation with the air inlet 
mounted on the roof of each chamber and the air outlet on the back side wall. Fresh air 
came from an air handler (Model Climate-Lab-AA, Parameter Generation & Control. 
Black Mountain. NC). 
inlet 
heater & 
fan 
heater & 
fan 
light 
Camera 
Perforated transparent ceilir 
sensor 
outlet 
P'g 
Figure 5.2 Location of sensor, heater/fan, light, air inlet/outlet, and camera. 
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Figure 5.3 Data logger, control peripheral, and multiplexer. 
5.5 Experimental Design 
A total of three trials were conducted. Each trial lasted three weeks. Air 
temperatures in the four chambers were set at 24.4°C (76°F), 26.7°C(80°F), 28.9°C 
(84°F), and 31.1°C (88°F) respectively, for the first week, and were reduced by 1.1 °C 
(2°F)/week for the following two weeks. These temperatures were selected to induce 
different behaviors corresponding to cold, comfort, and warm state of the pigs as shown 
by the behavior of huddling, spreading, or nearly touching each other. Air humidity 
ranged from 50% to 65% through the experiment. Air velocity at the pig's level inside all 
95 
chambers was below 0.15m/s, which is considered as "still air" (ASAE, 1994) during the 
experiment. 
5.6 Experimental Routine and Measurements 
The pigs were individually weighed and the chambers were cleaned at the end of 
each week. Weight of feed bags at the beginning and end of each week and weight of the 
feed remaining in the feeder at the end of the week were used to determined the weekly 
feed disappearance. Feed efficiency and average daily gain were calculated on a weekly 
basis. The electronic scale used had a resolution of ±10g. 
Temperature/humidity of fresh air and inside the chambers were measured 
continuously and recorded at 6-minute intervals. Oxygen concentration, carbon dioxide 
concentration, and dew point temperature of influent and effluent air were measiu^ed by a 
paramagnetic oxygen (O,) analyzer (Model 755A, Rosemount Analytical Inc., La Habra, 
CA), an infrared carbon dioxide (CO ,) analyzer (Model 880A, Rosemount Analytical 
Inc.), and a dew point hygrometer (Model 2001, EG &. G Moisture and Humidity 
Systems, Burlinton, MT) (Figure 5.4), respectively. 
Each of the influent and effluent air was sampled for 6 minutes during a 30-
minute cycle. The first 5 minutes were used to purge the sample line and stabilize the 
analyzers, and the last minute was used to gather data at 2 second intervals, which were 
averaged and stored for subsequent analysis. The O , and CO, analyzers were calibrated 
with zero and span gases twice daily throughout the experiment period. They were also 
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checked by combustion of pure ethanol for two hours at the beginning of the experiment. 
The influent air mass flow-rate to each chamber was measured continuously by a 
thermoelectric air mass flowmeter (Model LS-4F, Teledyne Hastings-Raydist, Hampton, 
VA) and recorded at 6-minute intervals. Sensible, latent, and total heat production as a 
function of temperature and time were determined based on these parameters (Harmon et 
al, 1997). Figure 5.5 shows a schematic representations of the ISU indirect calorimetry 
system. A detailed information of the system was described in Xin and Harmon (1996). 
c 
Figure 5.4 Measuring O,, CO,, and dewpoint temperature devices. 
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Figure 5.5 ISU indirect calorimetry system. 
5.7 Acquisition of Behavioral Images 
Four programmable cameras (Cannon T-70 with command on back) installed on 
the transparent ceilings were used to photograph the entire floor of each chamber and 
capture the behavior of the pigs (Figure 5.6). For each trial, hourly or 40-min pictures of 
the pig behavior were taken on the 4"* and the T"* day of each week. The beginning of the 
three days of each week were used as acclimation period. The behavioral images were 
black and white pictures for trial 1, color pictures for trial 2, and slides for trials 3. 
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Figure 5.6 Image acquisition setup. 
Only those images with pigs in resting positions were selected for further 
behavioral classification, while those containing pigs at motion were not eligible for the 
classification task because the motion behaviors would not truly represent the response of 
the animals to the environment. For example, under cold environment, the animals at rest 
have the tendency to huddle while the animals in action may not present similar 
behaviors, they tend to show other activities instead, such as eating and shaking their 
body. TTie difficulty of analyzing active movements by still images precludes the 
usefulness of the motion behavior images. The postural behavior pictures were then 
digitized using a photo or slide scanner. The digitized images were stored in a 
microcomputer for further analysis. 
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5.8 Image Segmentation 
The amount and type of information contained in the raw images are far beyond 
our interests and processing capability. For example, the images of feeder, drinker, 
sensor, etc., do not contribute any to the behavioral classification. These individual items 
were considered as the background of the image and the pigs themselves were the objects 
of interests. Besides, an 8-bit image of size 1024 x 1024 pixels requires one million bytes 
of storage, uncompressed, which would be a formidable challenge for the design of an 
image processing system. Fortunately, it is not necessary to store all the information from 
an image for a specific task. For the purpose of behavioral classification, the relative 
positions of the pigs are most critical. It is then reasonable that the gray-scale or color 
behavioral images were converted into binary images. 
The goal of image segmentation was to separate the pigs from their background 
(feeder, floor, wall, manure, drinker, and sensors), with the pigs as objects in white and 
the background in black. Although the number of pixels was not changed, the amplitude 
could be represented by only 1 - digit binary, thus the image storage space would be 
greatly reduced. 
The algorithms performing the image segmentation included histogram, 
thresholding, edge detection, and morphological filtering. 
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5.8.1 Histogram and thresholding 
Every pixel of the color behavioral images was represented by three RGB 
components. The histogram for each component was computed and certain thresholding 
values were determined from the associated histogram. To isolate an object from its 
background, a threshold T is selected. Any pixel point (x, y) with a gray level y) > T 
is assigned as an object point, otherwise, the points is assigned as a background point. 
The object in this study - pigs were characterized by certain values of R, G, and B. If the 
R, G, and B values were outside the range, the pixel was assigned as background. 
5.8.2 Edge Detection 
Edge detection, the cormnon approach for detecting meaningful discontinuities in 
gray level, used to detect the boundary between the chamber wall and the floor. Edges are 
where the first deviation of the image is at maximum or minimum. Sobel operator (Eq. 
4.3-6 and Eq. 4.3-7) was used in this study to complete the edge detection. 
5.8.3 Morphological filtering 
Morphological filtering is an image filtering technique based on the basic 
morphological operations of dilation and erosion (Gonzalez and Woods, 1992). It is 
needed for this study because of the nature of the woven-wire floor (i.e.. gaps between the 
floor grids) and manure on the floor. The images after thresholding contained not only 
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pigs but also manure and woven-wire floor gaps. The manure and the mesh-floor gaps 
acting as noise and sparks were removed by applying opening operation. 
5.9 Image Feature Extraction 
Although the color images have been greatly simplified after transformed into 
binary images, it is still impractical to take all the pixels of binary image for further 
manipulation, i.e., as the input to a neural network. This is because that the binary images 
still have a huge number of pixels, then the neural network would have a stunning 
number of neurons in the first layer. This would cause some difficulties which make the 
training process impossible. The huge number of weights and consequently the number of 
training data make the computational cost unaffordable. Proper selection of the features 
representing the characteristics of the behavioral images is thus essential. The following 
features were tested and evaluated in this smdy. 
5.9.1 Fourier coefHcients 
Fourier coefficients were used as features because they can represent the spatial 
distribution of objects. Firstly, the first Fourier coefficient F(0, 0) is the physical area of 
an image in pixels. Secondly, the Fourier spectra have a bigger lobe when the objects in 
spatial domain are concentrated in a small region. Thirdly, the spectra have more high-
frequency coefficients when the gray level changes rapidly in spatial domain. Moreover, 
most information of an image is normally represented by the first few Fourier coefficients 
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(Oppenheim and Schafer, 1989). In order to be invariant to the viewing area of the 
cameras and, reduce the effect of the pig age on the algorithms developed, the 
coefficients were normalized by the floor area (in pixel). After a series trials, the first 8 by 
8 Fourier coefficients of the binary behavioral images were found most proper and thus 
used as the features in this study. The feature vector, X, can be expressed by 
'F(0,0) 
f i O J )  
F(1,0) 
" F(1J) 
F(7,0) 
f ( 7 J )  
where u = 0, 1, 2,..., 7, and v = 0, I, 2. ..., 7. Therefore X is a 64-dimension pattern 
vector. 
5.9.2 Moments 
The moment sequence (/Wp^) has been proven to be uniquely determined by f(x,y). 
and conversely, uniquely determines f(x. y) (Papoulis, 1965). The first moment, moQ. is 
simply the area of the object in the binary image, i.e., the physical area in pixels occupied 
by die pigs. The higher-order moments describe the spatial distribution of die object 
(5.9-1) 
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pixels, making moments a reasonable, proper feature for the classification task. If the 
objects are concentrated in a small region near the origin, the moment will be small. 
Conversely, if the objects are spreading in a large region, the corresponding moment uill 
be large. Hence, moment may serve as a good feature for the behavioral classification as 
smaller moments would be associated with cold behaviors and larger moments with 
warm behaviors. However, the values of moments may be greatly affected by objects 
shifting. Namely, objects concentrating in a small area may still have a rather large 
moment if they are far away fi^om the origin. Central moments are thus used to overcome 
this problem. The central moments could be further normalized to reduce the effects of 
the pig size on the algorithm. In this study, the first moment (area in pixels) and the first 7 
normalized central moments were used as features. The 8-dimension feature vector, X. 
has the form of 
'"ho' 
7ii 
720 
7o3 
7,2 
721 
i 
104 
5.9.3 Perimeter and area after opening filtering 
The structural parameters such as perimeter Pnew and area AnewO^the objects in 
the image, processed by opening filtering, are considered as another possible selection of 
features to classify the behavioral states. These parameters obtained after opening 
filtering process were different from their corresponding physical area and perimeter in 
pixels. The area will be smaller than the physical area while the perimeter will be 
different from the physical perimeter. The artificial parameters were investigated to create 
some enhanced features which would simplify the behavioral classification. For example, 
the perimeter will be longer if the pigs are lying apart, and shorter if die pigs are huddling 
together. The opening filtering smoothes the contour of the image and breaks the narrow 
gap between the pigs. If the pigs form a pile, then there will be no gap after opening. If 
the pig are separate, the gap between the pigs will be enlarged after opening. This 
filtering process can provide more precise analysis for correct classification by reducing 
the effect of pigs shapes (extending or tucking legs) on the perimeter. The relationship 
between perimeter and area for different behavioral states will also be different. Even if 
two images for different thermal states have equal area, the perimeter of the image for 
comfortable state will be shorter than that of the image for the too warm state. This is 
because pigs in too warm state will lie apart, exposing more contours of individual pigs 
and thus a longer perimeter of the behavioral image. The characteristics of perimeter and 
occupation area of the pigs provide the potential ability to classify the behavior into cold. 
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comfortable, or too warm states. Therefore, the 2-dimension feature vector X containing 
the new perimeter and area after opening can be denoted by 
X = 4. (5.5-3) 
5.9.4 Combination of the moments and the perimeter and area 
Although the normalized central moments alone could provide some useful 
information about the object distribution in the image, this information may not be 
sufficient for determining the distribution of the objects in some instances. For example, 
if the pigs under the cold condition huddle in two groups and the distance between the 
two groups is large, the normalized central moments will be large. This can cause 
misclassification. Perimeter and area would provide additional information about the 
relative position of the objects and help making the right decision. As mentioned before, 
the area obtained after the opening process is different from the original area represented 
by the first moment moo- After the opening process, the extending legs of the pigs are 
removed, and the value of the area will become smaller than the original area. If the pigs 
are spreading apart, more extending legs will be exposed and removed. The difference 
between the new area and the original area will be relatively large. If the pigs huddle 
together, fewer extending legs could be seen or removed, and therefore, the difference 
between the new area and the original areas will be relatively small. Thus, the difference 
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between the two areas could provide some additional information about the relative 
position of the pigs. The feature vector, 10-dimension X, can be expressed as 
X = 
'to 
no2 
no3 
nil 
(5.5-4) 
A. 
5.10 Neural Network Classification 
Supervised three-layer feed-forward conventional and flizzy logic neural network 
were used as the classifier in this study. Back-propagation was used as the training 
algorithm for both types of neural networks. Learning rate r| with a large value was 
chosen initially and then was reduced in the course of training process. Initial values of 
weights of the networks were randomly assigned. The training process continued as long 
as the error for the testing data continued decreasing and terminated when the error 
began to increase. The training data were obtained from sorting the postural behavioral 
images into three categories through visual observation and checking the heat production 
rate of the pigs. For instance, if the heat production is low and constant, the pigs are 
within TNZ and comfortable. Otherwise, the pigs experience heat or cold stress. 
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Each image of ail the training and testing behavioral images was assigned three 
values (between 0 and 1) that were membership functions corresponding to the three 
categories. For instance, if the image belonged to cold category, the three values in an 
order of cold, comfortable, and too warm states can be [0.8, 0.3,0.1]; if it is too warm, 
the three values can be [0.2, 0.4, 0.7]. The fuzzy neural network has three layers of 
neurons with 8 neurons in the hidden layer. Only the combination of the moments and the 
perimeter and area after opening filtering as features were investigated because of its 
previous higher classification rates. The fuzzy neural net not only produced the output of 
identifying the behavior but also provided the membership function of the behavior 
belonged to certain class. The maximum level among the three values was used to 
determine the behavior state. The fuzzy net with 8 neurons in the hidden layer has similar 
structure to the regular neural network. 
5.11 Control, Measurement and Computational Programs 
The program for the environmental control and measurement of air temperature 
and humidity, dew point temperature, air flowing rate, and metabolic gas concentrations 
was written in CR 10 programming language (Campbell Scientific Inc., Logan, UT). The 
programs used to perform image segmentation, image feature extraction, and neural 
network classification were created in Matlab, version 4.2c (MathWorks, Inc., Natick, 
MA) and are shown in Appendix A, B, and C, respectively. 
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CHAPTER 6. RESULTS AND DISCUSSION 
The results of the experiment are presented in details, discussed in depth, and 
compared with the work done by other researchers in this chapter. 
6.1 Behavioral Image Acquisition and Selection 
Over 2,000 behavioral pictures/slides of the pigs were taken for the study. Only 
those containing postural behaviors (Figure 6.1 (a)) were eligible for the image analysis, 
whereas those containing motion behaviors (Figure 6.1 (b)) were excluded since they 
would not truly represent the response of the animals to the thermal environment. Among 
the eligible pictures, 201 representative pictures showing the responses of the pigs to the 
cold (46 for training and 24 for testing), comfortable (48 for training and 22 for testing), 
and too warm (42 for training and 19 for testing) environment (Table 6.1) were selected 
for training and testing the behavioral classification - neural network system. The pictures 
were digitized and stored in computer as gray-level format. 
Table 6.1 Images used for training and testing the neural network. 
Cold Comfortable Too Warm Total 
Training 46 48 42 136 
Testing 24 22 19 65 
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(a) (b) 
Figure 6.1 Photographical images of pigs at rest (a) and in motion (b). 
6.2 Behavioral Image Classification - Training Data 
Three raw images showing the typical lying behaviors of the pigs under cold, 
comfortable, and too warm conditions are presented in Figure 6.2. The thermoregulatory 
behaviors were consistent with the report by Mount (1968). Heat production data 
(Harmon et al.. 1997) showed that metabolic heat production in the comfort state was the 
lowest of the three. The moisture production rate increased with increasing air 
temperature. All these results agreed with the definition of TNZ (Mount, 1974). 
6.3 Image segmentation 
Pigs as the objects of interest were extracted from the postural images and all the 
rest as background was removed by the process of image segmentation, which included 
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a. cold b. comfortable c. too warm 
Figure 6.2 Example of raw images of pigs resting under three environmental conditions. 
histogram analysis, thresholding, edge detection, and morphological filtering. The size of 
the images is 358 x 259 pixels. 
6.3.1 Histogram and thresholding 
The gray-level postural images were transformed into RGB format, which was 
further analyzed by histograms. Figure 6.3 shows the histograms of an example image as 
shown in Figure 6.2 (b). The horizontal axis in the graph is from the minimum value to 
the maximum value of particular color and the vertical axis is the number of pixels. The 
histograms for R and G follow the dual threshold model and the histogram for B follows 
the single threshold value. Certain threshold values were determined according to the 
histogram plots for R. G, and B, respectively. 
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The raw behavioral images after thresholding were converted into binary images 
(Figure 6.4). The binary images contained not only pigs as objects but also are woven-
wire floor gaps and manure. Due to the fact that the latter two elements do not contribute 
to the classification task, they needed to be removed from the binary images. 
t)Qtt 
Figure 6.3 Histogram of an example image from figure 6.2b 
(a) Red, (b) Green, and (c) Blue. 
(x-axis stands for the intensity of certain color, 
y-axis is the # of pixels for that level of intensity) 
Figure 6.4 Binary image of the raw image as shown in figure 6.2c after thresholding. 
6.3.3 Edge detection and morphological filtering 
The physical floor area - chamber floor where the pigs lay on was an interesting 
parameter to the study. A 3 by 3 Sobel operator was employed to perform the edge 
detection. 
The manure and the spaces between floor grids and the black pigs sharing the 
same color were mistakenly left as objects even after the thresholding was employed. A 3 
by 3 opening filter was utilized to remove the effects of manure and the woven-wire 
floor. 
After edge detection and morphological filtering, the boundaries of the floor were 
separated and the woven-wire floor was removed as shown in Figure 6.5. 
The raw images after histogram, thresholding, edge detection, and morphological 
filtering were transformed into binary images with pigs as objects and all the rest as 
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Floor 
Boundary 
Figure 6.5 Binary image after edge detection and morphological filtering. 
background. The processed images corresponding to the three example raw images (Fig. 
6.2) are shown in Figure 6.6. For presentation purpose, the pigs are shown in black and 
the background in white. All the raw behavioral images used in this study and their 
corresponding binary images are shown in Appendix D. 
cold b. comfortable c. too warm 
Figure 6.6 Processed binary images of pigs resting under three environmental 
conditions. 
i 
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6.4 Image Feature Extraction 
All the features investigated in this study were obtained and presented in this 
section, including Fourier coefficients, perimeter and area after opening process, 
moments, and combination of perimeter and area after opening process £ind moments of 
the binary postural behavior images. 
6.4.1 Fourier coefficients 
The corresponding three Fourier spectra which display the coefficient magnitudes 
of the binary images of the first 10 by 10 frequency elements are shown in Figure 6.7. It 
is clear that the first 8 by 8 frequency elements contain most of the image information 
because the magnitude near the S"" element diminishes to almost zero. 
a. cold b. comfortable c. too warm 
Figure 6.7 Fourier spectra of the processed example images of pigs 
resting under three environmental conditions. 
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The characteristics of in the three frequency spectra could be explained as follows. 
1. Each spectrum has a main lobe. The lobe for the cold state is broadest, 
whereas the lobe for the warm state is narrowest. As it is known in Fourier 
analysis, a broad lobe implies that the object pixels are concentrated in a small 
region (i.e., the pigs were huddling together in our case), whereas a narrow-
lobe implies that the object pixels are spread out within a larger region (i.e., 
the pigs were lying apart from one another). 
2. The magnitude of the peak in each graph is the first Fourier coefficient, 
F(0,0). which represents the average pixel value of the processed image. Since 
the image was binary, this average value was the number of object pixels 
divided by the total pixel number of the image, i.e., the ratio of the area 
occupied by the pigs to the total image area. Therefore, it is reasonable for the 
cold state spectrum to have lower values of F(0, 0), compared with the 
comfort or warm state. However, F(0, 0) alone was not enough to classify the 
behavioral category because the values may be similar for pigs barely 
touching one another (comfortable) and pigs spreading apart (too warm). 
3. For the too warm state, because the pigs were lying apart form one another, 
the pixel values of the corresponding image changed more rapidly in the 
spatial domain, thus resulting in larger values in the higher frequency region 
compared with the other two states. 
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The mean values and the standard deviation of 8 x 8 Fourier coefficients for the 
training data are shown in Table 6.2, 6.3, and 6.4 for the cold, comfortable, and too warm 
states, respectively. The tables further demonstrated that the mean values of the Fourier 
coefficients have the same three characteristics. 
From the preceding analysis, the first 8 by 8 Fourier coefficients contained proper 
features to reflect the differences of the three behavioral states. A neural network based 
on these featiares might generate the proper classification of pig comfort behavior. 
Because the Fourier coefficients were based on not only the occupation 
percentage, but also the geometric properties of the image, the features are nearly 
independent of the age or body weight of the pigs. Even though the value of F(0, 0) may 
be affected by body weight, the neural network could still produce the correct 
classification based on the other 63 coefficients and their interrelationships once trained 
with the images involving the concerned age or body weight group. Compared with the 
work by Wouters et al. (1990), the independence of this method on pig age or body 
weight would greatly simplify the classification of the animal behavior and complications 
of engineering design of the pig pen. 
6.4.2 Moments and Perimeter and area after opening filtering 
The moments of the three binary images and perimeters and areas after opening 
process of the same images were computed and are shown in Table 6.5. From the table, 
the following can be seen 
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Table 6.2 Fourier coefficients F(u. v) values-mean and standard deviation for 45 cold-
state images. 
u\v 0 1 2 3 4 5 6 7 
0 0.2878 
(0.062) 
0.1962 
(0.050) 
0.0858 
(0.038) 
0.0397 
(0.016) 
0.0322 
(0.014) 
0.0227 
(0.012) 
0.0185 
(0.009) 
0.0137 
(0.007) 
1 0.2026 
(0.061) 
0.1392 
(0.040) 
0.0615 
(0.029) 
0.0301 
(0.014) 
0.0224 
(0.010) 
0.0193 
(0.009) 
0.0151 
(0.008) 
0.0103 
(0.005) 
2 0.0095 
(0.059) 
0.0648 
(0.040) 
0.0307 
(0.020) 
0.0214 
(0.010) 
0.0155 
(0.009) 
0.0136 
(0.007) 
0.0108 
(0.007) 
0.0089 
(0.005) 
3 0.0537 
(0.029) 
0.0446 
(0.025) 
0.0293 
(0.014) 
0.0189 
(0.001) 
0.0127 
(0.008) 
0.0121 
(0.009) 
0.0112 
(0.006) 
0.0084 
(0.005) 
4 0.0379 
(0.018) 
0.0305 
(0.015) 
0.0199 
(O.OII) 
0.0159 
(0.010) 
0.0130 
(0.008) 
0.0102 
(0.005) 
0.0093 
(0.005) 
0.0076 
(0.004) 
5 0.0275 
(0.014) 
0.0221 
(0.013) 
0.0158 
(0.008) 
0.0139 
(0.009) 
0.0127 
(0.007) 
0.0104 
(0.007) 
0.0078 
(0.004) 
0.0066 
(0.004) 
6 0.0227 
(0.011) 
0.0188 
(0.011) 
0.0145 
(0.008) 
0.0114 
(0.006) 
0.0112 
(0.005) 
0.0102 
(0.005) 
0.0076 
(0.004) 
0.0064 
(0.004) 
7 0.0179 
(0.012) 
0.0151 
(0.009) 
0.0119 
(0.007) 
0.0100 
(0.005) 
0.0102 
(0.005) 
0.0095 
(0.005) 
0.0075 
(0.004) 
0.0067 
(0.004) 
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Table 6.3 Fourier coefficients F(u. v) values-mean and standard deviation for 47 
comfortable-state images. 
u\v 0 1 2 J 4 5 6 7 
0 0.4027 
(0.060) 
0.1815 
(0.082) 
0.1057 
(0.043) 
0.0574 
(0.025) 
0.0394 
(0.020) 
0.0321 
(0.013) 
0.0264 
(0.012) 
0.0215 
(0.011) 
1 0.2211 
(0.078) 
0.1091 
(0.043) 
0.0646 
(0.028) 
0.0453 
(0.024) 
0.0300 
(0.015) 
0.0247 
(0.011) 
0.0190 
(0.010) 
0.0141 
(0.008) 
2 0.1179 
(0.059) 
0.0772 
(0.040) 
0.0496 
(0.022) 
0.0292 
(0.015) 
0.0211 
(0.009) 
0.0180 
(0.009) 
0.0176 
(0.009) 
0.0125 
(0.005) 
3 0.0635 
(0.030) 
0.0480 
(0.024) 
0.0356 
(0.020) 
0.0219 
(0.013) 
0.0194 
(0.012) 
0.0163 
(0.010) 
0.0160 
(0.010) 
0.0104 
(0.005) 
4 0.0506 
(0.021) 
0.0393 
(0.016) 
0.0271 
(0.016) 
0.0203 
(0.012) 
0.0183 
(0.009) 
0.0151 
(0.008) 
0.0138 
(0.007) 
0.0113 
(0.005) 
5 0.0384 
(0.018) 
0.0307 
(0.016) 
0.0236 
(0.013) 
0.0159 
(O.OlO) 
0.0166 
(0.009) 
0.0138 
(0.009) 
0.0125 
(0.006) 
0.0111 
(0.005) 
6 0.0297 
(0.017) 
0.0267 
(0.013) 
0.0208 
(0.012) 
0.0187 
(0.011) 
0.0154 
(0.009) 
0.0142 
(0.008) 
0.0107 
(0.005) 
0.0084 
(0.004) 
7 0.0281 
(0.015) 
0.0218 
(0.012) 
0.0200 
(0.010) 
0.0182 
(0.011) 
0.0133 
(0.006) 
0.0121 
(0.006) 
0.0091 
(0.004) 
0.0082 
(0.004) 
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Table 6.4 Fourier coefficients F(u, v) values-mean and standard deviation for 42 warm-
state images. 
u\v 0 1 2 3 4 5 6 7 
0 0.4093 
(0.066) 
0.1170 
(0.063) 
0.1175 
(0.036) 
0.0749 
(0.028) 
0.0503 
(0.023) 
0.0318 
(0.014) 
0.0272 
(0.014) 
0.0243 
(0.010) 
I 0.1808 
(0.065) 
0.0767 
(0.039) 
0.0724 
(0.028) 
0.0560 
(0.030) 
0.0380 
(0.018) 
0.0260 
(0.014) 
0.0242 
(0.009) 
0.0170 
(0.010) 
2 0.1159 
(0.055) 
0.0619 
(0.034) 
0.0565 
(0.030) 
0.0349 
(0.019) 
0.0273 
(0.015) 
0.0219 
(0.011) 
0.0190 
(0.010) 
0.0137 
(0.007) 
J 0.0627 
(0.028) 
0.0493 
(0.027) 
0.0448 
(0.023) 
0.0284 
(0.015) 
0.0225 
(0.013) 
0.0201 
(0.013) 
0.0165 
(0.009) 
0.0144 
(0.007) 
4 0.0569 
(0.030) 
0.0330 
(0.019) 
0.0322 
(0.016) 
0.0195 
(0.011) 
0.0178 
(0.013) 
0.0173 
(0.008) 
0.0139 
(0.010) 
0.0119 
(0.006) 
5 0.0451 
(0.023) 
0.0390 
(0.020) 
0.0281 
(0.014) 
0.0231 
(0.013) 
0.0178 
(0.010) 
0.0169 
(0.010) 
0.0138 
(0.008) 
0.0106 
(0.006) 
6 0.0333 
(0.021) 
0.0290 
(0.014) 
0.0230 
(0.013) 
0.0193 
(0.010) 
0.0186 
(0.010) 
0.0136 
(0.007) 
0.0121 
(0.007) 
0.0100 
(0.006) 
7 0.0348 
(0.017) 
0.0242 
(0.014) 
0.0210 
(0.011) 
0.0174 
(0.008) 
0.0163 
(0.008) 
0.0149 
(0.008) 
0.0110 
(0.007) 
0.0113 
(0.006) 
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Table 6.5 Moments and perimeter and area after opening filtering of the three typical 
binary images. 
Cold Comfortable Too Warm 
^11 0.0045 0.0163 -0.0438 
T120 0.0431 0.1704 0.2059 
T1O2 0.1663 0.0656 0.1172 
TI12 -0.0012 -0.0041 -0.0091 
^21 -0.0001 -0.0009 -0.0194 
^30 -0.0007 -0.0099 0.0072 
^03 -0.0011 -0.0026 0.0146 
moo (physical area)' 16776 17223 19041 
Perimeter'' 716 1224 1916 
Area'' 15662 14969 15171 
a Physical area of the pigs in pixels that was projected onto the floor 
b Perimeter and area after opening process 
1. The perimeter of the processed binary image for the too warm category was 
longer than that of the cold or comfortable category. 
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2. The first moment rriQQ, the area of the binary image before opening 
processing, was the largest for the too warm category and smallest for the cold 
category. 
3. The area of the images after the opening processing was smaller than the 
corresponding moo-, as expected, and the difference between moo and the area 
after opening was largest for the too warm category. This is because there 
were more exposed small features (legs, ears, etc.) being removed by the 
opening process for the too warm state than the other two. 
The relationship of the seven normalized central moments was not easy to see, but 
the neural network results showed that they were proper features for distinguishing the 
three categories. Table 6.6 shows the same results of observation 1 and 2 for the mean 
values and standard deviations of the perimeter and area and the moments for the training 
images. 
The relationship between perimeters and areas in the training set (100 pictures) of 
the processed binary image are graphically shown in Figure 6.8. As can be noted the data 
fi"om different behavioral classes overlap in some regions. Therefore it would be difficult 
to separate images from each other if only the criterion of area and perimeter was used as 
the features. 
Table 6.6 Mean values and standard deviations of moments and perimeter and area after 
opening filtering for training images of the three behavioral categories 
(45,47, and 42 images for cold, comfortable, and too warm states, 
respectively). 
Cold Comfortable Too Warm 
ni l  -0.0037 0.0192 0.0225 
(0.027) (0.048) (0.053) 
n2o 0.1558 0.2049 0.2437 
(0.091) (0.091) (0.090) 
^02 0.0903 0.1314 0.1912 
(0.055) (0.062) (0.062) 
n i2  0.0000 0.0058 0.0016 
(0.008) (0.019) (0.020) 
Tl21 0.0029 -0.0023 -0.0144 
(0.007) (0.022) (0.020) 
Tl30 -0.0035 -0.0134 -0.0190 
(0.020) (0.049) (0.045) 
^03 -0.0041 0.0051 0.0299 
(0.019) (0.029) (0.038) 
moo' 13601 18673 20031 
(303) (374) (3753) 
Perimeter'' 817 1458 1976 
(183) (288) (297) 
Area" 13854 18898 19989 
(3129) (3780) (3718) 
.a Physical area of the pigs in pixels that was projected onto the floor 
b Perimeter and area after opening process 
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Figure 6.8 Relationship between perimeters and areas of pig behavioral images 
after opening process. 
6.5 Neural Network Classification Performance 
The performance of the neural network classification was described in two ways, 
regular net and fiizzy net. 
6.5.1 Neural network classiflcation with Fourier coefficients as the inputs 
The classification results of the three-layer neural network with Fourier 
coefficients as the input features are listed in Table 6.7. The neural network had sixty-
four (8 by 8) features as input nodes, 30 nodes in the hidden layer, and three behavioral 
categories (cold, comfortable, and too warm) as output nodes. 
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Table 6.7 Results of neural network classification of the pig thermal comfort behavior as 
compared to visual classification when Fourier coefficients were used as 
features. 
Visual (No.) NN'CNo.) NN(%) 
Trainine Images 
Cold state 46 45 98 
Comfort state 48 47 98 
Too warm state 42 39 93 
Total 136 131 96 
Testing Images 
Cold state 24 21 88 
Comfort state 22 19 86 
Too warm state 19 11 58 
Total 65 51 78 
a NN = Neural Network 
As shown, 136 images were used in the training procedure, and 65 images were 
used in the testing procedure. In reference to the visual, subjective examination, the 
neural network properly classified 131 out of the 136 (96%) training images, and 51 out 
of the 65 testing images (78%). The 136 training images consisted of46, 48, and 42 
images from cold, comfort, and too warm category, respectively. The training results 
showed that 45 out of the 46 (98%), 47 out of the 48 (98%), and 39 out of the 42 (93%) 
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behavioral images were correctly classified for cold, comfort, and too warm state, 
respectively. The 65 testing images consisted of 24, 22, and 19 images, respectively, from 
cold, comfort, and too warm state. The testing results showed that 21 out of the 24 (87%). 
19 out of the 22 (86%), and 11 out of the 19 (58%) images were correctly classified for 
the cold, comfort, and too warm state, respectively. 
The neural network results thus showed that Fourier coefficients have a good 
potential to be used as features for the pig thermal comfort behavior classification. 
Meanwhile, the less distinctive spectral characteristics of behaviors between the comfort 
and too warm categories led to a lower classification rate for the too warm category. The 
result thus calls for exploration of alternative feature selections to improve classification 
accuracy of the neural network. This is why the other feature selection methods were 
explored in this dissertation. 
6.5.2 Comparison of the selected features 
Table 6.8 lists the neural network classification rates when using the respective 
selected features as inputs. 
The results showed that 96%, 92%, 96%, and 99% were correctly classified for 
the training data for Fourier coefficients, moments; perimeter and area after opening 
filtering; and combination of the moments and the perimeter and area, respectively; and 
that 78%, 73%, 86%, and 90% were correctly classified for the testing data. The results 
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Table 6.8 Correct classification rate of neural network using different feature selections. 
Fourier 
Coefficients 
Moments Perimeter 
& Area' 
Combination'' 
No. of Training Data 136 136 100 136 
No. of Testing Data 65 63 36= 63 
Training Data 131/136 125/136 96/100 134/136 
(%) (96%) (92%) (96%) (99%) 
Testing Data 51/65 46/63 31/36 57/63 
(%) (78%) (73%) (86%) (90%) 
a Perimeter and area after opening process. 
b Combination of the moments and the perimeter and area, 
c Less number of testing data due to loss of image files. 
thus show that the combination of the moments and the perimeter and area yielded the 
highest rate of correct classification among the features investigated. 
The reason that Fourier coefficients and perimeter and area after opening process 
as features - inputs of the neural network had a lower correct classification rate than the 
other two features could be explained as below. 
1. The input pattern of neural network had 64 - dimension features when Fourier 
coefficients were used. As indicated before, the correct classification rate was 
closely related to the number of the training data. The larger the number of 
t r a i n i n g  s e t ,  t h e  m o r e  a c c u r a t e  t h e  c l a s s i f i c a t i o n  r a t e .  E q .  ( 4 . 5 - 1 3 )  P >  \  W \ /  ( 1 -
a) shows if 90% accuracy is obtained, there should be 640 ntunber of training 
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data. In other words, 640 pictures have to be digitized and analyzed by image 
processing. To solve the problem of low classification rate, the number of 
training data has to be increased significantly. 
2. Although the requirement of Eq. (4.5-13) was met when perimeter and area 
after opening were used as the featiu*e, the result of the low classification rate 
is consistent with that shown by Figure 6.8. The overlap between perimeter 
and area among the different categories made the classification task more 
difficult to accomplish although neural network has the capacity of dealing 
with non-linear separation. The result again proved that only the perimeter and 
area was not adequate to separate the three categories of postural behaviors. 
An alternative solution to this issue would be to explore different features to 
improve the accuracy. 
3. Moments as features produced a reasonable rate of classification because they 
not only met the Eq. (4.5-13) but also provided more information about spatial 
distribution of the pigs. Results show that they produced higher rate than 
either Fourier coefficients or the perimeter and area after opening process. If 
the classification rate is to be further improved, inclusion of some other 
features would be necessary. 
4. Combination of the perimeter and area after opening filtering and the 
moments showed the best classification rate. This was not totally out of 
expectation. With sufficient training data used for the back-propagation 
i 
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algorithm and creating the neural network model, the two factors - perimeter 
and area after opening filtering provided additional information for the spatial 
location of the animals. Therefore, the best classification results were 
achieved. 
6.5.3 Fuzzy neural network classification 
Table 6.9 shows classification rate of the fuzzy neural network. As shown. 134 
images were used in the training procedure, and 63 images were used in the testing 
procedure. In reference to the visual, subjective examination, the neural network properly 
classified 114 out of the 134 (85%) training images, and 58 out of the 63 testing images 
(92%). The 134 training images consisted of 45. 47, and 42 images from cold, comfort, 
and too warm category, respectively. The training results showed that 37 out of the 45 
(82%), 40 out of the 47 (85%), and 37 out of the 42 (88%) behavioral images were 
correctly classified for cold, comfort, and too warm state, respectively. The 63 testing 
images consisted of 24, 24, and 15 images, respectively, from cold, comfort, and too 
warm state. The testing results showed that 22 out of the 24 (92%), 23 out of the 24 
(96%), and 13 out of the 15 (87%) images were correctly classified for the cold, comfort, 
and too warm state, respectively. 
For those misclassified images, their membership functions (MF) were examined. 
It was found that all of the misclassifications happened either from cold to comfortable or 
from comfortable to too warm, vice versa. There is no case of misciassification from cold 
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Table 6.9 Correct classification rate of flizzy neural network using combination of the 
moments and the perimeter and area after opening filtering. 
Visual (No.) Fuzzy Net (No.) Fuzzy Net(%) 
Training Images 
Cold state 45 37 82 
Comfort state 47 40 85 
Too warm state 42 37 88 
Total 134 114 85 
Testing Images 
Cold state 24 22 92 
Comfort state 24 23 96 
Too warm state 15 13 87 
Total 63 58 92 
to too warm or vice versa. Some of the misclassifications (about 25%~30%) arose from 
some MF being approximately equal. 
The fiiz2:y neural network not only improved the pig thermal behavior 
classification results but also provided MF, thereby a more quantitative measurement of 
the possibility that the behavior is properly classified. The establishment of the MF for 
the fiizzy neural net may be further improved by relating quantitative measurement of the 
pig physiological response such as surfacc temperatures to the postural behavior. 
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CHAPTER 7. SUMMARY AND CONCLUSIONS 
This study investigated the feasibility of a novel approach to interactively 
controlling swine environment by analyzing and classifying behavioral images of the pigs 
with a neural network. Segregated early weaned pigs were exposed to a cold, 
comfortable, or warm environment to induce the corresponding thermoregulatory postural 
behaviors. The eligible photographical recordings of the pig behaviors were selected and 
digitized for subsequent analysis. The digitized images were then processed into binary 
images with pigs in white and all background in black by image segmentation involving 
histograms, thresholding, edge detection, and morphological filtering. A 3-layer feed­
forward, supervised neural network with back-propagation algorithm was employed to 
classify the pig behavior into cold, comfortable, or warm category. The neural network 
was trained with 136 images and tested with 65 images. Feature selection of the images 
for the neural network included Foiuier coefficients, moments, perimeter and area after 
opening filter, and combination of the moments and the perimeter and area. 
It is concluded from the study that classification of swine thermal comfort 
behavior by image analysis in conjunction with neural network proved to be feasible. The 
method has great potential as an interactive control tool for improving animal well-being 
and production efficiency. Specific conclusions were: 
1. Image segmentation algorithms could be developed to separate the pigs from 
their background to achieve binary images with pigs as objects in white and 
all the background in black. 
2. Among all the feature selections examined in the study, the combination of the 
moments and the perimeter and area produced the best results for behavioral 
classification. 
3. Both the conventional and fiizzy, feed-forward, supervised neural network 
with back-propagation algorithm fimctioned reasonably well as a classifier for 
the swine thermal comfort behavior. Integration of fiizzy logic into the 
conventional neural network has potential to improve the behavioral 
classification and thus the decision-making for environment control. 
CHAPTER 8. FUTURE RESEARCH NEEDS 
Future research is needed in the following aspects: 
1. Develop the algorithms and hardware that allow for automatic selection and 
segmentation of valid behavioral images for neural network classification. 
2. Explore alternative feature selection(s) to improve the classification accuracy 
of the neural network. 
3. Relate postural behaviors of pigs to their physiological responses to enhance 
the objective determination of the pig's thermal comfort state. 
4. Increase the number of the training samples and the number of the testing 
samples to adjust the weights of the neural network for better classification 
rate. 
5. Explore quantitative measurement such as physiological response and certain 
features from the behavioral images to determine membership fiinctions of 
fuzzy neural network. 
6. Develop and evaluate a prototype of the behavior-based controller for use in 
commercial swine production units. 
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APPENDIX A. MATLAB IMAGE SEGMENTATION 
The following program completes the conversion from color images into binary 
images with the pigs as objects shown in white and all the background in black. The 
program includes reading the GIF format images from an input file list, transforming the 
images from intensity into R, G, B format, observing histograms of the three elements, 
entering certain thresholding values, detecting edge of the images, removing woven-wire 
floor and manure by morphological filtering, and creating binary images in GIF format. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% ImageSegmt.m %% 
%%%%%%%%%%%%%%%%%%''/o%%%%%%%%% 
% definitions 
GThresh=0.10; 
LofFileName=12; 
%read the file names 
FileList=input('what is the file list?','s'); 
fidl=fopen(FileList,'r'); 
filenames=fscanf(fidl ,'%s',[LofFileName, 100]); 
filenames=filenames'; 
[NimiFiles,a]=size(filenames); 
for i=l:NumFiles 
% read gif file and change to rgb mode. 
filename=filenames(i,:); 
fprintfCprocessing file %s ...\n',filename); 
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[a,map]=gifread(filename); 
[r,g,b]=ind2rgb(a.map); 
%show histograms 
figure(l); 
imhlst(r,30); 
figure(2); 
imhist(g,30); 
figure(3); 
imhist(b,30) 
%input the threshold values 
red_value=0.30; 
green_value=0.20; 
blue_value=0.20; 
%Use the red color 
R=sign(sign(r-red_value)+1); 
B=sign(sign(b-blue_value)+1); 
G=sign(sign(g-green_value)+1); 
red=R.*(l-G).*(l-B); 
se=ones(3); 
ed=edge(r); 
floor=dilate(red,se); 
floor=erode(floor,se); 
ne wfloor=erode( floor,se); 
newfloor=diIate(newfloor,se); 
cc= I -(sign(newfloor+ed)); 
%save the binary image 
OutName=filename; 
OutName(l)-b'; 
Map=[0 0 0 
1 1 1]; 
gifwrite(cc+1 ,Map,OutName); 
fprintf('... done\n'); 
end 
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APPENDIX B. MATLAB IMAGE FEATURE EXTRACTION 
The following program performs the function of selecting Fourier coefficients, 
moments, perimeter and area after opening filtering, and combination of the moments, the 
perimeter and area of the binary images. The program includes reading the GIF format 
images from an input file list, selecting the various features, calculating the mean and 
standard deviation of all the image, and storing the features into output files. 
%%%%%%%%%%%%%%%%%%%%%%%% 
%% mfft08feat.m %% 
%%%%%%%%%%%%%%%%%%%%%%%% 
%mxm is the feature size 
m=8; 
%initilize no of pictures in each category 
cnum=0; 
nnum=0; 
hnum=0; 
%write into file 
fidc=fopen('cfftfeat.txt','w'); 
fidn=fopen('nfftfeat.txt','w'); 
fidh=fopen('hfftfeat.txt','w'); 
fidstat=fopen('statfftfeat.txt','w'); 
%defme feature vector 
feat_vector=zeros( 1 ,m*m); 
%read the file names 
FileList=input('please input the file list: ','s'); 
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fid=fopen(FileList); 
NewF iles=fscanf(fid,'%s', [ 12,100]); 
NewFiles=NewFiIes'; 
[newin,newn]=size(NewFiles); 
for i=l:newm, 
filename=NewFiIes(i,:); 
[a,map]=gifread(filename); 
[r,g,b]=ind2rgb(a,map); 
R=sign(sign(r-0.99)+l); 
G=sign(sign(g-0.99)+l); 
B=sign(sign(b-0.99)+1); 
red=R.*(I-G).*(l-B); 
green=G.*(l-R).*(l-B); 
blue=B.*(l-R).*(l-G); 
pig=red+green; 
floor=red+blue; 
floorarea=sum(suni(floor)); 
fftpig=fft2(pig); 
feature=abs(fftpig( 1 :m, 1 :m))/floorarea; 
%convert the matrix into vector 
for j=l:m 
feat_vector( 1 +0'-1 )*m:m*j)=feature(j,:); 
end 
fprintfC* * *%s* * * feature*%d* * *\n',filename,i); 
%write into files 
if filename(6)='c' 
cnum=cnum+l; 
cdata(cnum,: )=feat_vector; 
fprintf(fidc,'%c\n',filename); 
fprintf(fidc,'%f\n',feat_vector); 
elseif filename(6)—n' 
nnum=nnum+l; 
ndata(nnum,: )=feat_vector; 
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fprintf(fidn,'%c\n',filename); 
f^rintf(ficin,'%f\n',feat_vector); 
else 
hnum=hnum+l; 
hdata(hnum,: )=feat_vector; 
fprintf(fidh,'%c\n',filename); 
f^rintf(fidh,'%f\n',feat_vector); 
end 
end 
fclose(fidc); 
fclose(fidn); 
fclose(fidh); 
%size of data 
[cm,cn]=size(cdata); 
[nm,nn]=size(ndata); 
[hm,hn]=size(hdata); 
%mean and std of fft for each category 
c_mean=mean(cdata); 
n_mean=mean(ndata); 
h_mean=mean(hdata); 
c_std=std(cdata); 
n_std=std(ndata); 
h_std=std(hdata); 
for i=l:m*m 
fprintf(fidstat,'cold %7.4f %7.4f %d %d\n',c_mean(i), c_std(i),i,cm); 
end 
for i=l:m*m 
fprintf(fidstat,'norm %f %f %d %d\n',n_mean(i),n_std(i),i,nm); 
end 
for i=l:m*m 
fprintf(fldstat,'hot %f %f %d %d\n',h_mean(i),h__std(i),i,hm); 
end 
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fclose(fidstat); 
%view the Fourier spectra 
fftpig=fftshift(fft2(pig)); 
[m,n]=size(fftpig); 
temp=zeros(m,n); 
temp(ni/2-8:m/2+8,n/2-8:n/2+8)=fftpig(m/2-8:m/2+8,n/2-8:n/2+8); 
recon=ifft2(fftshift(temp)); 
%%%%%%%%%%%%%%%%%%%%% 
%% mmomentfeatt.m %% 
%%%%%%%%%%%%%%%%%%%%% 
%mxm is the feature size 
m=8; 
%initilize no of pictures in each category 
cnum=0; 
nnum=0; 
hnum=0; 
%length of filename 
LofFileName=l 2; 
%write into file 
fidc=fopen('cmmtfeat.txt','w'); 
fidn=fopen('nmmtfeat.txt','w'); 
fidh=fopen('hmmtfeat.txt','w'); 
fidstat=fopen('statmmtfeat.txt','w'); 
%read the file names 
FileList=input('please input the file list: 
fid=fopen(FileList); 
NewFiles=fscanf(fid,'%s',[LofFileName, 100]); 
NewFiles=NewFiles'; 
[newm,ne\vn]=size(NewFiles); 
for i=l;newm, 
filename=NewFiIes(i,:); 
[a,map]=gifi-ead(filename); 
[r,g,b]=ind2rgb(a,map); 
R=sign(sign(r-0.99)+1); 
G=sign(sign(g-0.99)+l); 
B=sign(sign(b-0.99)+l); 
red=R.*(l-G).*(l-B); 
green=G.*( 1 -R).*( 1 -B); 
blue=B.*(l-R).*(l-G); 
pig=red+green; 
fprintfC* * •%s* * *feature*%d* * *\n',filename,i); 
%moment as features 
feature=moment(pig); 
%write into files 
if filename(6)='c' 
cnum=cnum+l; 
cdata(cnum. :)=feature; 
fprintf(fidc,'%s\n',filename); 
fprintf(fidc,'%f\n',feature); 
eiseif filename(6)='n' 
nnum=nnum+l; 
ndata(nnum,: )=feature; 
fprintf(fidn,'%s\n',filename); 
fprintf(fidn,'%f\n',feature); 
else 
hnum=hnum+l; 
hdata(hnum,: )=feature; 
fprintf(fidh,'%s\n',filename); 
fprintf(fidh,'%fai',feature); 
end 
end 
fclose(fidc); 
fclose(fidn); 
140 
fclose(fidh); 
size of data 
[cin,cn]=size(cdata); 
[nm,nn]=size(ndata); 
[hm,hn]=size(hdata); 
mean and std of moment for each category 
c_mean=mean(cdata); 
n_mean=mean(ndata); 
h_mean=mean(hdata); 
c_std=std(cdata); 
n_std=std(ndata); 
h_std=std(hdata); 
for i=I:m 
fprintf(fidstat,'coId %7.4f %7.4f %d %d\n'.c_mean(i), c_std(i),i,cm); 
end 
for i=I:m 
fprintf(fidstat,'norm %7.4f %7.4f %d %d\n',n_mean(i),n_std(i).i,nm); 
end 
for i=l:m 
fprintf(fidstat,'hot %7.4f%7.4f%d %d\n',h_mean(i),h_std(i),i,hm); 
end 
fclose(fidstat); 
%%%%%%%%%%%%%%%%%%%%%%%% 
%% moment, m %% 
%%%%%%%%%%%%%%%%%%%%%%%% 
function M=moment(A) 
[a,b]=size(A); 
ver=l:a; 
hor=l:b; 
x=ver'*ones(l,b); 
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y=ones(a,I)*hor; 
mOO=sum(sum(A)); 
mO 1 =sum(sum(y. * A)); 
m 10=siim(sum(x.* A)); 
ml l=sum(sum(x.*y.*A)); 
m02=sum(sum(y .'^2. * A)); 
m20=sura(sum(x.^2. * A)); 
ml2=siim(sum(x.*y.^2.*A)); 
m21=sum(sum(x.^2.*y.*A)); 
ni22=sum(sum(x.'^2.*y.'^2.*A)); 
m30=sum(suni(x.'^3.*A)): 
m03=sum(sum(y.'^3.*A)); 
xbar=inlO/mOO; 
ybar=mOl/mOO; 
uOO=mOO; 
ul0=0; 
u0l=0; 
u20=m20-xbar*m 10; 
u02=m02-ybar*m01; 
ul I=ml l-ybar*mIO; 
u3 0=m3 0-3 * xbar* m2 0+2 *xbar^2*mI0; 
u 12=m 12-2 * ybar* m 11 -xbar* m02+2 * ybar^2* m 10; 
u21 =m21 -2 * xbar* m 11 -y bar* m20+2 * xbar^2 * mO 1; 
u03=m03-3*ybar*m02+2*ybar^2*m01; 
n02=u02/u00^2; 
020=^20/000^^2; 
nl l=ul 1/000^^2; 
nl2=uI2/u00^2.5; 
n2I=u21/u00^2.5; 
n03=u03/u00^2.5; 
n3 0=u30/u00'^2.5; 
M=[nl 1 n20 n02 nl2 n21 n03 n30 mOO/lOOOO]; 
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%%%%%%%%%%%%%%%%%%%%%%% 
%% mperi_area_feat.m %% 
%%%%%%%%%%%%%%%%%%%%%%% 
%mxm is the feature size 
m=2; 
%initilize no of pictures in each category 
cnura=0; 
nnum=0; 
hnum=0; 
%length of filename 
LofFileName= 12; 
%write into file 
fidc=fopen('cp_afeat.txt','w'); 
fidn=fopen('np_atfeat.txt','w'); 
fidh=fopen('hp_afeat.txt','w'); 
fidstat=fopen('statp_afeat.txt','w'); 
%read the file names 
FileList=input('please input the file list: 
fid=fopen(F ileL ist); 
NewFiIes=fscanf(fid,'%s',[LofFileName, 100]); 
NewFiles=NewFiles'; 
[newm,newn]=size(NewFiles); 
for i=l:newm, 
fiIename=NewFiles(i,:); 
[a,map]=gifread(filename); 
[r,g,b]=ind2rgb(a,map); 
R=sign(sign(r-0.99)+l); 
G=sign(sign(g-0.99)+l); 
B=sign(sign(b-0.99)+l); 
red=R.»(l-G).*(l-B); 
green=G.*(l-R).*(I-B); 
blue=B.*(l-R).*(l-G); 
pig=red+green; 
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fprintfC * * * %s* * * feature* %d* • * \n' ,£ilename,i); 
%opening process 
npig=dilate(pig,ones(2)); 
npig=erode(npig,ones( 10)); 
npig=dilate(npig,ones( 10)); 
%calculate perimeter and area 
p=b\vperim(npig,8); 
L=sum(sum(p)); 
A=bwarea(npig); 
feature=[L,A]; 
%write into files 
if filename(6)='c' 
cnum=cnuin+I; 
cdata(cnum,: )=feature; 
fprintf(fidc,'%c\n',filename); 
fprintf(fidc,'%f\n',feature); 
elseif filename(6)=='n' 
nnum=nnum+l; 
ndata(nnum,: )=feature; 
fprintf(fidn,'%c\n', fi lename); 
fprintf(fidn,'%f\n',feature); 
else 
hnum=hnum+l; 
hdata(hnum,:)=feature; 
fprintf(fidh.'%c\n',filename); 
f^rintf(fidh,'%An',feature); 
end 
end 
fclose(fidc); 
fclose(fidn); 
fclose(fidh); 
%size of data 
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[cm.cn]=size(cdata); 
[nm,nn]=size(ndata); 
[hm,hn]=size(hdata); 
%mean and std of moment for each category 
c_mean=mean(cdata); 
n_mean=mean(ndata); 
h_mean=mean(hdata); 
c_std=std(cdata); 
n_std=std(ndata); 
h_std=std(hdata); 
for i=l:m 
fiprintf(fidstat,'cold %7.4f %7.4f %d %d\n',c_mean(i). c_std(i),i.cm); 
end 
for i=l:m 
fprintf(fidstat,'norm %7.4f %7.4f %d %d\n',n_mean(i),n_std(i),i.nm); 
end 
for i=l:m 
fprintf(fidstat,'hot %7.4f %7.4f %d %d\n',h_mean(i),h_std(i),i,hm); 
end 
fclose(fidstat); 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% m_mmt_pa_feat.m %% 
%%%%%%%%%%%%%%%%%%%%%%%%%% 
%mxm is the feature size 
m=10; 
%initilize no of pictures in each category 
cnum=0; 
nnum=0; 
hnum=0; 
%length of filename 
LofFileName=12; 
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%write into file 
fid_mmt_pa=fopen('mmt_pa_feat.txt','w'); 
%read the file names 
FileList=input('please input the file list: ','s'); 
fid=fopen(FileList); 
NewFiles=fscanf(fid,'%s',[LofFileName, 100]); 
NewF iles=NewF iles'; 
[newm,newn]=size(NewFiles); 
for i=l :newm, 
fiIename=NewFiles(i,:); 
[a,map]=gifi-ead(filename); 
[r,g,b]=ind2rgb(a,map); 
R=sign(sign(r-0.99)+l); 
G=sign(sign(g-0.99)+1); 
B=sign(sign(b-0.99)+l); 
red=R.*(l-G).*(l-B); 
green=G.*(l-R).*(l-B); 
blue=B.*(l-R).*(l-G); 
pig=red+green; 
fprintfC * * •%s* * * feature*%d* * *\n',filename,i); 
%moment as features 
feature_m=moment(pig); 
%perimeter and area 
npig=dilate(pig,ones(2)); 
npig=erode(npig,ones( 10)); 
npig=diIate(npig,ones( 10)); 
p=b wperim(npig, 8); 
L=sum(sum(p)); 
A=bwarea(npig); 
feature_pa=[L, A]; 
featiire=[feature_m,feature_pa/10000]; 
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%\vrite into files 
fprintf(fid_ninit_pa,'%s\n',filename); 
fprintf(fid_nimt_pa,'%7.4f\n',feature); 
end 
fclose( fid_nunt_pa); 
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APPENDIX C. MATLAB NEURAL NETWROK CLASSFICATION 
The following program performs the back-propagation of neural network training 
and testing. The program includes reading features from the feature-stored file, setting the 
initial weights and biases, learning rate, and desired MSE, checking the testing results, 
creating output files which stores all the training and testing result. 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% m_fuzzy_nn_train.m %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%number of training data 
NumofTrainData=l 34; 
k=l; 
%architecture of the neural network 
NumofNin 1 stLayer= 10; 
NumofNin2ndLayer=8; 
NumofNin3rdLayer=3; 
%read features from file 
FeatureFile=input('what is the file of features? ','s'); 
fid=fopen(F eatureFile); 
%record input and output data 
while k <= NumofTrainData, 
FileNames(k,:)=fscanf(fid,'%s\n',[ 1,1]); 
InputData(k,:)=fscanf(fid,'%An',[l, 10]); 
TargetOutputData(:,k)=fscanf(fid,'%f %f %f); 
k=k+l; 
end 
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%initialize weights and biases 
W1 =rand(NumofNin2ndLayer,NumofNin 1 stLayer); 
B1 =0.5-rand(NumofNin2ndLayer, 1); 
Fl='Iogsig'; 
W2=rand(NumofNin3rdLayer,NumofNin2ndLayer); 
B2=0.5-rand(NumofNin3rdLayer, 1); 
F2='logsig'; 
P=InputData'; 
T=T argetOutputData; 
%enter the desired MSE and learning rate 
mse=0.02; 
LniRate=0.05; 
TP=[25,1000,mse,LmRate]; 
[w 1 ,b 1, w2,b2.te,tr]=trainbp( W1 ,B 1 ,F 1, W2,B2,F2,P,T.TP); 
[al ,a2]=simuff(P,wl ,bl ,F 1 ,w2,b2,F2); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% m_find_train_results.m %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
CountTrain=0; 
for i=l:NumofTrainData 
[bb(i),cc(i)]=max(a2( :,i)); 
if cc(i)=l; 
dd(i)-c'; 
elseif cc(i)=2; 
dd(i)='n'; 
else 
dd(i)='h'; 
end 
end 
WrongFiIes=zeros( 134,12); 
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WrongMembFunction=zeros(3.134); 
for i=l iNumofTrainData 
if dd(i)=FiIeNames(i,6); 
CountTrain=CountTrain+l; 
else 
WrongF iles(i,: )=F ileNames(i,:); 
WrongMembFunction(:,i)=a2(;,i); 
end 
end 
WrongMemb=[WrongMembF unction;T]; 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% m_fu2zy_nn_classify.m %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%number of testing data 
NumofrestData=63; 
lc=l; 
%architecture of the neural network 
NumofNin 1 stLayer= 10; 
NumofNin2ndLayer=8; 
N umofNin3 rdLayer=3; 
%read features from file 
FeatureFile=input('what is the file of features? ','s'); 
fid=fopen(FeatureF ile); 
%record input and output data 
while k <= NumofTestData, 
TestFileNames(k.:)=fscanf(fid,'%s\n',[ 1,1]); 
T estInputData(k,: )=fscanf(fid,'%f\n', [ 1,10]); 
TestTargetOutputData(:,k)=fscanf(fid.'%f %f %f); 
k=k+l; 
end 
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%initialize weights and biases 
Fl='logsig'; 
F2='Iogsig'; 
T estP=T estlnputData'; 
T estT=T estT argetOutputData; 
[test_al ,test_a2]=simuff(TestP,wl .bl .FI ,w2,b2,F2); 
CountTest=0; 
for i=l :NumofTestData 
[bb(i),cc(i)]=niax(a2(:,i)); 
if cc(i)—1; 
dd(i)='c'; 
elseif cc(i)=2; 
dd(i)='n'; 
else 
dd(i)='h'; 
end 
end 
TestWrongFiles=zeros(63,12); 
TestWrongMembFunction=zeros(3,63); 
for i=l iNumofTestData 
if dd(i)==TestFiIeNames(i,6); 
CountTest=CountTest+l; 
else 
T est WrongFiles(i, :)=T estFileNames(i,:); 
T est WrongMembF unction(; ,i)=test_a2(: ,i); 
end 
end 
T est WrongMemb=[T est WrongMembF unction;TestT]; 
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%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% m_fuzzy_cont_train.in %% 
%%%%%%%%%%%%%%%%%%%%%%%%%%% 
TP=[25 10000 mse LmRate]; 
[w 1 ,b 1, w2,b2,te,tr]=trainbp(wl ,b 1 ,F 1, w2,b2,F2,P,T,TP); 
[a 1 ,a2]=simuff(P, w 1 .b 1 ,F 1, w2,b2,F2); 
APPENDIX D. RAW IMAGES AND BINARY IMAGES OF SWINE 
THERMAL BEHAVIOR 
All the behavioral images (134 for training and 63 for testing) used in both 
training and testing neural network are presented in this section. The corresponding 
binary images after image processing were shown here as well. 
-V Mi. 
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