The major challenges today's libraries face are the long-term preservation and utilization of the rapidly growing digital resources. Based on the current storage requirements of libraries, this paper proposes an open source cloud storage system based on GlusterFS. The system is optimized to provide low cost and high availability. Some tests and practical experience can be provided to libraries with reference for the long-term preservation of digital resources.
INTRODUCTION
Digital resources have become the most important asset of libraries. The usage of digital documents has far exceeded the usage of paper documents. Data show that the proportion of digital resources procurement in university libraries is more than 60%. The utilization of digital resources in some major higher education institutions and graduate school libraries even accounts for 95% of total usage. However, using online resources has certain risks. The potential risks, such as natural disasters, war, legal disputes, system failures, financial crises, government actions, international disputes, and etc., are likely to cause permanent data corruption and disruption of resource access. In 2015, dozens of authoritative libraries and information research institutions in China jointly signed "the Joint Statement on the Long-term Preservation of Digital Document Resources" [1] , which marked that solving the problem of long-term storage and access to digital resources has become the consensus of the library community.
Compared to the traditionally used storage technology such as DAD, NAS and SAN [2] , the emergence of cloud storage has subverted the traditional storage architecture. Cloud storage makes different types of online storage devices collaborate by using distributed file system, cluster applications, grid technology. It is easier to use, more secure, more reliable, and has unlimited capacity expansion. Its emergence has solved the problem of the long-term preservation of library digital resources. Currently, there are more research on library cloud storage in the areas of model discussion, case analysis and service strategy, but relatively scarce in the area of empirical study. Listed below are a few of the major researches done regarding Cloud storage. KuilinShen used the application of commercial software VMware vSphere to build Nanjing University Library cloud storage platform [3] . MangChen created cost effective private cloud to store and preserve the CD-ROMs that come with books based on open source cloud storage [4] . Other studies related to the longterm preservation of digital resources mainly focus on the open source distributed file system HDFS [5] [6] .
In this paper, we try to use another open source software GlusterFS to realize the cloud storage system for library digital resources.
DIFFERENT SELECTION OF OPEN SOURCE CLOUD STORAGE

Needed Characteristics of Long-term Preservation
There are 2 main characteristics of library digital resources. One characteristic is the ever increasing volume of the digital resources, including those procured from 3rd party and built in house. The other is real time, which means that the system is to meet the needs of the end users in real time. Those experts from the American digital library consortium HathiTrust project believe that long-term preservation systems must be scalable (to meet capacity growth requirements), reliable (to ensure the integrity of the storage content), redundant (to have multi-point copies), and accessible (to have content readily available) [7] . Chinese researcher hold that construction and maintenance with low cost is another key issue [4] .
Comparison of Different Open source Cloud Storage Systems
In order to meet the above requirements, the use of open source cloud storage program is undoubtedly a better choice. At present, the more mainstream open source cloud storage system includes Ceph, MooseFS, GlusterFS, HDFS and etc. WenXiong's paper compares different systems based on architecture, scalability and reliability [8] . Summarized below are the advantages of GlusterFS.
(1) Simplified metadata organization model. Gluster FS uses none Metadata Server model. Metadata is distributed to the storage node. These storage nodes use flexible hash algorithm for file location, which solves the problem of single point of failure and expansion bottleneck. Zero MDS also greatly simplifies the system structure, which makes it easier and cheaper to maintain.
(2) Good data interoperability. GlusterFS stores files in Linux common file format (e.g. EXT3, EXT4, XFS, ZFS). End users can gain access to the files via POSIX standard when offline. If end users need to migrate data from GlusterFS, no format conversion is required. This in turn greatly reduces risk of data loss.
(3) Flexible data storage mechanism. GlusterFS supports three basic models of storing data: Replicated, Stripe, and Distributed. These models can also be combined or mixed, to adapt to more complex application environment. It can be both highly functional (distribute model), and secure (replicated model).
GLUSTERFS BASED CLOUD STORAGE ARCHITECTURE
Basic Architecture
As shown in Figure 1 , application servers and storage servers are separated, so even if the application layer fails, it will not affect the security of digital resources. The storage layer is made of storage nodes that are PC servers. The physical storage is composed of eight 7200 hard drive RAID5 array. All nodes are connected to a dedicated Gigabit switch. Each storage node installs Centos and GlusterFS, and mounts a partition as a storage block (Brick). When the storage node joins the GlusterFS cluster, it can provide the storage service in the form of a volume. The type of volume can be defined as a replicated volume, a striped volume, and a distributed volume. If we increase the number of storage nodes, we can achieve unlimited capacity expansion.
If the application runs on Linux system, GlusterFS client is to be installed. We can mount the cloud storage volume directly. If it runs on Windows system, it will require a Linux server as a storage gateway for protocol forwarding. We can install the client and the Samba service so that Windows system can access the GlusterFS storage volume on the gateway through the Samba mapped network drive.
Storage Optimization on Windows Applications
Most of library servers still run on windows system. Windows applications are mounted on a single storage gateway, which can cause interruption of storage links once a wire break or load is too high and can create performance bottlenecks. This paper introduces additional open source software CTDB and LVS, which solve the single point of failure of Samba services and storage load balancing problem.
The goal is to cancel the storage gateway. Each storage node installs Samba and CTDB at the same time, and CTDB takes over Samba to provide storage services. CTDB configures two groups of IP: private IP for internal communication, and public IP for providing access. When a single node fails, the CTDB automatically dispatches other available storage nodes to take over the job. LVS is a network load balancing server that uses direct routing. It only distributes network requests and responses directly from the storage node back to the application layer. The above process is completely transparent to the application layer. 
Performance Comparison
We test the read and write performance of the Linux and windows environment on 4 different types of Gluster FS volume. We use 2 common digital resources: the large CD-ROM files and the small files from electronic journals. In the test we disable the cache mode to reflect the true write and read speed. Table I shows that cloud Storage can achieve the long term preservation and storage of the digital data. However, the read and write speed is significantly slower than that of professional storage devices. Listed below are some of the reasons.
(1) The whole system is made up of series of software. Different software performance and their coordination may impact the processing speed, especially the read and write speed on Windows slows down significantly because Samba and CTDB transfer is not efficient enough.
(2) The Gigabit switch, which is connected to the storage node, has certain transmission bottleneck.
(3) The more number of cloud storage nodes, the faster the cluster will run. If there are only a few number of storage nodes, then the speed will not be fast.
However, we could address above mentioned problems by upgrading the software in time, and invest more cutting edge hardware. 
CONCLUSIONS
Digital resource storage, the important carrier of library information system, is one of the main digital library infrastructure. Based on a series of open source software such as GlusterFS, Samba, CTDB and LVS, we make full use of existing equipment to build a cloud storage system that meets the actual requirements of long-term preservation of digital resources at low cost. Nevertheless, the specific implementation of the model is yet to be optimized by taking the unique characteristics and needs of each library into consideration. For instance, when dealing with a unique and specialized in-house built digital resource, we should increase the number of replicated volume cluster to achieve multi-point preservation and enhance data security. When dealing with videos and CD-ROM with higher bandwidth requirement, we should use striped volume to deploy more storage nodes, take the advantage of the cluster.
