I. INTRODUCTION
It is a long-standing problem in electromagnetic scattering theory to determine the shape of a body from the scattered field it creates in interacting with sampling radiation. The shaperecovery methods resulting from the many investigations in inverse scattering are well reviewed in [ I ] . More recently, there has been a growing interest in using the vector nature of the problem as a means of extending the type of information available for reconstruction algorithms [2] .
The present discussion derives from this polarization/depolarization approach and further develops a numerical inversion technique to applications involving more limited data sets (and so, more realistic data sets) than previously examined. Specifically, we established a method that allows the shape of a conducting convex body to be determined from a sparse data set (obtained as a function of aspect) and applied this technique to sample data sets defined over all aspects [3]. As few radar encounters can be expected t o yield such complete information, we shall show how the technique can be applied to similar data defined over a limited range of aspects.
In doing this, we first review the existing theory (Section 11) and then explain how aspect-limited data can be accommodated within this theory (Section 111). Section IV summarizes the numerical results of applying the developed algorithms t o sample data sets.
THE VECTOR INVERSE ALGORITHM
The approach we shall take results from the observation that the principal radii of curvature local to the specular points of a perfectly conducting convex body are radar measurables [3] -
[ 6 ] . Illuminating such a target with an impulse HI = Nu; + H$ = H6(t -z/c) will effectively isolate the specular points, and it can be shown that the leading edge of the return in the Manuscript received July 23, 1983; revised December 19, 1983 . The author is with the Michelson Laboratory, Physics Division, Naval Weapons Center, China Lake, CA 93555. KUK, between the differential cross section u and the principal curvatures, we can conclude that K , and K , are separately measurable and, in particular,
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R , + R , = E a +z2
(R, = I/K, and R, = l/K, are the principal radii of curvature.)
The significance of this result lies in its relationship to a differential equation developed by Stoker to study the ChristoffelHurwitz problem of classical differential geometry:
Can the Surfice be Reconstructed from a Knowledge of the Sum o f its fincipal Radii of Curvature as a Prescribed Function o f Direction of Surface Normal?
Let r(u, u) be a parametric representation of a convex surface S . Denote the unit normal to S at r by ; I = (nl , n2, n 3 ) . Then we can defme the spherical image as the mapping induced by tz(n,, n 2 , n 3 ) = r * ri.
The Minkowski support function fi(X1, X 2 , X,) can be defmed by requiring that ff = r * X = I X l h for any vector X = (X,, X,, X,) parallel to n.
In [ l 13 ad sin e and so the target shape is recovered with the solution of (5).
In radar applications, CP rarely will be determined as a. prescribed function of aspect, and, because of this, a numerical solution to ( 5 ) is required. To this end, we investigate the functional This is the approach taken in [3] under the assumption that the set {ai} had elements distributed over all aspects so that the boundary integral in (6) was identically zero.
ASPECT-LIMITED DATA SETS
The necessity of acquiring data over all aspects would severely limit the applicability of this technique to radar inverse scattering. Furthermore, while the boundary integral in (6) promises to resolve this drawback, the boundary conditions are not easily determined along T on the spherical image. (These boundary conditions are determined by the scalar product of the position vector of the surface and the normal to V along T, = {-l.cn.)
Fortunately, for many radar inverse applications, we only require the shape of the scatterer up to a translation, and it is precisely this fact that will effectively allow us to obtain a solution over aspect-limited data sets. Two support functions which differ by only a linear function will have corresponding surfaces which differ by at most a translation [ 1 I ] . For the Christoffel-Hurwitz problem then, p (which determines S up to an additive constant) need not be specified.
Rather, we only have to force the values of the tangent &/at along the boundary.
To see this, consider the difference 6 between two support function solutions to (5). Clearly, 6 is harmonic andhomogeneous of degree one. Therefore, its derivatives 6; are harmonic and homogeneous of degree zero. From the theory, of uniqueness of harmonic functions, hi will be determined up to an additive constant from (5) if a6Jat is specified along T. But In the following, we shall let the spherical image serve as the parameter surface for y(u, u) with the coordinate curves u , u taken as lines of curvature on S.
Defme a new (local) parameter system (t, a) on the unit sphere by u = $ cos a and u = t sin a. and set a to be the angle between the direction normal to T and the u parameter curve. (2), we can completely specify the required boundary conditions in terms of radar measurables. Consequently, we may now consider the modified problem of determining a function lf' that makes where ABi and AQi are the differences between the 0 curves and the Q curves bounding Qi, respectively. Assuming @ = @i, a constant, on each Q j the functional of interest becomes
The boundary conditions are implemented in the usual way [l2] by restricting the hi of the "boundary region" nodes to those values required by a finite-difference implementation of
The set of equations (7) readily lends itself t o numerical solution [18] . The Fortran code developed was tested on simulated data sets containing the appropriate aspect-limited curvature information for convex sample targets.
(8).
For an ellipsoid, this information takes the form [6] stationary and satisfies
along T and ignores the fact that such a solution will differ from 14 by some linear function.
IV. NUMERICAL RESULTS
For convenience, all formulas will be developed in spherical coordinates. Dividing the domain of h(0, $I) into N subdomains Qi (with boundaries defined by constant e and Q curves), we approximate over each Dj where a, b , and c are the semi-axes of the ellipsoid. Using this relation, data representative of what would be obtained by (4) were created, and the algorithm was tested for accuracy. Results when a = 1, b = 1, and c = 2 over the aspects &(O, n / 2 ) and @(O, R) are displayed in Fig. 1 .
In a similar way, a sphere-capped paraboloid was examined for data over Be(0, IT) and Qe(0, n/2) (see Fig. 2 ).
All calculations were performed in single precision on an HP-1000/F minicomputer, and a detailed analysis of discretation and round-off errors in the implementation of (9) is beyond the scope of the present discussion (see, for example, [12] ). However, an elementary first-order error analysis shows that under the assumptions for which (4) is expected to remain valid [3], the percentage error in (R, + R,) is the same as that in Qd, the measured diagonal phase difference. We are then free to examine the question of robustness against noise defects by perturbing our sample data sets, and this type of (cursory) analysis has shown that the algorithm remains stable under the inclusion of Gaussian (mean zero) noise, and effective if the noise level is less than about 20 percent. 
CONCLUSION
The foregoing analysis and examples have demonstrated that the variational solution of the Stoker's differential equation approach to inverse scattering is not limited t o full-aspect data.
This means that data more representative of the kind obtainable in radar encounters can be used t o recapture the shape of convex portions of the scattering body. Numerical testing ofthe developed algorithms has borne this out.
Still unanswered, however, are the questions of how accurately these data can be obtained from actual radar systems and how best t o obtain the data. To the author's knowledge, the relation (1) has not been completely verified.
