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Abstract 
 The Community Multiscale Air Quality (CMAQ) model was extended to simulate 
nitrous acid (HONO) and nocturnal isoprene in Houston, and biomass burning over the 
United States (U.S.). The linear dependence of HONO heterogeneous reaction on the 
relative humidity (RH) was parameterized by scaling the reaction rate. The simulation 
scenarios conducted for September 2013 in Houston improved modelled-HONO 
concentrations and reduce the bias for NO2 compared to observations. Similarly, 
simulations were conducted for nocturnal isoprene in September 2013 using the U.S. 
Environmental Protection Agency’s (EPA’s) National Emissions Inventory of 2011 (NEI 
2011). The results were evaluated against measurements collected at eight Automated Gas 
Chromatographs sites maintained by the Texas Commission on Environmental Quality. 
The comparisons demonstrated an overestimation before midnight versus an 
underestimation after midnight. Analyses identified the underestimated wind speed as the 
major factor contributing to the overestimation of simulated isoprene, and uncertainties in 
the nocturnal isoprene anthropogenic emissions in the NEI 2011 over industrial areas in 
Houston as the major factor contributing to the underestimation. A sensitivity experiment 
with adjusted anthropogenic emissions of isoprene in the later part of the night yielded 
closer isoprene predictions after midnight. Finally, an offline physical plumerise module 
was applied to the Fire Inventory from NCAR (FINN) to simulate an intense fire episode 
in August 2012 in the western U.S. It was found that the base simulation with default FINN 
emissions underestimated the CO concentrations in the mid-troposphere. The sensitivity 
experiment increasing fire emissions by a factor of five improved the model simulation, 
vi 
 
whereas the experiment reducing plume height showed little change. Modelling results 
indicated that during the fire event more than 40 ppb O3 were generated near the fire 
sources. Three-year simulations from April to October 2012–2014 showed the 
contributions of biomass burning to the mean-maximum daily 8-hour (MDA8) surface O3 
and the ambient fine-particulate matter (PM2.5) was limited to regional scales. Near the 
fire sources, the contributions to PM2.5 and MDA8 were more than 20 µg m-3 and 8–9 ppb, 
respectively for wildfires, and 10–12 µg m-3 and 3–4 ppb, respectively for prescribed fires. 
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Chapter 1 
Modeling the effect of relative humidity on nitrous acid formation in the Houston 
area 
1.1 Introduction 
The Houston-Galveston-Brazoria (HGB) area is classified as a marginal ozone 
nonattainment area under the 2008 8-hour National Ambient Air Quality Standards 
(NAAQS) of 75 ppb by the U.S. EPA (http://www.epa.gov/airquality/greenbook/hnc.html). 
There were twenty-four ozone exceedance days in 2013 with the highest daily maximum 
8-h concentration of 124 ppb at La Porte on September 25 (http://www.tceq.texas.gov). 
Ozone production is driven by interactions between volatile organic compounds (VOCs) 
and nitrogen oxides (NOx) in the presence of sunlight. The hydroxyl radical (OH) plays a 
critical role in the oxidation of VOCs, particularly in urban areas (e.g., Seinfeld and Pandis, 
2006; Atkinson, 2000). A significant source of OH (especially in the morning) is nitrous 
acid (HONO) photolysis as explained by Czader et al. (2012), Kleffmann et al. (2005), 
Alicke et al. (2003; 2002) and Lammel and Cape (1996). 
However, current understanding of HONO formation in the atmosphere is limited 
due to the uncertainties related to its formation pathways and their importance in the total 
HONO budget. Since the well-known homogeneous HONO formation from NO and OH 
(reaction (R1)) is reversed in the atmosphere (Calvert et al., 1994), it is generally believed 
that the predominant atmospheric HONO source is the heterogeneous hydrolysis of 
nitrogen dioxide (NO2) on humid surfaces outlined in reaction (R2) (e.g., Kleffmann, 2007; 
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Stemmler et al., 2006; Jacob, 2000; Kleffmann et al., 1998; Svensson et al., 1987; Harris 
et al., 1982):  
 NO + OH → HONO (R1)
 2 NO2 + H2O → HONO + HNO3 (R2)
Evidences supporting the conversion from NO2 to HONO have been documented by 
several field campaigns in the recent past (e.g., Li et al., 2012; Su et al., 2008). Other 
chemical sources have also been proposed—for example the gas-phase formation from 
photo excited NO2 (Wentzell et al., 2010; Li et al., 2008), and the heterogeneous conversion 
from nitric acid on aerosol surfaces (Ziemba et al., 2010). Additionally, HONO can be 
directly emitted from combustion sources such as motor vehicle exhaust (Kurtenbach et al., 
2001).  
The heterogeneous HONO reaction (R2) has been implemented into 3-dimensional 
air quality models and substantially improved the simulation of HONO concentrations 
(Karamchandani et al., 2015; Czader et al., 2013, 2012; Foley et al., 2010; Sarwar et al., 
2008). Laboratory studies have reported that the rate of HONO formation appears linear 
with water vapor content over a limited range of relative humidity (RH) (Finlayson-Pitts 
et al., 2003; Jenkin et al., 1988; Svensson et al., 1987; Pitts et al., 1984; Sakamaki et al., 
1983). The water-dependence of the HONO heterogeneous reaction in the real atmosphere 
is as yet unclear due to the lack of comprehensive studies. Based on data from different 
field campaigns, Stutz et al. (2004) showed that the maximum [HONO]/[NO2] ratio at the 
pseudo-steady state (PSS) linearly increased with RH, and recommended parameterizing 
RH in chemical transport models to accurately represent HONO formation. Tong et al. 
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(2015) and Hao et al. (2006) also observed that for urban and suburban regions in China, 
RH lineally promoted NO2 to HONO conversion up to an RH value of 85%. Humidity in 
southeastern Texas is usually high, especially during summer and early fall when it can 
reach 80–90% during the night and early morning. Through this work (Diao et al., 2016b), 
we will investigate the effect of relative humidity on HONO formation, and how the 
incorporation of the RH dependence affects model-measurement comparison. 
1.2 Methodology 
1.2.1 Measurements 
The study period was September 2013 when the National Aeronautics and Space 
Administration (NASA)’s Deriving Information on Surface Conditions from Column and 
Vertically Resolved Observations Relevant to Air Quality (DISCOVER-AQ) field 
campaign was conducted in Houston. HONO was measured on several days by an in-situ 
instrument, long-path absorption photometer (LOPAP) atop the University of Houston 
(UH)’s North Moody Tower (MT) (~70 m above ground level, AGL), 4 km southeast of 
downtown Houston. The accuracy of the measurements was within ± (10–15) %. A detailed 
description of the LOPAP apparatus was given by Heland et al. (2001). In-situ 
measurements of NO2 and RH in conjunction with HONO were also obtained. 
1.2.2 Model Setup 
We used CMAQ model version 5.0.2 (Byun and Schere, 2006) using the Weather 
Research and Forecasting (WRF) model (Skamarock et al., 2008) to provide 
meteorological inputs. The model domain was built over 4 km × 4 km grid cells (Fig. 1.1) 
and 27 vertical layers. Another 12-km domain over the continental United States (U.S.) 
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provided initial and boundary conditions. The Carbon Bond 05 (CB05) chemistry 
mechanism (Yarwood et al., 2005) was chosen to represent gas-phase chemistry. 
Anthropogenic emission rates were taken from U.S. EPA’s National Emission Inventory 
2011 (NEI, 2011; http://www.epa.gov/ttn/chief/net/2011inventory.html), and model-ready 
emissions were prepared by the Sparse Matrix Operator Kernel Emissions (SMOKE) v3.6 
model. Additional details of the modeling system were explained by Czader et al. (2015) 
and Pan et al. (2015). The NEI 2011 was used for the current study as compared to the NEI 
2008 for theirs. 
 
Fig. 1.1: The model domain with road map. The red dot represents Moody Tower 
measuring site at the University of Houston.  
 
1.2.3 Parameterization of RH in the HONO Heterogeneous Reaction 
In addition to the above mentioned reactions (R1 and R2), another gas-phase 
reaction forming HONO in CMAQ is:  
 NO + NO2 + H2O → 2 HONO (R3) 
That pathway is insignificant because of its slow reaction rate (Jacob, 2000). HONO is 
removed via photolysis (R4) and other gas-phase reactions (R4)–(R6): 
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 HONO → NO + OH (R4)
 OH + HONO → NO2 (R5)
 2 HONO → NO + NO2 (R6)
The heterogeneous reaction (R2) is treated separately from gas-phase reactions in 
CMAQ and the product HNO3 stays on the surface. The rate constant ݇௛௘௧ ൌ 5.0 ൈ
10ିହሺܵ/ܸሻ	ሾݏିଵሿ was derived by Kurtenbach et al. (2001) in a traffic-tunnel experiment, 
where ܵ/ܸ is the surface to volume ratio. The ratio takes account of both vegetation and 
urban structures, and varies over time and location. The readers is referred to Zhang et al. 
(2011) for a more detailed description of the ratio. Aerosol surfaces are included in the 
model separately (Sarwar et al., 2008). The urban ground surface generally provides much 
bigger reactive areas than aerosol surfaces. The monthly-mean aerosol concentration 
during the study month is 9.65 µg m-3 as indicated in Fig. A1.1, implying there were no 
highly polluted days. Two exceptional days were September 15th and 25th when the daily 
maximum aerosol concentrations exceeded 30 µg m-3 probably due to biomass burning.  
Similar to the methodology of Gonçalves et al. (2012), we parameterized the RH-
dependence of the heterogeneous reaction by scaling the default rate constant of the 
reaction (R2) by factors of RH/30 and RH/40, respectively as in Eq. (1): 
 ݇௛௘௧ ൌ 5.0 ൈ 10ିହ ∙ ܴܪ30 ሺ݋ݎ 40ሻ ∙ ൬
ܵ
ܸ൰ (1) 
with RH in %. This approach is based on the assumption that the unknown original RH 
value of the tunnel experiment was around 30%. It is a reasonable assumption based on the 
RH values obtained from another tunnel experiment (Fujita et al., 2012). We also adopted 
the latest HONO/NOx ratio of 0.016 in estimating emissions of HONO from mobile sources. 
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Czader et al. (2015) showed that for an urban area the new ratio brought the model 
prediction of HONO closer to the measurements than the previous value of 0.008. 
1.3 Results 
1.3.1 Model Evaluation 
Since HONO formation is driven by RH and NO2, we first assessed the model’s 
capability of estimating meteorological variables and NO2 against the measurements. Li et 
al. (2016) showed that the model reproduced the variations of meteorological fields (wind 
and temperature) reasonably well. Additional information about the model evaluation is in 
Figures A1.2–A1.3 and Tables A1.1–A1.2. Over the course of September, the weather was 
warm and humid, with an average temperature of nearly 300 K and the relatively humid 
about 75%. There were occasional showers, and the only cold front which arrived in the 
early morning of September 21 brought widespread light to medium rain. The model did 
quite a good job on RH prediction with the index of agreement (IOA) of 0.93 (Fig. 1.2 and 
Table 1.1). IOA, ranging from 0 to 1, takes account of both the scattering of data and biases. 
Refer to Czader et al. (2015) and Willmott (1981) for detailed explanations. The disparities 
between the model and observations principally originated from the altitude difference 
between the model mid-layer level and actual measurement location.  
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Fig. 1.2: Time series of observed and simulated RH atop Moody Tower. 
 
Table 1.1: Statistical summary of NO2 and RH model predictions atop MT. N represents 
the number of points, RHO the correlation coefficient, MML the model mean, MOB the 
observation mean, ME mean error, MAE mean absolute error, RMSE root-mean-squared 
error and IOA index of agreement of the model-measurement comparisons. 
NO2 N RHO 
MML 
(ppb) 
MOB 
(ppb) 
ME 
(ppb) 
MAE 
(ppb) 
RMSE 
(ppb) IOA 
Base 626 0.66 8.02 7.50 0.52 4.39 6.90 0.80 
RH_30 626 0.66 7.72 7.50 0.22 4.26 6.60 0.80 
RH_40 626 0.66 7.84 7.50 0.34 4.31 6.71 0.80 
RH    (%) (%) (%) (%) (%)  
Base 714 0.91 70.92 65.64 5.28 6.27 7.81 0.93 
Fig. 1.3 shows the comparison of modeled (red line) and observed NO2 (black dots) 
atop Moody Tower for the simulation episode. The model mean and observation mean of 
NO2 are 8.02 ppb and 7.50 ppb with a mean absolute error of 4.39 ppb. Overall the index 
of agreement (IOA) is 0.80 for the base case as indicated in Table 1.1, but there is a medium 
scatter in the corresponding scatter plot with the slope of the regression line of 0.85 and 
coefficient of determination R2 of 0.45 (Fig. A1.4). The model tends to over-predict more 
often than under-predict and sometimes the overprediction can be more than 20 ppb, which 
is mainly ascribed to the uncertainties of the emission inventory (Souri et al., 2016).  
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Fig. 1.3: Time series of NO2 observations atop Moody Tower and corresponding model 
base and sensitivity simulations. 
 
1.3.2 Sensitivity Tests for the Parameterization of the RH Effect on HONO 
Homogeneous Formation 
Besides the base case simulation, two sensitivity tests, namely RH_30 and RH_40 
were performed for scaling factors of RH/30 and RH/40 respectively. Fig. 1.4 shows time 
series of observed and modeled HONO for the base and sensitivity tests with statistics 
listed in Table 1.2. The base case largely under-predicted HONO with model mean of 0.24 
ppb versus observation mean of 0.66 ppb. Both sensitivity tests gave considerably closer 
agreement with observations resulting in higher model-means of 0.51 and 0.43 ppb, 
respectively. The IOA of the tests are both increased to 0.78 from 0.63. The RH_40 case 
is considered to perform better given the least mean absolute-error in HONO. 
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Fig. 1.4: Time series of HONO observations and model simulations of base and sensitivity 
tests atop Moody Tower. 
 
Table 1.2: Statistics of HONO simulations of base and sensitivity tests.  
HONO N RHO MML (ppb) 
MOB 
(ppb) 
ME 
(ppb) 
MAE 
(ppb) 
RMSE 
(ppb) IOA 
Base 172 0.60 0.24 0.66 -0.43 0.45 0.64 0.63 
RH_30 172 0.56 0.51 0.66 -0.15 0.42 0.60 0.78 
RH_40 172 0.57 0.43 0.66 -0.23 0.39 0.56 0.78 
The performance of the simulated HONO is closely associated with that of NO2. 
The occasional overestimation of HONO in the early hours of the morning of September 
11th and 26th could be attributed to the overprediction of NO2. Similarly, NO2 was over-
predicted during morning rush hours on September 12th and 24th by about 20 ppb, which 
might help model predictions of the high peaks of HONO. On the contrary, each of the 
simulation cases still missed the HONO concentrations above 2 ppb during morning rush 
hours on September 18th and 30th when the predicted NO2 was overestimated and 
approximate to the observations, respectively. Given the current systematic over-
predictions of NO2 and under-predictions of HONO, it is likely that the model could further 
underestimate high values of HONO when a closer agreement between modeled and 
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measured NO2 was achieved. This phenomenon probably implies a potentially missing 
HONO source around Houston during the time as Ziemba et al. (2010) suggested.  
1.4 Conclusions and Discussions 
Based on the field observations of the almost linear increase in the conversion of 
NO2 to HONO with vapor water content, we introduced parameterization of relative 
humidity for the heterogeneous reaction in the CMAQ model by scaling the reaction rate 
constant using factors of RH/30 and RH/40. A base-case and two sensitivity-model 
simulations, RH_30 and RH_40, were carried out. In the base simulation, the predicted 
meteorological fields showed excellent agreement with the observations. Even though NO2, 
the key HONO precursor, was mostly overestimated using NEI 2011 (mean error of 0.76 
ppb), the HONO concentrations were underestimated with model mean of 0.24 ppb versus 
observation mean of 0.66 ppb.  
The two model experiments not only allowed for measurable increases in simulated 
HONO concentrations (model means improved to 0.51 and 0.43 ppb, respectively), but 
also reduced the positive biases in NO2 slightly (mean error dropped to 0.22 and 0.34 ppb, 
respectively). Nevertheless, there is a need for the current model to improve NO2 
reproduction in order to predict more realistic HONO concentrations. At last, the inclusion 
of parameterization of relative humidity still cannot fully explain the mismatch between 
the modeled and observed HONO in the morning rush hours in Houston. Future work is 
required to focus on the physical causes behind this model-measurement disagreement. 
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Chapter 2 
Discrepancies between modeled and observed nocturnal isoprene in an urban 
environment and the possible causes: A case study in Houston 
2.1 Introduction 
Isoprene (C5H8) is the most abundant biogenic volatile organic compound (VOC) 
with a global emission rate of 535 Tg yr-1 (Guenther et al., 2012). It is highly reactive with 
a short lifetime of ~0.5 hour (Jacobson, 2005). Therefore, it plays a vital role in 
tropospheric chemistry and the oxidizing power of the global troposphere (e.g., Squire et 
al., 2015; Poisson et al., 2000; and Wang et al., 1998). Several studies have indicated that 
isoprene contributed significantly to ozone formation in urban areas (e.g., Schneidemesser 
et al., 2011; Xie et al., 2008; Solmon et al., 2004; and Kleinman et al., 2002). Isoprene has 
also been recognized as an important precursor for secondary organic aerosol (SOA) (e.g., 
Kroll et al., 2006 and Claeys et al., 2004). While daytime isoprene concentrations have 
been studied thoroughly (e.g., Song et al., 2008; Li et al., 2007; and Wiedinmyer et al., 
2006b), its nighttime counterpart has received little attention, especially from a model 
performance perspective. 
The nocturnal chemistry in urban areas is dominated by the reactions of nitrogen 
oxides and determines the initial atmospheric chemistry conditions for the next early 
morning. Millet et al. (2016) observed that isoprene from a nearby forest peaked at night 
in an urban city and caused high ozone the next morning. The major nighttime radical, 
nitrate radical (NO3), is formed via  
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 ܱܰଶ ൅ ܱଷ → ܱܰଷ ൅ ܱଶ (R1)
and exists in equilibrium with N2O5. The removal of NO3 depends on its reactions with 
VOCs and NO, and on the aerosol uptake of N2O5 (Brown et al., 2011 and Stutz et al., 
2010). During the day, NO3 quickly photolyzes under visible radiation. High uncertainties 
still remain regarding the nocturnal isoprene oxidation by NO3. Model analysis showed 
that it contributes ~50% of the isoprene nitrates (INs), although only accounting for about 
6–7% of total isoprene degradation (Horowitz et al., 2007). Those INs terminate the 
nitrogen cycle by producing secondary isoprene nitrate, forming SOA (1–17%), and 
depositing to surfaces (Mao et al., 2013 and Brown et al., 2009). Alternatively, INs recycle 
NO2 by dissociation (Xie et al., 2013).  
In contrast to biogenic isoprene emissions, anthropogenic emissions dominate 
during nighttime and daytime in cold seasons (Hu et al., 2015 and Chang et al., 2014). Sahu 
and Saxena (2015) even measured higher nighttime isoprene levels (mainly from 
anthropogenic sources) as compared to daytime levels. Anthropogenic isoprene emissions 
originate from several sources. For example, previous studies confirmed isoprene 
emissions in motor vehicle exhaust (Borbon et al., 2001; Reimann et al., 2000; and 
McLaren et al., 1996). The petrochemical industry manufactures isoprene as an 
intermediate product for the production of synthetic rubber (Chauvel and Lefebvre, 1989). 
Additionally, humans exhale isoprene (Buszewski et al., 2007). Wagner and Kuttler (2014) 
measured unusually high isoprene concentrations near a crowd. 
Houston is the fourth most populous city in U.S. (http://www.census.gov/). The 
Houston Ship Channel (HSC) area located to the east of Houston hosts numerous 
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petrochemical refineries and plants. The Houston-Galveston-Brazoria (HGB) area has been 
designated as a marginal ozone nonattainment area by the U.S. EPA under the 2008 
National Ambient Air Quality Standards (NAAQS) 
(https://www3.epa.gov/airquality/greenbook/hnc.html). The area experienced twenty-four 
ozone exceedance days in 2013 with the highest maximum daily 8-hr average (124 ppb) 
occurred on September 25, 2013 at La Porte, in the neighboring Galveston Bay Area 
southeast of Houston (http://www.tceq.state.tx.us). 
This study intends to quantify nighttime isoprene concentrations in a unique urban 
region with a mix of traffic, industrial, and petrochemical emission sources using data from 
the DISCOVER-AQ aircraft campaign, which took place in September 2013 in Houston 
as indicated in Chapter 1. Several model studies related to air quality and meteorological 
issues have been carried out for this period (Diao et al., 2016b; Li et al., 2016; Souri et al., 
2016; Choi and Souri, 2015; Czader et al., 2015; and Pan et al., 2015). However, to our 
knowledge, no model evaluation for nighttime isoprene has been conducted so far. This 
study will contribute a quantitative understanding of the nighttime anthropogenic isoprene 
emissions which could affect the urban VOC chemistry (Diao et al., 2016a). 
2.2 Modeling and Measurements  
2.2.1 The Modeling System 
The Community Multiscale Air Quality (CMAQ) model (Byun and Schere, 2006) 
was used for this study. The Weather Research and Forecasting Model (WRF) (Skamarock 
et al., 2008) driven by the 32 km National Centers for Environmental Prediction’s (NCEP’s) 
North American Regional Reanalysis (NARR) data (Mesinger et al., 2006) provided 
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nudged meteorological inputs upon the Meteorological Assimilation Data Ingest System 
(MADIS) and Texas Commission on Environmental Quality (TCEQ) Continuous Ambient 
Monitoring Stations (CAMS) observations. The model domain centered in Houston (Fig. 
2.1) was built over 84×66 grid cells with 4 km × 4 km grid resolution. The vertical profile 
consists of 27 sigma layers extending up to 100 hPa with the first midlevel height at 
approximately 16 m and 12 layers within 1 km. Lateral chemical boundary conditions were 
generated from a larger outer 12 km domain with default fixed boundary profiles. Other 
major WRF and CMAQ configurations are listed in Table 2.1. 
 
 
Fig. 2.1: Model domain. The red dots represent the locations of eight AutoGC sites with a 
close-up view on the Google map on the right. The white arrow on the Google map points 
to the HSC area. 
 
Table 2.1: Selected WRF and CMAQ model physical parameterization and configuration
WRF 
Version  V3.5.1 
Microphysics Lin et al. 
Long-wave RRTMG 
Short-wave New Goddard 
Surface layer  Monin-Obukhov  
Land-Surface Noah 
Boundary Layer YSU 
Cumulus Kain-Fritsch 
CMAQ 
Version  V5.0.1 
Gas-phase CB05 
Aerosol AE05 
Horizontal advection Yamo 
Horizontal diffusion Multiscale 
Vertical advection WRF 
Vertical diffusion ACM2 
Deposition M3Dry 
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The anthropogenic emissions were prepared using the Sparse Matrix Operator 
Kernel Emissions (SMOKE) model based on the U.S. EPA’s 2011 National Emission 
Inventory (NEI 2011), which consists of point, area, and mobile source categories. The 
anthropogenic isoprene was speciated by a source-dependent factor of the total VOC 
emission. Biogenic emissions were estimated from the Biogenic Emission Inventory (BEIS) 
model version 3.14 integrated with SMOKE. Biogenic isoprene emissions were zero at 
night due to their strong dependence on temperature and incident sunlight (Guenther et al., 
1995). The reader is referred to Fig. A2.1–A2.2 for temporal and spatial variations of 
biogenic and anthropogenic isoprene emissions in and around Houston. 
2.2.2 AutoGC and Auxiliary Measurements 
TCEQ operates the network of Automated Gas Chromatographs (AutoGCs) in 
Houston to monitor a number of VOCs on an hourly basis (http://www.tceq.state.tx.us/cgi-
bin/compliance/monops/agc_daily_summary.pl). One 40-minute ambient sample is 
collected and analyzed on-site every hour. The limit of detection (LOD) estimated by 
TCEQ for isoprene is 0.08 ppb. The average difference between AutoGC and canister data 
for isoprene concentrations is about -25% (Main et al., 2001), suggesting that isoprene 
concentration measured by AutoGC could be underestimated. Fig. 2.1 also shows the 
locations of the eight AutoGC stations: Channelview, Milby Park, Clinton, Houston 
DeerPrk2 (DeerPrk2), Cesar Chavez, HRM-3 Haden Road (HRM3), Lynchburg Ferry 
(Lynchburg), and Wallisville Road (Wallisville). Since these sites are located near 
industrial sources, the sampled ambient VOC levels can vary greatly depending upon wind 
direction. For example, Clinton is located about 800 m north of the HSC area. High 
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industrial VOC emitters including petroleum refineries and petrochemical plants lie to the 
south, southeast and east of the monitor, while residential and urban areas to the west and 
northwest. VOC concentrations are predominantly controlled by industrial emissions when 
the wind is from south and east, and by automobile emissions when the wind is westerly 
and northerly (Main et al., 2001). Refer to Fig. A2.3 for locations of the industrial facilities 
surrounding AutoGC monitors. 
Simultaneous O3, NO, NO2, and meteorological data were obtained from TCEQ 
CAMS surface observations (six sites for trace gases) at the same locations as AutoGC 
sites. NO2 measurements were corrected for the interference from other reactive nitrogen 
model species using the equation (1) in Lamsal et al. (2008). Light detection and ranging 
system (Lidar) was deployed at the University of Houston (UH) to measure planetary 
boundary layer (PBL) height during the DISCOVER-AQ campaign (Li et al., 2016). 
2.3 Results 
2.3.1 Evaluation of Modeled Nocturnal Isoprene Mixing Ratios 
The comparison of mean diurnal variations of isoprene with observation is plotted in 
Fig. 2.2a (a time series plot in supplementary Fig. A2.4a). The average observed isoprene 
concentrations show ups and downs throughout the night but stay above 0.2 ppb. The 
concentrations increased noticeably for a couple of hours after 21:00 p.m. Central Daylight 
Time (CDT), decreased shortly after 23:00 p.m., rebounded slightly around midnight, 
started declining slowly for several hours after 2:00 a.m., and rose again at 6:00 a.m. They 
neither accumulated within the shallow nocturnal boundary layer (NBL) like other longer 
lifetime VOCs (e.g., xylene in Fig. 2.2e), nor decayed gradually and straightly below 0.1 
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ppb as observed in the rural regions (Apel et al., 2002 and Sillman et al., 2002). Although 
the trend is reproduced correctly, the modeled values significantly exceed measurements 
after dusk until 22:00 p.m., and plunge at 2:00 a.m. with large negative biases occurring 
before dawn. In order to investigate the influences of different processes on the results, the 
nighttime period was divided into two intervals: before midnight (20:00–23:00 p.m. CDT) 
and after midnight (00:00–06:00 a.m. CDT), namely NT1 and NT2. Table 2.2 summarizes 
the statistics for the simulation of nighttime isoprene. The modeled mean is 0.44 ppb versus 
an observed mean of 0.27 ppb in NT1, while in NT2 the model mean is 0.15 ppb versus an 
observation mean of 0.25 ppb. The domain-wide indexes of agreement (IOAs), values 
ranging from 0 to 1 and incorporating mean difference and standard deviation (Willmott, 
1981), for NT1, NT2, and the entire night are 0.77, 0.66, and 0.74, respectively.  The 
possible causes for the disparities are discussed in detail in the sections below. 
 
Fig. 2.2: The comparison of observed (black dots) and simulated (red line) mean diurnal 
variations of selected trace gases and meteorological parameters averaged at AutoGC sites 
in September 2013 for (a) Isoprene (b) NO3 (no observations) (c) NO2 (d) PBL height (e) 
xylene (f) O3 (g) NO (h) relative humidity. Also shown is the simulation with adjusted 
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nocturnal anthropogenic isoprene emissions (blue lines) for isoprene, NO3, and O3. Bars 
represent standard deviations of the measurements. 
 
Table 2.2: Houston AutoGC domain-wide statistical summary of the base and adjusted 
emission simulations of nocturnal isoprene mixing ratios, and of the base simulation of 
nocturnal wind. N represents the number of samples, ρ the correlation coefficient, ME the 
mean error, MAE the mean absolute error, RMSE the root-mean-squared error, and IOA 
the index of agreement. The non-shaded rows are for NT1 (or NT2) period and shaded for 
the whole night.  
 
N ρ Mean Error RMSE IOA  Model Obs. ME MAE 
ISOP   (ppb) (ppb) (ppb) (ppb) (ppb)  
Base NT1   249 0.37 0.44 0.27  0.17 0.25 0.38 0.77 
Base NT2   383 0.34 0.15 0.25 -0.10 0.18 0.27 0.66 
Base Whole   632 0.30 0.26 0.25  0.01 0.21 0.32 0.74 
Adjusted NT1   249 0.37 0.44 0.27  0.17 0.25 0.38 0.77 
Adjusted NT2   383 0.34 0.20 0.25 -0.04 0.15 0.25 0.68 
Adjusted Whole   632 0.30 0.29 0.25  0.04 0.19 0.31 0.75 
Wind   (m/s) (m/s) (m/s) (m/s) (m/s)  
u-component NT1   960 0.8 -1.0 -1.0  0.0 0.6 0.8 0.8 
u-component NT2 1677 0.8 -0.5 -0.5  0.0 0.6 0.8 0.8 
u-component Whole 2637 0.8 -0.7 -0.7  0.0 0.6 0.8 0.8 
v-component NT1   960 0.7  0.7  1.0 -0.4 0.7 1.0 0.8 
v-component NT2 1677 0.9 -0.3  0.0 -0.3 0.6 0.8 0.9 
v-component Whole 2637 0.9 -0.5 -0.4 -0.2 0.6 0.8 0.9 
2.3.2 Overestimation of Isoprene in NT1 (20:00–23:00 p.m. CDT) 
Given the short lifetime of isoprene, only small portion of isoprene emitted before 
dusk (e.g., before 04:00 p.m. CDT) can persist into the night (e.g., 20% left at 20:00 p.m. 
CDT and 0.02 ppb at 06:00 a.m.  The results are from a sensitivity test turning off isoprene 
emissions from 04:00 p.m. to 06:00 a.m. of the following day, not shown here). Yet the 
modeled remnant daytime isoprene is considered unimportant in the sense that a large 
overestimation of isoprene occurs after dusk. Herein, we explore the other reasons covering 
both the atmospheric chemistry and meteorology. 
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Firstly, NO3 is well known to be a significant sink of isoprene after dark (Stutz et 
al., 2010 and Perring et al., 2009). The simulated nighttime NO3 mixing ratios (Fig. 2b) 
quickly rise after sunset (~ 19:25 CDT) and fall at a similar rate after 02:00 a.m. CDT. The 
maximum mean-value is only ~2 ppt with the highest concentration up to ~10 ppt occurred 
on an O3 event day (Fig. A2.4b). The monthly mean approximates the value from the global 
model STOCHEM (Khan et al., 2015). As an observation reference, NO3 concentrations 
up to 149 ppt were observed near the surface in Houston during the 2006 TexAQS field 
study (Stutz et al., 2010). Unfortunately, no NO3 measurements are available for the 
DISCOVER-AQ Houston campaign. However, there are other pointers. Owing to the 
EPA’s State Implementation Plan (SIP) call, the national NOx emissions in U.S. have 
declined by ~24% during the past decade as estimated from the NEI 2011 emission 
inventory. Also, NO3 mixing ratios were consistently below 1 ppt during the Southern 
Oxidant and Aerosol Study (SOAS) campaign in summer 2013 in central Alabama, home 
to a number of power plants (Ayres et al., 2015). In addition, the modeled NO (one of 
major sinks of NO3) agrees well with observations except around dawn (Fig. 2.2g), whereas 
the modeled NO2 (main source of NO3) deviates significantly from observations at night 
(Fig. 2.2c) because the simulation of short-lived NO2 strongly depends on the emission 
inventory (Souri et al., 2016). Hence, we suspect that the model has slightly more NO3 than 
the actual concentrations. That would lead to a small underprediction of isoprene (τ = 8 hr 
at [NO3] = 2 ppt; Burkholder et al., 2015). 
Secondly, vertical convection was apparently absent since most nights of the month 
were clear and calm (u < 1 m s-1) except in the early morning of September 21 when a cold 
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front passed to the east. Consequently, a strong nocturnal temperature inversion up to ~370 
m was prevalent near the ground revealed by the modeled mean nocturnal vertical 
temperature profile in Fig. 2.3a. In the WRF model, the Yonsei University (YSU) PBL 
scheme represents the NBL height reasonably well as shown in Fig. 2.2d. Additionally, the 
vertical diffusion scheme in the CMAQ model appears to work well since the surface O3 
in Fig. 2.2f (time series plot in Fig. A2.4c) is close to measurements (Tang et al., 2011). 
Note that the positive biases of O3 become progressively larger after midnight when the 
decreasing temperature raises relative humidity (Fig. 2.2h). The problem is similar to that 
noticed by Park et al. (2014) when evaluating the dry deposition scheme of the CMAQ 
modeling system and requires further investigation (Zhang et al., 2003). Fig. 2.3b manifests 
the simulated average-nocturnal vertical profile of isoprene with a deep gradient within the 
NBL, which can be mainly attributed to that of NO3 in Fig. 2.3c. In reality, the observed 
NO3 mixing ratio did continuously increase with height (Brown et al., 2007) away from 
the source region. Furthermore, the model underestimated the daytime isoprene vertical 
distributions especially below 1 km in the urban (Moody Tower) and suburban 
(Channelview) regions during the DISCOVER-AQ campaign, whereas it performed much 
better over the rural Conroe area (Fig. 2.4). Based on these findings, we inferred that the 
nighttime isoprene vertical profile was likely underestimated due to its daytime counterpart. 
But in the poorly mixed NBL, the influence of vertical transport on surface isoprene was 
supposed to be small. 
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Fig. 2.3: Temporal mean modeled vertical profiles of (a) air temperature (b) isoprene (c) 
NO3 at night, averaged over AutoGC sites. 
 
 
Fig. 2.3: Average daytime isoprene vertical profiles (black dots) (nine flight days and three 
times of sampling a day around morning, noon, and afternoon) from NASA DISCOVER-
AQ field campaign with the model simulation (red line) for aircraft spirals at (a) Moody 
Tower of UH (b) Channelview (c) Conroe. Bars and orange asterisks represent one 
standard deviation and median of the binned observations at each 0.2 km interval 
respectively. 
 
Lastly, the statistics of the simulated nocturnal wind are provided in Table 2.2 
(Time series plot in Fig. A2.4d–e). The WRF model shows IOAs of 0.8, indicative of a 
good performance of nocturnal-surface wind fields. However, the wind speed, especially 
the v-component (model mean of 0.7 m s-1 versus observation mean of 1.0 m s-1), was 
under-predicted during NT1. By contrast, Ngan et al. (2013) showed the over-prediction 
of nocturnal wind speed of June 2006 in the HGB region. But their attempts to minimize 
the errors failed despite improvements in the prediction of surface temperature and sensible 
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heat flux. Since isoprene concentration correlates negatively with wind speed less than 4 
m s-1 (Liakakou et al., 2007), the wind speed is the most likely cause of the overestimation 
of isoprene after sunset. 
2.3.3 Underestimation of Isoprene in NT2 (00:00–06:00 a.m. CDT) 
As mentioned above, the biases between modeled and measured mean surface-
isoprene mixing ratios become negative and pronounced after midnight. Although NO 
becomes largely underestimated before dawn which aggravates the over-prediction of NO3 
and underestimation of isoprene, NO3 kept decreasing in this period until the value was 
below 1 ppt. Also, its production from O3 was slow (reaction rate constant is equal to 3.2 
× 10-17 cm3 molecule-1 s-1 at 298 K; Burkholder et al., 2015). Additionally, the wind speed 
tends to be over-predicted to a minor extent in this period when the in-situ wind slowed 
down. Thus, the aforementioned reasons cannot fully explain the large negative biases in 
surface isoprene in this period. Ozonolysis is also easily excluded given the relatively long 
isoprene lifetime of ~1.3 days with respect to O3 (Pacifico et al., 2009). We noticed there 
were frequent upturns in isoprene mixing ratios during the night, in tandem with other 
anthropogenic VOCs. As an extreme example, isoprene reached its daily maximum of 0.98 
ppb one hour before the peaks of several other VOC species such as toluene and n-hexane 
at Channelview at 3:00 a.m. on September 10, when the wind blew from the north where 
large industry facilities are located. 
Given the short lifetime of isoprene, 6-hour HYSPLIT (HYSPLIT, 2015) back-
trajectory modeling for trajectories ending at 00:00, 03:00 and 06:00 a.m. was conducted. 
The plot in Fig. 2.4 indicates that the air masses arriving at AutoGC sites at the time are 
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mostly local as expected. The wind-rose plots in Fig. 2.5a and b show that during most of 
the night, the wind veered back from southeast to northeast as part of the local sea-land 
breeze cycle. The wind pattern is reasonably well captured as shown in Fig. 2.5c and d. 
The changing of wind direction made the AutoGC sites downwind of some industrial 
facilities. Similarly, Leuchner and Rappenglueck (2010) assigned winds from the first 
quadrant primarily to transporting industrial emissions when determining source 
apportionment of VOCs at AutoGC sties. Moreover, marine isoprene produced from 
phytoplankton species is estimated to be very low (1.6–10 pptv) (Gantt et al., 2010 and 
Matsunaga et al., 2002). Therefore, we determined that the large negative biases of isoprene 
concentrations after midnight were mainly caused by the underestimation of the nocturnal 
anthropogenic-isoprene emissions. 
 
Fig. 2.4: Frequency map of the HYSPLIT 6-hr backward trajectories ending at 0:00, 3:00, 
and 6:00 a.m. (CDT) arriving at AutoGC sites (black circles). 
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Fig. 2.5: Wind-rose of modeled and observed nocturnal hourly data at AutoGC stations. 
(a) Observed in NT1; (b) observed in NT2; (c) modeled in NT1; (d) modeled in NT2.  
 
2.3.4 Sensitivity Test on Anthropogenic Isoprene Emission Rate 
We conducted a sensitivity test in which anthropogenic isoprene emission rates 
from SMOKE during 1:00–6:00 a.m. CDT were scaled using the hourly correction factors 
described below: 
Adjusted emission rate = base emission rate × hourly factor 
These factors were obtained by averaging the observed-to-simulated ratios under light wind 
conditions (wind speed < 2 m s-1) within each hour. We assumed that the emission rate was 
proportional to the surface concentrations of isoprene. Table 2.3 lists the underestimation 
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factors for model grid cells where the monitoring stations are located and the domain-wide 
average factors applied to the other grid cells. The anthropogenic isoprene-emission rates 
in NT1 remain unchanged because the relatively large uncertainties of the simulated wind 
speed make it difficult to get reasonable factors. 
Table 2.3: Mean hourly factors of AutoGC isoprene measurements to model data during 
1:00–6:00 a.m. under low wind speed conditions (< 2 m s-1). N is the summation of number 
of valid samples, and the percentage is the percent of N of the number of total samples. 
Milby Park and Cesar Chavez share the same average factors due to their collocation in the 
same model grid cell. 
Station Name 
Hourly Factors 
N % 01:00 02:00 03:00 04:00 05:00 06:00 
Channelview 4.33 9.57 31.56 35.49 19.24 32.32   56   97 
Milby Park 1.43 4.26   5.83   4.11   5.79   9.77   13 100 
Clinton 2.23 3.61   4.02   4.79   4.06   4.60   31   89 
DeerPrk2 4.04 5.39   4.78   0.70   9.35 10.02   21 100 
Cesar Chavez 1.43 4.26   5.83   4.11   5.79   9.77   63   98 
HRM3 8.49 3.00   9.57   9.11   8.71   6.49   49   92 
Lynchburg 7.80 2.70 31.20 18.14   9.68 31.81   14   33 
Wallisville 0.72 0.59   5.17 20.13   7.82 13.76   32   84 
All 3.81 4.17 12.25 12.07 8.81 14.82 279   86 
The results of the sensitivity simulation are shown in Fig. 2a, b, and f (time series 
in Fig. A2.4a–c) and Table 2.2 as the adjusted emission case. The underestimation of the 
base simulation in NT2 becomes less severe with increased model mean of 0.20 ppb and 
reduced mean absolute error of 0.15 ppb, resulting in a slightly improved IOA from 0.66 
to 0.68 for NT2 and 0.74 to 0.75 for the entire night. The only slight improvement likely 
results from the simple assumption of the linear relationship between emissions and 
concentrations, and the uncertainties of the spatial distribution of the anthropogenic 
emissions. More observational data needs to be available over the HSC and neighboring 
areas to mitigate these uncertainties. The adjusted isoprene-emission rates raised the 
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monthly mean concentrations of the isoprene oxidation products, namely methacrolein 
(MACR) and methyl vinyl ketone (MVK), gas phase organic nitrates (NTR) (time series 
plots in Fig. A2.5) and O3 by 2.57, 1.79 and 3.20 ppt, respectively. 
2.4 Conclusions 
Our results showed significant error between the CMAQ model predictions of 
ground-level nocturnal isoprene concentrations and the TCEQ AutoGC measurements for 
September 2013. The mean observed nocturnal isoprene concentrations stay above 0.2 ppb 
the entire night with a pronounced peak before midnight, a small rebound around midnight, 
and then a slow descent till dawn. The model over-predicted the magnitude of the isoprene 
increase after sunset and the decline rate during early morning hours. In order to identify 
the sources of the model-measurement error, we investigated a few sources of uncertainties, 
namely: (1) the nighttime chemistry related to NO3, (2) vertical transport, (3) wind fields, 
and (4) anthropogenic isoprene source emissions. 
Because of the overabundance of nighttime NO2, NO3 is likely overestimated which 
favors an opposite trend for its major loss contributor, isoprene. The magnitude of that 
impact is small due to the very low concentrations of modeled NO3 (~2 ppb on average). 
Verifying this argument needs NO3 measurements which were unfortunately not recorded 
as part of the DISCOVER-AQ campaign. An additional minor sink of surface isoprene at 
night with limited vertical mixing might be introduced by the possibly underestimated 
nighttime isoprene-vertical distribution, suggested by its underestimated daytime 
counterpart in urban Houston. On the other hand, the over-prediction of isoprene mixing 
ratios after sunset is very likely related to the relatively large underestimation of the v-
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component of the wind, even though the model achieved a good performance of nocturnal 
u- and v-wind components with IOA values of 0.8 and 0.9, respectively during the whole 
night. 
Furthermore, we examined how the changes in the wind pattern affect nighttime 
isoprene concentrations. The nighttime isoprene frequently increased especially after 
midnight and the timing was coincident with the changes in wind direction. At night, the 
origin of the wind generally changed from southeast to northeast making the eight AutoGC 
stations downwind of industrial facilities. This leads to the possibility that the 
underestimation for nocturnal isoprene is mainly due to that in anthropogenic isoprene 
emissions. Average hourly correction factors during 1:00–6:00 a.m. ranging from 3.81 to 
14.82 were obtained from the mean ratios of the observed to simulated nighttime isoprene 
concentrations at AutoGC sites. The sensitivity test using the anthropogenic isoprene 
emission rates adjusted by those factors produced slightly better nocturnal isoprene 
concentrations in the later part of night (NT2). The model mean changed from 0.15 to 0.20 
ppb, mean error from -0.10 to -0.04 ppb, mean absolute error from 0.18 to 0.15 ppb, and 
IOA from 0.66 to 0.68. The adjustment makes negligible impacts on isoprene oxidation 
products—methacrolein and methyl vinyl ketone, organic nitrates, and ozone. The modest 
improvements of the nighttime isoprene simulation likely were resulted from the 
uncertainties of the locations of high-peaked anthropogenic emissions from NEI 2011 and 
the simple linear assumption between emissions and concentrations. More in-situ 
measurement sites and data are needed to constrain anthropogenic isoprene emissions in 
Houston. 
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Further improvement can be achieved by using a higher model resolution since 
Milby Park and Cesar Chavez collocate in the same model grid cell but had different 
observation readings. Using a higher modeling resolution of 1 km could differentiate 
simulated isoprene concentrations at these two stations. Another necessary study under 
planning is to improve daytime isoprene emissions/concentrations using a new version of 
the biogenic emission inventory system and inverse modeling approach based on aircraft 
isoprene, HCHO and CO measurements and remote-sensing data, in particular OMI HCHO 
and MOPITT CO (e.g., Choi and Souri, 2015 and Choi et al., 2010). 
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Chapter 3 
Model sensitivity studies of the long-range transport of wildfire smoke from western 
United States 
3.1 Introduction 
Biomass burning (BB), the combustion of vegetation over a large area of land, 
includes forest fires struck by lightning and prescribed agricultural burning. Devastating 
wildfires cause visibility degradation (Levin et al., 2010), property damage, and casualties 
(Akagi et al., 2011). A previous study suggested that particle emissions from burning sugar 
cane impaired the respiratory system of children and the elderly (Cançado et al., 2006). BB 
is a major source of trace gases and particulate matter in the global atmosphere (Andreae 
and Merlet, 2001). The emissions not only deteriorate the air quality in local and downwind 
regions, but also travel hundreds and thousands of kilometers, impacting tropospheric 
chemistry on the hemispheric scale (Novelli et al., 2003).  
A number of studies have been carried out to simulate the effects of fires around 
the globe (e.g., Field et al., 2016; Walter et al., 2016; Fu et al., 2012; Sessions et al., 2011; 
In et al., 2007; Pfister et al., 2006; and Jaffe et al., 2004). Accurate model simulation of 
transport and transformation of BB emissions is challenging for three reasons. Firstly, 
considerable discrepancies appear among various fire-emission estimates. The well-known 
Global Fire Emissions Database (GFED) (van der Werf et al., 2010) version 3.1 agrees 
well with the Fire Inventory from NCAR (FINN) version 1.0 for the global annual CO2 
emissions, but they differ by about four times over specific regions (Wiedinmyer et al., 
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2011). Parrington et al. (2012) suggested scaling of the Fire Locating And Monitoring of 
Burning Emissions (FLAMBE) by 12%–102% based on the adjoint inversion of CO 
emissions from satellite measurements. Inter-comparison of four top-down constrained 
monthly BB emissions revealed differences up to a factor of 10 (Al-Saadi et al., 2008). 
Additionally, the temporal resolution of a BB inventory matters too. Fire activities were 
observed to peak in the afternoon (Giglio, 2007) and exhibit a strong diurnal cycle  (Prins 
and Menzel, 1992) influenced by weather and fuel conditions (Andela et al., 2015). Chen 
et al. (2009) and Field et al. (2016) demonstrated that emissions at finer temporal resolution 
altered spatial distribution patterns for pollutants and the synoptically resolved emissions 
resulted in more pollutants injected to higher altitudes.  
Another reason for the uncertainties in BB simulation is that quantitative 
determination of smoke-injection height is not straightforward. Large variability exists in 
smoke-injection heights ranging from a few hundred meters to about 4.5 km above the 
terrain (Kahn et al., 2008). The injection height determines smoke transport distance and 
direction. Leung et al. (2007) indicated that higher smoke-injection height produced larger 
ozone enhancement downwind. Given the complexity of the dynamic evolution of BB 
plumes, a simplified approach in CTMs is to distribute fire emissions uniformly within the 
planetary boundary layer (Parrington et al., 2012) or below given height (Pfister et al., 
2006). By analyzing the stereographic plume heights for 2002 and 2004–2007 seen from 
the Terra Multi-angle Imaging SpectroRadiometer (MISR), Val Martin et al. (2010) have 
found that about 4–12% of fire plumes over North America reached the free troposphere. 
An empirical parameterization developed by the Western Regional Air Partnership (WRAP) 
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(Tai et al. 2008; WRAP, 2005) estimates hourly top and bottom heights of the elevated 
plume according to its aggregated area burned category. The WRAP scheme assumes all 
nighttime fire emissions to be injected in the first model layer, which may lead to the 
overestimation of ground level BB impacts near the fire source regions. Another empirical 
plume rise model, BlueSky based on the Briggs equations (Briggs, 1975), was implemented 
into the SMOKE (SMOKE, 2016). Although suitable for controlled fires, BlueSky was not 
capable to predict wildfire behaviors (Paugam et al., 2016) because it generally 
underestimates smoke injection heights compared with satellite measurements (Raffuse et 
al., 2012). Freitas et al. (2007) developed a 1-dimensional dynamic plume module taking 
into account of the driving forces of pyro-convection. The approach has been adopted by 
the Weather Research and Forecasting model coupled with Chemistry (WRF-Chem) to 
treat fire emissions. More detailed description about the module is provided in the 
following section.  
Finally, the knowledge about the vertical distribution of the fire emissions is limited 
because of sparse field measurements. Several researchers (Walter et al., 2016; Sofiev et 
al., 2013; Gonzi and Palmer, 2010) derived vertical profiles relying on hypothesis or 
satellite observations, creating inconveniences for practical use. As mentioned above, 
distributing fire emissions uniformly is a common alternative approach. Nevertheless, the 
vertically non-uniform nature of fire has been identified and the upper flaming and bottom 
smoldering combustion phases have been addressed (Pouliot et al., 2005). 
Fires are projected to occur more frequently in a future warmer climate (Daniau et 
al., 2012). The Intergovernmental Panel on Climate Change report (IPCC, 2013) ranks 
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biomass burning among the larger contributors to global warming over the next 50 to 100 
years. It is in urgent need to quantify the impacts of biomass burning on the Earth’s 
atmosphere and climate system. This study integrated the aforementioned physical plume 
rise module into the CMAQ model to investigate an intense wildfire event that occurred in 
the summer 2012. The year of 2012 is the hottest year in the continental U.S. in the recent 
decade (Melillo et al, 2014) associated with extensive drought, which resulted in $31.5 
billion economic losses (NOAA, 2012a). During August–September 2012, the highest wild 
fire activities over the last decade since 2002 in the western U.S. (McDonald‐Buller et al., 
2015) burned nearly 19,078 km2 (NOAA, 2012b), about the land area of South Dakota, 
and cost $1.5 billion and eight deaths (NOAA, 2012a). Despite the damages suffered by 
the region, this event provides a good opportunity to assess the performance of the chemical 
transport models (CTMs) in predicting the influences of biomass burning and transport of 
chemical tracer compounds.  
3.2 Model and Data 
3.2.1 CMAQ Model Description 
The offline CMAQ model (Byun and Schere 2006) version 5.0.2 was employed for 
this study. Gas-phase chemistry was simulated by the Carbon Band 05 (CB05) mechanism 
(Yarwood et al., 2005) with active chlorine and updated toluene mechanisms. Aerosol 
chemistry was simulated by the aerosol module, version 6 (AE6). Emissions were prepared 
by the Sparse Matrix Operator Kernel Emissions (SMOKE) modeling system, in which the 
anthropogenic emissions are based on the 2011 National Emission Inventory (NEI). The 
meteorological inputs were provided by the Advanced Weather Research and Forecasting 
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Model (ARW-WRF) version 3.7 (Skamarock et al., 2008) driven by the National Centers 
for Environmental Prediction (NCEP) North American Regional Reanalysis (NARR) data 
(Mesinger et al., 2006). The model configuration is summarized in Table 3.1. Fig. 3.1 
shows the model domain covering the continental U.S. and parts of Canada and Mexico. 
The color shadings delineate terrain height. The domain was built over 12 km × 12 km grid 
cells. The vertical grid of WRF consists of 28 sigma levels extending up to 100 hPa. To 
save computation time, the meteorological inputs for CMAQ, processed by the MCIP 
program, only have 15 vertical layers with the first midlevel height at approximately 15 m 
and 8 layers within 1 km. To replace the default temporally-static chemical-lateral 
boundary profiles, 2⁰ × 2.5⁰ grid resolution GEOS-Chem global chemical transport model 
were carried out in which the biomass burning emissions from FINN were uniformly 
distributed within the planetary boundary layer (Bey et al., 2001).  
Table 3.1: Selected WRF and CMAQ model physical parameterization and configuration 
WRF 
Version  V3.5.1 
Microphysics Lin et al. 
Long-wave Radiation RRTMG 
Short-wave Radiation New Goddard  
Surface layer  Monin-Obukhov 
Land-Surface Noah 
Boundary Layer YSU 
Cumulus Convection  Kain-Fritsch 
CMAQ 
Version  V5.0.2 
Gas-phase Mechanism CB05 
Aerosol AE06 
Horizontal advection Yamo 
Horizontal diffusion Multiscale 
Vertical advection WRF 
Vertical diffusion ACM2 
Deposition M3Dry 
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Fig. 3.1: Model domain. Color contour shows terrain height (m). 
 
3.2.2 Fire Plume Rise Model 
Similar to Raffuse et al. (2012), in this study plume top and bottom define a vertical 
zone within which the smoke begin to transport away from the source region. The terminal 
height of smoke depends on several factors including atmospheric static stability, water 
vapor content, wind speed and heat flux released by the fire (Freitas et al., 2007). On 
average, pyrogenic trace gases and aerosols in an unstable air mass can be lifted ~600 m 
higher than those in a stable one (Val Martin et al., 2010). The latent heat from 
condensation of water vapor adds buoyancy to the lofted smoke (Penner et al., 1986). 
Strong horizontal wind causes greater entrainment, lowering down the plume height, and 
bends the smoke too (Freitas et al., 2010). Therefore, an accurate plume rise model 
considering those physical processes is necessary to distribute fire emissions vertically in 
the CTMs. We adopted the 1-D plume rise model developed by Freitas et al. (2007), which 
explicitly treats the pyro-convection by solving equations of vertical motion, the first law 
of thermodynamics, and continuity of water vapor through iteration. The model obtained 
environmental conditions from the host model and returned the final plume top and bottom 
heights. The fire emissions were then evenly distributed within the plume layer for each 
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type of vegetation and scaled by a calculated factor between the flaming and smoldering 
combustion.  
3.2.3 FINN Biomass Burning Emission Inventory 
FINNv1.5 provides global emissions of trace gases and particles from BB  
(Wiedinmyer et al., 2011) (available at http://bai.acom.ucar.edu/Data/fire/). Compared 
with the 0.25⁰ (~27.5 km) special resolution of GFEDv4s, FINN is unique in its high spatial 
resolution of 1 km and daily temporal resolution. The fire pixel is identified by the MODIS 
Thermal Anomalies Product (Giglio et al., 2006). The land cover/land use (LULC) and 
vegetation density within each fire pixel are determined by the MODIS Land Cover Type 
(LCT) (Friedl et al., 2010) and Vegetation Continuous Fields (VCF) products (Carroll et 
al., 2011; Hansen et al., 2005; Hansen et al. 2003), respectively. The area burned is set to 
be an upper limit for each generic LULC and scaled based on VCF data (Wiedinmyer et 
al., 2006a). Model-estimated fuel loading is assigned for each land cover type. The fraction 
of biomass burned within a fire pixel is related to its tree coverage. Emission factors of 
species are collected from literatures. We adopted emissions speciated for the MOZART-
4 chemical mechanism (Emmons et al., 2010) and mapped to CB05 mechanism according 
to Tai et al. (2008) (Table A3.1). Then the emissions were re-gridded to the model domain 
and allocated to a diurnal cycle using the fire_emis tool provided along with the inventory 
from the developer. 
3.2.4 Satellite Data 
The swath CO mixing ratio profiles from the Atmospheric Infrared Sounder (AIRS) 
onboard NASA’s Aqua satellite was selected for comparison to model results. The satellite 
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was launched on May 4, 2002. Flying at an altitude of 705 km above the Earth surface, the 
satellite is in polar sun-synchronous orbit, passing equator at local time 1:30 p.m. local 
time (LT) in the ascending node. The 1650 km swath width enables global coverage in a 
day. The footprint size is 13.5 km at nadir. CO is retrieved from 4.5 µm thermal infrared-
spectral region (McMillan et al., 2005). The latest version 6 level 2 standard products 
include 28 pressure levels from 1100 to 0.1 hPa. The comparisons of the satellite CO 
measurements from AIRS and Measurement of Pollution in the Troposphere (MOPITT) 
on NASA’s Terra satellite were reasonably well (Yurganov et al., 2008; Warner et al., 
2007).  
The Multi-angle Imaging Spectroradiometer (MISR) onboard the Terra satellite 
provides valuable observations for smoke injection height. Akin to Aqua, Terra began 
collecting data on February 24, 2000. It passes the equator at 10:30 a.m. LT in the 
descending node. Distinct from most satellite instruments, MISR views the Earth’s surface 
at nadir, forward and aftward angles of ±26.1⁰, ±45.6⁰, ±60.0⁰, and ±70.5⁰ along the 
spacecraft track with nine cameras. Each camera has four wavelengths, blue, green, red, 
and infrared. Swath width is 360 km in order to achieve global coverage in 9 days. MISR 
revisits the same location in 2 to 9 days depending on latitude. The spatial resolution at 
nadir is 250 m, and 275 m at all off-nadir angles. The MISR Interactive eXplorer (MINX) 
software allows the user to interactively digitize the smoke shape and wind direction on 
the terrain-referenced imagery. Wind-corrected smoke height is computed by a geometric, 
stereoscopic method at 1.1 km spatial resolution. The readers are referred to Nelson et al. 
(2013) and Kahn et al. (2008) for more details about the retrieval. 
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3.3 Results 
During August 2012, a series of wildfires were burning in north California, Oregon, 
Nevada, and Idaho (MTBS website). Among them, each of the three large fires, the 
Mustang Fire, Halstead Fire, and Trinity Ridge Fire, scorched more than 58,000 ha (580 
km2) in the middle of Idaho (Ryan and Opperman, 2013). The Holloway Fire is the second 
largest fire in Nevada history (NIFC, 2016). Fig. A3.1 depicts Aqua/MODIS true color 
images acquired in the period of August 14–16, 2012. Grey smoke from the western U.S. 
wildfires can be seen drifting eastward. 
AIRS observed widespread elevated levels of CO in the western U.S. fire regions 
and their eastward transport at 500 hPa shown in Fig. 3.2. The left panel of Fig 3.2 shows 
that CO concentrations around 300 ppb were accumulating in southeast Idaho on Aug 14. 
In the panel (a) of the Fig. A3.1, thick smoke blown by the northwesterly wind (Fig. 3.3 
(a)) appeared across Wyoming, the location of the gap between AIRS granules. At 20:00 
UTC (Universal Time Coordinated) next day, the fire plume advanced eastward reaching 
the South Dakota-Nebraska border and spread to Kansas with the aid of the northwesterly 
wind shown in Fig. 3.3 (b). At 8:00 UTC on August 15, the smoke with the similar amount 
of CO as previous days made its way to the Great Lakes region under the west wind near 
the base of the trough in Fig. 3.3 (c). The corresponding model simulations with default 
BB emissions are presented in Fig. 3.4. Although the model captured the trajectory well 
(easily seen in the concentration difference plot in Fig. A3.2), the magnitude of CO 
enhancement was underestimated. In Fig. 3.4, no plume is apparently heading towards east. 
Over southeast Idaho the peak value is only ~150 ppb modeled versus ~350 ppb observed. 
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To improve model performance, two sensitivity tests have been performed for the 
magnitude of emissions and plume injection height. Henceforth, the simulation with default 
BB emissions will be referred as the base BB case. 
 
Fig. 3.2: AIRS CO VMRs (ppb) at 500 hPa in the (a) nighttime of Aug 14, 2012 (b) 
daytime of Aug 15, 2012 (c) nighttime of Aug 16, 2012. 
 
 
Fig. 3.3: Mean 500 hPa geopotential height (dam) and winds (m/s) for (a) 10:00Z Aug 13–
10:00 UTC Aug 14, 2012 (b) 10:00 UTC Aug 14–20:00 UTC Aug 15, 2012 (c) 20:00 UTC 
Aug 15–8:00 UTC Aug 16, 2012. Each end time corresponds to the AIRS passing time 
over the peak values of the transported eastward CO in Fig. 3.6. The NCEP Reanalysis data 
is provided by the NOAA/OAR/ESRL PSD, Boulder, Colorado, USA, from their web site 
at http://www.esrl.noaa.gov/psd/. 
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Fig. 3.4: CMAQ simulated CO concentrations with BB emissions at 500 hPa at the same 
time as the end time of each period in Fig. 3.3. 
 
3.3.1 Effect of the Emission Magnitude 
As discussed earlier, the estimation of BB emissions is tied to great uncertainties. 
According to McDonald-Buller et al. (2015), FINN emission inventory has 42% low bias 
over U.S. mainly due to the uncertainties in the algorithm to determine the burned area. 
Compared to the MODIS/Terra thermal anomaly data v6, it was found that the FINN 
emission model largely ignores the number of fire spots in some cases (not shown). In 
addition, it was noticed that the base biomass burning simulation significantly under-
predicted CO concentrations obtained during the Deep Convective Clouds and Chemistry 
(DC3) field campaign when the High Park wildfire in Colorado aggressively expanded to 
a new regime (not shown). Since Aqua overpasses the same location twice a day, it is easy 
to miss abrupt fire variations. Per the preceding reasons, the FINN emissions were 
multiplied by a factor of five. The results of the new simulation are displayed in Fig. 3.5. 
The CO enhancement at 500 hPa increased abreast of the measurements. However, even 
though the highest concentrations are overestimated near the fire sources on August 14, 
they are still underestimated on the following days. Also, the peak concentrations on the 
last two days especially August 16 fall behind the “truth”, which might be attributable to 
the model’s lack of accuracies in wind fields at high elevations. 
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Fig. 3.5: Similar to Fig. 3.4, but with BB emissions five times the default ones. 
 
3.3.2 Effect of the Injection Height 
The modeled injection heights in August 2012 were evaluated using MISR 
observations. For the twenty-three fire plumes examined, Table 3.2 shows that the modeled 
mean height was 2781 m (AGL) and the observed mean 1867 m (AGL), a nearly 50% 
overprediction. An overestimation trend was also reported by Val Martin et al. (2012) for 
the similar plume rise model. But for this study, such a trend might be an artificial effect 
ascribed to re-gridding multiple fires to the same model grid occasionally. The modeled 
plume heights were reduced by 50% for another sensitivity test. The results are presented 
in Fig. 3.6. There are no obvious changes between the base BB case and the sensitivity test 
except for the Barry Point fire at the borders of California and Oregon. It is not surprising 
since emissions are squeezed to lower levels with stronger magnitudes. 
Table 3.2: Comparison of MISR observed and modeled plume height in August 2012. 
Parameter (unit) MISR plume height Modeled plume height 
Number of samples 23 23 
Minimum (m) 838 1329 
Maximum (m) 3642 3663 
Median (m) 1577 2704 
Mean (m) 1846 2729 
Standard Deviation (m) 740 528 
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Fig. 3.6: Similar to Fig. 3.4, but the smoke heights were reduced by 50%. 
 
3.3.3 Impacts on Surface Ozone 
Fig. 3.7 portrays O3 changes at the surface layer between the model runs without 
BB emissions and with five times default BB emissions. On August 14, a belt of O3 
enhancement varied between 5 to 40 ppb is visible along the borders of California, Nevada, 
Idaho, Utah, and Oregon. Meanwhile, similar O3 enhancement pervades the downwind 
state of Wyoming and spreads into Montana and Colorado in less magnitudes. On the 
following day, the plume propagates southeast reaching the western parts of Nebraska and 
Kansas with similar O3 enhancement. On Aug 16, the plume is diluted to enhancements 
around 15 ppb and hovers the coterminous regions of the states of Colorado, Utah, and 
Wyoming. Throughout the three days, O3 enhancements beyond 40 ppb appear in the fire 
locations in Idaho and North California as well. 
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Fig. 3.7: Surface O3 differences between the simulation without BB emissions and 
sensitivity run with five times default BB emissions at 20:00 UTC on August 14–16. 
 
3.4 Conclusions 
This study applied an offline physical plume rise module to the FINN biomass 
burning emissions to simulate an intense fire episode in August 2012 in the western U.S. 
using the CMAQ model. It was found that the base simulation with default FINN emissions 
underestimated the CO concentrations in the middle of troposphere. Fire plume with peak 
values about 300 ppb CO were observed moving to the east, which is hardly discernable in 
the model outputs. The sensitivity run with fire emissions scaled up by a factor of five 
visually improved the model simulation. Fire plume with modeled 150 ppb or so CO travels 
to the Great Lakes area in the free troposphere. Comparing to satellite-observed plume 
height from MISR, the modeled plume height has positive biases. Yet, the sensitivity test 
reducing plume height by 50% showed little improvement in model-observation 
comparison for CO. Model results from the sensitivity test with five times default biomass 
burning emissions indicate that during the fire event more than 40 ppb O3 were generated 
near the fire sources at surface and 10 to 30 ppb O3 enhancements were accumulated along 
the coterminous borders of California, Nevada, Utah, Colorado, Wyoming, Idaho, and 
Oregon, which were transported eastward to Kansas and Nebraska and diluted in a couple 
of days. 
Future work will need to confirm the underestimation factor of the FINN emissions 
by comparing the model results to surface observational data, which will be also necessary 
to exclude the possible impacts of the vertical mixing from the model. The surface data 
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will include organic carbon (OC) and black carbon (BC) surface monitoring data from the 
Interagency Monitoring of Protected Visual Environments (IMRPOVE) network, besides 
the AQS CO data.  
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Chapter 4 
The contributions of biomass burning to ozone and fine particulate matter (PM2.5) 
in United States in 2012–2014 
4.1 Introduction 
The impacts of biomass burning on regional air quality are well-known. Fires cause 
visibility degradation (Levin et al., 2010), property damage, human health problems 
(Cançado et al., 2006), and casualties. Researchers have found that biomass burning can 
contribute secondary organic aerosols to haze formation (Huang et al., 2014; Yan et al., 
2006), modify cloud properties and precipitation patterns (Lin et al., 2006), or increase 
tornado severity (Saide et al., 2015). Biomass burning impacts tropospheric chemistry on 
the local, regional, or even global scales as a major emitter of trace gases and particulate 
matter (Akagi et al., 2011). Wiedinmyer et al. (2011) estimated that biomass burning 
released on average 2.0 PgC yr-1 globally in 2005–2010, about one fifth of fossil fuel 
combustion in 2011 (IPCC, 2013). Additionally, biomass burning is responsible for about 
40% of the global budget of black carbon (Mao et al., 2011 and references therein), a short-
lived climate forcing agent. 
Jaffe et al. (2008a; 2008b) estimated that mean PM2.5 and O3 daytime 
concentrations were enhanced by 1.11 µg m-3 and 3.5 ppb, respectively across the western 
United States during the summer fire seasons of 1988–2004. Elevated aerosol loadings 
were detected from the surface up to 6 km in the central and southern U.S. when the 
favorable strong northward wind brought the smoke of the Central American fires in 1998 
(Rogers and Bowman 2001; Tanner et al., 2001; Peppler et al., 2000). The adverse effects 
45 
 
of Canadian boreal fires on air quality have been observed in the northern and eastern U.S. 
and reached as far south as Texas (Morris et al., 2006; DeBell et al., 2004). Analysis of 
model results signifies the range 10–30 ppb of ozone enhancements originating from a 
Canadian wildfire (McKeen et al., 2002). 
Wildfires are predicted to occur more frequently in a future warmer climate (Daniau 
et al., 2012). Jacobson et al. (2014) stated that black carbon plays a much bigger role in 
climate warming and human health than previously thought. U.S. EPA just strengthened 
the National Ambient Air Quality Standard (NAAQS) for O3 from 75 ppb to 70 ppb in 
October 2015. Therefore, it is necessary to quantify the local or even regional impacts of 
episodic events such as biomass burning on air quality through the contiguous U.S. for 
future planning. To that end, the Community Multi-scale Air Quality (CMAQ) model was 
run from April to October in the course of 2012–2014 to determine the contributions of 
biomass burning to maximum daily 8-hour average (MDA8) surface O3 and ambient fine 
particulate matter (PM2.5). 
4.2 Methodology 
4.2.1 Model Description 
The 12 km × 12 km grid resolution CMAQ model (Byun and Schere, 2006) version 
5.0.2 was employed. Fig. 4.1 shows the model domain with colored land use data. The 
meteorological inputs were provided by the Advanced Weather Research and Forecasting 
Model (ARW-WRF) (Skamarock et al., 2008) initialized by the North American Regional 
Reanalysis (NARR) data (Mesinger et al., 2006). Gas-phase and aerosol chemistries were 
simulated by the Carbon Band 05 (CB05) mechanism (Yarwood et al., 2005) and the 
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aerosol module, version 6 (AE6), respectively. Anthropogenic emissions based on the 2011 
National Emission Inventory (NEI) were prepared by the Sparse Matrix Operator Kernel 
Emissions (SMOKE) modeling system. Chemical lateral boundary conditions were 
interpolated from outputs from GEOS-Chem global chemical transport model (CTM) (Bey 
et al., 2001). In GEOS-Chem, biomass burning emissions from the Fire Inventory from 
NCAR (FINN; Wiedinmyer et al., 2011) were distributed uniformly within the boundary 
layer height. Over the model domain, the FINN version 1.5 provided biomass burning 
emissions of trace gases and particles. The 1-D cloud-resolving model developed by Freitas 
et al. (2007) was utilized for distributing fire emissions vertically. Refer to Chapter 3 for 
the detailed configurations of the model. 
 
Fig. 4.1: Model domain. Color contour shows dominant land use. 
 
4.2.2 Observations 
We relied on hourly surface O3, CO, and PM2.5 concentrations from U.S. EPA’s 
AQS measurement network 
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(http://aqsdr1.epa.gov/aqsweb/aqstmp/airdata/download_files.html) for model 
performance evaluations. There are about 1300, 300, and 400 monitoring sites for O3, CO, 
and PM2.5, respectively. The stations are more concentrated around urban cities. Caution 
should be exercised in ensuring the validity of the CO observational data.  
4.3 Results 
4.3.1 Biomass Burning Emissions in 2012–2014 
Table 4.1 lists the annual burned area and biomass burning emissions in 2012–2014 
in U.S. from FINN v1.5 emission inventory. According to the means of the three years in 
the bottom row, the year 2012 is an active fire year. During August–September 2012, the 
highest wild fire activities over the last decade since 2002 in the Western U.S. (McDonald‐
Buller et al., 2015) burned totally nearly 4,714,372 acres (19,078 km2) (NOAA, 2012b), 
about the land area of South Dakota. 
Table 4.1: Annual burned area and biomass burning emissions in 2012–2014 in U.S. from 
FINN v1.5 emission inventory. The unit for burned area is 10-3 km2 and for other species 
Gg yr-1 except for CO2, which is Tg yr-1. The last row is the mean values for the three years. 
 
4.3.2 Model Evaluation 
Overall, the model simulation with FINN biomass emissions achieved reasonable 
agreement with observations. The regions that our evaluation will be focused on are 
depicted in Fig. 4.2. The time was divided into spring (April-May), summer (June-August), 
and fall (September-October) seasons. The statistics for 2012 are listed in Table 4.2. The 
statistical metrics for PM2.5 are relatively worse probably due to the uncertainties in the 
 Area CO2 CO NO NO2 SO2 NH3 CH4 NMOC PM2.5 OC BC PM10 NMHC 
2012 44 109 6115 63 187 55 95 259 1601 708 399 36 898 315 
2013 33 80 4605 49 138 40 75 198 1195 524 294 27 660 241 
2014 35 62 4053 34 114 37 64 183 1026 513 277 20 683 170 
Mean 39 87 5045 52 152 44 80 218 1303 587 328 29 753 248 
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aerosol precursor emissions and the aerosol chemistry in the model. More comprehensive 
analyses are underway. Refer to Choi et al. (2016) for more details about the model 
performance. 
 
Fig. 4.2: U.S. Census Bureau regions and divisions 
(http://www2.census.gov/geo/pdfs/maps-data/maps/reference/us_regdiv.pdf) 
 
Table 4.2: Statistical summary of the model evaluations of CO, O3, and PM2.5 for 2012 for 
the regions in Fig. 4.2. Region 1: Mid-Atlantic; Region 2: Midwest_east_north_central; 
Region 3: Midwest_west_north_central; Region 4: New England; Region 5: South Atlantic; 
Region 6: South_east_central; Region 7: South_west_central; Region 8: West_mountain; 
Region 9: West_Pacific. Corr represents the correlation coefficient; MB mean bias; MAB 
mean absolute bias; RMSE root-mean-squared error. “-“ means statistical number is not 
available. 
 
 Region 
1 
Region 
2 
Region 
3 
Region 
4 
Region 
5 
Region 
6 
Region 
7 
Region 
8 
Region 
9 
Spring CO 
Corr 0.54 - 0.48 - 0.66 0.58 0.64 - 0.65 
MB 
(ppb) 
-174 - -61 - -59 -181 -38 - -106 
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MAB 
(ppb) 
175 - 64.2 - 62.3 182 49.9 - 111 
RMSE 
(ppb) 
192 - 81.6 - 81.6 192 73.9 - 142 
Spring O3 
Corr 0.75 0.89 0.83 0.66 0.86 0.91 0.93 0.86 0.87 
MB 
(ppb) 
2.52 0.18 0.03 -1.6 4.78 4.93 3.52 -3.2 -0.3 
MAB 
(ppb) 
7.19 4.25 4.48 6.87 6.20 5.87 4.70 4.89 4.13 
RMSE 
(ppb) 
8.75 5.48 5.51 8.49 7.56 7.38 5.71 6.06 5.89 
Spring PM2.5 
Corr 0.58 0.60 0.55 0.63 0.57 0.53 0.29 0.13 0.49 
MB 
(µg m-3) 
3.93 1.86 0.7 1.18 -1.5 1.74 -1.6 -2.5 -1.1 
MAB 
(µg m-3) 
4.70 3.60 2.86 3.05 2.56 3.87 4.07 3.04 2.32 
RMSE 
(µg m-3) 
6.51 4.89 3.94 4.40 3.04 4.94 5.10 4.41 2.83 
Summer CO 
Corr - - 0.45 0.62 0.58 - 0.61 - - 
MB  
(ppb) 
- - -68 -92 -59 - -30 - - 
MAB 
(ppb) 
- - 71.6 93.3 67.5 - 44.1 - - 
RMSE 
(ppb) 
- - 90 103 83.7 - 65.5 - - 
Summer O3 
Corr 0.90 0.94 0.93 0.86 0.94 0.94 0.94 0.92 0.94 
MB  
(ppb) 
6.77 1.13 -1.1 5.15 7.30 4.36 4.44 -2.9 -3.5 
MAB 
(ppb) 
7.96 4.44 3.75 7.06 7.64 5.61 5.34 3.90 4.17 
RMSE 
(ppb) 
9.58 5.44 4.67 8.77 8.52 6.70 6.36 4.83 5.07 
Summer PM2.5 
Corr 0.68 0.61 0.55 0.68 0.55 0.61 0.37 0.40 0.22 
MB  
(µg m-3) 
2.32 0.0 -1.6 -0.5 -3.0 0.06 -3.2 -3.1 -3.3 
MAB 
(µg m-3) 
3.69 2.60 2.66 2.49 3.53 3.07 4.22 3.39 3.50 
RMSE 
(µg m-3) 
4.84 3.53 3.53 3.18 4.29 4.02 5.33 4.18 4.06 
Fall CO 
Corr 0.66 0.47 0.61 0.67 0.80 0.58 0.69 0.72 0.67 
MB  
(ppb) 
-197 -302 -88 -69 -97 -217 -83 -207 -225 
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MAB 
(ppb) 
199 302 93.9 73.8 97.7 218 90.0 207 275 
RMSE 
(ppb) 
224 318 116 90.0 111 240 135 244 302 
Fall O3 
Corr 0.87 0.89 0.89 0.76 0.89 0.90 0.92 0.9 0.92 
MB 
(ppb) 
5.89 1.62 -1.0 4.46 7.15 4.97 3.21 -0.6 -0.3 
MAB 
(ppb) 
6.47 3.99 3.71 6.65 7.41 5.85 4.45 3.38 3.52 
RMSE 
(ppb) 
8.58 5.28 4.51 8.58 8.04 7.28 5.65 4.18 4.73 
Fall PM2.5 
Corr 0.69 0.73 0.69 0.71 0.63 0.67 0.50 0.39 0.62 
MB  
(µg m-3) 
6.35 4.02 2.79 3.50 1.36 4.62 1.56 -2.1 -4.3 
MAB 
(µg m-3) 
6.59 4.27 3.41 4.11 2.75 5.10 3.45 3.53 4.49 
RMSE 
(µg m-3) 
8.52 5.52 4.51 5.43 3.64 6.22 4.62 4.92 5.57 
 
4.3.3 Biomass Burning Contributions to PM2.5 
Fig. 4.3 plots average differences of daily PM2.5 between simulations with and 
without biomass burning emissions for each month. During spring (upper row), prescribed 
fires result in 1–6 µg m-3 mean net daily PM2.5 mainly in eastern Kansas (Towne and Craine, 
2016) and southeastern U.S. in April, and northern Idaho (Tomback et al., 1995) in May. 
During summer (middle row), boreal wildfires in northern Canadian (Natural Resources, 
2016) produce widespread enhancement of daily PM2.5 with more than 20 µg m-3 near 
source regions. But most smoke is confined within Canada’s territory. The effects of 
intense wildland fires in central Idaho and northern California are prominent in August 
with peak values exceeding 20 µg m-3. Three large fires, the Mustang Complex, Halstead 
fire, and Trinity Ridge fire, burned totally 670,268 acres (2,712 km2) during summer 2012 
(NIFC, 2016). The Mustang Complex fire was ignited by lightning on July 30 and was 
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contained on October 20. The influences of those fires extend as the core region expands 
and the smoke spread to neighboring states in the next month. The 2012 Whitewater-Baldy 
fire, the largest wildfire in New Mexico history, is also evident in May–June having peak 
values 10–12 µg m-3. Some western states such as Oregon and Washington always have 
occasional fires throughout a year contributing 2 to 20 µg m-3 or more mean daily PM2.5 
near the fire sources. During fall (lower row), the impact of controlled fire emerge 
repeatedly in the southeast. The contributions of PM2.5 reach less than 12 µg m-3 mostly in 
Alabama in October. 
 
Fig. 4.3: Maps of monthly averaged daily PM2.5 difference between simulations with and 
without biomass burning emissions from 2012 to 2014. 
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4.3.4 Biomass Burning Contributions to MDA8 O3 
Fig. 4.4 shows the contributions from biomass burning to mean MDA8 O3 over U.S. 
The impacts of biomass burning occurred at the location and time consistent with those in 
Fig. 4.3, for example, prescribed burnings in eastern Kansas in April, northern Idaho in 
May, and southeastern U.S. in spring and fall. Contributions of the prescribed biomass 
burning to the mean MDA8 O3 usually in the range of 1–4 ppb. Wildfires in central Idaho 
in 2012 are distinct in the months of August and September for their broader and stronger 
influences. Fire-induced O3 enhancement pervades most of Idaho with about 9 ppb in the 
centers of the fires and gradually decreases to about 1 ppb in the areas in neighboring states. 
Also, impacts of other wildfires such as those in northern California, Oregon, and 
Washington exhibit local impacts ranging from 1 ppb to 9 ppb to mean MDA8 O3 mainly 
during the warm and arid fire seasons (July–September) (Wise, 2012). 
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Fig. 4.4: Similar to Fig. 4.3, but for MDA8 O3. 
 
4.4 Conclusions 
In order to quantify the contributions of biomass burning to fine particulate matter 
(PM2.5) and O3 in U.S., 12 km CMAQ simulations with and without FINN biomass burning 
emissions have been performed for the months of April to October in 2012–2014. The 
statistical evaluation shows reasonable agreement between model predictions with biomass 
burning emissions and ground-based observational data with better performance for O3 
than for PM2.5. Model results show that during spring months (April and May) and fall 
months (September and October), agricultural and prescribed fires lead to 2 to 12 µg m-3 
PM2.5 and 1 to 4 ppb MDA8 O3 mainly in southeastern U.S., north Idaho and eastern 
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Kansas, whereas wildfires contribute 2 to 20 µg m-3 or more PM2.5 and 1–9 ppb MDA8 O3 
throughout the year, particularly in the summer–fall fire seasons in western U.S. The 
strongest wildfire impacts were limited to the remote fire-origin regions. 
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Appendix 1 
 
 
Fig. A1.1: Times series of PM2.5 concentrations measured at Park Place station in 
September 2013.  
 
 
Fig. A1.2: Time series of observed and simulated temperature atop Moody Tower. 
 
Table A1.1: Statistical summary of temperature model predictions. N represents the 
number of points, RHO the correlation coefficient, MML the model mean, MOB the 
observation mean, ME the mean error, MAE the mean absolute error, RMSE the root-
mean-squared error and IOA the index of agreement. 
T N RHO MML (K) 
MOB 
(K) 
ME 
(K) 
MAE 
(K) 
RMSE 
(K) IOA 
Base 714 0.92 301.60 300.76 0.84 1.13 1.43 0.94 
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Fig. A1.3: Comparisons of model mean resultant wind speeds and directions with 
observations averaged over 46 TCEQ CAMS sites. (a) wind speed; (b) wind direction. 
 
Resultant wind is the addition of all five-minute wind vectors in one hour. The 
resultant wind direction is the direction of the final vector, and the resultant wind speed is 
the final vector magnitude divided by the number of all vectors.  
 
Table A1.2: TCEQ CAMS domain-wide statistical summary of model simulation of all 
day u- and v-wind components in September 2013. 
wind N RHO MML (m/s) 
MOB 
(m/s) 
ME 
(m/s) 
MAE 
(m/s) 
RMSE 
(M/S) IOA 
u-component 31710 0.84 -1.47 -1.40 -0.08 0.74 0.95 0.89 
v-component 31710 0.84  0.31  0.44 -0.13 0.85 1.09 0.90 
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Fig. A1.4: Scatter plot of NO2 from measurements atop UH’s Moody Tower and CMAQ 
model simulation for September 2013. The thick solid line is the linear regression line and 
the thin dotted line is 1:1 line. The slope of the regression is 0.85 and coefficient of 
determination (R2) 0.45.  
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Appendix 2 
 
 
Fig. A2.1: Monthly mean diurnal variations of the isoprene emission rates in September 
2013 based on NEI 2011 at eight TCEQ AutoGC stations. (a) Biogenic emissions; (b) 
anthropogenic emissions including various sectors. The lines of the Houston Milby Park 
and Cesar Chavez are overlapped because of their co-location of the same model grid cell. 
 
 
Fig. A2.2: Spatial distribution of monthly mean isoprene emission rates around Houston. 
Black dots represent the locations of eight TCEQ AutoGC sites. (a) Biogenic emissions in 
10-2 moles/s; (b) anthropogenic emissions in 10-5 moles s-1. 
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Fig. A2.3: Map of AutoGC monitors and point emission sources around Houston Ship 
Channel. Adopted from Estes M, C. Harper, J. Smith, W. Zhao, and D. Karp, 2008. 
Performance evaluation of isoprene in ozone modeling of Houston. The 7th Annual CMAS 
conference, Chapel Hill, NC, U.S.A. 
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Fig. A2.4: Time series of selected hourly trace gases and meteorological parameter 
observed and modeled (base and adjusted isoprene emission cases) in September 2013 
averaged over the AutoGC network. (a) Isoprene; (b) NO3 (no observation); (c) O3; (d) 
Resultant wind speed (no adjusted emission case); (e) Resultant wind direction (no adjusted 
emission case).  
 
The measured wind variables are resultant wind speed and direction. The resultant 
wind speed is the addition of all five-minute wind vectors in one hour. The resultant wind 
direction is the direction of the final vector, and the resultant wind speed is the final vector 
magnitude divided by the number of all vectors.  
 
 
Fig. A2.5: Time series of selected hourly trace gases modeled (base and adjusted isoprene 
emission cases) in September 2013 averaged over the AutoGC network. (a) Isoprene 
oxidation products ISPD (methacrolein (MACR) and methyl vinyl ketone (MVK)); (b) gas 
phase organic nitrates (NTR). 
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Appendix 3 
 
Table A3.1: Mapping of MOZART-4 species to CMAQ CB05 species. 
 
   
CMAQ MOZART-4 
NO NO 
NO2 NO2 
CO CO 
FORM CH2O 
ALD2 CH3CHO 
ALDX GLYALD 
ETOH C2H5OH 
MEOH CH3OH 
ETHA C2H6 
PAR C3H6 + 1.7*BIGENE + 5.0*BIGALK + 1.5*C3H8 
+3.0*CH3COCH3 + 4.0*MEK + 1.0*C2H2 + 3.0*HYAC 
ETH C2H4 
OLE C3H6 + BIGENE 
ISOP ISOP 
TERP C10H16 
TOL 0.3*TOLUENE 
XYL 0.1*TOLUENE 
BENZENE 0.6*TOLUENE 
NR C2H2 + 1.5*C3H8 + 0.5*TOLUENE + 0.3*BIGENE 
CH4 CH4 
SO2 SO2 
NH3 NH3 
PEC BC 
POC OC 
PMC PM10 – PM25 
PNO3 0.33*(PM25 – OC – BC) 
PSO4 0.33*(PM25 – OC – BC) 
PMOTHR 0.33*(PM25 – OC – BC) 
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(a) August 14, 2012 
 
(b) August 15, 2012 
 
(c) August 16, 2012 
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Fig. A3.1: Aqua/MODIS true color images acquired on (a) August 14; (b) August 15; (c) 
August 16, 2012 showing smoke from the western U.S. wildfires drifting eastward. Red 
dots represent Aqua/MODIS fire and thermal anomalies. The images were downloaded 
from NASA’s EOSDIS worldview website at https://worldview.earthdata.nasa.gov 
 
 
Fig. A3.2: CO concentration differences between simulations with and without biomass 
burning emissions at 500 hpa. The time is at (a) 10:00Z on Aug 14, 2012 (b) 20:00Z on 
Aug 15, 2012 (c) 8:00Z on Aug 16, 2012. 
