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For a sign-changing function a(x), we consider solutions of the fol-
lowing semilinear elliptic problem in RN with N  3:
−u = (γ a+ − a−)uq + up, u  0 and u ∈D(RN),
where γ > 0, 0 < q < 1 and p = N+2N−2 . We show that all so-
lutions are compactly supported if lim inf|x|→∞ a−(x) > 0. When
Ω+ = {x ∈ RN | a(x) > 0} has several connected components, we
prove that there exists an interval on γ , in which two solutions
exist and are positive in Ω+, moreover one solution blows up as
γ → 0. A uniqueness result for solution with small L∞-norm is
also given.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
For a locally Hölder continuous and sign-changing function a(x) in RN , we study the following
elliptic problem in RN with N  3:
⎧⎨
⎩
−u = aγ (x)uq + up in RN , 0< q < 1, p = N + 2
N − 2 ,
u  0 in RN , u ∈D1,2(RN),
(1.1)
where aγ (x) = γ a+(x) − a−(x), γ > 0, a+(x) = max(0,a(x)) and a−(x) = max(0,−a(x)). By D1,2(RN )
we mean the completion of C∞0 (RN ) under the Dirichlet semi-norm, (
∫
RN
|∇u|2 dx)1/2. The following
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lim inf|x|→∞ a
−(x) > 0.
Notice that this assumption includes the possibility lim inf|x|→∞ a−(x) = ∞. Let Ω+ = {x ∈ RN |
a(x) > 0}, Ω0+ = {x ∈ RN | a(x)  0} and Ω− = {x ∈ RN | a(x) < 0}. Since a(x) is sign-changing,
Ω+ and Ω0+ are not empty and bounded.
Equations of this type (1.1) arise as stationary solutions to degenerate reaction–diffusion equations
introduced by Gurtin and MacCamy in [22,23] to model the evolution of a biological population (also
see [3]). To emphasize the dependence on λ, Eq. (1.1) is often referred as (1.1)γ (the subscript γ is
omitted if no confusion arises). The important feature of this equation is that it not only combines a
non-Lipschitz nonlinearity uq with a sign-changing coeﬃcient a(x), but also exhibits combined effects
of concave and convex nonlinearities in Ω+ .
Let us recall some previous work in this direction. Let Ω be an open subset of RN . For some
sign-changing function h(x), let us consider the following problem:
⎧⎨
⎩
−u = γ h(x)uq + up in Ω, 0< q < 1< p  N + 2
N − 2 ,
u  0 in Ω, u ∈ H10(Ω).
(1.2)
When Ω is bounded, existence and multiplicity of solutions for this semilinear elliptic problem (1.2)
with “concave plus convex” nonlinearities are widely studied. For example, under the assumption
that h(x) ≡ 1, Ambrosetti, Brezis and Cerami [5] have proved the existence of γ0 such that this prob-
lem (1.2) admits at least two positive solutions for γ ∈ (0, γ0), has one positive solution for γ = γ0
and no solution exists for γ > γ0, certain uniqueness result is given and blow-up phenomenon
as γ → 0 is also studied. Our paper basically recovers all these results. Recently for Ω = B(0,1),
Adimurthi, Pacella and Yadava [1], Damascelli, Grossi and Pacella [16], Ouyang and Shi [30] and
Tang [34] proved that there exists γ0 > 0 such that problem (1.2) has exactly two positive solutions
for all γ ∈ (0, γ0), has exactly one positive solution for γ = γ0 and no solution exists for γ > γ0 if
0< q < 1< p < N+2N−2 .
By using variational methods on the Nehari manifold, Wu in [36] and [37] considered this problem
(1.2) with h ∈ C(Ω) and h+ ≡ 0, and showed that this problem (1.2) admits at least two positive
solutions for small γ > 0; for p < N+2N−2 a more general problem was studied by de Figueiredo, Gossez
and Ubilla in [17] and [18] and a similar problem with Neumann boundary condition was also studied
by Alama in [2]. For more related results please check the references in [36] and [37].
When Ω = RN , Ambrosetti, Garcia and Peral [6], among other results, have proved via variational
methods that this problem (1.2) has at least two nonnegative solutions for small γ > 0 under the
assumption that h ∈ L1(RN ) ∩ L∞(RN ) and h+ ≡ 0. Furthermore, Miotto [29] also showed similar
results if h blows up at the origin and tends to zero at inﬁnity with certain rate. For more related
results please check the references in [29].
It was originally observed by Schatzman [32] that solutions could vanish on large sets and in fact
that, under appropriate hypotheses on a(x), there exist solutions with compact support.
Theorem 1.1. Every weak solution of (1.1) is compactly supported.
The sublinear term uq , 0 < q < 1, is essential for this phenomena to happen. If instead we con-
sider the same Eq. (1.1) with q  1, then a simple application of classical strong maximum principle
shows that a nonnegative solution must be strictly positive in RN , so the existence of compactly sup-
ported solutions would be impossible. This theorem is very useful in the sense that it helps simplify
the calculations, gives a useful Lemma 5.6 and a clean formula (5.8), which are crucial parts of this
paper.
Q. Lu / J. Differential Equations 252 (2012) 6275–6305 6277We are interested at the structure of solution set of (1.1) in case that Ω+ has several components.
For the coming process, we always make the following assumption on Ω+ , unless we state otherwise:
⎧⎪⎪⎨
⎪⎪⎩
Ω+ hasm< ∞ connected components with Ω+ =
m⋃
i=1
Ω+i ,
and each connected componentΩ+i satisﬁes an interior ball condition.
(1.3)
Set M = {1,2,3, . . . ,m}. Under (1.3), for any solution u(x) of (1.1) and any i ∈ M , by strong maximum
principle and Hopf’s lemma u(x) is either completely positive in Ω+i or completely vanishes in Ω
+
i .
To organize the set of solutions of (1.1)γ according to the pattern of their support, we deﬁne the
following classes of solutions:
Deﬁnition 1.2.
(1) For any non-empty I ⊂ M , denote by S I,γ the class of solutions of (1.1)γ which are positive in
Ω+I =
⋃
i∈I Ω
+
i .
(2) NI,γ denotes the set {u ∈ S I,γ | u ≡ 0 in Ω+ −Ω+I }.
When γ is small, we show that there exists a “small” solution, which is a local minimizer (see
Theorem 2.3), but for γ large there is no solution at all.
Theorem 1.3. For any non-empty I ⊂ M, there exists 0<ΓI < ∞ such that:
1. S I,γ = ∅ when 0< γ  ΓI and S I,γ = ∅ when γ > ΓI ;
2. S I,γ has a minimal element uI,γ for all 0< γ  ΓI ;
3. ‖uI,γ ‖L∞(RN ) → 0 as γ → 0.
Actually the L∞-norm of all the solutions of (1.1)γ with nonpositive energy uniformly goes to zero
as γ tends to zero (see Proposition 2.9).
Deﬁnition 1.4. We say a(x) is almost admissible if (1.3) holds and:
1. Ω0+ has k connected components with Ω0+ =⋃ki=1Ω0+i ,
2. for each i  k, Ω0+i satisﬁes an interior ball condition,
3. moreover for i = j, dist(Ω0+i ,Ω0+j ) > 0.
We say a(x) is admissible if a(x) is almost admissible with m = k, and Ω+i ⊂ Ω0+i for i ∈ M . To
state the following theorem we also need another condition on a(x):
there exists C > 0 such that a+(x) C dist
(
x, ∂Ω0+
)
for any x ∈RN . (1.4)
We should mention that if Ω+ Ω0+ or a+ is Lipschitz in Ω0+ , then (1.4) is satisﬁed. Let supp(u)
denote the support of u in RN . We have the following existence and uniqueness results for NI,γ .
Theorem 1.5.
1. Assume a(x) is almost admissible. Given δ > 0 small, there exists A1 > 0 depending on δ, indepen-
dent of γ , such that any solution u of (1.1) satisﬁes supp(u) ⊂ {x ∈ RN | dist(x,Ω0+)  2δ} if
‖u‖L∞(RN )  A1 . In particular NI,γ = ∅ for small γ if a(x) is admissible.
6278 Q. Lu / J. Differential Equations 252 (2012) 6275–63052. Assume a(x) is almost admissible and (1.4) holds, then there exists A2 > 0, independent of γ , such that
there is at most one element u in NI,γ with ‖u‖L∞(RN )  A2 .
Unlike the results in [3], in general solution of (1.1) is not unique. In fact there are at least two
elements in NM,γ = SM,γ . To study multiplicity of solutions, we adopt a variational framework. As
mentioned in [2], variational analysis of solutions in NI,γ , I = M , is diﬃcult since these solutions
have inﬁnite dimensional negative spaces associated to them (see Remark 2.6). Therefore we will only
consider the solutions u ∈ SM,γ , that is u(x) > 0 for all x ∈ Ω+ . Consider the Banach space
E =
{
v ∈D1,2(RN) ∣∣∣
∫
RN
a−|v|q+1 dx< ∞
}
endowed with the norm
‖v‖E =
( ∫
RN
|∇v|2 dx
) 1
2
+
( ∫
RN
a−|v|q+1 dx
) 1
q+1
.
In fact since we always assume that lim inf|x|→∞ a−(x) > 0, E is a subspace of D1,2(RN ) ∩ Lq+1(RN )
and they are the same if limsup|x|→∞ a−(x) < ∞. Deﬁne the energy functional Iγ : E →R associated
with (1.1)γ as
Iγ (v) = 1
2
∫
RN
|∇v|2 dx+ 1
q + 1
∫
RN
(
a−|v|q+1 − γ a+(v+)q+1)dx− 1
p + 1
∫
RN
(
v+
)p+1
dx.
Basically following the arguments in [15] we see that Iγ is C1 from E to R.
For convenience we denote by Γ = ΓM and Uγ the minimal element in SM,γ for 0< γ  Γ , recall
that Theorem 1.3 guarantees the existence of Uγ . We study the following minimization problem in a
convex constraint set
inf
{
Iγ (v)
∣∣ v ∈ Y } and Y = {v ∈ E | 0 v  UΓ a.e.}.
As in Lemma 2.5 the inﬁmum is attained at some function vγ in Y and vγ ∈ SM,γ . We show that vγ
actually is a local minimizer of Iγ in E:
Theorem 1.6. For 0< γ < Γ , vγ is a local minimizer for Iγ in E; that is, there exists δ > 0 such that
Iγ (vγ ) Iγ (v) for all v ∈ E with ‖v − vγ ‖E < δ.
Recall that Brezis and Nirenberg [10] ﬁrst observed that minimization in the C1-topology (for
example, the sub- and super-solution construction above) yields local minimizer in the weaker H1-
topology for a large class of subcritical elliptic variational problems. See also [4] for remarks on
supercritical problems.
Given that we have a local minimizer for γ ∈ (0,Γ ), we expect a second solution by using the
mountain pass theorem of Ambrosetti and Rabinowitz [8] or [31]. As the embedding E ↪→ Lp+1(RN )
is not compact we always expect the Palais–Smale condition to be an important issue in variational
problems posed on RN . Because of the special structure of the energy functional and the Sobolev
embedding from D1,2(RN ) to Lp+1(RN ), we can recover a second solution by concentration com-
pactness arguments from Lions [25] below certain energy level even without the compactness of the
Palais–Smale sequence.
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inﬁnity is −v = vp1 − vq with v  0, p1 = p and v ∈ E . Combing Pohozaev identity and the identity
satisﬁed by the equation we realize that this limiting problem has no solution except v = 0. We
should point out that Cortázar, Elgueta and Felmer [14] showed that the limiting problem has a
unique radial solution if p1 < p. For the subcritical case of (1.1), please see [26] and [27]. Now we
state our main results:
Theorem 1.7. SM,γ contains at least two elements vγ and Vγ for all γ ∈ (0,Γ ) with Vγ  vγ . Moreover if
a(x) is almost admissible and (1.4) holds, Vγ blows up as γ approaches to 0, that is limγ→0 ‖Vγ ‖L∞(RN ) = ∞.
With the help of this theorem and Theorem 1.5, we can look deep inside SM,γ . Notice that the
minimal element Uγ and the local minimizer vγ both stay in SM,γ .
Proposition 1.8. If a(x) is almost admissible and (1.4) holds, then for small γ > 0, vγ coincides with Uγ with
Iγ (vγ ) < 0, and SM,γ contains another element Vγ with Iγ (Vγ ) > 0.
Since vγ and Vγ both have compact support, it is possible that Vγ (x) ≡ vγ (x) for all x ∈ supp(vγ ).
The following theorem says that this cannot be true.
Theorem 1.9. For γ ∈ (0,Γ ), Vγ ≡ vγ in the set supp(vγ ). Furthermore ifΩ0+ is connected and (1.4) holds,
supp(Vγ ) is connected for small γ .
From time to time we use C , C1 and C2 to denote some generic constants. We use B(x, r) to denote
the ball in RN with center x and radius r. When there is no confusion, we also use B(x, r) to denote
the ball with center x and radius r in the Banach space E . S is be best Sobolev embedding constant
deﬁned by S = infv∈D1,2(RN )−{0} ‖∇v‖2L2(RN )/‖v‖2Lp+1(RN ) . Theorem 1.1 and Theorem 1.3 are proved in
Section 2, Theorem 1.5 is proved in Section 4, Theorem 1.6 is proved in Section 3, Theorem 1.7,
Proposition 1.8 and Theorem 1.9 are done in Section 5.
2. Compact support and existence
In this section we ﬁrst use a very simple comparison argument to prove Theorem 1.1 like in [14].
The regularity of solutions of (1.1) follows from standard bootstrap arguments, see Appendix B in
Struwe [33] or see Appendix A in this paper, and standard elliptic theory, see [21]. Let u be a solution
of (1.1), we introduce the following lemma, whose proof is given in Appendix A.
Lemma 2.1. lim|x|→∞ u(x) = 0. Moreover if γ  1 and ‖u‖E goes to 0, then ‖u‖L∞(RN ) goes to zero uniformly
in γ .
Now we start the proof of Theorem 1.1.
Proof of Theorem 1.1. Since lim inf|x|→∞ a−(x) > 0, there exist R > 0 and 1> a0 > 0 such that a−(x)
2a0 for all x ∈RN − B(0, R). Let A = 12 [ a02
1−q (
2
1−q +N−2)
] 11−q , then it is easy to see that Ap−q < a0. Since
lim|x|→∞ u(x) = 0, we can pick R even larger so that u(x) < A for any x ∈RN − B(0, R).
Now for any y ∈RN − B(0, R + 2), let V (x) = [ a02
1−q (
2
1−q +N−2)
] 11−q |x− y| 21−q , we have
−V (x) = −a0V (x)q in B(y,1) and V
(
∂B(y,1)
)
> A.
If we have that V (x) u(x) in B(y,1), then u(y) = 0 for all y ∈RN − B(0, R+2). Therefore supp(u) ⊂
B(0, R + 2). Otherwise there exists x0 ∈ B(y,1) so that V (x0) < u(x0). We may assume V − u attains
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up)(x0) a0(uq − V q)(x0) > 0, which is a contradiction. 
Now we turn to the existence of minimal element in S I,γ if it is not empty. We have the following
theorem, which is the second part of Theorem 1.3.
Theorem 2.2. Assume I = ∅ and S I,γ = ∅. There exists a minimal element uI,γ in S I,γ , that is u  uI,γ for
any u ∈ S I,γ .
Proof. This theorem is done by Monotone Iteration process and the crucial step is to ﬁnd a starting
sub-solution to iterate. Actually let u1 be the smallest solution among all solutions of −u = aγ (x)uq ,
which are at least positive in Ω+I . We can start the iteration process with −un+1 + a−uqn+1 =
γ a+uqn + upn . Since the proof is already presented in [26], we omit it. 
Next we begin to study the existence of (1.1)γ in S I,γ . First let us deﬁne for non-empty I ⊂ M :=
{1,2, . . . ,m} (recall that m denotes the number of connected components of Ω+):
ΓI ≡ sup
{
γ > 0
∣∣ S I,γ = ∅ for (1.1)γ }.
In the following theorem we are going to show the existence of a local minimizer in E when γ is
small, hence the ﬁrst part of Theorem 1.3 except the existence at ΓI is an immediate consequence of
this theorem.
Theorem 2.3. For small γ > 0, there exists v¯γ ∈ SM,γ with ‖v¯γ ‖E < γ such that Iγ (v¯γ ) = inf{Iγ (u) |
‖u‖E < γ } = αγ < 0. Moreover limγ→0 ‖v¯γ ‖L∞(RN ) = 0.
Proof. Let us denote ‖∇u‖2 = (
∫
RN
|∇u|2 dx) 12 and ‖u‖a− = (
∫
RN
a−|u|q+1 dx) 1q+1 . For small γ < 1, let
‖u‖E = γ , we have
Iγ (u)
1
2
‖∇u‖22 +
1
2
‖u‖2a− − C1γ ‖∇u‖q+12 − C2‖u‖p+1E
 1
4
‖u‖2E − C1γ ‖u‖q+1E − C2‖u‖p+1E 
1
4
(γ )2 − C1(γ )q+2 − C2(γ )p+1  1
8
γ 2.
Let αγ = inf{Iγ (u) | ‖u‖E  γ }, it is easy to see that αγ → 0 as γ → 0. Now we want to show that
αγ < 0. Indeed take φ with 0  φ ∈ C∞0 (Ω+i ) for some i ∈ M . Hence for very small t > 0, we have‖tφ‖E < γ and
αγ  Iγ (tφ) = 1
2
t2
∫
Ω+i
|∇φ|2 dx− 1
q + 1 t
q+1γ
∫
Ω+i
a+φq+1 dx− t
p+1
p + 1
∫
Ω+i
φp+1 dx< 0.
We expect to ﬁnd a local minimizer v¯γ ∈ SM,γ with ‖v¯γ ‖E < γ and Iγ (v¯γ ) = αγ . Let Bγ =
{u ∈ E | ‖u‖E < γ }. By Ekeland’s variational principle, there exists a sequence {un} ⊂ Bγ such that
Iγ (un) → αγ and I ′γ (un) → 0. Notice that we may assume un  0 and un converges weakly to v¯γ
in E , then it is easy to see that ‖v¯γ ‖E < γ . v¯γ is a solution to (1.1) and v¯γ has compact support.
Now we repeat the same proof as for Lemma 5.6, afterward we may assume un  v¯γ and obtain (5.8),
that is
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= Iγ (v¯γ )+
(
1
2
− 1
p + 1
)∫
RN
∣∣∇(un − v¯γ )∣∣2
+
(
1
q + 1 −
1
p + 1
)∫
RN
a−(un − v¯γ )q+1 + o(1).
Since Iγ (v¯γ ) αγ , we have o(1) =
∫
RN
|∇(un − v¯γ )|2 +
∫
RN
a−(un − v¯γ )q+1, which implies un → v¯γ
strongly in E . So we have Iγ (v¯γ ) = αγ with ‖v¯γ ‖E < γ . Moreover we see that limγ→0 ‖v¯γ ‖E = 0, by
Lemma 2.1 we have limγ→0 ‖v¯γ ‖L∞(RN ) = 0.
Finally we want to show that v¯γ ∈ SM,γ . Indeed suppose for some i ∈ M , v¯γ ≯ 0 in Ω+i , then the
strong maximum principle and Hopf’s lemma imply that v¯γ ≡ 0 over Ω+i . Like in the previous part
we take φ with 0 φ ∈ C∞0 (Ω+i ), then for very small t > 0, we have ‖tφ+ v¯γ ‖ < γ and Iγ (tφ+ v¯γ ) =
Iγ (tφ)+ Iγ (v¯γ ) < Iγ (v¯γ ) = αγ . This is a contradiction. 
Recall that the minimal element in S I,γ is denoted by uI,γ . The following proposition is a part of
Theorem 1.3 except the existence at ΓI .
Proposition 2.4. 0<ΓI < ∞, uI,γ exists and is increasing in γ , that is
uI,γ1  uI,γ2 for 0< γ1 < γ2 <ΓI .
Moreover limγ→0 ‖uI,γ ‖L∞(RN ) = 0.
Proof. From above theorem we see that for small γ > 0, we have v¯γ ∈ SM,γ ⊂ S I,γ . So we conclude
that ΓI > 0. As for ΓI < ∞, it is done in Lemma 3.1 in [26] or Proposition 2.5 in [27].
Since ΓI > 0, we know that S I,γ is not empty, from Theorem 2.2, the minimal element uI,γ exists
in S I,γ . It is easy to see that uI,γ2 acts naturally as a super-solution for (1.1)γ1 . Noticing that uI,γ2 has
compact support, with proper small sub-solution (for existence see the construction after Lemma 3.3
in [3]), which is supported at each Ω+i for i ∈ I , (1.1)γ1 has a compactly supported solution u in
S I,γ1 such that u  uI,γ2 by the sub- and super-solution method. Since uI,γ1 is the minimal element
in S I,γ1 , we have uI,γ1  uI,γ2 . Finally from above theorem we see that for small γ > 0, we have
v¯γ ∈ SM,γ ⊂ S I,γ , so v¯γ  uI,γ1 , from above theorem again we have limγ→0 ‖uI,γ ‖L∞(RN ) = 0. 
So far we have established an interval of existence for (1.1)γ , γ ∈ (0,ΓI ), in the class S I,γ , where
I ⊂ M indicates the components of Ω+ in which these solutions must be positive. Now we assert
that a solution of class S I,γ must exist at the endpoint of the maximal interval of existence, γ = ΓI .
This is the “extremal solution” for this family, see [13] for this topic.
Lemma 2.5. Suppose u ∈ NI,γ for some γ > 0, then NI,γ admits an element uγ for every 0< γ  γ . More-
over uγ  u and Iγ (uγ ) < 0.
Proof. For 0 < γ  γ , u is a super-solution for Eq. (1.1)γ and 0 is a sub-solution. We consider the
following minimization problem in a convex constraint set:
inf
{
Iγ (v)
∣∣ v ∈ X} and X = {v ∈ E | 0 v  u a.e.}.
Notice that u has compact support, so following as in Struwe [33], the inﬁmum is achieved at some
uγ ∈ X and (φ, I ′γ (uγ )) = 0 for all ϕ ∈ C∞0 (RN ), and by routine regularity arguments uγ is a solution
to (1.1)γ . Since uγ ∈ X , it vanishes in the components Ω+ −⋃i∈I Ω+i . Actually like in the proof of
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+
i for each i ∈ I . Therefore
we have uγ ∈ NI,γ and Iγ (uγ ) < 0. 
Remark 2.6. Given the variational formulation of the problem as an inﬁmum, it is natural to ask
whether the solutions obtained by above lemma are local minimizers of Iγ in any sense. Notice this
cannot be the case when I = M . Indeed following the arguments in the last part of the proof of
Theorem 2.3, we can decrease the value of Iγ near such solution by small perturbations in each Ω
+
j ,
where j /∈ I . So the existence of a second solution in the classes NI,γ remains an open question.
Corollary 2.7. For 0< γ < ΓI , Iγ (uI,γ ) < 0, where uI,γ is the minimal element in S I,γ .
Proof. We just simply apply above lemma with u = uI,γ , γ = γ and some J ⊂ M such that I ⊂ J and
uI,γ ∈ N J ,γ . Hence by above lemma we get a solution uγ ∈ N J ,γ ⊂ S I,γ such that
Iγ (uγ ) < 0 and 0 uγ  uI,γ .
Since uI,γ is the minimal element in S I,γ , we must have uγ = uI,γ . 
In order to show the existence at γ = ΓI , we need to get some estimates.
Lemma 2.8.
∫
RN
|∇uI,γ |2 dx+
∫
RN
a−uq+1I,γ dx C(a+)γ
2
1−q , where C(a+) is some constant depending on a+
and Ω+ .
Proof. From above corollary we know that Iγ (uI,γ )− 1p+1 I ′γ (uI,γ )uγ < 0, that is
(
1
2
− 1
p + 1
)∫
RN
|∇uI,γ |2 + a−uq+1I,γ dx< γ
(
1
q + 1 −
1
p + 1
)∫
RN
a+uq+1I,γ dx. (2.1)
Since 1q+1 >
1
2 >
1
p+1 and a
+ is compactly supported, from above we have
(
1
2
− 1
p + 1
)∫
RN
|∇uI,γ |2 dx C
(
a+
)
γ
( ∫
RN
|∇uI,γ |2 dx
) 1+q
2
,
where C(a+) is some constant depending on p, q, a+ and Ω+ . Hence we have
γ C1
∫
RN
a+uq+1I,γ dx C
(
a+
)
γ
( ∫
RN
|∇uI,γ |2 dx
) 1+q
2
 C
(
a+
)
γ
2
1−q .
Putting this back to (2.1), we conclude this lemma. 
It is worth pointing out that when γ is small, ‖uI,γ ‖E < γ , which implies that uI,γ ∈ B(0, γ ) ⊂ E .
Now we are ready to complete the proof for Theorem 1.3.
Proof of Theorem 1.3. Taking an increasing sequence {γn} with limit ΓI , from above lemma, we know
that ‖uI,γn‖E is uniformly bounded. Hence there exists uΓI ∈ E such that:
uI,γn ⇀ uΓI weakly inD1,2
(
RN
)
, Lp+1
(
RN
)
and Lq+1
(
RN
)
.
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creasing in n, so we have uΓI = 0. Next since I ′γn (uI,γn ) = 0, taking any ϕ ∈ C∞0 (RN ), we have
I ′γ (uI,γn )ϕ = 0. Passing the limit on n, we have I ′γ (uI,ΓI )ϕ = 0. Therefore uΓI is a weak solution
of (1.1)ΓI . By routine regularity arguments, uΓI is a classical solution.
Next we want to show that uΓI is the minimal element in S I,ΓI , i.e. uΓI = uI,ΓI . Actually from
above we see that S I,ΓI is not empty. Picking any U ∈ S I,ΓI , we just apply Lemma 2.5 to Eq. (1.1)γ with
u = U , γ = ΓI and some J ⊂ M such that I ⊂ J and U ∈ N J ,Γ J . We get a solution uγ to (1.1)γ such
that uγ ∈ S I,γ and we also have U  uγ  uI,γ . Since limγn→Γ −I u I,γn = uΓI , we have U  uΓI . 
Now let us take a look at the nonpositive energy solution uγ of (1.1)γ .
Proposition 2.9. Suppose uγ is a solution of (1.1)γ with Iγ (uγ ) 0, then
∫
RN
|∇uγ |2 dx+
∫
RN
a−uq+1γ dx
C(a+)γ
2
1−q , where C(a+) is some constant depending on p, q, a+ and Ω+ , and ‖uγ ‖L∞(RN ) → 0 as γ → 0.
Proof. Since Iγ (uγ ) 0 and I ′γ (uγ ) = 0, using the same proof for Lemma 2.8, we get
∫
RN
|∇uγ |2 dx+∫
RN
a−uq+1γ dx  C(a+)γ
2
1−q , which implies that ‖uγ ‖E → 0 as γ → 0. From Lemma 2.1, we have
‖uγ ‖L∞(RN ) → 0 as γ → 0. 
For later on denote ΓM by Γ , uM,γ by Uγ and uM,ΓM by UΓ .
3. Existence of local minimizers
Brezis and Nirenberg [10] ﬁrst observed that minimization in the C1-topology yields local mini-
mizers in the weaker H1-topology for a large class of subcritical elliptic variational problems. Now we
employ a similar idea from [2] to prove Theorem 1.6. Recall that Uγ represents the minimal element
in SM,γ for 0 < γ  Γ , here Γ = ΓM . Now we consider the following minimization problem in a
convex constraint set
inf
{
Iγ (v)
∣∣ v ∈ Y } and Y = {v ∈ E | 0 v  UΓ a.e.}. (3.1)
Like in Lemma 2.5, the inﬁmum is attained at some function in Y , say vγ , and vγ ∈ SM,γ . Moreover
Iγ (vγ ) < 0.
Lemma 3.1. Each connected component of the set {x ∈ RN | Uγ > 0} contains at least one connected compo-
nent of Ω+ .
Proof. We know that Uγ ∈ SM,γ , by deﬁnition of SM,γ , Uγ (x) > 0 for all x ∈ Ω+ . If there is one
connected component S0 of {x ∈RN | Uγ > 0} such that S0 ∩Ω+ ≡ ∅, then we have another solution
U¯γ ∈ SM,γ with U¯γ (x) = Uγ (x) for all x ∈ RN − S0 and U¯γ (x) ≡ 0 for all x ∈ S0. Therefore Uγ is not
the minimal element in SM,γ , it is a contradiction. 
Lemma 3.2. For 0< γ < Γ , let u be a solution to (1.1)γ such that 0 u  UΓ in RN , then u(x) < UΓ (x) for
all x ∈ A = {x ∈RN | UΓ (x) > 0}.
Proof. Let v = UΓ − u  0 in RN . We have −(UΓ − u) + a−(UqΓ − uq) 0 in RN . We may rewrite
it as
−v + a−
(
UqΓ − uq
U − u
)
v  0.Γ
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Si = {x ∈ Ai | v(x) = 0}, then Si is not empty. Since UΓ (x0) > 0, we may take a small ball B = B(x0, r)
such that B  Ai . Over B we have
0 U
q
Γ − uq
UΓ − u 
UqΓ
UΓ
,
which implies that
UqΓ −uq
UΓ −u is uniformly bounded over B . Since v  0 in R
N , then by strong maximum
principle we have v ≡ 0 in B , which means Si is open in Ai . By continuity Si is also close in Ai . Since
Si is not empty, then Si = Ai . From previous lemma we see that Ai contains some connected compo-
nent of Ω+ . This leads to a contradiction when comparing the equations satisﬁed by u and UΓ . 
Now we restate Theorem 1.6 and give a detailed proof.
Theorem 3.3. For 0< γ < Γ , vγ is a local minimizer of Iγ in E, that is, there exists δ > 0 such that
Iγ (vγ ) Iγ (v) for all v ∈ E with ‖v − vγ ‖E  δ.
Proof. We prove this theorem by contradiction. Suppose there exists a sequence {un} ⊂ E such that
un → vγ strongly in E and Iγ (un) < Iγ (vγ ). It is easy to see that un → vγ in D1,2(RN ) ∩ Lq+1(RN ).
Let
vn =max
{
0,min{un,UΓ }
}
, u−n = max{−un,0} and wn = (un − UΓ )+.
So we have un = vn − u−n + wn , vn ∈ Y and wn ∈ E . Moreover u−n and wn have disjoint supports.
Deﬁne the measurable sets
Sn = supp(wn), Tn = supp
(
u−n
)
and Rn =
{
x ∈RN
∣∣∣ 0 un  UΓ }.
For any x ∈ Sn , vn(x) = UΓ (x) and un(x) UΓ (x) vγ (x). Therefore for any x ∈RN
0 wn(x) = (un − UΓ )+(x) (un − vγ )+(x)
∣∣un(x)− vγ (x)∣∣,
which implies that wn → 0 in Lq+1(RN )∩ L2∗(RN ).
Recall that A = {x ∈ RN | UΓ (x) > 0}, let B = (RN − A) − Ω0+ and B0 = (RN − A) ∩ Ω0+ , thus
RN = A ∪ B ∪ B0. We also have that A and B0 are bounded in RN , and B ⊂ Ω− by the strong
maximum principle and Hopf’s lemma.
For convenience set H(x, v) = 1q+1aγ (v)q+1 + 1p+1 (v)p+1 for v  0,
K1(x) = H(x,UΓ + wn)− H(x,UΓ )− Hv(x,UΓ )wn,
where Hv (x, v) = aγ vq + vp ; set K2 =
∫
RN
1
2 |∇u−n |2 + 1q+1a−|u−n |q+1 dx. Since un = UΓ + wn and
vn = UΓ in Sn , noticing that supp(vn) ⊂ Rn ∪ Sn , we have
Iγ (un) = 1
2
∫
RN
|∇un|2 dx−
∫
RN
H
(
x,u+n
)
dx+
∫
RN
1
q + 1a
−∣∣u−n ∣∣q+1 dx
=
∫
R
(
1
2
|∇vn|2 − H(x, vn)
)
dx+
∫
S
(
1
2
|∇un|2 − H(x,un)
)
dx+ K2n n
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∫
Rn∪Sn
(
1
2
|∇vn|2 − H(x, vn)
)
dx+ K2 +
∫
Sn
1
2
|∇wn|2 + ∇UΓ ∇wn dx
−
∫
Sn
(
H(x,UΓ + wn)− H(x,UΓ )
)
dx
= Iγ (vn)+ K2 +
∫
Sn
1
2
|∇wn|2 + ∇UΓ ∇wn − Hv(x,UΓ )wn − K1(x)dx.
Since UΓ is a super-solution with respect to (1.1)γ , we have
∫
RN
∇UΓ ∇wn 
∫
RN
aγ U
q
Γ wn + U pΓ wn dx =
∫
RN
Hv(x,UΓ )wn dx.
Therefore we have
Iγ (un) Iγ (vn)+ K2 + 1
2
∫
RN
|∇wn|2 dx−
∫
Sn
K1(x)dx.
Since Iγ (vn) Iγ (vγ ) and Iγ (vγ ) > Iγ (un), we get Iγ (vn) > Iγ (un). Noticing that aγ = 0 and UΓ = 0
in B0, we ﬁnd
0> K2 + 1
2
∫
RN
|∇wn|2 dx−
∫
Sn∩(A∪B∪B0)
K1(x)dx
= K2 + 1
2
∫
RN
|∇wn|2 dx−
∫
Sn∩A
K1(x)dx−
∫
Sn∩B
K1(x)dx−
∫
Sn∩B0
1
p + 1w
p+1
n dx. (3.2)
Since wn → 0 in Lq+1(RN )∩ L2∗ (RN ) and B0 is bounded, we have
∫
B0
wp+1n dx =
( ∫
B0
wp+1n dx
) p−1
p+1( ∫
B0
wp+1n dx
) 2
p+1
 o(1)
( ∫
RN
|∇wn|2 dx
)
. (3.3)
Now we are going to estimate each term in
∫
Sn∩A K1(x)dx and
∫
Sn∩B K1(x)dx and show that:
∫
Sn∩A
K1(x)dx o(1)
( ∫
RN
|∇wn|2 dx
)
, (3.4)
∫
Sn∩B
K1(x)−C
∫
Sn∩B
a−wq+1n dx+ o(1)
( ∫
RN
|∇wn|2 dx
)
, (3.5)
where C = 1q+1 − 1p+1 . Therefore from (3.2) we have
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2
∫
RN
|∇wn|2 dx− o(1)
( ∫
RN
|∇wn|2 dx
)
+ C
∫
Sn∩B
a−wq+1n dx

∫
RN
1
2
∣∣∇u−n ∣∣2 + 1q + 1a−
∣∣u−n ∣∣q+1 dx+
(
1
2
− o(1)
)( ∫
RN
|∇wn|2 dx
)
 0,
which is a contradiction for n large. This theorem is done if (3.4) and (3.5) are true.
Now we estimate
∫
Sn∩A K1(x)dx. First we want to show that |A ∩ Sn| → 0 as n → ∞. Indeed, let
 > 0 be given. For δ > 0, set
En = {x ∈ A | un > UΓ > vγ + δ} and Fn = {x ∈ A | un > UΓ and UΓ  vγ + δ}.
It is clear that A∩ Sn ⊂ En ∪ Fn . From Lemma 3.2, we see that 0 = |{x ∈ A | UΓ  vγ }| = |⋂∞j=1{x ∈ A |
UΓ  vγ + 1j }| = lim j→∞ |{x ∈ A | UΓ  vγ + 1j }|. Hence there exists δ1 > 0 so that |Fn|  |{x ∈ A |
UΓ  vγ + δ1}| < 12 for all n.
But on the other hand, since un → vγ strongly in Lq+1(RN ), there exists n1 > 0 such that for all
n n1
1
2
δ
q+1
1  
∫
RN
|un − vγ |q+1 dx
∫
En
δ
q+1
1 dx = δq+11 |En|,
so we have |En| < 12 , which implies that |A ∩ Sn| |En| + |Fn| <  .
Since |A ∩ Sn| → 0 as n → ∞, we have
∫
A∩Sn
w2n dx |A ∩ Sn|
2
n
( ∫
RN
wp+1n dx
) 2
p+1
 o(1)
( ∫
RN
|∇wn|2 dx
)
. (3.6)
Similarly we also have
∫
A∩Sn
wp+1n dx =
( ∫
A∩Sn
wp+1n dx
) p−1
p+1( ∫
A∩Sn
wp+1n dx
) 2
p+1
 o(1)
( ∫
RN
|∇wn|2 dx
)
. (3.7)
Since UΓ > 0 in Ω0+ − B0, by Hopf’s lemma there exists l > 0 such that UΓ  l for all x ∈ Ω0+ − B0.
Noticing that A ∩ B0 = ∅, we have from (3.6)
0
∫
A∩Sn∩Ω0+
aγ
(
1
q + 1 (UΓ + wn)
q+1 − 1
q + 1U
q+1
Γ − UqΓ wn
)
dx
 Γ
∥∥a+∥∥L∞(RN )
∫
A∩Sn∩Ω0+
1
2
qlq−1w2n dx o(1)
( ∫
RN
|∇wn|2 dx
)
. (3.8)
On A ∩ Sn ∩Ω− we have
∫
A∩S ∩Ω−
aγ
(
1
q + 1 (UΓ + wn)
q+1 − 1
q + 1U
q+1
Γ − UqΓ wn
)
dx 0. (3.9)n
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0 1
p + 1 (UΓ + wn)
p+1 − 1
p + 1U
p+1
Γ − U pΓ wn = p(UΓ + θwn)p−1
1
2
w2n  C
(
1+ wp−1n
)
w2n,
as a consequence, from (3.6) and (3.7)
∫
A∩Sn
1
p + 1 (UΓ + wn)
p+1 − 1
p + 1U
p+1
Γ − U pΓ wn dx o(1)
( ∫
RN
|∇wn|2 dx
)
. (3.10)
Combining (3.8), (3.9) and (3.10), we get (3.4).
We estimate
∫
Sn∩B K1(x)dx. To estimate the terms on the set B , we should notice that B ⊂ Ω− .
Since UΓ = 0 on B , then we have that
0
∫
B∩Sn
aγ
(
1
q + 1 (UΓ + wn)
q+1 − 1
q + 1U
q+1
Γ − UqΓ wn
)
dx
= −
∫
B∩Sn
a−
q + 1w
q+1
n dx. (3.11)
Similar to estimate |A ∩ Sn|, we can show |Pn| = |{x ∈ Ω− | wn  (a−(x))
1
p−q }| → 0 as n → ∞.
Therefore
∫
B∩Sn
1
p + 1w
p+1
n dx =
∫
B∩Sn−Pn
1
p + 1w
p+1
n dx+
∫
B∩Sn∩Pn
1
p + 1w
p+1
n dx
 1
p + 1
∫
B∩Sn
a−wq+1n dx+ o(1)
( ∫
RN
|∇wn|2 dx
)
.
Hence from above and (3.11) we have (3.5):
∫
Sn∩B
K1(x)dx =
∫
Sn∩B
aγ
(
1
q + 1w
q+1
n
)
dx+
∫
Sn∩B
1
p + 1w
p+1
n dx

(
1
p + 1 −
1
q + 1
) ∫
Sn∩B
a−wq+1n dx+ o(1)
( ∫
RN
|∇wn|2 dx
)
.  (3.12)
To this end for small γ > 0, we have the minimal element Uγ ∈ SM,γ , local minimizer vγ ∈ SM,γ
and another local minimizer v¯γ ∈ SM,γ from Theorem 2.3, all of them have nonpositive energy. From
Proposition 2.9, we see that their L∞-norm tends to zero as γ → 0. In the next section we are going
to show that for small γ they are in fact the same if a(x) is almost admissible and (1.4) holds.
4. Uniqueness of the small solution and least energy solution
In this section we give the proof of Theorem 1.5. Before starting the proof, we want to point
out that it is possible NI,γ = ∅ for some I ⊂ M . For example, Ω+ = Ω+1 ∪ Ω+2 ∪ Ω+3 and Ω0+ =
Ω0+1 ∪ Ω0+2 ∪ Ω0+3 with Ω+1 ∪ Ω+2 ⊂ Ω0+1 , Ω+3 ⊂ Ω0+2 and a(x) = 0 for all x ∈ Ω0+3 , then by strong
maximum principle and Hopf’s lemma we know that NI,γ = ∅ if I = {1} or {2}.
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Proof of Theorem 1.5. Since a(x) is almost admissible, we can take δ > 0 small so that
δ  1
10
min
{
dist
(
Ω0+i ,Ω
0+
j
) ∣∣ 1 i = j  k}> 0.
Denote Ω0+i,lδ = {x ∈ RN | dist(x,Ω0+i )  lδ} with 1  i  k and l  1, and Ω0+lδ =
⋃
1ik Ω
0+
i,lδ . Let
aδ = 12 minx∈RN−Ω0+δ a
−(x), it is clear that 0 < aδ → 0 as δ → 0. So we may assume that aδ < 1 and
δ < 1.
Let A1 = 12 [ aδ2
1−q (
2
1−q +N−2)
] 11−q δ 21−q , then we have Ap−q1 < aδ . Now for any x ∈ RN − Ω0+δ and
‖u‖L∞(RN )  A1, we have
−u = aγ uq + up = −a−uq + up −aδuq +
(
up − aδuq
)
−aδuq.
Next for any y ∈RN −Ω0+2δ , let V (x) = [ aδ2
1−q (
2
1−q +n−2)
] 11−q |x− y| 21−q . Like we did in Theorem 1.1 we can
conclude that V (x) u(x) in B(y, δ), then u(y) = 0 for all y ∈ RN − Ω0+2δ . Therefore supp(u) ⊂ Ω0+2δ ,
notice that Ω0+2δ = {x ∈RN | dist(x,Ω0+) 2δ} when δ is very small.
Finally from Theorem 2.3, we know that for small γ > 0 there exists v¯γ ∈ SM,γ with
limγ→0 ‖v¯γ ‖L∞(RN ) = 0. Therefore we conclude that NI,γ is not empty for small γ > 0 if a is ad-
missible. 
At the beginning of this section we give an example for Ω+ and Ω0+ , in which a(x) = 0 for
all x ∈ Ω0+3 . The next lemma shows that solution u(x) vanishes completely inside these connected
component of Ω0+ if ‖u‖L∞(RN ) is small enough.
Lemma 4.1. Assume a(x) is almost admissible and there exists one connected component Ω0+i of Ω
0+ such
that a(x) = 0 for all x ∈ Ω0+i . Given δ > 0 small, there exists A∗1 > 0 depending on δ, independent of γ , such
that any solution u of (1.1) satisﬁes supp(u)∩ {x ∈RN | dist(x,Ω0+i ) 2δ} = ∅ if ‖u‖L∞(RN )  A∗1 .
Proof. From previous proof of the ﬁrst part of Theorem 1.5, given δ > 0, there exists A1 > 0
such that, any solution u with ‖u‖L∞(RN )  A1, we have supp(u) ⊂ Ω0+2δ =
⋃
1 jk Ω
0+
j,2δ and
dist(Ω0+j1,2δ,Ω
0+
j2,2δ
) > 0 for 1 j1 = j2  k.
Now for these δ and A1, let ui be the restriction of u over Ω
0+
i,2δ and extend to be 0 outside, it is
easy to see that ui is still a solution to (1.1) and ui ∈ H10(Ω0+i,2δ). Now we want to show that ui(x) ≡ 0
for all x ∈RN if ‖u‖L∞(RN ) is small enough. Otherwise there exists x0 ∈ Ω0+i,2δ such that u(x0) > 0. We
have
∫
Ω0+i,2δ
|∇ui |2 dx+
∫
Ω0+i,2δ
a−uq+1i dx =
∫
Ω0+i,2δ
up+1i dx S
p+1
2
( ∫
Ω0+i,2δ
|∇ui |2 dx
) p+1
2
, (4.1)
where S is the Sobolev embedding constant. Since ui ≡ 0, we have
( ∫
Ω0+
|∇ui |2 dx
) p−1
2
 S
−(p+1)
2 .i,2δ
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∫
Ω0+i,2δ
up+1i dx ‖u‖p+1L∞(RN )
∣∣Ω0+i,2δ∣∣→ 0,
which implies that
∫
Ω0+i,2δ
|∇ui |2 dx → 0, it is a contradiction. So for this δ > 0, there exists A∗1  A1
such that supp(u)∩ {x ∈RN | dist(x,Ω0+i ) 2δ} = ∅ if ‖u‖L∞(RN )  A∗1. 
We are going to start the proof of the second part of Theorem 1.5. When a(x) is almost admissible
and L∞-norm of solution u is small, the ﬁrst part of Theorem 1.5 says that solution u is somehow
“localized”, by Lemma 4.1 we only need to prove the second part when Ω0+ is connected. We follow
the arguments in Ambrosetti, Brezis and Cerami [5]. We begin with the following lemma.
Lemma 4.2. Let z denote the unique solution satisfying
{−z = a+(x)zq in Ω0+,
z > 0 in Ω0+, z = 0 on ∂Ω0+.
Then there exists β > 0 such that for any φ ∈ H10(Ω0+)∫
Ω0+
|∇φ|2 − qzq−1a+φ2 dx β
∫
Ω0+
φ2 dx.
Proof. See [7] for the uniqueness of z. Let us recall that z can be obtained by the following variational
problem:
min
{
1
2
∫
Ω0+
|∇u|2 − 1
q + 1
∫
Ω0+
a+|u|q+1
∣∣∣ u ∈ H10(Ω0+)
}
.
As a consequence we have
∫
Ω0+ |∇φ|2 − qzq−1a+φ2 dx  0 for φ ∈ H10(Ω0+). We want to point out
that this expression
∫
Ω0+ qz
q−1a+φ2 dx makes sense by Hardy inequality (see [5]). Namely we have
the ﬁrst eigenvalue λ1{−− qa+zq−1} 0.
Suppose that λ1{−− qa+zq−1} = 0, then there exists φ ∈ H10(Ω0+) and φ > 0 in Ω0+ such that
−φ − qa+zq−1φ = 0.
Hence we have
∫
Ω0+ ∇φ∇z dx = q
∫
Ω0+ a
+zqφ. On the other hand from the equation we have∫
Ω0+ ∇φ∇z dx =
∫
Ω0+ a
+zqφ, this is a contradiction because q < 1. So we have λ1{− −
qa+zq+1} > 0. 
Next we enlarge the domain Ω0+ a little. Let δ > 0 small, denote the set {x ∈ RN | dist(x,Ω0+) <
2δ} by Ω0+2δ . We have the following lemma.
Lemma 4.3. Assume Ω0+ is connected and (1.4) holds. Then there exists δ0 > 0 small and β1 > 0 such that
for any φ ∈ H10(Ω0+2δ0 ) ∫
Ω0+2δ
|∇φ|2 − qzq−1a+φ2 dx β1
∫
Ω0+2δ
φ2 dx.0 0
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C1 dist
(
x, ∂Ω0+
)
 z(x) C2 dist
(
x, ∂Ω0+
)
for any x ∈ Ω0+,
which means that there exists C > 0, (zq−1a+)(x)  C for any x ∈ RN because of (1.4). Therefore
λ1{− − qa+zq−1} is well deﬁned in H10(Ω0+2δ0). This lemma is concluded by the continuous depen-
dence of the ﬁrst eigenvalue on the domain. 
The condition (1.4) says that: there exists C > 0 such that a+(x) C dist(x, ∂Ω0+) for any x ∈RN .
This condition is not hard to be satisﬁed by a(x), for example Ω+ Ω0+ or a+ is a Lipschitz function
in RN . Indeed if a+ is Lipschitz in RN , then for any x ∈ Ω0+ , there exists y ∈ ∂Ω0+ such that |x− y| =
dist(x, ∂Ω0+), hence a+(x) = |a+(x)− a+(y)| C |x− y| = C dist(x, ∂Ω0+).
Theorem 4.4. If Ω0+ is connected and (1.4) holds, then there exists a constant A > 0 such that (1.1) has at
most one solution u with ‖u‖L∞(RN )  A.
Proof. For δ0 > 0 small, from the ﬁrst part of Theorem 1.5, we see that there exists A1 > 0 such that
any solution u of (1.1) with ‖u‖L∞(RN )  A1 satisﬁes supp(u) ⊂ Ω0+ with  = 2δ0. For this δ0, making
it smaller if necessary, Lemma 4.3 says that there exists β1 > 0 such that for any φ ∈ H10(Ω0+ ), we
have
∫
Ω0+
|∇φ|2 − qzq−1a+φ2 dx β1
∫
Ω0+
φ2 dx. (4.2)
Now we take A2 =min{A1, ( β12p )
1
p−1 }, then pAp−12 < β1.
Notice that we assume Ω0+ is connected, so there is no confusion if we use uγ to denote the
minimal solution of (1.1)γ with ‖uγ ‖L∞(RN )  A2. Suppose, by contradiction, there is another solution
w = uγ + v with ‖w‖L∞(RN )  A2, then we have supp(v) ⊂ Ω0+ and v ∈ H10(Ω0+ ). Moreover v  0
in Ω0+ and ‖v‖H10(Ω0+ ) > 0.
Let ξ = γ 11−q z, then we have
−ξ = γ a+ξq inΩ0+ and ξ > 0 in Ω0+.
We also have −uγ = aγ uqγ + upγ  aγ uqγ = γ a+uqγ in Ω0+ . By uniqueness and sub- and super-
solution method we have
uγ  ξ = γ
1
1−q z in Ω0+.
We know that v satisﬁes
−v −v + a−((uγ + v)q − uqγ )= γ a+((uγ + v)q − uqγ )+ ((uγ + v)p − upγ ).
Hence we have
∫
Ω0+
|∇v|2 dx
∫
Ω0+
γ a+v
(
(uγ + v)q − uqγ
)+ ((uγ + v)p − upγ )v dx
=
∫
Ω0+
γ a+v
(
(uγ + v)q − uqγ
)
dx+
∫
Ω0+
(
(uγ + v)p − upγ
)
v dx.
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∫
Ω0+
|∇v|2 dx
∫
Ω0+
γ a+vquq−1γ v dx+
∫
Ω0+
(
(uγ + v)p − upγ
)
v dx.
We also have uq−1γ  γ−1zq−1 in Ω0+ and (uγ + v)p − upγ  pAp−12 v in Ω0+ , therefore we get
∫
Ω0+
|∇v|2 − qa+zq−1v2 dx
∫
Ω0+
pAp−12 v
2 dx,
which is a contradiction with (4.2) because ‖v‖H10(Ω0+ ) > 0. 
One immediate corollary from Theorem 1.5, Lemma 4.1 and Theorem 2.9 is the following:
Corollary 4.5. If a(x) is almost admissible and (1.4) holds, then for small γ > 0, there is only one element in
SM,γ with nonpositive energy.
Now we want to point out the existence of a least energy solution for (1.1).
Proposition 4.6. Assume S I,γ = ∅ for some γ > 0 and I ⊂ M. There exists a solution vˆγ of (1.1) such that
Iγ (vˆγ ) = inf{Iγ (u) | I ′γ (u) = 0 and u  0}.
Proof. Let αˆγ = inf{Iγ (u) | I ′γ (u) = 0 and u  0}. Since S I,γ = ∅, from Corollary 2.7 we have αˆγ < 0.
Now we have a sequence {un} with the following properties:
0> Iγ (un) = αˆγ + o(1) and I ′γ (un) = 0.
From Proposition 2.9, we get that ‖un‖E is uniformly bounded. Therefore we may assume that
un → vˆγ weakly in E , then we have I ′γ (vˆγ ) = 0, Iγ (vˆγ ) αˆγ and vˆγ is compactly supported. Now
we repeat the same proof like we did in Theorem 2.3, we conclude un → vˆγ strongly in E . 
Recall that v¯γ is a local minimizer obtained from Theorem 2.3. Through Nahari manifold, we want
to show that when γ is small, v¯γ is also a least energy solution, that is Iγ (v¯γ ) = Iγ (vˆγ ), moreover
vˆγ ∈ SM,γ . For γ > 0, we consider the Nahari manifold
Mγ =
{
v ∈ E − {0} ∣∣ I ′γ (v)v = 0}.
Deﬁne ψγ : E →R by ψγ (v) = I ′γ (v)v . So v ∈ Mγ if and only if ‖v‖E = 0 and
ψγ (v) =
∫
RN
|∇v|2 dx+
∫
RN
a−|v|q+1 − γ a+(v+)q+1 − (v+)p+1 dx = 0.
It is easy to see that ψγ is of class C1. As in Tarantello [35], we divide Mγ into three sets, M+γ =
{v ∈ Mγ | ψ ′γ (v)v > 0},
M0γ =
{
v ∈ Mγ
∣∣ψ ′γ (v)v = 0} and M−γ = {v ∈ Mγ ∣∣ψ ′γ (v)v < 0}.
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1. For γ small, let v ∈ E with supp(v) ⊂ Ω0+ and ∫
RN
a+(v+)q+1 dx > 0, then there exist t− > t+ > 0
such that t+v ∈ M+γ and t−v ∈ M−γ .
2. For γ small, M0γ = ∅ and Mγ = M+γ ∪M−γ , infv∈M−γ Iγ (v) > 0 and Iγ (v) < 0 for any v ∈ M+γ , moreover
vˆγ , v¯γ ∈ M+γ , vˆγ ∈ SM,γ and Iγ (v¯γ ) = Iγ (vˆγ ).
Proof. The ﬁrst part is done in [36,37] and [29]. We give a brief proof for the second part. Remember
that we always assume γ is small. First we know that ψ ′γ (v)v = 2
∫
RN
|∇v|2 dx+(q+1) ∫
RN
a−|v|q+1−
γ a+(v+)q+1 dx− (p + 1) ∫
RN
(v+)p+1 dx, so if v ∈ Mγ , we also have
ψ ′γ (v)v = −(p − 1)
∫
RN
|∇v|2 dx− (p − q)
∫
RN
a−|v|q+1 dx+ γ (p − q)
∫
RN
a+
(
v+
)q+1
dx
= (1− q)
∫
RN
|∇v|2 dx− (p − q)
∫
RN
(
v+
)p+1
dx. (4.3)
Now if v ∈ M+γ , we have that ψ ′γ (v)v > 0, that is
γ (p − q)
∫
RN
a+
(
v+
)q+1
dx> (p − 1)
∫
RN
|∇v|2 dx+ (p − q)
∫
RN
a−|v|q+1 dx.
Following the same proof as in Lemma 2.8, we get
∫
RN
|∇v|2 dx+∫
RN
a−|v|q+1 dx C(a+)γ 21−q , which
implies that M+γ ⊂ B(0, γ ) ⊂ E . Now we want to estimate Iγ (v) for v ∈ M+γ . Noticing that ψγ (v) = 0
and ψ ′γ (v)v > 0, from ﬁrst part of (4.3) we have
Iγ (v) =
(
1
2
− 1
p + 1
)∫
RN
|∇v|2 dx+
(
1
q + 1 −
1
p + 1
)∫
RN
a−|v|q+1 − γ a+(v+)q+1 dx

(
1
2
− 1
p + 1
)∫
RN
|∇v|2 dx−
(
1
q + 1 −
1
p + 1
)(
p − 1
p − q
∫
RN
|∇v|2 dx
)
= (p − 1)
(
1
2(p + 1) −
1
(q + 1)(p + 1)
)∫
RN
|∇v|2 dx< 0.
Next if v ∈ M−γ , we have (1 − q)
∫
RN
|∇v|2 dx − (p − q) ∫
RN
(v+)p+1 dx < 0, therefore by Sobolev
embedding theorem we get
∫
RN
|∇v|2 dx  C1 for some constant C1 > 0 independent of v . Now we
want to estimate Iγ (v) for v ∈ M−γ . Noticing that ψγ (v) = 0, we have
Iγ (v) =
(
1
2
− 1
p + 1
)∫
RN
|∇v|2 dx+
(
1
q + 1 −
1
p + 1
)∫
RN
a−|v|q+1 − γ a+(v+)q+1 dx

(
1
2
− 1
p + 1
)∫
N
|∇v|2 dx−
(
1
q + 1 −
1
p + 1
)
γ C2
( ∫
N
|∇v|2 dx
) q+1
2R R
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( ∫
RN
|∇v|2 dx
) q+1
2
(
1
N
( ∫
RN
|∇v|2 dx
) 1−q
2
− γ
(
1
q + 1 −
1
p + 1
)
C2
)
,
in viewing that
∫
RN
|∇v|2 dx C1, we ﬁnd that infv∈M−γ Iγ (v) > 0 when γ is small.
For v ∈ M0γ , from above calculation we see that Iγ (v) < 0 and Iγ (v) > 0, this is impossi-
ble. So M0γ = ∅ and Mγ = M+γ ∪ M−γ . From Theorem 2.3, we see that Iγ (v¯γ ) < 0, which implies
that v¯γ ∈ M+γ , similarly vˆγ ∈ M+γ . Hence we have infv∈M+γ Iγ (v)  Iγ (v¯γ ). But when γ is small,
M+γ ⊂ B(0, γ ) ⊂ E , from Theorem 2.3 we see that Iγ (v¯γ ) = inf{Iγ (v) | ‖v‖E  γ }  infv∈M+γ Iγ (v),
so we have infv∈M+γ Iγ (v) = Iγ (v¯γ ), which implies that v¯γ is also a least energy solution, that is
Iγ (v¯γ ) = Iγ (vˆγ ).
In the end we want to show that vˆγ ∈ SM,γ when γ is small. Otherwise by maximum principle
and Hopf’s lemma, there exists Ω+i ⊂ Ω+ such that vˆγ ≡ 0 in all of Ω+i . Now take a nonzero function
v1 ∈ E such that v  0 and supp(v1)  Ω+i . From the ﬁrst part, we know that there exist t+ > 0
so that t+v1 ∈ M+γ . Noticing that we have just proved that Iγ (v) < 0 for any v ∈ M+γ when γ is
small. So we have Iγ (t+v1) < 0. Since vˆγ + t+v1 ∈ M+γ , we have infv∈M+γ Iγ (v)  Iγ (vˆγ + t+v1).
But Iγ (vˆγ + t+v1) < Iγ (vˆγ ) = infv∈M+γ Iγ (v), it is a contradiction. Therefore vˆγ ∈ SM,γ when γ is
small. 
If a(x) is almost admissible and (1.4) holds, for small γ > 0, Corollary 4.5 says that the minimal
element Uγ ∈ SM,γ , local minimizer vγ ∈ SM,γ , another local minimizer v¯γ ∈ SM,γ and least energy
solution vˆγ are the same.
5. The second solution
From the previous sections we know that there exists a family of local minimizers vγ , γ ∈ (0,Γ ),
for the energy functional Iγ . Now we want to seek a second solution in the form u = vγ + v with
v  0 by means of mountain-pass theorem. We deﬁne for any v ∈ E ,
Jγ (v) =
∫
RN
1
2
|∇v|2 + 1
q + 1a
−|v|q+1 − 1
q + 1a
−(v+)q+1 − H(x, v)dx,
where H(x, v) = ∫ v0 h(x, s)ds with h(x, v) = aγ [(vγ + v+)q − vqγ ] + [(vγ + v+)p − vpγ ]. Therefore we
see that
Jγ (v) = Iγ
(
vγ + v+
)− Iγ (vγ )+ 1
2
∥∥∇v−∥∥2L2(RN ) + 1q + 1
∫
RN
a−
(
v−
)q+1
dx. (5.1)
Since vγ is a local minimizer due to Theorem 3.3, from the above formula we immediately conclude
that v = 0 is a local minimizer of Jγ in E .
Lemma 5.1. For any ﬁxed 0< γ < Γ , there exists δ1 > 0 such that Jγ (v) Jγ (0) = 0 if ‖v‖E < δ1 .
We want to follow the idea in Tarantello [35] to do some energy estimates. Pick y∗ ∈ Ω+ , such that
for some small δ > 0, Σ = {x | |x− y∗| δ}Ω+ . Let ξ(x) be a cut-off function so that supp(ξ)Σ ,
0 ξ  1 and ξ = 1 near y∗ . Now we consider the following test function w(x) = ξ(x)U(x− y∗) for
all x ∈RN with
U(x) = 
(N−2)/2
2 2 (N−2)/2 ,  > 0.( + |x| )
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Iγ (vγ + tw) < Iγ (vγ )+ 1
N
SN/2.
Proof. In this proof we write ‖v‖Lt (RN ) as ‖v‖t for t  1 and v ∈ E . We ﬁrst introduce some known
results, from [12] we have
‖w‖p+1p+1 = A + O
(
N
)
and ‖∇w‖22 = B + O
(
N−2
)
(5.2)
where
A =
∫
RN
dx
(1+ |x|2)N , B = ‖∇U1‖
2
2 and S = B/
(
A(2/p+1)
)
.
Also a careful estimate obtained by Brezis–Nirenberg (see formulas (17) and (21) in [11]) shows that,
noticing that vγ is a smooth solution to (1.1) with compact support,
‖vγ + tw‖p+1p+1 = ‖vγ ‖p+1p+1 + t p+1‖w‖p+1p+1 + (p + 1)t
∥∥vpγ w∥∥1
+ (p + 1)t p∥∥vγ wp∥∥1 + o((N−2)/2). (5.3)
Recall that Iγ (vγ ) < 0 and I ′γ (vγ ) = 0, by Proposition 2.9, we get
∫
RN
|∇vγ |2 dx +
∫
RN
a−vq+1γ dx 
C(a+)γ
2
1−q . With this and the fact that (vγ + tw) has compact support, we have
Iγ (vγ + tw) = 1
2
∥∥∇(vγ + tw)∥∥22 − 1q + 1
∫
RN
(
γ a+ − a−)(vγ + tw)q+1 dx
− 1
p + 1
∥∥(vγ + tw)∥∥p+1p+1
 ‖∇vγ ‖22 + t2‖∇w‖22 + C
(‖vγ ‖q+1q+1 + tq+1‖w‖q+1p+1)− t
p+1
p + 1‖w‖
p+1
p+1
 C1 + t2‖∇w‖22 + Ctq+1‖w‖q+1p+1 −
t p+1
p + 1‖w‖
p+1
p+1.
Because of (5.2), there exists 1> 1 > 0 and t1 > 0 so that Iγ (vγ + tw)−|Iγ (vγ )| − 1N SN/2 for all
t  t1 and 0<  < 1. So from now on we always assume that t  t1 and 0<  < 1.
Recall that aγ = γ a+ − a− . Since vγ is a solution to (1.1), we have
∫
RN
(∇vγ )∇(tw)dx =
∫
RN
aγ (vγ )
q(tw)dx+
∫
RN
vpγ (tw)dx. (5.4)
Since supp(tw)Σ ⊂ Ω+ , for c = 1q+1 , we have
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RN
aγ
[
c(vγ + tw)q+1 − cvq+1γ − vqγ (tw)
]
dx
=
∫
RN
aγ
tw∫
0
[
(vγ + s)q − (vγ )q
]
dsdx 0. (5.5)
Now we estimate Iγ (vγ + tw) when t  t1. We have
Iγ (vγ + tw) = 1
2
‖∇vγ ‖22 +
t2
2
‖∇w‖22 +
∫
RN
(∇vγ )∇(tw)− 1
q + 1aγ (vγ + tw)
q+1 dx
− 1
p + 1
∥∥(vγ + tw)∥∥p+1p+1
= 1
2
‖∇vγ ‖22 +
t2
2
B +
∫
RN
(∇vγ )∇(tw)− 1
q + 1aγ (vγ + tw)
q+1 dx
− 1
p + 1‖vγ ‖
p+1
p+1 −
t p+1
p + 1 A − t
p
∫
RN
vγ w
p
 dx
− t
∫
RN
vpγ w dx+ o
(
(N−2)/2
) (
(5.3), (5.2)
)
= 1
2
‖∇vγ ‖22 −
1
p + 1‖vγ ‖
p+1
p+1 +
t2
2
B − t
p+1
p + 1 A − t
p
∫
RN
vγ w
p
 dx
+
∫
RN
aγ v
q
γ (tw)− 1q + 1aγ (vγ + tw)
q+1 dx+ o((N−2)/2) ((5.4))
= Iγ (vγ )+ t
2
2
B − t
p+1
p + 1 A − t
p
∫
RN
vγ w
p
 dx
−
∫
RN
aγ
tw∫
0
[
(vγ + s)q − (vγ )q
]
dsdx+ o((N−2)/2)
 Iγ (vγ )+ t
2
2
B − t
p+1
p + 1 A − t
p
∫
RN
vγ w
p
 dx+ o
(
(N−2)/2
) (
(5.5)
)
.
Letting φ(x) = 1
(1+|x|2)(N+2)/2 , it is easy to see that φ ∈ L1(RN ). Setting D =
∫
RN
1
(1+|x|2)(N+2)/2 dx, noticing
that vγ is smooth with compact support, from Theorem 8.15 in [19] we have
∫
RN
vγ w
p
 dx = (N−2)/2
∫
RN
vγ (x)ξ(x)
1
N
φ
(
x− y∗

)
dx = (N−2)/2vγ (y∗)D + o
(
(N−2)/2
)
.
Therefore we have Iγ (vγ + tw) Iγ (vγ )+ t22 B − t
p+1
p+1 A − t p(N−2)/2vγ (y∗)D + o((N−2)/2).
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p+1
p+1 A− t p(N−2)/2vγ (y∗)D , g(t) = t
2
2 B− t
p+1
p+1 A and t∗ = ( BA )1/(p−1) , it is easy
to see that g(t) attains its maximum value at t = t∗ with g(t∗) = 1N SN/2. Now taking t2 = min{t1, 12 t∗},
we have
max
0tt2
f (t) g(t2) <
1
N
SN/2 and max
t2tt1
f (t) g(t∗)− t p2 vγ (y∗)D(N−2)/2.
Noticing vγ (y∗) > 0, we can ﬁnd some 0(y∗) > 0 with 0(y∗) < 1 such that for every 0 <  < 0
and 0< γ < Γ ,
Iγ (vγ + tw) < Iγ (vγ )+ 1
N
SN/2. 
For above y∗ , take  = 120(y∗) and large T > t1 > 0 such that Jγ (vγ + T w) < 0 and ‖vγ +
T w‖E  1, where t1 is from the proof of Lemma 5.2. Now let
cγ = inf
σ∈Sγ
max
s∈[0,1] Jγ
(
σ(s)
)
,
where Sγ = {σ ∈ C([0,1], E) | σ(0) = 0 and σ(1) = T w}. Lemma 5.1 asserts cγ  0.
Lemma 5.3. cγ < 1N S
N/2 . Moreover cγ > 0 when γ is small.
Proof. Let σ(t) = tw , from above lemma we see that max{Iγ (vγ + σ(t)) | 0  t  T } < Iγ (vγ ) +
1
N S
N/2, which implies that cγ < 1N S
N/2. By Proposition 2.9, we get that vγ ∈ B(0, γ ) ⊂ E when γ is
small. Recall that in the proof of Theorem 2.3 we showed that inf{Iγ (v) | ‖v‖E = γ } 18γ 2.
For any σ(t) ∈ Sγ , the curve σ+(t) is also continuous and stays inside Sγ , where σ+(t) is deﬁned
by σ+(t)(x) = max{σ(t)(x),0} for any x ∈ RN . Since ‖vγ ‖E < γ and ‖vγ + T w‖E  1, for any con-
tinuous curve σ(t) ∈ Sγ , we have {σ+(t)+ vγ | 0 t  T } ∩ {v ∈ E | ‖v‖E = γ } = ∅, which means that
max{Iγ (vγ + σ+(t)) | 0 t  T } 18γ 2. Since Iγ (vγ ) < 0, we have cγ > 0 when γ is small. 
Next lemma guarantees the existence of Palais–Smale sequence.
Lemma 5.4.
1. If cγ = 0, there exists a sequence {vn} ⊂ E and a small ρ > 0 such that Jγ (vn) → 0, J ′γ (vn) → 0 and
dist(vn, F ) → 0, where F = ∂(B(0,ρ)) ⊂ E.
2. If cγ > 0, there exists a sequence {vn} ⊂ E such that Jγ (vn) → 0 and J ′γ (vn) → 0.
Proof. Lemma 5.1 says that, for any ﬁxed 0 < γ < Γ , there exists δ1 > 0 such that Jγ (v)  0 when
‖v‖E < δ1. Since cγ = 0, then for all r ∈ [0, δ1), we have inf{ Jγ (v) | ‖v‖E = r} = 0. Take ρ = 12 δ1 and
F = ∂(B(0,ρ)), then F satisﬁes the hypothesis of Theorem 1 in Ghoussoub and Preiss [20] and the
existence of Palais–Smale sequence is guaranteed. For cγ > 0, we can extract a Palais–Smale sequence
by applying Theorem 4.3 from Mawhin–Willem [28]. 
The following lemma deals with the boundedness of Palais–Smale sequence. For simpliﬁcation let
us denote (
∫
RN
a−|v|q+1 dx) 1q+1 by ‖v‖a− .
Lemma 5.5. For γ > 0, suppose {vn} is a sequence in E with Jγ (vn) → cγ and J ′γ (vn) → 0, then {vγ + v+n }
is uniformly bounded in E.
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q+1
a− ), then we have
∥∥∇v−n ∥∥2L2(RN ) +
∥∥v−n ∥∥q+1a−  o(1)(
∥∥∇v−n ∥∥2L2(RN ) +
∥∥v−n ∥∥q+1a− + O (1)).
So we have (1− o(1))(‖∇v−n ‖2L2(RN ) + ‖v−n ‖
q+1
a− ) o(1), that is v
−
n → 0 in E .
Therefore we may take un = vγ + v+n , then we reach that
Iγ (un) → Iγ (vγ )+ cγ and I ′γ (un) → 0.
It is standard to derive the boundedness for this Palais–Smale sequence, so we will be brief. Since
Iγ (vγ ) < 0, we have Iγ (un)− 1p+1 I ′γ (un)un  cγ + o(1)‖un‖E , that is
(
1
2
− 1
p + 1
)( ∫
RN
|∇un|2 dx+
∫
RN
a−uq+1n dx
)
 γ
(
1
q + 1 −
1
p + 1
)∫
RN
a+uq+1n dx+ cγ + o(1)‖un‖E
 
∫
RN
|∇un|2 + C2 + cγ + o(1)‖un‖E ,
where  = 12 ( 12 − 1p+1 ). Therefore we conclude that ‖un‖E is bounded. 
In view of Lemma 5.5, taking un = v+n + vγ  0, we have
Iγ (un) → Iγ (vγ )+ cγ and I ′γ (un) → 0.
Since ‖un‖E is uniformly bounded, restricting to a subsequence if necessary, there exists Vγ ∈ E so
that
un → Vγ weakly in E.
We may assume un → Vγ strongly in Lq+1(B(0, r)) for any r > 0 and un → Vγ a.e. in RN . By interpo-
lation we have un → Vγ strongly in Lt(B(0, r)) for any r > 0 and q + 1 t < 2∗ . It is easy to see that
Vγ is a solution to (1.1)γ with Vγ ∈ SM,γ , so Vγ has compact support. Moreover Vγ  vγ . Deﬁne
I∞(v) : E →R by
I∞(v) = 1
2
∫
RN
|∇v|2 dx+ 1
q + 1
∫
RN
a−|v|q+1 dx− 1
p + 1
∫
RN
|v|p+1 dx.
During the proof, from time to time we omit the sentence “as n → ∞” and neglect “dx”.
Lemma 5.6. Let wn = un − Vγ , then we have Iγ (un) = Iγ (Vγ )+ I∞(wn)+ o(1) and I ′∞(wn)wn = o(1).
Proof. First we want to point out that we can assume wn = un − Vγ  0. Indeed Vγ is compactly
supported, so (wn)− = (un − Vγ )− has bounded support. By compactness (wn)− → 0 strongly in
Lq+1(Rn). Since I ′γ (Vγ ) = 0, then (I ′γ (un)− I ′γ (Vγ ))(wn)− → 0, that is
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I ′γ (un)− I ′γ (Vγ )
)
(wn)
− = −∥∥∇(wn)−∥∥2L2(RN ) +
∫
RN
a−
(
uqn − V qγ
)
(un − Vγ )−
− γ
∫
RN
a+
(
uqn − V qγ
)
(un − Vγ )− −
∫
RN
(
upn − V pγ
)
(un − Vγ )−.
Now − ∫
RN
a−(uqn−V qγ )(un−Vγ )−  C
∫
RN
V qγ (un−Vγ )− → 0. Similarly we also have −γ
∫
RN
a+(uqn−
V qγ )(un − Vγ )− → 0 and −
∫
RN
(upn − V pγ )(un − Vγ )− → 0. So we have ‖∇(wn)−‖L2(RN ) → 0, that is
(wn)− → 0 in E .
We now may assume wn = un−Vγ  0 in RN . Since Vγ is smooth with compact support, from [9],
it is easy to see that
∫
RN
a−
(
uqn − V qγ
)
(wn) =
∫
RN
a−(wn)q+1 + o(1),
∫
RN
(
upn − V pγ
)
(wn) =
∫
RN
(wn)
p+1 + o(1),
which implies that
(
I ′γ (un)− I ′γ (Vγ )
)
(wn) = I ′∞(wn)(wn)+ o(1). (5.6)
Since (I ′γ (un)− I ′γ (Vγ ))(wn) = o(1), we get
∫
RN
∣∣∇(wn)∣∣2 +
∫
RN
a−(wn)q+1 −
∫
RN
(wn)
p+1 = o(1), (5.7)
that is I ′∞(wn)wn = o(1). In a similar way we have Iγ (un) = Iγ (Vγ )+ I∞(wn)+ o(1). 
Actually with (5.7) we can get more, that is,
Iγ (un) = Iγ (Vγ )+
(
1
2
− 1
p + 1
)∫
RN
∣∣∇(wn)∣∣2
+
(
1
q + 1 −
1
p + 1
)∫
RN
a−(wn)q+1 + o(1). (5.8)
The identity above is very useful for the proof of Theorem 2.3 and Proposition 4.6. The following
theorem is one part of Theorem 1.7. Recall that v¯γ is obtained in Theorem 2.3.
Theorem 5.7. For γ ∈ (0,Γ ), Vγ is a second solution to (1.1) in SM,γ with Iγ (Vγ ) < Iγ (vγ ) + 1N SN/2 and
vγ ≡ Vγ . Moreover if vγ = v¯γ , then un converges to Vγ strongly in E when γ is small.
Proof. Since Iγ (un) = Iγ (vγ )+ cγ + o(1), from Lemma 5.6 and (5.8), we get that
I∞(wn) =
(
1
2
− 1
p + 1
)∫
RN
∣∣∇(wn)∣∣2 +
(
1
q + 1 −
1
p + 1
)∫
RN
a−(wn)q+1 + o(1), (5.9)
and cγ = Iγ (Vγ )− Iγ (vγ )+ I∞(wn)+ o(1). Hence we have
cγ + Iγ (vγ ) = Iγ (Vγ )+ I∞(wn)+ o(1) Iγ (Vγ )+ o(1),
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contradiction, suppose otherwise vγ ≡ Vγ , then we have two cases cγ = 0 or cγ > 0.
If cγ = 0, then we have I∞(wn) = o(1), which implies that wn → 0 strongly in E . But from
Lemma 5.4, there exists a small ρ > 0 such that dist(vn, F ) → 0 with F = ∂(B(0,ρ)) ⊂ E . Noticing
that vn = un − vγ , we have wn = vn . Therefore we have dist(wn, F ) → 0, which contradicts with the
fact that wn → 0 strongly in E .
Now we deal with the case cγ > 0, we have cγ = I∞(wn)+ o(1) > 0. If we can show that
I∞(wn)
1
N
SN/2 + o(1), (5.10)
then we are done because this contradicts with the fact that cγ < 1N S
N/2, which is from Lemma 5.3.
Indeed from previous lemma and (5.7) we have
∫
RN
∣∣∇(wn)∣∣2 +
∫
RN
a−(wn)q+1 −
∫
RN
(wn)
p+1 = o(1). (5.11)
First we see that
∫
RN
|∇(wn)|2  C for some positive constant independent of n, otherwise if∫
RN
|∇(wn)|2 = o(1), we have
∫
RN
a−(wn)q+1 = o(1), then from (5.9) we have cγ = 0, this is im-
possible. So from (5.11) we have the following,
∫
RN
∣∣∇(wn)∣∣2 
∫
RN
(wn)
p+1 + o(1) 1/S(p+1)/2
[ ∫
RN
∣∣∇(wn)∣∣2
](p+1)/2
+ o(1),
which implies that
∫
RN
|∇(wn)|2  SN/2 + o(1). Combining this with (5.9) we obtain (5.10).
Now we prove the second part, we assume γ is small. Suppose vγ = v¯γ , from Theorem 4.7 we
know that v¯γ is a least energy solution of (1.1), so we have Iγ (Vγ )  Iγ (v¯γ ). We know that cγ =
Iγ (Vγ )− Iγ (v¯γ )+ I∞(wn)+ o(1), so we have cγ  I∞(wn)+ o(1). If I∞(wn) = o(1), then from (5.9)
un strongly converges to Vγ in E , otherwise we can follow the same process as for (5.10) to show
that I∞(wn)  1N SN/2 + o(1), which implies that cγ  1N SN/2, this is impossible. This theorem is
proved. 
Combine this theorem with Corollary 4.5, we immediately get the following corollary.
Corollary 5.8. If a(x) is almost admissible and (1.4) holds, then for small γ > 0, un converges to Vγ strongly
in E with Iγ (Vγ ) < Iγ (v¯γ )+ 1N SN/2 .
Before we go any further, we give the following simple result.
Proposition 5.9. Let v be a nontrivial solution of the problem
−w + a−wq = wp, 0 w ∈ E, (5.12)
then I∞(v) > 1N S
N/2 .
Proof. By strong maximum principle and Hopf’s lemma we see that if v is positive somewhere inside
Ω0+ , then v has to be positive somewhere inside Ω− , which means
∫
RN
a−vq+1 dx> 0. We can follow
the same process as for (5.10) to conclude this proposition. 
6300 Q. Lu / J. Differential Equations 252 (2012) 6275–6305Problem (5.12) has no nontrivial solution with energy strictly below 1N S
N/2. Since Iγ (vγ ) < 0, we
can view the problem (1.1) as a perturbation problem from (5.12) by the lower order term γ a+uq , as
you can see that we can get two solutions of (1.1) with energy strictly below 1N S
N/2. Now we give
the proof of Theorem 1.9.
Proof of Theorem 1.9. We prove this theorem by contradiction, suppose Vγ (x) ≡ vγ (x) for all x ∈
supp(vγ ), noticing that Ω+ ⊂ supp(vγ ), we ﬁnd that Vγ − vγ is also a nonzero solution to (5.12).
Therefore I∞(Vγ − vγ ) > 1N SN/2, which means that Iγ (Vγ ) = Iγ (vγ ) + I∞(Vγ − vγ ) > Iγ (vγ ) +
1
N S
N/2, this is not possible because of Theorem 5.7.
Suppose now Ω0+ is connected, (1.4) holds and γ is small. By Corollary 4.5, we have vγ ≡ v¯γ
when γ is small. Moreover from Theorem 4.7, we know that v¯γ is a least energy solution to
(1.1). Now if supp(Vγ ) is not connected, we can write Vγ = V 1γ + V 2γ with Ω0+ ⊂ supp(V 1γ ) and
supp(V 2γ ) ⊂ Ω− ⊂ RN − Ω0+ . We have V 2γ is a solution to (5.12) with I∞(V 2γ ) > 1N SN/2. Hence
Iγ (Vγ ) = Iγ (V 1γ )+ I∞(V 2γ ) > Iγ (vγ )+ 1N SN/2, this is not possible. So supp(Vγ ) is connected. 
From Theorem 5.7, we know that vγ and Vγ are different, Proposition 1.8 is a direct consequence
of Corollary 4.5. Now we study the behavior of ‖Vγ ‖L∞(RN ) when γ → 0. The following theorem is
the last part of Theorem 1.7.
Theorem 5.10. If a(x) is almost admissible and (1.4) holds, Vγ blows up as γ tends to 0, that is
limγ→0 ‖Vγ ‖L∞(RN ) = ∞. Moreover as γ tends to 0,
∫
RN
|∇Vγ |2 = SN/2 + o(1) and
∫
RN
a−V q+1γ = o(1).
Proof. We always assume γ is small. Since Vγ is a solution to (1.1), we have
∫
RN
|∇Vγ |2 +
∫
RN
a−V q+1γ = γ
∫
RN
a+V q+1γ +
∫
RN
V p+1γ . (5.13)
Notice that from Theorem 5.7, we have Iγ (Vγ ) < Iγ (vγ )+ 1N SN/2. So we get
Iγ (Vγ ) = 1
N
∫
RN
|∇Vγ |2 −
(
1
q + 1 −
1
p + 1
)∫
RN
aγ V
q+1
γ < Iγ (vγ )+ 1N S
N/2. (5.14)
Since Iγ (vγ ) < 0, by Proposition 2.9 we have |Iγ (vγ )| → 0 as γ → 0. Like we did in Lemma 5.5,
from (5.14) we know that ‖Vγ ‖E is uniformly bounded independent of γ , which implies
∫
RN
a+V q+1γ
is also uniformly bounded independent of γ . So we may assume that Vγ → V∗ weakly in E for some
V∗ ∈ E . Passing the limit in γ we have
(1/N)
∫
RN
|∇V∗|2 +
(
1
q + 1 −
1
p + 1
)∫
RN
a−V q+1∗ 
1
N
SN/2.
It is easy to see V∗ is a solution to (5.12), by Proposition 5.9, we must have V∗ = 0.
On the other hand, from (5.13) we have
∫
RN
|∇Vγ |2 +
∫
RN
a−V q+1γ = o(1) +
∫
RN
V p+1γ , which im-
plies that
∫
RN
|∇Vγ |2  C for C > 0 independent of γ . Otherwise if
∫
RN
|∇Vγ |2 = o(1), we have
‖Vγ ‖E = o(1). From Lemma 2.1 we get ‖Vγ ‖L∞(RN ) = o(1). Therefore by Theorem 1.5, we have
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∫
RN
|∇Vγ |2 
SN/2 + o(1), so we have
∫
RN
|∇Vγ |2 = SN/2 + o(1) and
∫
RN
a−V q+1γ = o(1).
Now we argue by contradiction. Suppose that there exists a sequence {γn} such that γn → 0 as
n → ∞ and ‖Vγn‖L∞(RN ) is uniformly bounded. Take r large such that Ω0+  B(0, r). Elliptic estimates
implies that, up to a subsequence, Vγn converges uniformly to V∗ = 0 inside B(0, r + 2). Hence we
may follow the same proof for the ﬁrst part of Theorem 1.5 to show that Vγn (x) = 0 for all x ∈
B(0, r + 1) − B(0, r + 1/2) when n is large. So we can write Vγn = V 1γn + V 2γn with supp(V 1γn ) ⊂
B(0, r + 1/2) and supp(V 2γn ) ⊂ RN − B(0, r + 1). By uniqueness of Theorem 1.5 we have V 1γn ≡ vγn .
Since Iγn (Vγn ) < Iγn (vγn ) + 1N SN/2, from Proposition 5.9, we must have V 2γn ≡ 0, which means that
Vγn ≡ vγn , this is a contradiction. 
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Appendix A
In the end we provide the proof of Lemma 2.1, we restate the lemma here. Let u be one solution
of (1.1).
Lemma A.1. lim|x|→∞ u(x) = 0. Moreover if γ  1 and ‖u‖E goes to 0, then ‖u‖L∞(RN ) goes to zero uniformly
in γ .
We ﬁrst show some estimates based on Moser iteration technique, see Appendix B in Struwe [33].
Set si +1 = ( NN−2 )i for i  1, pick the smallest integer m so that 2(sm+1) p( N2 +1). For any x0 ∈RN ,
we also deﬁne a sequence of cut-off functions {ηi} inside B(x0,m + 1) for 1 i m − 1 by
ηi(y) =
{
1 if |y − x0|m − i + 1,
0 if |y − x0|m − i + 2. (A.1)
Lemma A.2. Suppose ‖u‖Lp+1(B(x0,m+1)) goes to 0, then ‖u‖Lp( N2 +1)(B(x0,2)) goes to 0.
Proof. Let g(x,u) = aγ uq + up , we have g(x,u) ‖a+‖L∞(RN )uq + up . Set
b(x) =
⎧⎨
⎩
Cu
4
N−2 if q 4N−2 ,
C(uq + u 4N−2 ) if q < 4N−2 ,
(A.2)
where we pick proper C depending on ‖a+‖L∞(RN ) so that g(x,u)  b(x)(u + 1). If there is no con-
fusion, we write b(x) as b. If q < 4N−2 , we have q
N
2 < p + 1 = 2NN−2 . Hence ‖b‖ N2 goesL (B(x0,m+1))
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duction method, based on Moser’s iteration technique, to show that ‖u‖
Lp(
N
2 +1)(B(x0,2))
goes to 0 as
‖u‖Lp+1(B(x0,m+1)) goes to 0.
When i = 1, 2(s1 + 1) = p + 1, ‖u‖L2(s1+1)(B(x0,m+1)) goes to 0 as assumed by this lemma. Now
suppose that ‖u‖L2(si−1+1)(B(x0,m+1−(i−2))) goes to 0, we want to show that ‖u‖L2(si+1)(B(x0,m+1−(i−1)))
goes to 0 if i m.
We follow as in Appendix B in Struwe [33]. For simplicity we write si−1 as s and ηi−1 as η,
we also use D to denote B(x,m + 1). For L > 1, let w = min{us, L}, ϕ = umin{u2s, L2}η2, X be the
characteristic function of the set {x ∈RN | u(x)s  L}. It is easy to see that ϕ = uw2η2 and ϕ ∈ H10(D).
Since −u = g(x,u) b(u + 1), we have
∫
D
∇u∇ϕ dx
∫
D
b(u + 1)ϕ dx
∫
D
b(u + 1)uw2η2 dx
∫
D
b
(
1+ 2u2)w2η2 dx
 3
∫
D
bu2w2η2 dx+ 3
∫
D
bη2 dx.
Since ∇ϕ = (∇u)w2η2 + uw2(2η∇η)+ u(∇u2s)η2X , then
∫
D
|∇u|2w2η2 dx+ s
2
∫
D
u2s−2
∣∣∇u2∣∣2η2X dx
 −2
∫
D
(η∇u)(u∇η)w2 dx+ 3
∫
D
bu2w2η2 dx+ 3
∫
D
bη2 dx
 1
2
∫
D
|∇u|2w2η2 dx+ 2
∫
D
u2w2|∇η|2 dx+ 3
∫
D
bu2w2η2 dx+ 3
∫
D
bη2 dx,
that is
∫
D
|∇u|2w2η2 dx+ s
∫
D
u2s−2
∣∣∇u2∣∣2η2X dx

∫
D
4u2w2|∇η|2 + 6bu2w2η2 + 6bη2 dx. (A.3)
Now we know that ∇(uwη) = (∇u)wη + uw(∇η)+ u(∇us)ηX , thus we have
∣∣∇(uwη)∣∣2  3|∇u|2w2η2 + 3
4
s
(
su2s−2
∣∣∇u2∣∣2η2X)+ 3u2w2|∇η|2.
Noticing that s sm , w =min{us, L}, supp(η) = supp(ηi−1) = B(x0,m+3− i) and |∇η|2  C for some
constant C independent of i, by (A.3) we have
∫
D
∣∣∇(uwη)∣∣2 dx
∫
D
(15+ 3s)u2w2|∇η|2 dx+
(
18+ 9
2
s
)∫
D
bu2w2η2 + bη2 dx
 (18+ 5sm)
[
C
∫
B(x ,m+3−i)
u2w2 dx+ ∥∥b(x)∥∥
L
N
2 (D)
∥∥(uwη)2∥∥
L
N
N−2 (D)
+
∫
D
bdx
]0
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[
C
∫
B(x0,m+3−i)
u2(1+s) dx+ ∥∥b(x)∥∥
L
N
2 (D)
∥∥(uwη)∥∥2
L
2N
N−2 (D)
+ ‖b‖
L
N
2 (D)
|D| N−2N
]
.
Since uwη ∈ H10(D), we have
∫
D |∇(uwη)|2  S‖(uwη)‖2
L
2N
N−2 (D)
, where S is the best Sobolev
constant. Noticing that ‖b(x)‖
L
N
2 (D)
tends to 0 as ‖u‖E goes to 0, we may assume that (18 +
5sm)‖b(x)‖
L
N
2 (D)
 S2 . Therefore letting L → ∞, we obtain
∥∥(u1+sη)∥∥2
L
2N
N−2 (D)
 2
S
(18+ 3sm)
[
C
∫
B(x0,m+3−i)
u2(1+s) dx+ ‖b‖
L
N
2 (D)
|D| N−2N
]
.
We know that η(x) = ηi−1(x) = 1 for any x ∈ B(0,m+2− i). By assumption ‖u‖L2(s+1)(B(x0,m+1−(i−2))) =‖u‖L2(si−1+1)(B(x0,m+1−(i−2))) goes to 0, we conclude that ‖u‖L2(si+1)(B(x0,m+1−(i−1))) goes to 0. Do the
induction step by step, when i = m, we have ‖u‖L2(sm+1)(B(x0,2)) goes to 0, which implies that‖u‖
Lp(
N
2 +1)(B(x0,2))
goes to 0 as ‖u‖Lp+1(B(x0,m+1)) goes to 0. 
Next we introduce a result from Theorem 1.1 of Chapter 4 in [24].
Lemma A.3. Let c(x) ∈ Lt(B(x0,2)) for some t > N2 with ‖c(x)‖Lt (B(x0,2))  1. Suppose u(x)  0 is a sub-
solution in the following sense
∫
B(x,2)
∇u∇φ + cuφ  0 for any φ ∈ H10
(
B(x0,2)
)
and φ  0 in B(x0,2).
Then ‖u‖L∞(B(x0,1))  C‖u‖L2∗ (B(x0,2)) for some positive constant C .
Now we give the proof of Lemma 2.1. Pick ρ > 0 such that Ω0+  B(0,ρ).
Proof of Lemma2.1. We prove the second part ﬁrst. Let g(x,u) = aγ uq+up , then |g(x,u)| C1uq+up
for any x ∈ B(0,ρ+5). For any x0 ∈ B(0,ρ+3), we have B(x0,1) ⊂ B(x0,2) ⊂ B(0,ρ+5). Since γ  1
and ‖u‖E tends to 0, by Lemma A.2 we have that ‖u‖
Lp(
N
2 +1)(B(x0,2))
tends to 0. By standard elliptic
estimates we have that
‖u‖
W 2,
N
2 +1(B(x0,1))
 C
(‖u‖
L
N
2 +1(B(x0,2))
+ ∥∥g(x,u)∥∥
L
N
2 +1(B(x0,2))
)
,
so we get that ‖u‖
W 2,
N
2 +1(B(x0,1))
tends to 0. Noticing that 2( N2 + 1) > N , we have ‖u‖L∞(B(x0,1)) tends
to 0, which implies that ‖u‖L∞(B(0,ρ+3)) tends to 0.
Next for any x0 ∈ RN − B(0,ρ + 2), we have B(x0,1) ⊂ B(x0,2) ⊂ Rn − Ω0+ , so −u(y) −
(up−1(y))u(y) 0 for any y ∈ B(x0,2). Since (p − 1)( N2 + 1) < p( N2 + 1) and u ∈ E , taking c = up−1,
from Lemma A.2 we have that ‖u‖L2∗ (B(x0,2)) and ‖c‖L N2 +1(B(x0,2)) both tend to 0, as ‖u‖E goes to 0.
Applying previous lemma we have ‖u‖L∞(Rn−B(0,ρ+2)) tends to 0. Since ‖u‖L∞(B(0,ρ+3)) also tends
to 0, we have ‖u‖L∞(RN ) tends to 0 as ‖u‖E goes to 0.
Finally we want to show if u is a solution to (1.1), then lim|x|→∞ u(x) = 0. For any x0 ∈ RN −
B(0,ρ + 2), we have B(x0,1) ⊂ B(x0,2) ⊂ Rn − Ω0+ , so −u(y) − (up−1(y))u(y)  0 for any y ∈
6304 Q. Lu / J. Differential Equations 252 (2012) 6275–6305B(x0,2). Since (p − 1)( N2 + 1) < p( N2 + 1) and u ∈ E , taking c = up−1, from Lemma A.2 we have that‖u‖L2∗ (B(x0,2)) and ‖c‖L N2 +1(B(x0,2)) both tend to 0 as |x0| goes to ∞. Applying previous lemma we
have ‖u‖L∞(B(x0,1)) tends to 0 as |x0| goes to ∞, which implies that lim|x|→∞ u(x) = 0. 
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