In a new finding, the waiting times between successive solar flares correlate strongly with their magnitudes, for events occurring within single isolated active regions. The time interval after the flare, rather than before, shows the correlation. implying a saturation of the free energy available. This finally establishes the build-up/release scenario for coronal flare energy storage. The lack of the before correlation (expected from a reset of the free energy) also confirms that the post-event structure retains significant free energy after each flare.
INTRODUCTION
Solar flares appear to result from the build-up of excess magnetic energy in the corona, which grows slowly as the result of Poynting fluxes at the level of the photosphere. These excess energies appear as non-potential field structures reflecting current systems linking the corona to the interior convection zone. A flare (or a CME) extracts energy suddenly from the field, which then relaxes to a lower-energy state. This well-understood scenario has broad acceptance, if only because alternative mechanisms for energy storage seem implausible observationally (e.g., Hudson 2007) . This basic picture spawned a major effort in the 1980s, the "Flare Build-up Study" (Gaizauskas & Svestka 1987) ; its first objective was to identify signatures of the sequence of slow buildup and rapid flare energy release. This did not happen: "...no consistent relationship was found.. ," providing the main motivation for the present work. Nowadays we have substantially improved observational material for characterization and for follow-up.
Some of the non-potential "free energy" appears to remain in the corona even after a major flare, consistent with the idea that the current systems associated with the energy storage link the solar subsurface regions and the corona (Wang et al. 1994) . Such currents persist and cannot change rapidly; thus the energy release comes from a restructuring of these currents (e.g., Melrose 1995 Melrose , 2017 , rather than from their interruption (Alfvén & Carlqvist 1967) . Sun et al. (2012) provided an example of this current-displacement behavior during the X-class flare SOL2011-02-15. This plays a role in the interpretation of the "Build-Up/Release" (here simplified as "BUR") picture, as discussed in this paper.
Generally a process of slow buildup and rapid release (BUR) constitutes a "relaxation oscillation," since such sys-tems can readily oscillate. Many natural systems exhibiting such behavior exist, as do commerical applications; in astrophysics the "Rapid Burster" X-ray sources gave an early example (Lewin et al. 1976 ). In gardens with water features one can find often a mechanical "dipper" with a trickle of flowing water; this operates on the same BUR principle. For a historical account of the engineering and mathematics, see for example Ginoux & Letellier (2012) . A non-periodic BUR process can result in a more complicated system.
Considerable literature on flare occurrence distributions exists, especially following the early discussion of the physics by Rosner & Vaiana (1978) . Flare occurrence generally follows a power-law distribution of magnitudes, much as earthquakes and many other natural systems do; this suggests a self-organized critical phenomenon (see, e.g., Aschwanden et al. 2016 , for a recent review). The waiting times between successive flares appear to follow a "piecewise Poisson" random pattern (Wheatland 2000b) .
To establish the BUR process we need to assess the free energy content of the corona, and we need an estimation of the energy release in each event. Each of these tasks has its difficulties, but we can finesse the measurement of stored energy by assuming that it changes only slowly, on time scales greater than those of the flare release. Many proxies for flare energy exist, and we are helped by the tendency of many of the extensive parameters to scale together (one manifestation of the "Big Flare Syndrome"; Kahler (1982) ). In previous efforts to establish a BUR correlation, Biesecker (1994) used hard X-ray observations from the BATSE experiment (Fishman et al. 1992) , Hudson et al. (1998) used the GOES soft X-ray observations, and both Crosby et al. (1998) and Wheatland (2000a) used data from the WATCH monitor of hard X-rays, as described in an early version by Lund (1981) . The relationship of any of these proxies to the c 0000 The Authors arXiv:1908.08749v1 [astro-ph.SR] 23 Aug 2019 Figure 1 . Two alternative patterns for an interval-size relationship implying a Build-Up/Release (BUR) scenario (Hudson et al. 1998) . In each case the dotted line shows the level of the energy reservoir, with the time series of flare magnitudes at the bottom. The upper panel shows a saturated state of free energy defining the threshold for a flare event, which terminates at a finite energy level. This implies an saturation correlation in which the interval prior to a flare correlates with its energy. In the lower panel the flare uses up the free energy, which resets to zero, as in the classic model of Rosner & Vaiana (1978) . total flare energy certainly contains some variance, and none represents a large fraction of the total. For the soft X-rays, Shimizu (1995) suggested an energy fraction of order 1%, for example, but this fraction has an unknown variance and also must have, based upon models, some systematic bias across the scale of flare magnitudes. None of these earlier studies reported a significant interval-size relationship. This study again uses the GOES proxy plus metadata regarding the identification of the flaring active region.
AN INTERVAL-SIZE RELATIONSHIP
A BUR process should manifest itself as a correlation between the waiting interval and the flare magnitude. We can distinguish two cases (Wheatland 2000a) : if each flare uses up the entire available stock of free energy, the interval before the flare should correlate with the flare energy; the original Rosner & Vaiana (1978) model predicts this relationship. Alternatively, a limited energy release from the reservoir could have a correlation between the the time interval after the event, on the hypothesis that the same global energy threshold enables the triggering of successive events. In both cases we assume steady or slowly-varying energy input. Figure 1 illustrates these alternatives.
We have searched for reset and saturation correlations in two active regions, starting with an isolated region from the end of Cycle 24, NOAA AR 10930. During its disk passage, this region had no competing flares in other regions (M. Georgoulis, personal communication 2019) . The flare timing shows a significant saturation correlation (Figure 2 ) during the first day of its flaring life, 12 December 2006. The figure compares the saturation case with the reset alternative, which has no significant correlation. We also use this region to test the robustness of the saturation correlation by looking at day-by-day event listings. Figure 3 shows these results (the first day here corresponds to the plots in Figure 2 . The days with fewer flares and no major events, ie with poorer dynamic range, typically provide weak or no correlation. We would expect noise-like effects in the waiting times, as discussed below. In addition to the Pearson correlation coefficients, the figure also shows the slopes found for linear fits to the log variables (lower panel).
For this single region, the day-by-day analysis shows significant saturation correlations on several individual days, as corroborated by the power-law fits. The full time series (123 GOES events from SOL2006-12-06T05:36 through SOL2006-12-17T14:47) showed no correlation, with the Pearson correlation coefficient r = 0.06 ± 0.48. This suggests an intermittent behavior or noise dominance for the correlation on longer time scales, since significant correlations appear on several of the individual days during the disk passage.
How universal is the interval-size relationship found for the 2006 region? We have returned to the "last best" active region of Cycle 23, NOAA AR 7978. Hudson et al. (1998) had reported no obvious correlation either 'before" or "after," but this seems to have been mistaken. Figure 4 shows an astonishingly precise correlation for one day of data in this case as well, for flares SOL1996-07-08T21 through SOL1996-07-09T09.
The correlation results for these two intervals clearly establish a relaxation-oscillator (BUR) behavior, and contradict the negative conclusions about waiting-time correlations by previous authors (Biesecker 1994; Crosby et al. 1998; Hudson et al. 1998; Wheatland 2000b) . The difference presumably results from overly broad searches in these earlier efforts; physically one may not expect a correlation between two distinct active regions, nor over very long time spans (see Section 3).
The lower panel of Figure 3 shows the slope results of linear fits to the day-by-day data from AR 10930, the parameter α in W ∝ (∆t) α , with W the flare peak flux and ∆t the waiting time after the flare. These hint at α = d(lnS)/d(ln∆t) ≈ 1), but a conclusion about this would require a larger sample. We might expect this result in the case of a steadily increasing supply of free energy. A strictly constant energy supply might also suggest an exact correlation, rather than the scatter that we see, but scatter would be expected from many possible causes.
WHY WAS THIS CORRELATION NOT FOUND EARLIER?
Many sources of uncertainty might mask an interval-size relationship for flare waiting times. The time reference used here (the GOES soft X-ray peak) has only a crude relationship to the impulsive phase, which might mark the trigger time more exactly. The GOES peak fluxes also cannot scale exactly even with the soft X-ray total energy, because of variations in flare duration and temperature; another known and probably quite significant scatter also has to come from the routine treatment of the GOES observations (no background subtraction, no correction for the "blanking" effect noted for weak events by Hudson et al., 2014) . How does the heating of the quiescent active region relate to the reservoir tapped for its flare energy release? Other confusing factors probably exist. In spite of these systematic errors and unknowns, this study has found a significant correlation by using only the simplest possible flare data, namely the SolarSoft summaries of GOES soft X-ray event time, magnitude, and location. At least two previous careful searches for interval-size relationships found none, and Crosby et al. (1998) state "No correlation is found between the elapsed time interval between successive flares arising from the same active region and the peak intensity of the flare." This study carefully selected sequences of events from the same active regions. In this case there may have been no search for the saturation correlation that we report here, but Wheatland (2000a) used the same database and searched unsuccessfully for both reset and saturation matches. This paper offers several possible explanations for the non-detection of the correlation, including the idea that perhaps flare energy is not stored visibly in the corona at all! It also comments interestingly that the existence of a reset correlation would tend to rule out "avalanche" models (self-organized criticality; see Lu et al., 1995) . More likely the earlier searches failed because they included too much data, allowing variations in the saturation level to become important.
INTERPRETATION OF THE SATURATION CORRELATION
The top panel of Figure 1 suggests the simplest explanation of the saturation correlation: the available free energy builds gradually up to a limit imposed by the active-region structure, at which point a random trigger dislodges a part of the system into a lower-energy state. The tightness of the correlation reflects the slow variation of this limiting state, which must result from the adjustment of unbalanced currents linking the photosphere as described by Melrose (2017) . The most powerful flare release cannot diminish these currents on short time scales (see also Hudson 2000) , and instead must leave the active-region structure in a stressed state (Wang et al. 1994 ). Thus the total magnetically stored energy sets a firm upper limit on the magnitude of a flare, but the practical (and lower) limit would come from the properties of a "minimum current corona" of some kind (Longcope 1996) . Either way the power-law distribution of flare energies must roll over at this maximum point, as suggested by observation (Kucera et al. 1997; Tranquille et al. 2009 ) and statistical analysis (e.g. Kubo 2008 ). The trigger action for flare occurrence may correspond to observable effects in the corona or in the chromosphere; the results here suggest that multiple points in the energysaturation system may launch non-homologous restructurings. This speculation reflects the ideas of much previous work that describes flare energetics in terms of the properties of electrical circuits (Melrose 1995; Zaitsev et al. 1998; Khodachenko et al. 2009; Melrose 2017) . Observational support for the necessary unbalanced coronal currents has begun to appear, both in quiet-Sun observations (Georgoulis et al. 2012 ) and in flares (Sun et al. 2012) .
CONCLUSIONS
These results firmly establish the build-up/release scenario for solar flares occurring in isolated active regions, capturing a pattern widely believed but heretofore never convincingly found empirically. It has a saturation ordering, rather than the reset relaxation often discussed. The correlation may persist for a time scale on the order of a day, and it exhibits intermittency, some of which must result from random error over epochs with limited ranges of flare magnitude. The triggering of the events remains as a "piecewise Poisson" process (Wheatland 2000b) . The unique parameter dictacting the saturation level appears to be simply the available free energy, and so it is not clear what role helicity may play (e.g., Rust 1994) . More thorough studies of event waiting time may resolve several interesting questions involving CME occurrence, interactions between regions, time scales associated with trans-photospheric Poynting flux, etc. The results may also offer the possibility of improving shortterm prediction of flare magnitudes based on the interpretation of prior flare occurrence to reflect the magnitude of the Poynting flux responsible for the energy build-up in a specific region.
