We introduce a new broad and flexible class of multivariate elliptically symmetric distributions including the elliptically symmetric logistic and multivariate normal. Various probabilistic properties of the new distribution are studied, including the distribution of linear transformations, marginal distributions, conditional distributions, moments, stochastic representations and characteristic function.
Introduction
The elliptically symmetric logistic distribution with density f (x) = Γ( (1 + exp(−(x − µ) T Σ −1 (x − µ))) 2 , x ∈ R n , has been originally introduced by Jensen (1985) (as the generalization of the multivariate normal distribution) and studied by Fang et al. (1990) , Arnold (1992) , Kano (1994) , Volodin (1999) The elliptically symmetric logistic distribution belongs to the elliptically contoured distributions family (also called an elliptically symmetric distributions family) Ell n (µ, Σ, g) with the location parameter µ, the scale parameter Σ and the density generator g(u) = exp(−u) (1 + exp(−u)) 2 .
However, research work on the multivariate symmetric logistic distribution in recent decade is rather scarce compared to much research has focused on other elliptical distributions such as multivariate normal, multivariate Student t, multivariate Cauchy, multivariate power exponential distribution, Kotz-type distribution and multivariate skew-normal distributions; see the books and papers of Fang, Kotz and Ng In some literature, the joint pdf of n-dimensional elliptically symmetric logistic distribution is defined as
and the normalizing constant c n is given by
(1.1)
Interested readers may refer to Landsman and Valdez (2003) and Landsman et al. (2003 Landsman et al. ( , 2016 Landsman et al. ( , 2018 , for more details on the elliptically symmetric logistic distribution and its applications. As pointed out 
by using the expansion e
We observe that the formula (1.2) has no meaning when n = 1 and 2, since the series
We now give the definition of a generalized elliptically symmetric logistic distribution including the elliptically symmetric logistic distribution and multivariate normal.
Definition 1.1
The n-dimensional random vector X is said to have a generalized elliptically symmetric logistic distribution with location parameter µ (n-dimensional vector) and dispersion matrix Σ (n × n matrix with Σ > 0) if its pdf has the form
where d n is the normalizing constant and will be determined in the next section, a, b, r > 0 are constants and
is its density generator. If X belongs to the generalized elliptically symmetric logistic distribution, we
The generalized elliptically symmetric logistic distribution is a particular case of an elliptically distribution, so X admits the stochastic representation
where A is a square matrix such that A A = Σ, U (n) is uniformly distributed on the unit sphere surface in R n , and R ≥ 0 is independent of U (n) and has the pdf given by
For more details see Cambanis et al. (1981) . Note that the n-dimensional elliptically symmetric logistic distribution can be deduced as a special case of ( The rest of the paper is organized as follows. In Section 2, we discuss the expression of the normalizing constant in (1.1) and give the correct values for c 1 and c 2 , and provide a equivalent expression for c n , n ≥ 3. In Sections 3-6 we will investigate some of the properties of this new class of the multivariate distributions. More specifically, we find the distributions of linear transformations, the marginal and conditional distributions, the moments and the characteristic functions. 
Evaluation of the normalizing constants
We first collect some facts of the Riemann zeta function and the generalized Hurwitz-Lerch Zeta function which will be used in the sequel. The Riemann Zeta function ζ is defined as 
and
where B n = B n (0) are the nth Bernoulli numbers and B n (x) are Bernoulli polynomials defined by the generating function te
The Bernoulli numbers are well-tabulated (see, for example, Srivastava (2003)):
The functions ζ(s) has the following integral representations (cf. Srivastava and Choi (2012, p.169,
Note that there is an extra 2 in (51) of Srivastava and Choi (2012, p.172).
The generalized Hurwitz-Lerch Zeta function is defined by (cf. Lin et al. (2006))
which has an integral representation
where R(a) > 0; R(s) > 0 when |z| ≤ 1(z = 1); R(s) > 1 when z = 1).
Theorem 2.1. Consider the normalizing constant d n defined in (1.4).
4)
where Φ * r is the generalized Hurwitz-Lerch Zeta function.
Proof By using the formula (1.37) in Denuit et al. (2005), we have
Corollary 2.1. Consider the normalizing constant c n defined in (1.1).
(i) If n = 1, then
where ζ is the Riemann zeta function.
Proof (i) The result follows by letting n = 1, a = b = 1, r = 2 in (2.4) and some algebras.
(ii) If n = 2, by (1.1) we have
where we have used the fact that
is the pdf of the half-logistic distribution.
(iii) By (1.2),
where we have used the well known fact
(iv) If n ≥ 3, n = 4, by making use of
we have
where ζ is the Riemann zeta function. 
Linear transformations
Consider the affine transformations of the form
If B is a nonsingular n × n matrix it can be easily verified by definition or by the characteristic function in Section 6 that Y ∼ GM L n (Bµ + b, BΣB , g). However, when B is a m × n matrix with m < n and rank(B) = m, the following theorem shows that the density generator of Y is not necessarily g, it may dependent on n and m.
where Φ * r is the generalized Hurwitz-Lerch Zeta function. Moreover, Y admits the stochastic representation
where
Here B is the nonnegative random variable independent of R with distribution Beta( provided an alternative proof. In dong so we consider the transformation
where C is any given matrix such that B C is nonsingular. So that
The result follows, since
This ends the proof.
Taking B = (α 1 , · · · , α n ) := α in Theorem 3.1 leads to
In particular,
Marginal and conditional distributions
For fixed m < n, consider the partitions of X, µ, Σ given below
The following theorem gives the result on the marginal distributions of X (1) and X (2) .
, where g is defined as (1.6), then
(ii)
where g (k) is the function given by
In particular, if m = n − 2 and a = b, then
Proof. Taking from which we get
The 2-dimensional multivariate elliptically symmetric distribution with the density generator (4.3) is not a generalized elliptically symmetric logistic distribution. If a = b = 1, n = 3, r = 2, p = 1, then (4.1)
from which we get
The 3-dimensional multivariate elliptically symmetric distribution with the density generator (4.5) is not a generalized elliptically symmetric logistic distribution.
Therefore, the distribution (1.4) is not dimensionally coherent or consistent. A spherical distribution with density generator f is said to have the consistency property if
for any integer n and almost aa x ∈ R n . This consistency property ensures that any marginal distribution of X also belongs to the same spherical family. Kano (1994) Voldin(1999) provided exact formulae for pdf of spherically symmetric distribution with logistic marginals. Applying formulae (1) and (2) in Voldin(1999) to elliptically symmetric logistic distribution with density generator (1.5) yields the density generators of pdf of spherically symmetric distribution with generalized elliptically symmetric logistic marginals. That is for n = 2m + 1, m ∈ N + ,
and for n = 2m, m ∈ N + ,
The following theorem gives the conditional distribution of X (2) given X (1) .
, where g is defined as (1.5). Conditionally on
have the conditional distribution of X (2) is the elliptical distribution Ell n−m (µ 2.1 , Σ 22.1 , g (2.1) ), where
Proof. The conditional density of X (2) given
, the result follows from (1.4) and Theorem 4.1(i), since
and for each x ∈ R n ,
Here
Remark 4.1. Note that this conditional pdf is not a (n − m)-variate multivariate elliptically symmetric logistic distribution unless x (1) = µ (1) .
Moments
In this section we derive the moments of X. From (1.7), we get, for real number l > 0,
, where g is defined as (1.5).
(i) The expectation and the covariance are:
(ii) For any integers
r is the generalized Hurwitz-Lerch Zeta function.
Proof (i) By using (1.6) we have E(X) = µ since EU (n) = 0, and
(ii) By Eq. (2.18) in Fang et al. (1990) , the product moments of Y are:
The result follows since (cf. Fang et al. (1990) )
6 Characteristic function
The characteristic function of X can be expressed in the following form:
where µ, σ > 0 are real number. Then
−by √ y(1 + e −ay ) r dy, t ∈ (−∞, ∞).
(ii) If n ≥ 2, then
Proof (i) By definition, we have
(ii) Using (1.6) and note that the independence of R and U (n) , 
