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Abstract
In this paper, we define the minimum (maximum) rank, term rank and the
sign nonsingular of tensors. The sufficiency and necessity for the minimum
rank of a real tensor to be 1 is given. And we show that the maximum rank
of a tensor is not less than the term rank. We also prove that the minimum
rank of a sign nonsingular tensor is not less than the dimension of it. And we
get some characterizations of a tensor having sign left or sign right inverses.
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1. Introduction
For a positive integer n, let [n] = {1, . . . , n}. Let Rn1×···×nk be the set
of the order k tensors over real field. An order k real tensor A = (ai1···ik) ∈
R
n1×···×nk is a multidimensional array with n1 × n2 × · · · × nk entries. When
k = 2, A is an n1 × n2 matrix. If n1 = · · · = nk = n, then A is called an
order k dimension n tensor. The order k dimension n tensor I = (δi1···ik) is
called a unit tensor, where δi1···ik = 1 if i1 = · · · = ik, δi1···ik = 0 otherwise.
There are some results on the research of tensors in [1-7].
For the nonzero vector αj ∈ R
nj (j = 1, . . . , k), let (αj)i be the i-th
component of αj . The Segre outer product of α1, . . . , αk, denoted by α1 ⊗
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· · · ⊗ αk, is called the rank one tensor A = (ai1···ik) with entries ai1···ik =
(α1)i1 · · · (αk)ik (see [8]). The rank of a tensor A ∈ R
n1×···×nk , denoted by
rank(A), is the smallest r such that A can be written as a sum of r rank one
tensors as follows,
A =
r∑
j=1
α
j
1 ⊗ · · · ⊗ α
j
k, (1)
where αji 6= 0 and α
j
i ∈ R
ni, i = 1, . . . , k, j = 1, . . . , r (see [1, 8]).
For the vector x = (x1, x2, . . . , xn)
T and an order k dimension n tensor
A, Axk−1 be a dimension n vector whose i-th component is
(Axk−1)i =
∑
i2,...,ik∈[n]
aii2···ikxi2xi3 · · ·xik ,
where i ∈ [n] (see [2]).
[9] defined the general tensor product. For the dimension n tensors A =
(ai1···im) and B = (bi1···ik) (m ≥ 2 , k ≥ 1), the product of them is an order
(m− 1)(k − 1) + 1 tensor with entry
(A · B)iα1···αm−1 =
∑
i2,...,im∈[n]
aii2···imbi2α1 · · · bimαm−1 ,
where i ∈ [n], α1, . . . , αm−1 ∈ [n]
k−1. And if A · B = I, then A is called
an order m left inverse of B and B is called an order k right inverse of A
(see [10]). The determinant of an order k dimension n tensor A, denoted by
det(A), is the resultant of the system of homogeneous equation Axk−1 = 0,
where x ∈ Rn (see [3]). [2] researched the determinant of symmetric tensors.
[9] proved that det(A) is the unique polynomial on the entries of A satisfying
the following three conditions:
(1) det(A) = 0 if and only if the system of homogeneous equationAxk−1 =
0 has a nonzero solution;
(2) det(I) = 1;
(3) det(A) is an irreducible polynomial on the entries of A when the
entries ai1···ik (i1, . . . , ik ∈ [n]) of A are all viewed as independent different
variables. If det(A) 6= 0, then A is called nonsingular tensor.
The sign pattern of matrices is proposed by P.A. Samuelson in the prob-
lem of sign-solvable linear systems (see [11]). For a real number a, let sgn(a)
2
be the sign of a, sgn(a) =

0 , a = 0
−1, a < 0
1, a > 0
. For a real matrix A = (aij)m×n,
let sgn(A) = (sgn(aij))m×n denote the sign pattern of A and let Q(A) =
{Aˆ| sgn(Aˆ) = sgn(A)} denote the sign pattern class (or qualitative class) of
A (see [12]). If each matrix in Q(A) has full row rank, then A is called the
L-matrix. When m = n and A is an L-matrix, A is called a sign nonsingular
matrix (abbreviated SNS matrix). SNS matrices play an important role in
the research of sign-solvability linear systems. For a square matrix A, the
solution of the linear system Ax = 0 has a unique sign pattern if and only if
A is an SNS matrix (see [13]). [14, 15] characterised the matrices with sign
M-P inverse. [16] researched the matrices with sign Drazin inverse. [17, 18]
researched the sign pattern of matrices allowing nonnegative {1, 3} inverse,
M-P inverse, and left inverse.
For a real matrix A, let mr(A) = min{rank(B)|B ∈ Q(A)} and Mr(A) =
max{rank(B)|B ∈ Q(A)} be the minimum rank and maximum rank of A,
respectively. The term rank of A, denoted by ρ(A), is the maximum number
of nonzero entries of A no two of which are in the same row or same column
[19]. It is well known that Mr(A) = ρ(A) (see [19]). The researches on the
minimum rank of matrices have many important applications in communi-
cation complexity and neural networks [20-22]. Some results of the matrix
minimum rank are given in [23, 24].
In this paper, we will research the sign pattern of real tensors. Next,
we give the definitions of the sign pattern, minimum (maximum) rank, term
rank and sign nonsingular of tensors.
Definition 1.1. Let A = (ai1···ik) ∈ R
n1×···×nk . The tensor sgn(A) =
(sgn(ai1···ik)) is called the sign pattern of A and Q(A) = {Aˆ| sgn(Aˆ) =
sgn(A)} is called the sign pattern class (or qualitative class) of A.
Definition 1.2. Let A be a real tensor. The mr(A) = min{rank(B)|B ∈
Q(A)} is called the the minimum rank of A; Mr(A) = max{rank(B)|B ∈
Q(A)} is called the maximum rank of A; the maximum number of nonzero
entries of A no two of which have the same index in the same dimension is
called the term rank of A, denoted by ρ(A).
For a dimension n unit tensor I, it is easy to see ρ(I) = n.
Definition 1.3. Let A be an order k dimension n tensor. If each tensor
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in Q(A) is a nonsingular tensor, then A is called a sign nonsingular tensor
(abbreviated SNS tensor).
Let A be an order k dimension n tensor. If the sign pattern of the
solutions of A˜xk−1 = 0 are the same for all the tensors A˜ ∈ Q(A), then 0
is the unique solution of A˜xk−1 = 0. Therefore, det(A˜) 6= 0, so A is a sign
nonsingular tensor. Thus, we have the equation Axk−1 = 0 is sign solvable
if and only if A is a sign nonsingular tensor.
Definition 1.4. Let A be an order k dimension n tensor. If each tensor in
Q(A) has an order m left (right) inverse, then A is called having an order
m sign left (right) inverse.
We organize this paper as follows. In the section 2, some lemmas are
presented. In the section 3, we give that the sufficient condition for real
tensors having the same minimum rank or maximum rank; the relations of
the minimum (maximum) rank between tensor and subtensor; the sufficiency
and necessity for the minimum rank of a real tensor to be 1. And in the
section 4, some results are showed including that the minimum rank of a
sign nonsingular tensor is not less than its dimension; the maximum rank
of tensor is not less than the term rank; the tensor having sign left (right)
inverse is a sign nonsingular tensor; the sufficiency and necessity for a real
tensor having order 2 sign left or right inverses.
2. Preliminaries
Let A = (ai1···ik) ∈ R
n1×···×nk and the matrix B(p) = (b
(p)
ji ) ∈ R
cp×np (p =
1, . . . , k). The multilinear transform of A is defined as follows
A′ = (a′j1···jk) = (B
(1), . . . , B(k)) · A ∈ Rc1×···×ck ,
where a′j1···jk =
∑n1,...,nk
i1,...,ik=1
b
(1)
j1i1
· · · b
(k)
jkik
ai1···ik (see [1, 8]).
Lemma 2.1. [8] Let A ∈ Rn1×···×nk and Li ∈ R
ci×ni (i = 1, . . . , k), then
rank((L1, . . . , Lk) · A) ≤ rank(A).
If L1, . . . , Lk are nonsingular, then the equality holds.
4
For a tensor A = (ai1···ik) ∈ R
n1×···×nk , let the vector
Ad1···ds−1•ds+1···dk
=(ad1···ds−11ds+1···dk , ad1···ds−12ds+1···dk , · · · , ad1···ds−1nsds+1···dk)
⊤ ∈ Rns
and
Vs(A) = {Ad1···ds−1•ds+1···dk | dj ∈ [nj], j = 1, . . . , s− 1, s+ 1, . . . , k}.
Let
rs(A) = dim(span(Vs(A)))
be the s-th order rank of A. The multilinear rank of A is denoted by
rank⊞(A) = (r1(A), . . . , rk(A)) (see [8]).
Let a = (a1, a2, . . . , an) and b = (b1, b2, . . . , bn) be tow real tuples. In this
paper, a ≤ b (or a = b) implies ai ≤ bi (or ai = bi), i = 1, 2, . . . , n.
Lemma 2.2. [8] Let A ∈ Rn1×···×nk and Li ∈ R
ci×ni (i = 1, . . . , k), then
rank⊞((L1, . . . , Lk) · A) ≤ rank⊞(A).
If L1, . . . , Lk are nonsingular, then the equality holds.
Lemma 2.3. [8] Let A ∈ Rn1×···×nk , then
rank(A) ≥ max{ri(A)| i = 1, . . . , k}.
Lemma 2.4. [10] Let f1(x1, . . . , xn), . . . , fr(x1, . . . , xn) be the homogeneous
polynomials with degree m and let
F (x1, . . . , xn) = (f1(x1, . . . , xn), . . . , fr(x1, . . . , xn))
⊤.
If r < n, then F (x1, . . . , xn) = 0 has a nonzero solution.
Lemma 2.5. [3] Let A and B be the dimension n tensors of order m and
order k, respectively, then det(A · B) = (det(A))(k−1)
n−1
(det(B))(m−1)
n
.
Lemma 2.6. [10] For an order k tensor A ∈ Rn×···×n, A has an order 2 left
inverse if and only if there exists an invertible matrix P such that A = P · I;
A has an order 2 right inverse if and only if there exists an invertible matrix
Q such that A = I ·Q.
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3. Minimum rank and maximum rank of tensors
For A = (ai1···ik) ∈ R
n1×···×nk , let A⊤(p,q) = (a′i1···ip−1iqip+1···iq−1ipiq+1···ik)
(p, q ∈ [k]) be the (p, q) transpose of A, where a′i1···ip−1iqip+1···iq−1ipiq+1···ik =
ai1···ip···iq ···ik (ij ∈ [nj ], j = 1, . . . , k) (see [3]).
The tensor A = (ai1···ik) can be written as
A =
nk∑
ik=1
nk−1∑
ik−1
· · ·
n1∑
i1=1
ai1···ike
(n1)
i1
⊗ · · · ⊗ e
(nk)
ik
,
where e
(nj)
ij
is the dimension nj unit vector with ij-th component being 1,
ij ∈ [nj ] (j = 1, . . . , k). Let Li ∈ R
ci×ni (i = 1, . . . , k). Then
B = (L1, . . . , Lk) · A =
nk∑
ik=1
nk−1∑
ik−1
· · ·
n1∑
i1=1
L1e
(n1)
i1
⊗ · · · ⊗ Lke
(nk)
ik
(see [8]). (2)
If Li(i = 1, 2, . . . , k) is a permutation matrix or a diagonal matrix with
diagonal entries 1 or −1, by the above formula, it is clear that (L1, . . . , Lk) ·
A˜ ∈ Q(B) for each A˜ ∈ Q(A). And the following result can be obtained.
Theorem 3.1. For an order k real tensors A. Then mr(A) = mr(B) and
Mr(A) = Mr(B), if one of the following holds:
(1) sgn(B) = sgn(A⊤(p,q));
(2) There exist some permutations matrices P1, . . . , Pk such that sgn(B) =
(P1, . . . ,
Pk) · sgn(A);
(3) There exist some diagonal matrices D1, . . . , Dk with diagonal elements
1 or −1 such that sgn(B) = (D1, . . . , Dk) · sgn(A).
Proof. Making (p, q) transpose to A is exchanging the vectors αjp and α
j
q in
the (1). It is easy to see that rank(A) = rank(A⊤(p,q)), mr(A) = mr(A⊤(p,q))
and Mr(A) = Mr(A⊤(p,q)). It yields that (1) holds.
Next we prove that (2) and (3) hold. Suppose that B = (P1, . . . , Pk) · A,
mr(A) = r1 and mr(B) = r2, then there exists a tensor A˜ ∈ Q(A) such
that rank(A˜) = r1. According to (2) and Lemma 2.1, we have that r1 =
rank((P1, . . . , Pk)·A˜). Since (P1, . . . , Pk)·A˜ ∈ Q(B), we get mr(B) = r2 ≤ r1.
Similarly, we can get r2 ≥ r1. Therefore, r1 = r2. That is mr(A) = mr(B).
By the same method, it yields that Mr(A) = Mr(B).
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For the tensor A = (ai1···ik) ∈ R
n1×···×nk . Let
(A)
(j)
i = (ai1···ij−1iij+1···ik) ∈ R
n1×···×nj−1×nj+1×···×nk
is the subtensor of A obtained by fixing the j-th index to be i, where j ∈ [k],
i ∈ [nj ]. And it can be regarded as a slice of A by j-th order. Unfolding A
into the subtensors (slices) by j-th order gives that A = ((A)
(j)
1 , . . . , (A)
(j)
nj )
(see [1]). Obviously, (A⊤(1,p))
(1)
i = (A)
(p)
i (i = 1, . . . , np, p ∈ {2, . . . , k}).
Theorem 3.2. For the tensor A ∈ Rn1×···×nk , let A = ((A)
(1)
1 , . . . , (A)
(1)
n1 ) be
the 1-th unfolded expression and A1 = ((A)
(1)
1 , . . . , (A)
(1)
n1−1).
(1) If (A)
(1)
n1 = 0, then mr(A) = mr(A1) and Mr(A) = Mr(A1);
(2) If sgn((A)
(1)
n1 ) = c sgn((A)
(1)
l ), where l ∈ [n1 − 1], c = 1 or −1, then
mr(A) = mr(A1).
Proof. (1) Let r = rank(A). According to (1),
A =
r∑
j=1
α
j
1 ⊗ · · · ⊗ α
j
k.
Let αj1 =
(
β
j
1
(αj1)n1
)
, where βj1 ∈ R
n1−1 and (αj1)n1 is the n1-th component
of αj1, j = 1, . . . , r. Since (A)
(1)
n1 = 0, it yields that
A =
r∑
j=1
(
β
j
1
0
)
⊗ · · · ⊗ αjk.
Therefore, A1 =
∑r
j=1 β
j
1⊗· · ·⊗α
j
k, so rank(A) = rank(A1), mr(A) = mr(A1)
and Mr(A) = Mr(A1). Thus, we get (1) holds.
(2) Without loss of generality, suppose that l = 1. Let vector
γj = ((αj1)1, . . . , (α
j
1)n1−1, c(α
j
1)1)
⊤ (j = 1, . . . , r, c = 1 or − 1),
where (αj1)k (k ∈ [n1 − 1]) is the k-th component of α
j
1. Let
B =
r∑
j=1
γj ⊗ αj2 ⊗ · · · ⊗ α
j
k = ((A)
(1)
1 , . . . , (A)
(1)
n1−1, c(A)
(1)
1 ).
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Since sgn((A)
(1)
n1 ) = c sgn((A)
(1)
1 ), we obtain B ∈ Q(A), so mr(B) = mr(A).
Take matrix P =

1 0 · · · 0
0 1 · · · 0
...
...
. . .
...
−c 0 · · · 1
 ∈ Rn1×n1. Then we get
Pγj = ((αj1)1, . . . , (α1)
j
n1−1, 0)
⊤
for each j ∈ [r]. Let C = (P, I, . . . , I) · B, then
C = ((A)
(1)
1 , . . . , (A)
(1)
n1−1, 0).
By (1) of Theorem 3.2, it yields that rank(C) = rank(A1) and mr(A) =
mr(A1). So it follows from Lemma 2.1 that rank(B) = rank(C) = rank(A1).
Hence, mr(A1) = mr(B) = mr(A). Thus, we get (2) holds.
By deleting the rows (columns) whose sign patterns are zero or the same
(opposite) to other rows (columns), [19] give the conception of the sign con-
densed matrix and use it to characterise the minimum rank of a matrix.
Similarly, we give the conception of the condensed tensor and use it to char-
acterise the minimum rank of a tensor.
We condense a tensor A ∈ Rn1×···×nk by deleting the slices whose sign
patterns are zero or the same (opposite) to other slices in i-th order unfolded
expression A = ((A)
(i)
1 , . . . , (A)
(i)
ni ) (i = 1, · · · , k). The condensed tensor of
A is gotten by doing this deletion form 1-th to k-th order unfolded expression
of A, denoted by C(A).
From Theorem 3.2, we can see that the minimum rank of a tensor is
unchanged after doing this deletion. Obviously, the minimum rank of C(A)
and A are the same, that is mr(A) = mr(C(A)).
There are some results on the sufficient and necessary conditions for the
minimum rank of matrices to be 1 or 2 (see [15, 16]). Next, we give some
results on the tensor whose minimum rank is 1.
Theorem 3.3. Let A ∈ Rn1×···×nk . Thenmr(A) = 1 if and only if sgn(C(A)) =
+ or − .
Proof. According to above discussion, the sufficiency is obvious.
Next we prove the necessity. Since that mr(A) = 1, then there exists a
tensor A1 ∈ Q(A) such that rank(A1) = 1. Thus, A1 can be written as the
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rank one form as A1 = α1⊗· · ·⊗αk, where αi 6= 0 and αi ∈ R
ni (i = 1, . . . , k).
Deleting the slices of A1 whose sign patterns are zero or the same (opposite)
to other slices, by the 1-th order (considering the 1-th vector α1 ), it yields
that
C(A1) = C(α1 ⊗ α2 ⊗ · · · ⊗ αk) = C(a1α2 ⊗ · · · ⊗ αk),
where a1 is the nonzero element of α1. Next, doing the deletion by the 2-th
order (considering the 2-th vector α2 ), we get
C(A1) = C(a1a2α3 ⊗ · · · ⊗ αk),
where a2 is the nonzero element of α2. Doing the deletion by all the other
orders, we obtain
C(A1) = a1a2 · · · ak 6= 0,
where ai is the nonzero element of αi (i = 3, . . . , k). Obviously, sgn(C(A)1) =
+ or −. Note that A1 ∈ Q(A), then sgn(C(A)1) = sgn(C(A)) = + or −.
Hence, the necessity holds.
For A ∈ Rn1×...×nk , let γi be a non-empty subset of the set [ni] and
A[γ1, . . . , γk] be a subtensor ofA obtained by deleting the elements whose i-th
indices are not in γi, i = 1, . . . , k, then A[γ1, . . . , γk] = (bi1···ik) ∈ R
m1×···×mk ,
where mi denotes the number of element of set γi, i = 1, . . . , k.
In the following theorem, the relation of the minimum (maximum) rank
between a tensor and its subtensors is given.
Theorem 3.4. For A ∈ Rn1×···×nk , let γj be a subset of the set [nj ] (j =
1, . . . , k) and B = A[γ1, . . . , γk] is a subtensor of A, then mr(A) ≥ mr(B)
and Mr(A) ≥ Mr(B).
Proof. Without loss of generality, suppose that A 6= 0. Let mr(A) = r1
and mr(B) = r2, then there exist a tensor A˜ ∈ Q(A) and nonzero vectors
α
j
i ∈ R
ni (i = 1, . . . , k, j = 1, . . . , r1) such that
A˜ =
r1∑
j=1
α
j
1 ⊗ · · · ⊗ α
j
k.
Let B˜ =
∑r1
j=1 α
j
1[γ1]⊗ · · · ⊗ α
j
k[γk]. Obviously, B˜ ∈ Q(B), so r1 ≥ r2.
Let Mr(B) = c1. Then there exists a tensor B˜ ∈ Q(B) such that rank(B˜) =
c1. Take a tensor A˜ ∈ Q(A) satisfying A˜[γ1, . . . , γk] = B˜. Suppose that
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rank(A˜) = c2, then there exist nonzero vectors α
j
i (i = 1, . . . , k, j = 1, . . . , c2)
such that
A˜ =
c2∑
j=1
α
j
1 ⊗ · · · ⊗ α
j
k.
It is easy to see that
B˜ =
c2∑
j=1
α1j [γ1]⊗ · · · ⊗ αkj [γk],
so c2 ≥ c1. Therefore, Mr(A) ≥ c2 ≥ c1 = Mr(B). Thus, the theorem
holds.
4. Sign nonsingular tensor
Let A be the order k tensor as in (1). The vector in Vi(A) (i ∈ [k]) is the
linear combinations of α1i , . . . , α
r
i , so
ri(A) = rank(Mi) ≤ min{n1, r},
where Mi = (α
1
i · · · α
r
i ) ∈ R
ni×r. If mri(A) < ni, then there exists an
invertible matrix Pi such that PiMi has at least one zero row.
Let B = (I, . . . , I, Pi, I, . . . , I) · A. Unfolding B into slices by i-th order
gives that
B = (I, . . . , I, Pi, I, . . . , I) · A
=
r∑
j=1
Iα
j
1 ⊗ · · · ⊗ Iα
j
i−1 ⊗ Piα
j
i ⊗ Iα
j
i+1 ⊗ · · · ⊗ Iα
j
k (3)
= ((B)
(i)
1 , . . . , (B)
(i)
ni−1
, 0).
Let T = (Q1, . . . , Qi−1, Pi, Qi+1, . . . , Qk) · A, where Qj is an invertible
matrix (j ∈ [k], j 6= i). Unfolding T into slices by i-th order gives that
T = (Q1, . . . , Qi−1, Pi, Qi+1, . . . , Qk) · A = ((T )
(i)
1 , . . . , (T )
(i)
ni−1
, 0). (4)
If A ∈ Rn×n is a sign nonsingular matrix, then mr(A) = Mr(A) = n. For
a tensor A, the following result can be gotten.
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Theorem 4.1. For an order k tensor A ∈ Rn×···×n. If A is a sign nonsingu-
lar tensor, then rank⊞(A˜) = (n, . . . , n) for each A˜ ∈ Q(A) and mr(A) ≥ n.
Proof. We prove this theorem by using contradiction. Suppose there exists
a tensor A1 ∈ Q(A) such that rank⊞(A1) 6= (n, . . . , n), then there exists an
integer i ∈ [k] such that ri(A1) < n.
If i = 1, that is r1(A1) < n. From (3), it yields that there exists an
invertible matrix P such that
B = (P, I, . . . , I) · A1 = P · A1 = ((B)
(1)
1 , . . . , (B)
(1)
n−1, 0).
It follows from Lemma 2.4 that the equation Bxk−1 = 0 has a nonzero so-
lution, where x ∈ Cn. So det(B) = 0. By Lemma 2.5, we get det(B) =
(det(P ))(k−1)
n
det(A1), so det(A1) = 0. It is contradict to that A is a sign
nonsingular tensor. Therefore, r1(A˜) = n for each A˜ ∈ Q(A).
If i 6= 1, without loss of generality, suppose that i = 2. By above discus-
sion and (4), there exists an invertible matrix P such that
B = (I, PT, . . . , PT) · A1 = A1 · P = ((B)
(2)
1 , . . . , (B)
(2)
n−1, 0). (5)
For the equation Bxk−1 = 0, where x = (x1, x2, . . . , xn)
⊤ ∈ Cn. By (5), it
is easy to see that the coefficient of the term xn−1n in Bx
k−1 is zero. Hence,
the equation Bxk−1 = 0 can be written as
f1(x1, . . . , xn−1) + xng1(x) = 0,
...
fn(x1, . . . , xn−1) + xngn(x) = 0,
where fi(x1, . . . , xn−1) (i = 1, . . . , n) is a homogeneous polynomial with de-
gree k−1; gi(x) (i = 1, . . . , n) is a homogeneous polynomial with degree k−2;
the degree of xn in gi(x)(i = 1, . . . , n) is not greater than k−3. So the equa-
tion Bxk−1 = 0 exists a nonzero solution x = (0, . . . , 0, xn)
⊤, where xn 6= 0.
Hence, det(B) = 0. By Lemma 2.5, we get det(B) = det(A1)(det(P ))
(k−1)n−1 ,
so det(A1) = 0. It is contradict to that A is a sign nonsingular tensor. So
we get ri(A1) = n (i = 1, . . . , k). Therefore, rank⊞(A) = (n, . . . , n) for each
A˜ ∈ Q(A). By Lemma 2.3, we have mr(A) ≥ n.
Remark of Theorem 4.1 There exist some sign nonsingular tensors
A ∈ Rn×···×n such that mr(A) > n. For example the order 3 dimension 2
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tensor A = (ai1i2i3), where a111 = 2, a112 = 0, a121 = 0, a122 = 3, a211 =
0, a212 = 3, a221 = 0, a222 = 0. For the equation Ax
2 = 0 as follows,{
2x21 + 3x
2
2 = 0,
3x1x2 = 0.
It is easy to see that each tensor A˜ ∈ Q(A) satisfying A˜x = 0 has an unique
solution, that is x = (0, 0)⊤. So det(A) 6= 0, then A is a sign nonsingular
tensor. According to [8], we can get rank(A˜) = 3 ≥ 2 holds for each tensor
A˜ ∈ Q(A).
For a real matrix A, [19] showed that the maximum rank of A is equal to
the term rank of it, that is Mr(A) = ρ(A). In the following result, we give
that the maximum rank of a tensor is not less than the term rank of it, that
is Mr(A) ≥ ρ(A).
Theorem 4.2. For a tensor A ∈ Rn1×···×nk , Mr(A) ≥ ρ(A).
Proof. Without loss of generality, suppose that A 6= 0. Let ρ(A) = c and
γ = [c]. Then, there exist permutation matrices P1, . . . , Pk such that B =
(P1, . . . , Pk) · A has a subtensor B[γ, . . . , γ] = (bi1···ik) with nonzero diagonal
elements, where i1, . . . , ik ∈ γ. Take a tensor B1 = (˜bi1···ik) ∈ Q(B[γ, . . . , γ])
such that
b˜i1···ik =
{
εbi1···ik , if i1 = · · · = ik (ε > 0),
bi1···ik , otherwise.
By [2, Proposition 4], we get εc(k−1)
c−1∏c
i=1 b˜
(k−1)c−1
i···i is a term of det(B1) and
the total degree with respect to ε is not greater than c(k− 1)c−1− 2. Hence,
when ε is large enough, we have
sgn(det(B1)) = sgn
(
εc(k−1)
c−1
c∏
i=1
b˜
(k−1)c−1
i···i
)
6= 0.
By Theorem 4.1, it yields that rank(B1) ≥ c, so Mr(B[γ, . . . , γ]) ≥ c. By
Theorem 3.1 and Theorem 3.4, we get Mr(A) = Mr(B) and Mr(B) ≥
Mr(B[γ, . . . , γ]), so Mr(A) ≥ c. Therefore, the theorem holds.
Next is an example of Mr(A) > ρ(A).
Example 4.3. For an order 3 dimension 2 tensor A = (ai1i2i3), where a111 =
2, a112 = 0, a121 = 0, a122 = 1, a211 = 1, a212 = −1, a221 = 1, a222 = 1.
It is easy to see that ρ(A) = 2. According to [8], we can get rank(A˜) = 3
for each A˜ ∈ Q(A). Therefore, Mr(A) > ρ(A).
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[13] researched the sign nonsingular matrix. [10] studied the left and right
inverse of tensors. In the following, we give some results on the sign left and
sign right inverse.
Theorem 4.4. Let A be an order k dimension n tensor. If A has an order
m sign left or sign right inverse, then A is a sign nonsingular tensor.
Proof. Suppose that A has an order m sign left inverse, then for each A˜ ∈
Q(A) there exists an order m dimension n tensor P such that P · A˜ = I.
By Lemma 2.5, it yields that (det(P))(k−1)
n−1
(det(A˜))(m−1)
n
= det(I) = 1,
so det(A˜) 6= 0. Therefore, A is a sign nonsingular tensor. By the similar
proof, we can get that the tensor having an order m sign right inverse is a
sign nonsingular tensor.
Let A = (ai1···ik) ∈ R
n1×n2×···×n2 be an order k tensor and let M(A) =
(mij) ∈ R
n1×n2 denote the majorization matrix of A, where mij = aij···j
(i ∈ [n1], j ∈ [n2]) (see [25]).
[13] gave the sufficiency and necessity of a matrix to be sign nonsingular.
In this paper, we show the sufficiency and necessity of a tensor having order
2 sign left or sign right inverse.
Theorem 4.5. Let A = (ai1···ik) ∈ R
n×···×n (k ≥ 3), then A = (ai1···ik) has
an order 2 sign left inverse if and only if all of the following hold:
(1) The elements of A are all zero expect for aij···j (i, j ∈ [n]);
(2) The majorization matrix M(A) is an SNS matrix.
Proof. We prove the necessity first. Suppose that A has an order 2 sign left
inverse. It follows from Lemma 2.6 that for each A˜ ∈ Q(A) there exists an
invertible matrix P˜ such that A˜ = P˜ · I. By the general tensor product,
it yields that (1) holds and P˜ = M(A˜). Hence, each matrix in Q(M(A)) is
nonsingular. Thus, we get M(A) is an SNS matrix.
Next, we prove the sufficiency. Since the elements of A satisfy
aij2···jk =
{
mij , if j2 = · · · = jk, (i, j2, . . . , jk ∈ [n]),
0, otherwise,
then each tensor A˜ ∈ Q(A) satisfies A˜ = M(A˜) · I. Note that M(A˜) ∈
Q(M(A)), then M(A) is an SNS matrix, it yields that the order 2 left
inverse of A˜ exists. Thus, we get A has an order 2 sign left inverse.
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An order k tensor A = (ai1···ik) ∈ R
n×···×n is called sign symmetric tensor
if sgn(ai1···ik) = sgn(aσ(i1,··· ,ik)), where σ(i1, · · · , ik) is an arbitrary permuta-
tion of the indices i1, · · · , ik.
Theorem 4.6. Let A = (ai1···ik) ∈ R
n×···×n (k ≥ 3), then A has an order
2 sign right inverse if and only if there exist a permutation matrix P and a
diagonal matrix D with diagonal element 1 or −1 such that sgn(A) = DP ·I.
Especially, when k is odd, D = I.
Proof. We prove the sufficiency first. Suppose that there exist a permutation
matrix P and a diagonal matrix D with diagonal element 1 or −1 such that
sgn(A) = DP · I (when k is odd, D = I). For each tensor A˜ ∈ Q(A), there
exists a matrix D˜ ∈ Q(D) such that A˜ = D˜P · I. Since D is a diagonal
matrix with diagonal element 1 or −1 (when k is odd, D = I), then there
exists a matrix D1 ∈ Q(D) such that D
k−1
1 = D˜. Let P2 = P
⊤D−11 , then
A˜ · P2 = D˜P · I · P
⊤D−11 = I,
so each tensor in Q(A) has an order 2 right inverse.
Next we prove the necessity. Suppose that A has an order 2 sign right
inverse. According to Lemma 2.6, we have for each A˜ ∈ Q(A), there exists
an invertible matrix W ∈ Rn×n such that
A˜ = I ·W = (I,WT, . . . ,WT) · I =
n∑
i=1
ei ⊗ wi ⊗ · · · ⊗ wi,
where ei is the unit vector whose i-th component is 1, wi 6= 0 denotes the
i-th row of W (i = 1, . . . , n). Unfolding A˜ into slices by 1-th order gives
that A˜ = ((A˜)
(1)
1 , . . . , (A˜)
(1)
n ), where each slice (A˜)
(1)
i is an order k− 1 tensor
which can be written as the rank one form
(A˜)
(1)
i = wi ⊗ · · · ⊗ wi,
for each i ∈ [n]. It is easy to see that (A˜)
(1)
i is a sign symmetric tensor and
mr((A˜)
(1)
i ) = Mr((A˜)
(1)
i ) = 1 (i = 1, . . . , n). Let pi be the number of the
nonzero elements of wi. Obviously, ρ((A˜)
(1)
i ) ≥ pi. According to Theorem
4.2, we have 1 = Mr((A˜)
(1)
i ) ≥ pi ≥ 1, so pi = 1 (i = 1, . . . , n). Let ŵi be the
only nonzero element of wi (i = 1, . . . , n). So the tensor (A˜)
(1)
i has only one
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nonzero element aij···j = (ŵi)
k−1 (i = 1, . . . , n). Especially, when k is odd,
sgn(aij···j) = +. Hence,
aij2···jk =
{
mij , if j2 = · · · = jk (i, j2, . . . , jk ∈ [n]),
0, otherwise.
So, the majorization matrixM(A) = (mij). Note that sgn(mij) = sgn(w
j
i )
k−1 6=
0. Since W is invertible and there is only one nonzero element in each row
of W , it is easy to see that M(A) can be permuted into a diagonal matrix.
Therefore, there exist a permutation matrix P and a diagonal matrix D with
the diagonal entries 1 or −1 such that DP sgn(M(A)) = I. Thus, we get
sgn(A) = DP · I.
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