In this work we implement a parallel finite element mesh generator for two-dimensional regions, based on recursive spatial division techniques. The main formulation is based on spatial recursive decomposition techniques (RSD) combined with the MPI library. A data structure has been developed aimed at the reduction of inter-processor communication.
INTRODUCTION
Finite element mesh generation has come a long way since its beginnings, having evolved from being manual procedures for feeding data to finite element programs, to becoming integral part of the solution process. Nowadays, mesh generation is also linked to sophisticated methods for representing complex three-dimensional geometries in an attempt to wholly automate the design-analysis process. Recently, the availability of high performance computing (HPC) has opened the door to the use of more refined meshes. This may allow for more accurate geometric representations in some cases, and more precise iterative methods in others. HPC has become more available for two main reasons: On one side, the increasing ratio performance/cost in hardware, and in the other, the increased availability of programming tools such as the Message Passing Interface Library (MPI) , that have lightened the task of writing parallel programs for different computing environments. Saxena and Perucchio [4] give definitions of algorithmic parallelism in automatic meshing. They argue that the properties of recursive spatial decomposition (RSD) can be exploited to design a meshing algorithm capable of operating in parallel processing environments. They present a definition of a meshing operator for parallel processing and also algorithms for various stages of the automatic meshing.
Lohner, Canberros, and Merriam [3] developed a system for parallel unstructured grid generation based on the background mesh concept, using a relatively coarse starting mesh whose elements are distributed to the processors for further meshing. Likewise, Hodgson and Jimack [9] use also the same approach in which elements of the background mesh are assigned to each processor to be meshed individually. Load balancing is accomplished by estimating the number of vertices that will be generated within each background element, and splitting the mesh accordingly. deCougny et al [5] give some details of a parallel mesh generator based on the RSD approach in a MIMD environment. The approach used for load balancing is a bisection-based algorithm that splits portions of the data according to geometric co-ordinates. The main data structures are the mesh and the tree, which must be built initially in a single processor to be distributed afterwards over all the processors.
Spatial subdivision techniques (see [1, 2] and references therein) require its own approach to parallelism, as in Simone et al [10, 11] . They discuss on tools and techniques for handling octree-based mesh generation in a distributed computing environment. Issues addressed are load balancing procedures based on the partitioning of the data and the migration of the octants from highly loaded to lightly loaded processors.
Vidwans and co-workers [7] develop an algorithm for load balancing three-dimensional unstructured meshes in adaptive processes for fluid dynamics. Their approach employs migration of cells from heavily loaded processors to less loaded neighbouring processors. Later, Globisch [8] presents a program for the parallel generation of tetrahedral meshes in bodies with symmetry of revolution. The strategy is based on the initial decomposition of the region into simply connected sub-domains and then scattering them among the processors.
DESCRIPTION OF THE TECHNIQUE
The use of recursive spatial division for finite element mesh generation has been pioneered by Yerry and Shephard [1] . To generate a mesh with this technique, first a quadtree/octree representation is obtained of the region of interest. As a result of this step, the shape of the region is approximated by a set of regions of varying size, stored in a tree-like structure. The shape of these regions is square, in 2D problems, and cubic, in 3D. This has given place to the terms "modified quadtree/octree". In what follows, they will be termed "nodes", to use the tree nomenclature. Nodes that have been divided are termed "branch" and those not divided "leaf" ones. (See fig. 1 for a two-dimensional example)
As the tree is created, the subdivision is applied only to the nodes that intersect the boundary of the region (ON nodes). Unless otherwise specified, the inside nodes are not subdivided to the same level, resulting in adjacent nodes of different size. As a consequence, a given node may have one or more of its corners lying along the sides/faces of an adjacent one. From a finite element point of view, the location of a neighbour's corner along the side of a node must meet some limitations, so a maximum difference of level equal to unity is usually enforced. As a consequence, location of intermediate nodes will be at the middle of a side/face, which is allowed.
The following step is to transform the tree structure into a finite element mesh in such a way to make the ON nodes conform to the boundaries. To achieve this, they have to be modified to make them "fit" to the boundaries of the region. Figure 1 shows both a twodimensional region and its quadtree subdivision. 
IMPLEMENTATION.
The parallelisation strategy chosen in this work is based in the masterworker paradigm, which in turn is based in a Single-Program, Multiple-Data (SPMD) model of computation, using the MPI library [6] . In this type of computing environment, interprocessor communication can be very expensive, and as a consequence, a desirable feature of the software to be developed is that such communications are reduced as much as possible.
The main feature of the parallelisation based on the master-worker model of programming is its impact on the design of the program. Initially, the program has been based on recursive data structures based on dynamic memory allocation and being pointer-based, require absolute memory addresses, which are local by nature and lose meaning when sent out of the machine. After an investigation into the nature and the types of data that can be handled by the MPI standard, it was concluded that an adequate message passing could be achieved using static data structures.
This led to the definition of the main data structures for the parallel program which are based in the quadrant as the fundamental type, but now, the tree is stored in an array of structures (quadrants). The role of the master processor is to create the initial array, and then to split it into sub-arrays, which are sent to the worker processors. Thereafter, every processor works on a local queue where the more computationally intensive operations are carried out.
A key issue in the mesh generation process is the identification of those steps in which is required to locate the quadrants adjacent to a given one, because it is very likely that at least some of them may have been allocated to another processor, and consequently, some amount of inter-processor communications will become unavoidable. This situation has been addressed in the present work by sorting of the queue created in the first stages (Figure 2 ), combined with a splitting of the array (Figure 3 ) according to discrete ranges of the values of the x coordinate. This may create a slight imbalance in the number of quadrants allocated to each processor, but on the other hand, it does produce an organisation of the data that reduces the amount of interprocessor communications. Figure 3 . Allocation of the data structure to processors p1 to pM
As a consequence, each processor receives a sorted sub-queue in which only those quadrants "close" to the ends will be likely to have adjacent quadrants in another processor's local queue, but by virtue of the sorted nature of the local queues, it will only be in those processors containing the immediately adjacent queues (Fig 4) .
p-1 p p+1 Figure 4 . Exchange of information between a processor "p" and its adjacent processors "p-1" and "p+1". The arrows show the flow of information.
As a consequence of all this, a topology is induced among the processors, according to which each processor will only require communications with its two adjacent neighbouring processors (Fig  4) .
RESULTS AND DISCUSSION
Several environments were used in the development of the software:
In the first stages a SPARC machine with simulated distributed memory and where up to eight processors can be simulated was used.
Another machine used as a following step was an Meiko CS2, which is also limited to a maximum of eight processors, and finally, the definitive runs were made on an IBM SP2. This machine consists of 23 nodes, having each one a single 66MHz RS6000 processor.
To assess the performance of the program, test runs were made on three different geometries, with a varying number of boundary points ranging from 12 to 237 and, as it can be seen, their complexity varies accordingly (See figs. 5a-5c). Sample meshes for each region are shown in Figure 7 .1 to 7.3. For all the examples the program was timed to obtain the speed-up as a function of the number of processors, and so a number of runs were done for each example with a number of processors ranging from 7 to 20, and the results are shown in figure 6 , where each curve corresponds to each one of the example regions.
From the curves shown, it can be seen a marked decrease in time as the number of processors grows, as it was expected. Also is important to note that the shape of the curves is roughly the same, although example 3 displays a steeper decrease in required time in the range of processors from seven to around 12. This could make worthwhile to try this region of low number of processors with bigger meshes. Another feature worth of mention is the flattening of the curves as the number of the processors grows to the maximum.
FURTHER WORK
The results obtained are considered to be encouraging to extend the scope of the present work consists of the in order to generate threedimensional meshes. One of the advantages of the tree-based data structures is that the concepts employed in the generation of twodimensional meshes can be directly applied to three-dimensional ones. However, special care must be given to some critical issues that arise when handling 3D models, basically due to the inherently superior complexity that such models convey. 
