BACKGROUND
This poster presents an approach to the curation of the experimental data and processes of a group of scientific researchers in the field of biophysics. Recent research [2] has demonstrated that carrying out digital curation and preservation activities in the early stages of data creation is more cost-effective compared to the potential loss that can be incurred through the destruction of data, for example because of the need to recreate the data, or the loss of an organisation's reputation. On the one hand, decisions taken during the early stages of a digital object's lifecycle frequently have consequences for the preservation strategies that can be applied at a later date; on the other hand, if digital objects are being preserved so that they can be reused in an informed manner, account has to be taken of the different practices of researchers across disciplines and the different characteristics of the data they create or gather.
One approach to integrate research processes into data management has been termed sheer curation 1 . Here, digital curation activities are integrated into the workflow of the researchers creating or capturing data. The word 'sheer' is used in the sense of 'lightweight and virtually transparent' way in which these curation processes are integrated with minimal disruption to their normal working practices 2 . This approach depends on data capture or ingest being embedded within the researchers' working practices, so that data capture is automatic and invisible to the researcher. Sheer curation is based on the principle that effective data management at the point of creation and initial use lays a firm foundation for subsequent data publication, sharing, reuse, curation and preservation activities.
This poster presents our sheer curation experiments in the fields of biophysics and structural biology, a multidisciplinary area that interacts and collaborates with several research groups, both within the institution (e.g. Asthma, Cardiovascular, Cancer) and with industrial partners such as pharmaceutical companies. We interviewed researchers from five separate research groups on their curation practices, for the implementation we focused our efforts on the use cases of two of the groups only: macromolecular crystallography and biological nanoimaging.
Macromolecular crystallography addresses the determination of the structure of large molecules, such as proteins, using X-ray diffraction In high-level terms, an X-ray beam is directed at a crystal of the substance under investigation from many angles, resulting in a set (typically 360, although sometimes more) of diffraction images. Each image contains several hundred spots, whose location and intensity are determined, using specialised software, and then combined to produce a model of the atomic co-ordinates of the protein.
In this process a large number of files is created but only a small number of the resulting files are published and kept.
Biological nanoimaging involves the use of microscopes to capture high-resolution images of biological samples, on the one hand to carry out research into cell and tissue structures, and on the other to develop new methods of and algorithms for digital imaging and processing. The data include pseudo-3D representations, where the same datasets may frequently be processed many times using different image analysis techniques, and many raw images are processed when developing new analysis tools. Again, much of the information generated in this process is not currently curated or retained.
IMPLEMENTATION RESULTS
Our first implementation objective was to develop a sheer curation environment by embedding digital library services within the experimental workflows of the targeted researchers, so that, as far as possible, capture of data and metadata occurs automatically as datasets are generated and is invisible to the researcher. The story of the experiment is represented implicitly in a variety of information such as the location of files in a directory hierarchy, metadata embedded opaquely in binary files, filenames, the contents of log files, and so on. However, the semantics of the collection as a whole is lost in this post hoc curation model, and it is unlikely that the researcher would have the time or the ability to explain it in great detail. In the model of sheer curation that we have been following, the researchers' knowledge is elicited beforehand and encoded in software that processes the information as it is captured.
A major challenge faced by the project was to bridge the gap between the 'wild', ad hoc and independent environment of the researcher's desktop, and the managed and curated environment of the digital library. The tools used by the researchers are typically developed by people working within the discipline, either by the researcher communities themselves, or by suppliers of laboratory equipment, and they are designed to operate in the researchers' local environment using data that is accessible via the local file system (although there are some web-based services).
In all the scenarios addressed in our work, the scientist works through the processing of an experiment at the same desktop machine; indeed, as all processing is done locally, this was only to be expected. This simplified the implementation by allowing us to focus on capturing the researcher's process, i.e. restricting ourselves to looking at information flow in one direction only -from the desktop to the data library -during the processing of the data. This implementation used a lightweight client, running on the researcher's computer, to 'scavenge' information from the researcher's work area and transfer it to the digital library environment. This made it possible to capture automatically domain-specific metadata and other contextual information that is available when research is undertaken.
Specifically, each time that a file is created, modified or deleted within the monitored directory, the file is copied (for creations and modifications) and a message sent to the data library describing the type of action, original pathname and timestamp. On the curation environment side, this information is interpreted and used as the basis for creating digital objects, extracting domain-specific metadata from the objects, and inferring relationships between objects, which are then ingested into the data library. Much of the processing that takes place is concerned with analysing the information that is available and exploiting it to infer the details of the researcher's workflow. Although this workflow is outside our control, in any particular category of scenario (in our case, either macromolecular crystallography or nanoimaging) its structure is broadly known at a high level. This means that certain files are expected at certain stages, and in addition the workflow generates as a by-product a lot of information that can be used to infer inter-object relationships, for example in file headers and log files.
This approach can also be made to work in situations where it is not possible to use the monitoring client on the researcher's desktop. To implement this, the directory is submitted for deposit in its entirety at the end of the experiment, and the files are transferred to the data library one by one in timestamp order, thus simulating the live creation of the files. This approach was successful because the large majority files are simply created once and not updated subsequently, although some modifications had to be made to the software to handle those few files that were updated, mainly log files to which tools append status information each time they were executed.
Our second major objective was to manage not just individual datasets but entire experimental workflows, modelled as compound objects incorporating data, metadata and provenance information. This makes it possible to verify published results or reproduce the processing and data on which the conclusions are based and which justify them. Data provenance is a particular kind of metadata that describes the derivation history of digital objects. The Open Provenance Model (OPM) is an emerging standard for modelling provenance that aims to enable the digital representation of the provenance of any object, whether itself digital or not, in a generic manner so as to support the exchange of provenance information between different systems, the building of common tools etc. (see [1] for more details).
To publish the experimental processes, we have used a linked data model, with URIs resolving to a representation of the digital objects that are connected by links described using the OPM vocabulary, and potentially other ontologies. To bundle these composite objects together for Web publication, we use OAI-ORE (Open Archives Initiative Object Reuse and Exchange), which 'defines standards for the description and exchange of aggregations of Web resources'
3 . The experimental workflows that we have been addressing are regarded as aggregations in OAI-ORE terminology, and in our case the digital objects described by the resource maps include not only the files generated, but also the objects corresponding to OPM processes and agents, and the digital object that describes the experiment itself. Note that, in addition, the aggregation may aggregate additional objects that are outside the repository, for example publications or presentations based on the research, and (for the crystallography users) entries in the Protein Data Bank 4 . Our work has shown the advantages of a sheer curation approach for involving research processes in the management of data, not just for preservation but also for publication purposes. However, sheer curation also involves a large prior investment into capturing and formalising research processes.
