Using a newly available dataset on the R&D investment of individual French manufacturing firms for the 1980s we replicate and update a series of studies on French R&D and productivity at the firm level from the 1970s and evaluate the robustness of methods currently used to measure the private returns to R&D. Our main findings are: Having a longer history of R&D expenditures helps improve the quality of the R&D elasticity estimates, but the choice of depreciation rate for R&D capital makes little difference. The correction for double-counting of R&D expenditures in capital and labor is important and may be interpreted under certain conditions as converting a measured 'excess' rate of return to a total rate of return to R&D. We show that the direct production function approach to measure returns to R&D capital is preferred on several grounds over the rate of return variation used in the past. Finally, as in the 1970s the productivity of R&D capital for French manufacturing firms in the 1980s is positive; how strong and robust depends on whether we control for potential industry and firm effects.
Introduction
This paper uses a newly available dataset on the R&D performance of individual French manufacturing firms for the 1980s to replicate and update a series of studies on French R&D and productivity at the firm level during the 1970s by Griliches and Mairesse (1983) , Cuneo and Mairesse (1984) , Mairesse and Cuneo (1985) , and Mairesse and Sassenou (1991a) . These studies, along with most other studies using individual firm data for the United States and Japan, have been surveyed by Mairesse and Sassenou (1991b) . This survey documented the widely varying estimates of the contribution of R&D to productivity across samples, model specifications, and estimation methods. The purpose of the present paper is to further explore the reasons for these different estimates using a single dataset, but varying specifications of the model. This facilitates interpretation of the differences by eliminating the source of variability due to the data samples.
A justification for the present study is the fact that the new dataset provides us with a longer time series (1971 to 1987) on many of the firms, and also with data on a larger number of firms for the nineteen-eighties.'.The data contain enough information to allow us to correct for the 'double-counting' of the inputs to R&D expenditures in labor, capital, and value added.2 The longer history allows us to explore in more detail the effect of various assumptions used in constructing the stock of R&D capital. We also have on this dataset labor shares to enable us to calculate partial factor productivity at a firm-specific level rather than relying completely on production function estimates.
Another justification for our study is that the period of the 197Os, on which the previous studies were based, was not a 'favorable' period from the perspective of measuring the contribution of R&D investment to growth. The data in most of the OECD countries during this period are dominated by the stagnation and upheavals induced by the oil price shocks of 1973-74 and 1978-79 . This has implications particularly for the growth rate (first-differenced) specifications of the productivity growth equations, where the heterogeneity of the individual units tends to reveal itself as a substantial downward measurement error bias. That is, in a period where there is little overall growth, the variance in the right-hand-side variables of the regression is dominated by such heterogeneity or 'measurement error' and we obtain the usual result that coefficients are imprecisely measured when there is little frue dispersion in the regressors. By ' The data on research and development expenditures used in this paper come from the Enquetes annuelles SW les moyens consac& a la recherche et au developement dans les entreprises conducted by the French Ministry of Research and Technology. This file has been augmented with data on value added, capital, labor, and other variables from the Enquete annuelle d'entreprises and the Systeme Unije de Statistiques d'Entreprises at INSEE.
ZSee Schankerman (1981) . A useful discussion of the biases introduced by such 'double-counting' and an evaluation of their effects on estimates with French data may also be found in the appendix to Cuneo and Mairesse (1984). moving to the less troubled period of the 1980s we hope to achieve more real dispersion in our regressors, and hence better estimates.
We begin by describing the new dataset and then outline the production function framework within which we are working and the measurement issues which it raises for R&D capital. We then present our basic set of estimates of the production function coefficients for French manufacturing during the 1980s. Two sections which present estimates using variations on the basic model follow: the first takes a partial productivity approach to correct for the simultaneity of output and labor, and the second uses a rate of return to R&D capital formulation of the production function. The results of the three approaches to estimating the elasticity of output with respect to R&D capital are summarized in the concluding section.
Data and variables
Our raw dataset consists of 351 French manufacturing firms in a slightly unbalanced panel from 1980 to 1987, among which 210 had R&D information available back to 1971 from the previous studies. When performing a comparative measurement analysis such as ours, it is important that the sample of data with which one is working be held fixed, so that any differences in estimates can be attributed to the change in measurement techniques rather than a slight change in sample. Accordingly, we defined at the outset a 'clean' sample according to a set of criteria which are given in Appendix A. Briefly, we trimmed outliers in both levels and growth rates, required that value added be positive, and removed observations for which the double-counting corrections were more than 50 percent of the total.
After cleaning, there were 340 firms left with good data and 206 with data back to 1971; 197 of these 206 remain when we require that the panel be fully balanced for 1980 to 1987. The results in the next several sections are based primarily on this balanced panel of 197 firms (and 1576 = 197 x 8 observations) . Some of the results of estimating our preferred specifications are also given for the largest clean sample of 340 firms. This sample, which is slightly unbalanced, consists of 2670 observations pertaining to the 197 firms in the balanced long panel and 143 firms with shorter or incomplete R&D histories. Table 1 shows the sectoral breakdown of the large and long samples into industries; it also compares their R&D to sales ratios to those for manufacturing as a whole, and gives their coverage ratios in proportion to total manufacturing R&D expenditures. The average ratios are reasonable overall (55 and 45 percent respectively for the large and long samples) and the R&D to sales ratios are also quite similar overall; these comparisons, however, are less satisfactory in several industries. Table 2 gives simple statistics for our key variables for these two samples. The key variables are value added, which is our output measure, the physical capital bThis is the coverage ratio of our samples relative to the universe (French manufacturing) in terms of total R&D performed by manufacturing enterprises. stock of the firm, the knowledge or R&D capital, and the number of employees. Value added, capital stock, and the number of employees are shown both unadjusted and adjusted for the double-counting of R&D inputs.3 All variables (except employment) are deflated; the deflators are output deflators at the ten-industry level for value added, and the capital stock is based on gross book value adjusted for inflation using an overall investment deflator. R&D expenditures are simply deflated by the manufacturing sector level value added deflator. In the next section of the paper we will say more about how the R&D capital variable was constructed. Table 2 shows that the median firm in the large sample has around 1000 employees (of whom 40 are R&D employees), physical capital worth 300 million 1980 French francs (approximately 50 million 1980 dollars), and produces 150 million 1980 French francs in value added per year. The firms in the long sample are larger (averaging around 1250 employees of whom 120 are R&D employees); they also have a slightly higher capital-labor ratio, and substantially higher value added per worker (170 thousand 1980 French francs as compared with 150 thousand). Both sets of firms have average rates of growth of value added, labor, and physical and R&D capital stock which are approximately equal, and higher growth rates of R&D capital. The firms are clearly becoming more capital-intensive over time, since employment is declining substantially over the whole period, implying an average increase in the capital-labor ratio of about 34 percent per year.
The production function framework and the measurement of R&D capital
In this section, we remind the reader of the by now familiar theoretical framework in which we are working and discuss our measures of the R&D capital stock variable. We assume that the production function for manufacturing firms can be approximated by a Cobb-Douglas function in the three inputs, physical capital C, labor L, and R&D or knowledge capital K:
where Y is value added, E is a multiplicative disturbance, i denotes firms, and t years, d is the rate of disembodied technical change; however, as we discuss later in this section, the time trend At will be replaced with time dummies in actual estimation. CI, fi, and especially y (the elasticity of value added with respect to R&D capital) are the parameters of interest. As usual, to implement the estimation of the Cobb-Douglas function, we take logarithms and obtain the following linear regression equation (where lower case letters denote the logarithms of variables):
JJj, = a f At + MCi* + /?/it + ykjf + Eir.
(2)
Under constant returns to scale with respect to the three inputs, the sum p = c1 + J3 + y of factor elasticities will be unity. For interpretive reasons, we prefer to rewrite Eq. (2) so that the deviation from constant returns is measured explicitly, by subtracting labor from both sides of the equation:
The coefficient of the logarithm of labor (p -1) now measures the departure from constant returns.
The econometric and theoretical assumptions necessary to justify the use of this equation to estimate the parameters of the production function do not include perfect competition in output or factor markets, but they do include some kind of predeterminedness of the inputs with respect to output. By using input measures from the beginning of the year for which the output is measured, we hope to minimize the effects of simultaneity between factor choice and output, but this could still be a problem.
Finally, we note that ait includes any errors in the specification which arise because firms have different production functions (or because we have not disaggregated the inputs enough), as well as pure measurement error on all the variables. The most important component of &it is likely to be due to the heterogeneity across firms in their technologies and type of output, and this will introduce a 'firm effect' in our disturbance.5 To the extent that this firm effect is correlated with our regressors, as seems not unlikely, we will have an omitted variable bias in our coefficient estimates. We follow the usual route of estimating equations 'within firm', as well as in first and long (1980 to 1987) differences to attempt to assess the extent of this bias.
Another component of &it may be due to changes over time in the rate of productivity growth which are common to all firms. Although economists commonly label these 'disembodied technical change' and model them with a deterministic (or stochastic) trend, they also include any errors in the price deflators common across firms, or other macro influences which may affect 'See Mairesse and Griliches (1990) and Mairesse (1988 Mairesse ( , 1990 for discussions of the extreme heterogeneity in these kinds of data. measured outputs and inputs6 Although our model as written in Eqs.
(1) to (3) contains only a time trend to summarize these effects, we have used individual dummies for each year in the estimation, since we do not believe they are constant over time.' To construct the stock of R&D or knowledge capital for the firm, we follow a perpetual inventory method like that commonly used for physical capital.' The equation defining R&D capital K is the following:
where K, is beginning of period capital stock and R, is R&D expenditures during the period. This computation has two obvious problems: first, we have very little idea what the appropriate depreciation rate 6 is (if indeed it is constant across firms and over time), and second, our history of measured R&D expenditures is frequently not very long, so we need a way of starting the process presample.
Using our long balanced sample of 197 firms, we explore the effects of uncertainty about both these factors on our calculation of K,. Our base case (K71) set of assumptions are those which have been most frequently used previously in this type of estimation: we assume a depreciation rate of 15 percent, a presample growth rate of 5 percent in real R&D expenditures, and we start the perpetual inventory accumulation process with the earliest year of R&D data available (1971 for our long history sample).' That is, if our R&D series starts in year t = 1 and the presample accumulation of knowledge capital is given by Eq. (4) with R&D growing at a rate of g, the knowledge capital at the beginning of the first year is defined by 'the following equation:
K, = R. + (1 -6)R_ 1 + (1 -6)2R_2 + ... 6As written, the model in levels contains a deterministic trend (it), but after differencing this is indistinguishable from a stochastic trend with constant drift. The only way these two models differ in their implications for a panel of growth rates might be in the variance components structure of the disturbance, since a common stochastic trend would guarantee that the time component of the disturbance is increasing, while a deterministic trend does not.
'An F-test for the equality of the year dummies in the first-differenced version of the model rejects in all specifications and for both samples of firms. For example, the values of F(6,...) for the four columns of Table 5 are 4. 46, 3.69, 6.22, and 5.38, respectively, with denominator degrees of freedom equal to 2643, 1633, 2644, and 1634. *This method for measuring R&D capital has been discussed by Griliches (1979) .
9 The presample growth rate of 5 percent is approximately the mean growth rate for the firms which we observe during the nineteen-seventies.
In any case, the precise choice of growth rate affects only the initial stock, and declines in importance as time passes, unlike the choice of depreciation rate. For this reason, we do not report the results of experimentation with this assumption.
We vary this by using a depreciation rate of 25 percent, which is the high end of the orders of magnitude obtained by Pakes and Schankerman (1984) or Hall (1988) using different methods (KH71). We also compare results obtained for the long history sample when we assume that the observable R&D process began in 1978, two years before our estimations begin and one year before the first value of R&D capital that we use (KS78). We capitalize the R&D spending in that year at the depreciation rate 1.5 percent plus a growth rate of 5 percent. Finally, we use the most extreme version of a short R&D history, by assuming that the previous year's R&D expenditures are the best indicator of the quality of its knowledge capital (KR). Note that because of the logarithmic formulation we are not necessarily assuming a depreciation rate of 100 percent, but rather that this year's expenditures are a better measure of the knowledge capital contained within the firm. This assumption is supported by some of the patent productivity evidence of Hall, Griliches, and Hausman (1986) for example.
The productivity of R&D
In this section, we discuss our basic production function results for both samples of firms. First we present a complete set of estimates for the long balanced panel in Tables 3 and 4 and then selected estimates for the larger sample in Table 5 . Table 3 shows the estimates obtained when constant returns to scale are not imposed, using our different measures of R&D capital and different estimation techniques. It also gives the estimates with the measures of value added, labor, and physical capital which have not been corrected for double counting of R&D expenditures (and our preferred measures of R&D capital). Table 4 shows the same estimates with constant returns to scale imposed. The key results in these tables can be summarized as follows:
1) The hypothesis of constant returns to scale is accepted for the within and long-differenced estimates, rejected in the totals with a very small coefficient and in first differences with a large coefficient (where this large size suggests substantial downward biases probably due to the magnification of random measurement error). lo In all cases, the effect on the fit of imposing constant returns to scale is quite small: Only for the first-differenced estimates does the standard error of estimate rise by even as much as 1 percent.
2) The adjustment for double-counting of R&D expenditures produces the most important differences across the columns of the tables with the possible exception of the first-differenced estimates (compare columns 1 and 2). These corrections tend to increase the total and long-differenced R&D capital coefficients by about 0.07 and the within coefficients by about 0.04-0.06. This increase lo See Griliches and Hausman (1986) . Table 3 Production function estimates, long sample, 1980-1987, 197 firms (1576 observations Table 4 Production function estimates, long sample, 1980-1987, 197 comes primarily at the expense of the labor coefficient, which typically falls by about the same order of magnitude (again except in the first-differenced estimates)."
On the other hand, changes in the physical capital coefficient are ambiguous and depend on which specification is chosen: they are more frequently positive than negative in the within and long-differenced estimates, but zero in the totals. These results are consistent with the observation that the 'I The labor coefficient is calculated as one minus the sum of the two capital coefficients plus the
average double-counting adjustment to labor is four times that to capital (4 percent of the total as compared with 1 percent)." Contrary to the results in Cuneo and Mairesse (1984) the bias in the estimated elasticity of R&D capital caused by the lack of double-counting correction is almost as important in the within-firm dimension as in the total estimates. The implication is that the within-firm share of capital and labor which is devoted to R&D in fact varies enough over our period of study so that the estimated coefficient of knowledge capital remains biased downward even when 'permanent' differences across firms are controlled for.
3) Having a longer history of R&D available when constructing R&D capital (compare the columns with K71 and KS78) makes little difference to the total estimates, as one would expect if these were dominated by cross-sectional variation across firms in overall R&D intensity. However, using the longer history raises the coefficient of the within-firm estimates by about 0.06, and the first-and long-differenced estimates by 0.03-0.04. Although the fit improves by only a tiny amount, a more precise estimate of the initial knowledge capital starting point seems to help in estimating the true growth rate of R&D capital at the firm-specific level, and in providing a better estimate of the coefficient in the within-firm dimension.
4) In the same way, using a higher depreciation rate when constructing the R&D capital variable (compare the columns with K71 and KH71) makes no difference to the total estimates, but gives slightly lower coefficients for the within and differenced estimates. This result is expected, since the estimates which control for overall firm effects are essentially growth rate estimates: the growth rate of KH71 is higher during the period, since the initial stock is lower, and this implies a coefficient which should be lower by approximately the ratio of the depreciation rates, 0.15/0.25 = 0.6. In fact the coefficient of KH71 is generally slightly higher than predicted, especially in the long-differenced estimates, where the fit is also slightly better. Although these results might imply some preference for a depreciation rate of 25 percent rather than 15 percent, the differences are not significant enough to give a definite conclusion.
To underline the insensitivity of the results to the choice of depreciation rate, we note that the most extreme version of R&D capital, one based solely on the I2 As Schankerman (1981) has shown, the interpretation and prediction of the effects of the double-counting bias on the productivity regression are not simple, and depend in various ways on the actual pattern of covariances across the regressors. The only solid prediction one can make is that, under the reasonable assumption that the double-counting corrections for capital and labor are positively correlated with the measured R&D itself, the coefficient on R&D capital will be biased downward if uncorrected data are used (and the coefficients on labor and capital biased upwards). The relative magnitudes of the biases to labor and capital which are observed here are not necessarily implied by the observation that the double-counting adjustment is larger for labor than for capital. previous year's level of R&D expenditures (a depreciation rate of 100 percent), gave approximately the same coefficients as K71 in all specifications.i3 Disentangling the appropriate depreciation rate with the available data using the production function approach may be an impossible dream.
5) It is apparent that the R&D capital K is far more correlated with the overall firm effect than is ordinary capital. This is seen in the decline of the former coefficient relative to the latter coefficient when moving from total to within and differenced estimates. 6) Finally, the most important finding is that the R&D capital coefficient remains fairly high and marginally significant even when we control for firm effects, particularly when we take advantage of the longer history of R&D expenditures available to us. The magnitudes of our within estimates are quite comparable with those of Cuneo and Mairesse (1984) and Mairesse and Cuneo (1985) for the 1970s. However, they are somewhat higher than those earlier estimates in the cross-section and for the long growth rates. In comparison to the U.S. estimates for the 1960s and 1970s given in Griliches (1980 Griliches ( , 1986 and Griliches and Mairesse (1984) , they are quite a bit higher (by about 0.1) in the totals; the within and long-differenced estimates are roughly comparable. This remains true when data corrected for double-counting is used for both countries (Schankerman, 198 1).
We now turn briefly to the discussion of related estimates using our large slightly unbalanced sample of firms. In the absence of compelling evidence to the contrary, we based these estimates on our best measure of R&D capital (K71), which is constructed with a depreciation rate of 15 percent and as much history of R&D expenditures as available. These estimates are shown in columns 1 and 3 of Table 5 ; in columns 2 and 4 the corresponding estimates on the long sample are repeated for comparison.
The most striking discrepancy between the two sets of estimates is that in totals (as well as long differences without constant returns imposed) the R&D capital coefficient is lower by 0.05 in the large sample, and the coefficient for labor (derived from the scale coefficient) is correspondingly higher.i4 Since the I3 The fit using KR was typically as good as or better than estimates using the other measures, with lower standard errors on the R&D coefficient in the within and first-differenced dimensions. This can be explained by the fact that in these dimensions we are comparing regressions based on the growth of R&D spending (KR) with those based on the growth of R&D capital (K71, etc.). The former variable has higher variance than the latter, leading to a more precise estimate of the coefficient.
l4The difference is not accounted for by difference in the share of R&D capital across the two samples, since the long sample has only a slightly higher R&D to ordinary capital ratio (0.17 as compared with 0.14) than the large sample. Nor is it explained by the fact that R&D capital is better measured for the long sample, since it occurs in the total estimates also, where the measurement made almost no difference in Tables 4 and 5. R&D capital coefficients are much closer in the within dimension, the most likely cause of such a discrepancy is differences across firms which are correlated with R&D intensity rather than differences in the actual productivity of R&D within firms. The simple comparison of the industrial composition of the two samples shown in Table 1 seems to support this view. Many (about 40 percent) of the firms added in the larger sample are in the first two sectors of Table 1 : the Food, Textile, Apparel, Leather, and Wood industries, which are less R&D-intensive than the other industries. We re-estimated the equations in columns 1 and 2, excluding firms in the first two sectors of Table 1 , and the R&D coefficients in the totals were 0.255 (0.009) and 0.237 (0.007) respectively, confirming that the difference between the two sets of estimates was indeed due to the changing industrial composition of the sample.
This last fact highlights once again perhaps the most robust result in this and other previous studies (Mairesse and Sassenou, 1991) which we have already pointed out: the pattern of estimates usually yields an R&D capital elasticity in the cross-section dimension which is statistically significant, usually large, and even possibly of the same order of magnitude as the elasticity of ordinary capital, whereas the estimates in the time dimension, which control for permanent differences across firms, whether within, long-differenced, or firstdifferenced, typically have an R&D capital elasticity which is much smaller, about one third or half that of ordinary capital, and often statistically insignificant. One can interpret this fact as arising from differences across industries and firms which are correlated with the presence of R&D capital, and regard the within-firm estimates as yielding the 'true' parameters, but it is possible to argue that this too yields biased estimates of the R&D capital elasticity. One reason all firms in the electronics industry, for example, may have higher productivity growth is their higher investment in R&D, which is perhaps induced by higher technological opportunity in this industry; this fact will be properly captured only in the totals estimates. In the absence of the meaningless experiment, where we observe 'textile' producers in the electronics industry or 'aircraft' producers in the food industry, the answer to this conundrum is unknowable, but also not very interesting. A better way to summarize the results is to say that there is more than one measure of the elasticity of output with respect to R&D capital: which one is preferred depends on the purpose to which it is to be put. For example, from a policy perspective one could argue both that the within-firm measure is a better indicator of what happens when a given firm invests in R&D, but also that the between-firm measure gives a better idea of the economy-wide productivity gains which might be induced by R&D subsidies. That is, nontargeted R&D subsidies would encourage R&D more in those industries where it is more productive and profitable, thus both increasing its magnitude and changing its industrial composition.
Simultaneity and the partial productivity approach
As we alluded to earlier in the paper, a possible problem with the production function approach to measuring the productivity of knowledge capital is that the right-hand-side variables in the equation are under the control of the firms and may be chosen simultaneously with the output level by a firm acting on information not observable to the econometrician. In general, this implies correlation between the inputs and the disturbance in the equation. We have tried to minimize such a simultaneity bias by using beginning-of-period measures of the inputs, but this is an imperfect solution. In this section we relax the assumption that labor input is predetermined, and derive the appropriate reduced form equations for output and labor for the case where only the two types of capital are predetermined. This model allows us to use the partial productivity approach to estimating the productivity growth equation, and also to investigate whether there is any evidence that the firm faces a downwardsloping curve (rather than the vertical demand curve assumed by perfect competition).
We first present our model under the perfect competition assumption, and then show how to relax that assumption. We assume that the firm chooses labor and output in any period to maximize short-run variable profits, taking the two capitals and output and factor prices as given. This approach, called 'semireduced form' by Griliches and Mairesse (1984) 
where the unobserved prices are included in the time dummies & and 8, and the error terms u and u. We can use these two equations to estimate c1 and y simultaneously, or more precisely, their relative magnitudes, imposing the cross-equation proportionality constraint. If we multiply Eq. (6) by B and subtract it from Eq. (7), we obtain the following:
where 5, = (0, -&J/(1 -j3). Now, if we have a consistent estimate of /I, then (1 -B)/(l -p) converges to one and clearly Eq. (8) will also yield consistent estimates of a and y. This is the partial productivity approach found in the literature.
The advantage of this method of derivation is that it clarifies the fact that under the assumptions which allowed us to derive Eqs. (6) and (7), the semireduced form version of the model should yield the same estimates as Eq. (8) for the capital coefficients. On the other hand, Eq. (8) will remain valid even if /I is different for each firm (and fl is the corresponding within-firm estimate), while the semi-reduced form estimates will no longer be consistent if j? varies across firms. We first focus on the partial productivity estimates and then compare them to the semi-reduced form estimates as a kind of specification test of our procedure.
Two sets of partial productivity estimates are presented in Table 6 . The first uses the average labor share (measured as total labor costs divided by value added) for the sample of firms as an estimate of /3. Since it may be more realistic "One firm whose labor share was larger than unity was deleted from the sample.
"The first dependent variable is labor productivity calculated using a single labor share for all the firms; the second uses a firm-specific labor share calculated by averaging over eight years for each firm.
'The R&D capital K is calculated using all of the history available for each firm and a depreciation rate of 15 percent.
not to assume that all firms have an identical production function, in the second set of estimates, we use a variable coefficient version of this model, and estimate Bi at the firm level, assuming it is constant over the time period. There do not seem to be systematic differences between these sets of estimates, except in the totals, where we are not controlling for firm effects. The results are a bit difficult to interpret. They do not appear to imply that large simultaneity biases were present in the within and differenced estimates of the R&D and physical capital coefficients in Table 3 , while the biases in the total estimates tend to be negative, contrary to what would be a priori expected. Both long-differenced and within estimates confirm a fairly strong positive relationship between the growth of both kinds of capital and labor productivity growth. However, in first differences this relationship, which was already at best marginal, seems now to have disappeared completely. These estimates appear to be swamped by random year-to year noise in the growth rates, which yield very substantial decreasing returns and leave no room for either capital in explaining value added growth after we remove labor growth. In fact this is just what one would expect if capital is only adjustable in the long run: it would be quite surprising to find a strong effect from last year's growth rate while maintaining that nothing can be done this year to adjust the capital in current production.
We now turn to the semi-reduced form estimates of the model in Eq. (7) but before doing so, we expand the model slightly to include the possibility of imperfect competition in the output market. ' 5 We assume a constant elasticity of demand function:
where P is the output price and q is the elasticity of demand. Now the firm maximizes variable profit each period, subject to this demand curve, the production function in Eq. (1) and the stocks of ordinary capital C and knowledge capital K. This set of assumptions yields the following variation of Eq. (7):
where E = 1 -(l/q). Clearly when q is infinite (perfect competition), E is unity, and we have the previous model. For reasonable values of q, say v > 1 (elastic demand), E is positive and less than unity, and labor responds less to changes in "The idea here is in Griliches and Mairesse (1984) , although they do not present a full set of estimates or tests of the specification, They also allow the R&D coefficient to shift the demand curve, which removes the proportionality between the output and labor equations, implying no overidentifying restrictions on the model. capital stocks than output does. Note also that when ? = fi (the true coefficient), Eq. (8) is still implied by Eqs. (10) and (11).
In Table 7 , we explore the estimation of Eqs. (10) and (11) for our data using nonlinear seemingly unrelated regression to estimate both equations simultaneously. The first column repeats the estimates of Eq. (8) for comparison. The next two columns give the unconstrained estimates of Eqs. (10) and (1 l), where proportionality has not been imposed across the capital coefficients. I6 The final two columns give the estimates when proportionality has been imposed as in Eqs. (10) and (1 l), with E E 1 (perfect competition) and then with E free. The statistic labelled 'log-likelihood' may be used to perform likelihood ratio tests across the specifications, under the assumption that the disturbances are identically distributed as multivariate normal random variables." The primary result of this set of estimates is that the proportionality constraint, which is required to justify the partial productivity estimates with constant b, does not hold for the totals and first-differenced estimates, but does hold for the estimates in the within and long-differenced dimension.18 This result can be seen easily by comparing the coefficient estimates in columns 2 and 3 with those in column 1 .19 A possible implication of this result is that the total estimates in column 1 are inconsistent because of the correlation of the capital measures with permanent differences across firms in output-labor ratios, while the within-firm estimates are not contaminated by this firm effect, and therefore they can be estimated using either Eqs. (6) and (7) or Eq. (8).
Can we learn anything about the perfect competition assumption from these data? The results in column 5 say that the demand elasticity is consistent with perfect competition, except in the totals, where the measured elasticity is about Ihln order to make these columns comparable to the estimates in column I, they have been estimated with an explicit (1 -b)-', with p set to 0.67. This means that estimates for the capital coefficients in all columns are estimates of a and ;' themselves, under the assumption that labor's share is two-thirds.
" Note also that the standard error estimates shown in this table are consistent in the presence of heteroskedasticity across firms and time, unlike those in the earlier tables.
"The test statistics are x'(2) = 29.2, x'(2) + 0.8, x*(2) = 1.8, and x'(2) = 16.2 for the totals, within, long-differenced, and first-differenced specifications respectively.
"An implication of the derivation of Eq. (8) is that the estimates in column 1 are just a linear transformation of those in columns 2 and 3 with transformation
If the proportionality holds, this will guarantee that Eqs. (6) or (7) and Eq. (8) give the same answer for the capital coefficients. However, when proportionality does not hold (i.e., there is linear independence between the two sets of coefficients), we can get differing answers for estimation using the partial productivity approach, just by our choice of B. For example, for a reasonable range of values in these data, 0.5 to 0.8, the range of estimated capital coefficients in the totals would be 0.14 to 0.07 for ordinary capital, and 0.17 to 0.30 for knowledge capital. Table 7 Semi-reduced form estimates, 1980-1987, 196 aOne firm whose labor share was larger than unity was deleted from the sample. by = I -l/q where 4 is the demand elasticity.
'Heteroskedastic-consistent estimates of the standard errors are shown in parentheses.
Value added, capital, and labor have been corrected for R&D double-counting in all cases.
15 with an approximate standard error of 2. 2o Unfortunately, another interpretation of these estimates is that the output measure we are using, value added deflated by a fairly coarse industry deflator, is not truly an output measure, but closer to a revenue measure (quantity times price). It is easy to show that if this is the case, Eq. (11) for yi, would be identical to Eq. (10) for Ii, and we would be unable to identify the demand elasticity. Since imperfect competition or market power at the firm level is surely associated with firm-specific prices, which we do not observe, it is hardly surprising that we are unable to measure it using a revenue measure.21
The conclusion from Table 7 is that using a semi-reduced form approach to estimating the production function reduces the coefficient of R&D capital by a factor of two in the totals and possibly the long differences, and hardly at all in the within-firm and first-differenced estimates. The physical capital coefficient is relatively unaffected in all the estimates. This implies that the simultaneity bias due to the presence of labor on the right-hand side of the production function hits R&D harder than physical capital; more importantly, once we control for permanent differences across firms, the estimated R&D elasticity is apparently not biased by the endogenous choice of labor by the firm.
The rate of return to R&D expenditures
Because of the difficulty of measuring R&D capital, an alternative approach to estimating the productivity of R&D is often used which tries to avoid this problem, although somewhat unsuccessfully, as we shall see.22 This method begins by assuming that the parameter which is assumed to be constant is p, the rate of return to R&D capital aY/aK, rather than y = (K/Y)@ Y/X), the elasticity of output with respect to such capital. With this definition, we can rewrite the differenced (growth rate) version of Eq. (2) as d_Vi, = A + OLdcir + PAli, + P(dKi,/Yit) + flit> (12) where 4 is a new disturbance containing approximation errors in addition to the differenced E and AK is the change in R&D capital over time. In discrete time and if R&D capital does not depreciate, one can also approximate AK by the "The first-differenced estimates in column 5 are even more bizarre than usual, with negative capital coefficients and an implied negative demand elasticity.
" In the future we may have price indices available at the firm level, and we plan to investigate the extent to which the aggregate deflators are the cause of the finding here.
'* See also the survey by Mairesse and Sassenou (I991 b). For work using this methodology, see Mansfield (1965) and Griliches (1986).
flow of R&D expenditures during the period, which implies that the relevant right-hand-side variable is simply the R&D to value added intensity, which is easily measured. There are at least two difficulties with this method of estimation. First, it is not obvious what the relevant timing for the R&D variable is; we have used R&D to value added lagged one period, both to be consistent with our production function estimates, where beginning of period stock is used, and because of the measurement error simultaneity which would be induced by using contemporaneous value added on the right-hand side of the equation.23 The second difficulty is that the relevant concept for AK is the net R&D expenditure rather than the gross, unless we make the extreme assumption of no depreciation. But if we want to use net R&D expenditures, we have to make an explicit assumption about the depreciation of R&D capital, so we have not completely avoided the problem of measurement.
The results of estimating Eq. (12) both in first and long differences and with both gross and net R&D expenditures are shown in Table 8 , similar in format to Tables 3 through 5 with the different columns corresponding to alternative measures of the variables for the long sample or the large sample. We measure the gross rate of expenditure by the lagged R&D to value added ratio, and the net rate by the same ratio less the ratio of replacement expenditures, which are defined to be 6 times the ratio of lagged R&D capital to value added.24 Using a depreciation rate of 15 percent, the resulting mean R&D intensities are 9.3 percent and 2.1 percent respectively.25
Although the coefficient estimates in Table 8 display some similarities with those in the earlier tables, they are also quite puzzling in some respects. Beginning with the similarities, adjusting the data for double-counting raises the rate of return to R&D by about 3 to 4 percent in both first and long differences, in most cases decreasing the labor coefficient by about the same amount. 23 We experimented with the timing of both R&D and value added and confirmed that the R&D intensity coefficient did indeed seem to be biased upward when contemporaneous values were used. This can occur both because of simultaneity between R&D investment and value added during the period and because of measurement error bias arising from the presence of the dependent variable in the denominator of R&D intensity; both biases are expected to have the same (positive) sign. We also tried using averages of R&D lagged over the preceding two periods, with little change to the results. 24Note that estimates that are based on the gross rate of R&D expenditures differ only slightly from each other. This is because all that is changing across these estimates is the R&D double-counting adjustment to physical capital, which is affected by the choice of depreciation rate for the R&D capital.
's If real R&D expenditures have been growing at g percent per year from the infinite past, then R&D capital K, = R,/(g + 6). This implies that net R&D expenditure is equal to (g/(g + 6))R,; this is roughly consistent with these numbers for y = 0.05 and 6 = 0.15, which implies that net R&D is one quarter of gross. This is not independent information, just a check on our calculations. Table 8 Rates of return in manufacturing, [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] 197 'The large sample consists of 2306 observations on 322 firms. The samples are not identical to those in the earlier tables because we have used VA-, in order to avoid measurement error bias and this variable is not available in 1978.
dThe first-differenced estimates use six log value-added differences per firm, from 1981-82 to 1986687, for a total of 1182 observations.
The long-ditTerenced estimates use the difference in log value added from 1981 to 1986, for a total of 197 observations, Second, in long differences, the labor coefficient is substantially larger than in first differences, which is consistent with the implied labor coefficients in Tables  3 and 5 , when constant returns to scale is not imposed. Third, the overall explanatory power of the regressions is negligible for the first-differenced estimates, which appear to be dominated by random year-to-year movements in the data.
The puzzling aspect of these estimates is the small size of the difference between the gross and net R&D coefficients. We can provide arguments as to why the difference in these coefficients should be either quite positive or quite negative, but neither argument predicts that they will be nearly equal. The conventional interpretation of this equation sees the coefficient of gross R&D expenditures as a gross rate of return and that for net as a net rate of return. This would imply that the difference between gross and net should be positive and of the order of the depreciation rate, about 0.15. On the other hand, the derivation of this equation from the CobbPDouglas production function implies that the 'correct' right-hand-side variable is net R&D expenditure. Since gross R&D expenditure is typically proportional to net with a proportionality factor of an order of magnitude of about four, we would expect its coefficient to be lower, not higher, and by such a factor (see footnote 20). Which interpretation is right depends on which parameter (gross rate of return, net rate of return, or elasticity) is more constant across firms, but neither interpretation implies that the coefficients should be nearly equal.
A second difference between the estimates here and the earlier ones is that the R&D coefficients tend to be lower in long differences than in first differences, whereas in the production function estimates they were almost always higher, except when constant returns to scale was imposed. In fact, in long differences, the standard errors on both kinds of capital are so large that the estimates are consistent with a model where long-term growth in value added is simply proportional to growth in the number of employees, with nothing left over for ordinary capital or R&D intensity.
Conclusions
The results presented in this paper allow us to draw several conclusions, both about the measurement of R&D capital and about its productivity. Within the production function and representative firm framework in which we are operating, we have fairly good confidence in most of them, although those who think that this approach to the measurement of R&D productivity is much too simple (or even simplistic) may remain more skeptical.
Our first set of conclusions concerns the measurement of the relationship between productivity and R&D. A first finding is that having a longer history of R&D expenditures clearly helps in the sense that an R&D variable thus measured is a more potent predictor of productivity growth. A second finding is that the choice of depreciation rate in constructing R&D capital does not make much difference to the coefficient estimates, particularly in the within-firm dimension, although it does change the average level of measured R&D capital greatly, of course. This result has already been observed in a number of previous studies and arises from the basic fact that the time series of R&D expenditures within jrm does not vary all that much.
A third measurement result, which is also not very new, is that the correction for the double-counting of R&D expenditures in capital and labor is quite important in either the production function or rate of return framework, and seems in general more or less consistent with an interpretation which says that results based on uncorrected data are measuring an excess private rate of return for R&D, rather than the total private rate of return. Such interpretation may allow one to assess better the meaning of the results reported by researchers who do not have the data available for performing the R&D double-counting correction, and must therefore rely on uncorrected data. Fourth, the set of results given in this paper for different econometric specifications, as in many other papers, cast doubt on the utility of first-differenced estimates of production function parameters, unless they can be supplemented with other information, such as the imposition of constant returns to scale. This is clear from their large standard errors and their widely ranging values across specifications, and also from their frequent inconsistency with the longdifferenced estimates, which in principle ought to be quite similar. For this reason, we tend to disregard the first-differenced estimates when we assess the results.
Finally, we have highlighted the fact that the previous interpretations of the rate of return method of estimating the productivity of R&D are somewhat problematical.
The primary argument in favor of this specification, which is to avoid measuring R&D capital and use only R&D investment intensity ratios, can be very misleading. Neither the model nor the estimates imply that the rate of return to gross R&D measured by such a regression should exceed the rate of return to net R&D; in fact, it is the other way around. An additional problem with this method of measurement is the question of the timing of R&D and the output which it affects, which has a fairly large impact on our estimates. For these several reasons, we have a preference for trying to measure R&D capital and relying on the usual production function approach as in the first sections of this paper.
Turning to the substantive results in the paper, we find that the coefficient of R&D capital in the production function is uniformly positive for the different specifications and the different types of estimates (except some of the firstdifferenced ones) that we experimented with. Most of the estimates are consistent with those of previous studies; in some cases they are much higher. We also find that the level of R&D capital is correlated with permanent firm or industry effects, which implies substantially higher coefficients in the crosssection dimension than in the time-series dimension. This is also true for physical capital, but less strongly so. However, when we try to correct for the estimation bias which might arise from the simultaneous choice of labor and output levels, such discrepancy between the cross-sectional and time-series estimates falls substantially. The simultaneity bias itself appears to affect the total estimates of the R&D capital coefficient greatly, but the within and long-differenced (and first-differenced) estimates only slightly. The fact that the R&D capital coefficient is reduced in the totals, both by the inclusion of firm effects and by correction for the simultaneity of labor and output, is consistent with the following explanation: in firms and industries where 'true' productivity is higher than the norm, possibly because of previous investments in technological innovation, labor input is permanently lower. Such an explanation accounts both for the correlation of cross-sectional R&D effects with industry and for the upward bias on the R&D coefficient when labor is (incorrectly) treated as predetermined.
Appendix A

Construction of the data samples
This appendix provides some detail on how we constructed and cleaned our dataset. We started with a sample of 351 manufacturing firms in a slightly unbalanced panel from 1980 to 1987, deleting those which were not in the manufacturing sector by conventional definitions, i.e., excluding energy, construction, wholesale and retail trade, and business services. We chose to focus on the contribution of R&D to the growth of total factor productivity in manufacturing, since it is the topic of the previous studies to which we compare our results. It is also true that both labor productivity and total factor productivity are far better measured and more meaningful in the manufacturing sector than in these other sectors.
When performing a comparative measurement analysis such as ours, it is important that the sample of data with which one is working be held fixed, so that any differences in estimates can be attributed to the change in measurement techniques rather than a slight change in sample. Accordingly, we defined at the outset our 'clean' sample according to the following criterion: 1) We removed any observations for which value added or value added lagged was zero or negative, since this creates obvious problems for our logarithmic specification. There ate 52 such observations (2.0 percent of the sample).
2) For the remaining firms, we removed any observations (but not the entire eight years of data) for which the value added per worker, capital stock per worker, or R&D capital pet worker was outside of three times the interquartile range (the 75 percent value minus the 25 percent value) above or below the median.26 This removed 16 observations (about 0.6 percent).
3) We removed any observations for which the growth rate of value added was less than minus 90 percent or greater than 300 percent, or for which the growth rates of labor, capital, or R&D capital were less than minus 50 percent or greater than 200 percent. This removed 19 observations (0.7 percent). 4) We required that the R&D double-counting corrections to value added, capital, and labor or less than 50 percent of the total. This removed 16 observations (0.6 percent), most of which were for two firms whose primary activity was apparently research and development, and therefore did not really belong in the manufacturing sector.27 5) Finally, we removed any firms which had fewer than three years of data along with the first half of the data for five firms which had gaps in their data around the years 1982-1984 (see below for a fuller discussion). This removed 12 observations.
In total, 106 observations (approximately 3.8 percent of the total) were removed by these cuts; the number is less than the sum of 1) through 5) because some observations clearly had a wrong datum (number of employees too low by a factor of ten in one year, for example) and caused them to be removed for several reasons simultaneously. Thus we were left with a large slightly unbalanced panel of 340 firms (and 2670 observations over the study period 1980-1987) among which 206 firms had R&D information going back to 1971.
Preliminary experimentation with the long sample of 206 firms produced results which differed substantially according to whether we insisted that the cleaned panel be balanced (have eight years of data per firm) or not. The omission of the nine firms which had less than eight years of data reduced the R&D coefficients of the production function estimated in the within dimension by a factor of two or more. Investigation revealed that this large change in coefficient estimates was caused in fact by five firms who experienced substantial jumps in one or more series following a gap in the data, presumably because of divestiture or acquisition. Although the regression results are not spurious, it is not appropriate to maintain that these firms are drawn from the same probability distribution which generated the majority of our data; the result is intriguing, but unfortunately the sample is too small for drawing firm conclusions.2s We I6 For a normally distributed variable, this would remove all observations which are outside of four standard deviations away from the mean (less than 0.01 percent of the observations).
*'The obvious question arises, where is their R&D going? Since the survey provides data on R&D performed outside the enterprises and paid for by them as well as on R&D performed for others, this question could be explored in future work.
*s A similar finding is reported in Griliches and Mairesse (1984) and investigated there to some extent. therefore removed these five firms as well as the four other firms with less than eight years of good data from our long sample, leaving us with a balanced long panel of 197 firms for eight years from 1980 to 1987 (and 1576 = 197 x 8 observations) .
Appendix B
The returns to basic and governmentyfunded research
In this Appendix, we give some hint of the potential for using the more detailed information provided by the French survey of R&D expenditures to investigate the compositional effects of R&D, in particular the role of basic research and government funded research. To our knowledge, the only prior (large-scale) empirical studies of these compositional effects are those of Mansfield (1980) , Griliches (1986), and Cuneo (1982) for basic research, and Griliches (1980) and Griliches and Lichtenberg (1984) for government-funded research. Our approach is quite simple: we start with the basic production function specification of Tables 3 through 5 , with data adjusted for double-counting, knowledge capital K71, and the long history sample of 197 firms. To this specification we add two dummies, one for firms which report that a sizable fraction of their research is basic (as opposed to applied or development) and one for firms which report that a sizable fraction of their research and development expenditure is government financed. This choice of specification is based on the fact that the distribution of these shares is extremely skewed, and a continuous variable such as a share does not seem appropriate in this context. We also found that these variables were largely orthogonal in their effects, so that we report only regressions which include both variables in Table 9 .
The remaining problem of specification is how to choose the cutoff for the two dummy variables: we chose two sets of cutoffs, the first set slightly below the mean shares (but well above the medians) and the second set well above them. For our first set of cutoffs (2 percent for basic research and 5 percent for government-funded research), we obtained 22 percent and 23 percent of the observations respectively. For the second set (8 percent for basic and 20 percent for government), these figures were 10 percent and 8 percent of the observations. Most firms either had a dummy equal to one or zero for all eight years, although some firms switched, particularly those with government funding. In the growth rate estimations (long and first differences) as well as in the level estimations we used this "level" variable as a regressor. In the growth rate versions, the dummies are being allowed to affect the growth rates of productivity, as opposed to the levels.
The results are quite suggestive and consistent across levels and growth rates for basic research: the fraction of R&D devoted to basic research reduces overall Table 9 Production function estimates with basic and government-funded R&D, 1980-1987,197 firms ( The regression and variables in this table are the same as those in Tables 3 to 5 of the paper, except for the addition of the basic and government-funded dummies.
productivity by 5 or 9 percent with a standard error of 2-3 percent, depending on which cutoff is chosen. It also reduces the seven-year growth rate of productivity by an average of 2-3 percent per year; once again, the first-differenced results are insignificantly different from zero. About half the result in levels goes away when industry dummies at the ten-sector breakdown of Table 1 are included (not shown), implying that some of the effect is due to permanent differences across industries both in the propensity to do basic research and in their productivity growth. Government funding for R&D, on the other hand, does not seem to have much effect until it rises to over 20 percent of the firm's R&D budget. At this point, the overall productivity effect is positive and about 10 percent and the growth rate effect is also positive and anywhere from 3 to 6 percent. In contrast to basic research, the addition of the industry dummy variables had no effect on this estimate, in spite of the fact that 60 percent of the firms whose R&D funding comes from the government are in only two industries: Motor Vehicles and Aircraft, and Electronics.
