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Abstract
Quantum many-body systems exhibit a wide array of possible ordered phases
at low temperatures. In this thesis, several such phases and the transitions be-
tween them are theoretically studied in the context of recent experimental results.
I first present an investigation of fluctuation phenomena in layered superconductors
in high magnetic fields. In order to account for the important effects of coupling
between layers, which enhances the superconducting fluctuations and allows for a
finite-temperature phase transition, a novel expansion in the number of coupled lay-
ers is used. This expansion leads to a two-dimensional effective Ginzburg–Landau
theory, which allows for a controlled calculation of thermodynamic and transport
properties such as magnetization and conductivity. Next, a microscopic mean-field
analysis of the recently synthesized mixed-valency material KNi2Se2 is presented.
Due to the noninteger number of localized electrons per unit cell and substantial
degree of electron interactions, this material exhibits a tendency toward charge or-
dering, which competes with a heavy-fermion phase exhibiting an enhanced effective
electron mass. Beginning from a microscopic Hamiltonian and applying mean-field
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theory, a reentrant charge-order transition is shown to exist theoretically, in apparent
agreement with recent experimental observations. Finally, a renormalization group
analysis is applied to the study of competing orders in bilayer graphene. In addition
to the previously suggested nematic and antiferromagnetic phases, unconventional
superconductivity is shown to arise generically in the presence of a nonzero chemical
potential, even for the case where the bare interactions are entirely repulsive. The
implications of these results on the general understanding of competition between
particle-hole and superconducting orders are discussed in detail.
Primary Reader: Oleg Tchernyshyov
Secondary Reader: N. Peter Armitage
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1.1 The Theory of Everything
As pointed out by Laughlin and Pines [1], the Theory of Everything forming the
microscopic basis for nearly all of the physics of everyday human experience can be written


































The above equations describe the motions and interactions of electrons at positions ri and
atomic nuclei at positions Rα. The other parameters are the masses of the electrons and
nuclei (m and Mα, respectively), as well as their corresponding electric charges (e and
Zαe). While these equations may not include the effects of gravity, nuclear reactions, or
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a handful of other exotic phenomena that become relevant in studying cosmology or high-
energy collisions in particle accelerators, they are perfectly sufficient for the description of
ordinary solids, liquids, and gasses.
If the physicist’s only job were to deduce the fundamental equations governing
physical laws, then, after writing down (1.1) and (1.2), many of us would have little left
to do but turn to elementary particle theory or device engineering. However, we know
from experience that such extreme reductionism is not necessarily the appropriate view.
In particular, by considering a larger and larger number of interacting particles, one finds
that they can together display new, emergent behaviors that cannot be deduced from the
properties of any single particle. In his famous essay “More is Different,” Anderson sums
up this idea neatly [2]: “The ability to reduce everything to simple fundamental laws does
not imply the ability to start from those laws and reconstruct the universe.”
In addition to underlying chemistry and ultimately human life, the equations (1.1)
and (1.2) form a basis for a number of emergent, quantum phases of matter, including all
of those studied in this thesis. Examples of such phases are superconductivity, in which
electrons form pairs with one another and develop macroscopic quantum phase coherence,
leading to phenomena such as perfect electrical conductivity and the expulsion of magnetic
fields; magnetic phases, in which electron spins spontaneously align or anti-align along a
particular direction; and charge ordering, in which electrons avoid repulsion with one an-
other by organizing themselves into a spatially repeating pattern. Generally, such phases are
realized only below a certain critical temperature, which can range from above room tem-
perature (as in the antiferromagnetic phase of the cuprate superconductors) to nanoKelvin
2
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scales (as in the superfluid phase of cold atomic gasses). In addition to temperature, a num-
ber of other parameters can be varied to further characterize a physical system, including
electric and magnetic fields, applied pressure, and chemical doping.
The role of the experimentalist is thus clear: by studying the experimental response
of a material to variations in such parameters, much can be learned about the nature of the
material and the effects of interactions between the constituent particles. What, then, is the
role of the theorist, given that the fundamental equations (1.1) and (1.2) are already known?
The basic difficulty stems from the fact that, while these equations are perfectly complete
and accurate, they become hopelessly complicated for any physical system consisting of
more than just a few particles. The theorist’s task is therefore to develop and apply a
framework for understanding the important properties of a physical system in a way that
distills the important aspects while ignoring many of the details that lead to unnecessary
complication.
The remainder of this Introduction reviews the key aspects of three such paradig-
matic frameworks for describing the collective behaviors of many-body quantum systems,
all of which have been applied widely to various problems in condensed matter physics over
the years. In Section 1.2, the phenomenological approach of Ginzburg and Landau is re-
viewed. In Section 1.3, we discuss the microscopic mean-field approach, presenting the BCS
theory of superconductivity as a canonical example. Finally, in Section 1.4 we review the
renormalization group approach. These three formalisms will then be applied in modelling
the physical properties of existing materials in the remaining chapters of this thesis.
3
CHAPTER 1. INTRODUCTION
1.2 The Ginzburg–Landau approach: Effective field theory
First introduced in 1950, the phenomenological theory proposed by Ginzburg and
Landau (GL) [3] has since become a paradigm for thinking about the role of symmetry
and competing phases in physics. Although the theory was originally proposed to explain
superconductivity, the effective field theory approach is much more general and can be
readily applied to a wide array of other phenomena in condensed matter physics, such
as magnetism and nematic phases. Here we shall focus exclusively on the application of
GL theory to superconductivity, which was the original context in which the theory was
proposed. The results of the GL theory of superconductivity presented here will be applied
in Chapter 2 to the study of fluctuation phenomena in superconductors in strong magnetic
fields.
1.2.1 The Ginzburg–Landau free energy
The phenomenological GL theory predated the microscopic theory of supercon-
ductivity by several years. Lacking a detailed picture of precisely what the electrons in
a superconductor are up to, Ginzburg and Landau were nonetheless able to make a great
deal of progress by postulating that the superconductivity could be described by a complex
order parameter ψ(x), with |ψ(x)|2 being proportional to the density of superconducting
electrons.1 It is further assumed that the free energy can be expressed as a power series in
1Due to the fact that the superconducting order parameter is not a gauge-invariant quantity, the question
of whether a local order parameter can be defined at all is rather subtle [4]. With a proper choice of gauge
and under appropriate conditions, however, it can be shown rigorously that the usual notions of spontaneous
symmetry breaking, as described by the GL theory, apply to superconductivity [5].
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the order parameter, coupled to an electromagnetic vector potential:









∣∣∣∣2 + α|ψ(x)|2 + β2 |ψ(x)|4 + 18π |∇ ×A|2
]
.(1.3)
Equation (1.3) defines an effective field theory, which is characterized by the phenomeno-
logical coefficients α and β, as well as the effective mass m∗ and charge e∗. All of these
parameters are a priori unknown, but can in principle be fixed by either relating quantities
calculated within GL theory to experimental measurements, or deriving GL theory from
the microscopic BCS theory, as was first done by Gor’kov in 1959 [6].
One of the greatest advantages of the GL approach versus calculations from a
microscopic Hamiltonian is the relative ease with which it can be applied to problems
in which the order parameter is spatially varying. In order to see this, consider the full










ψ + αψ + β|ψ|2ψ (1.4)






(ψ∇ψ∗ − ψ∗∇ψ)− 1
4π
∇×∇×A. (1.5)
A great deal can be deduced about the phenomenology of superconductors just from these
two equations. For instance, in the absence of spatial gradients and magnetic field, (1.4) can
easily be minimized to give |ψ0|2 = 0 for α > 0, and |ψ0|2 = −α/β for α < 0. The quantity
|ψ|2 is proportional to the superfluid density, and since the presence of superconductivity
depends on the sign of α in this way, we infer that α ∼ T − Tc, where Tc is the critical
temperature of the superconductor.
Suppose that the superfluid density can be taken to be arbitrarily small, as may
happen at a domain boundary or near the upper critical magnetic field at which super-
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conductivity is destroyed. In this case, the last term in (1.4) may be ignored, and again









The quantity ξ is known as the coherence length, and gives a measure of the typical distance
over which the superfluid density changes appreciably.
Another intrinsic length scale characterizing a superconductor can be obtained
from the second variational equation (1.5). Taking the curl of this equation and using





This equation underlies the Meissner effect, the defining property of a superconductor,
according to which a magnetic field is screened exponentially from the bulk of a super-








where it has been assumed that |ψ|2 ≈ |ψ0|2 takes approximately its bulk value.
1.2.2 Superconductors in high magnetic fields
The behavior of a superconductor in a magnetic field depends in a crucial way
on the Ginzburg–Landau parameter κ ≡ λ/ξ associated with that superconductor. For
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Figure 1.1: Contour plot showing superfluid density, which vanishes at the vortex cores, in
the Abrikosov vortex lattice phase. Arrows show the direction of circulating supercurrent.
κ < 1/
√
2—so-called type-I materials—the magnetic field is completely expelled from the
superconductor except where it penetrates to a distance ∼ λ at the sample edges. For
type-II materials in which κ > 1/
√
2, on the other hand, the magnetic field penetrates the
bulk of the sample in quantized bundles of flux, with superconducting vortices forming at
these locations, as shown in Figure 1.1.2 These vortices are the primary degrees of freedom
for a type-II superconductor in a magnetic field, fluctuating due to their thermal energy,
and repelling one another due to electromagnetic interaction. At sufficiently high fields and
low temperatures, the vortices form a periodic lattice, as first described by Abrikosov [7].
All of the high-temperature superconductors that have been discovered so far, including
2The basic reason for the difference is that, due to the fact that ξ is relatively smaller in type-II super-
conductors, the superconductor does not lose too much condensation energy by allowing the magnetic field




the iron-based superconductors studied in Chapter 2, have been members of the type-II
family, and henceforth we shall focus our attention on these materials. Much of the analysis
in Chapter 2 will involve the study of type-II superconductors in high magnetic fields. In
order to set the stage, we derive here some basic results that shall be relevant later on.
Supposing that we are sufficiently near the upper critical magnetic field at which
superconductivity disappears, and focusing on the case of d = 2 spatial dimensions, we can






































where it has been assumed that A = (0, Hx, 0), corresponding to a magnetic field in the
z-direction, and that ψ(x, y) = eikyyψ(x). Recognizing (1.10) as just the one-dimensional
harmonic oscillator equation with frequency ωc = e
∗H/m∗c and coordinate shifted by x0 =
cky/e







with n = 0, 1, 2, . . .. This is the familiar Landau level spectrum for the quantum mechanics
problem of a charged particle in a magnetic field.3 Evidently, the largest possible field





where φ0 = hc/2e is the flux quantum, which is the amount of magnetic flux penetrating
a single vortex (it has been assumed that e∗ = 2e, corresponding to the effective charge of
3Though it may seem unphysical that solutions should exist only for discrete values of magnetic field,
this is in fact an artifact of our linearization of the problem. Once the quartic term is included, it is found
that solutions exist for any value of magnetic field below Hc2 [8].
8
CHAPTER 1. INTRODUCTION
a Cooper pair of superconducting electrons). Since ξ2 is roughly the size of a single vortex
core, (1.12) tells us that superconductivity disappears once the vortices become so dense
that they begin to overlap.
In Chapter 2 we shall make the approximation that only the lowest Landau level
(LLL) is occupied. In order for this to be the case, the thermal energy must be small
compared to the excitation energy to the second Landau level, i.e. T  ~ωc (throughout
this thesis we shall use units in which the Boltzmann constant kB = 1). Recalling that
ξ−2 ∼ T − Tc, the LLL (n = 0) condition from (1.11) can be written as
0 = t+ h− 1, (1.13)
where we have defined h = H/Hc2(0) as the magnetic field normalized by the upper critical
field at T = 0, as well as t = T/Tc. From (1.13) and the above arguments it is clear that
a superconducting solution can only exist for t + h < 1, so that this equation defines the
superconducting-to-normal phase boundary in the LLL approximation. Thus, assuming
that the magnetic field is sufficiently large such that the higher-energy Landau levels can











If we wish to include fluctuations of the order parameter in our theory, we can do



















The functional integration in (1.15) indicates that all possible configurations of the field ψ
are integrated over, with those configurations minimizing the action contributing the most
to the partition function. The free energy is then given by F = −T lnZ, and we see that we
recover our earlier result (1.14) in the case that the fields assume their mean-field values, i.e.
when fluctuation effects are small. Fluctuation effects will in general be important, however,
in the critical region of the phase diagram, defined by (1.13). The action given in (1.16)
will serve as our starting point in describing fluctuation effects in layered superconductors
in strong magnetic fields in Chapter 2.
1.3 The Hartree–Fock approach: Microscopic mean-field theory
While the GL theory described in the previous section is extremely successful in
describing many phenomenological aspects of various low-temperature phases, it fails to
provide an understanding of how and why the underlying particles form these phases in
the first place. In order to gain such an understanding, one would like to begin from a
Hamiltonian describing the particles and their interactions, along the lines of the Theory
of Everything (1.2) described above. Although solving such a Hamiltonian exactly is an
impossible task for all but the very smallest systems, a number of shrewd approximations
can be employed to make the problem more tractable, for example exploiting the smallness
of the interactions if the system is weakly coupled. Such approaches can often lead to
models with remarkable quantitative accuracy.
In this section we outline the Hartree–Fock approach for electronic systems, in
which each electron, rather than interacting directly with other individual electrons, instead
10
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interact with a mean field created by the other electrons. This approach can be applied to
many types of electronic systems, with different mean fields corresponding to different types
of ordered phases. For example, the mean field in a ferromagnet is the average effective
magnetic field experienced by each electron, while the mean field in a charge-ordered phase
is the staggered charge density. Here we outline perhaps the most successful application of
Hartree–Fock to many-body physics: the theory of superconductivity proposed in 1957 by
Bardeen, Cooper, and Schrieffer [9,10]. In this theory, the role of the mean field is played by
the superconducting condensate, which, as shown by Gor’kov [6] soon after the BCS theory
was introduced, is proportional to the GL order parameter ψ that was described in Section
1.2. In addition to providing an underpinning for the GL theory used to describe layered
superconductors in Chapter 2, a Hartree–Fock approach analogous to the one presented
here will be used to describe various types of non-superconducting phases in the material
KNi2Se2 in Chapter 3. The BCS theory shall also make a reappearance (this time recast
in the language of quantum field theory) in the description of d-wave superconductivity in
the bilayer honeycomb lattice studied in Chapter 4.















where εk gives the energy of a non-interacting electron with momentum k, V is the system
volume, and g > 0 describes the strength of the attractive interaction. In the original
formulation of BCS theory, the attraction is an effective interaction mediated by a distortion
of the positively charged lattice ions. A question of great current interest is the possibility
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that purely repulsive interactions can also give rise to superconductivity—an issue that we
take up in our study of the bilayer honeycomb model in Chapter 4. For the time being,
however, we shall simply assume that an attractive interaction exists and work out the
consequences.
The physical picture in BCS theory is that of electrons in time-reversed states (i.e.
having opposite momentum and spin) from one another forming “Cooper pairs.” These
bosonic composite objects then condense into their ground state at temperatures below the
critical temperature Tc. Let us begin by assuming that the following expectation value is









where |Ω〉 is the ground state wave function. We shall then proceed to justify our assumption
by showing that the ground-state energy is lower in the superconducting (∆ 6= 0) phase
relative to the free electron gas. The mean field ∆ is the superconducting order parameter
(i.e. it vanishes outside of the superconducting phase and is nonzero inside of it), and is
proportional to ψ from the GL theory introduced in Section 1.2.















We then expect that, if (1.18) is indeed the correct mean field and fluctuations are not too
large, then δ should be small. We can then substitute (1.19) into the BCS Hamiltonian
(1.17) and keep terms only up to linear order in δ. Including the chemical potential µ, this
12
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leads to the following mean-field Hamiltonian:
















Here we have defined ξk ≡ εk − µ.
Being bilinear in electron operators, (1.20) can be readily diagonalized. This is





in which case (1.20) can be written in matrix form:






Ψk + Vg |∆|2 (1.22)
This equation can be diagonalized via a unitary Bogoliubov transformation. Let
Uk =
cos θk sin θk
sin θk − cos θk,
 , (1.23)
which satisfies the unitary condition U †kUk = 1. Now define new fermionic operators as γk↑
γ†−k↓
 = UkΨk. (1.24)
It can be checked that this transformation preserves the fermionic anticommutation rela-
tions, i.e. {ckσ, c†k′σ′} = δkk′δσσ′ ⇒ {γkσ, γ
†
k′σ′} = δkk′δσσ′ . We can choose θk such that the
























The transformed Hamiltonian thus becomes












The quasiparticle excitations created by the fermionic operator γ†kσ are superpositions of
electron and hole excitations. Since Ek > 0, the energy cost to create one of these excitations
is positive, and we conclude that 〈γ†kσγkσ〉 = 0 in the ground state, which is satisfied uniquely







(cos θk − sin θkc†−k↓c
†
k↑)|0〉, (1.29)
where |0〉 is the vacuum state for the fermionic operators, satisfying ckσ|0〉 = 0. The energy
of the superconducting ground state is thus given by the last two terms in (1.28), and
it is straightforward to show that this is lower than the energy of the Fermi gas without
superconductivity, E0 = 2
∑
k ξk, indicating that the superconducting phase is stable.
Finally, by returning to the definition of ∆ in (1.18), expressing the original
fermionic operators ckσ in terms of the quasiparticle operators γkσ, and using the fact that
γkσ|Ω〉 = 0, we obtain the following self consistency relation (the so-called “gap equation”)
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determining the value of ∆:























Here ν(ξ) is the density of states for the noninteracting system, and the integral is cut
off by the characteristic phonon frequency ωD. This equation can be generalized to finite
temperature by noting that the fermionic quasiparticle states are occupied according to
















In addition to the trivial solution ∆ = 0, which occurs for T > Tc, this equation can be
solve approximately or numerically to obtain a nontrivial solution ∆(T ) for T < Tc.
The procedure outlined above for the mean-field description of superconductors
will be employed in much the same way, generalized to include multiple species of fermions
and different types of order, in Chapter 3, where we investigate charge order and heavy-
fermion behavior in the material KNi2Se2.
1.4 The Wilson approach: Renormalization group
The first explorations of the renormalization group (RG) concept were made by
Stueckelberg and Petermann [11] and Gell-Mann and Low [12]. The problem that these
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researchers were addressing was that of ultraviolet divergences in various physical quantities
calculated within the framework of quantum field theory. The solution that they discovered
was to cut off all divergences by an arbitrary momentum Λ, and then to take the couplings
in the theory to be functions of this cutoff. These couplings α(Λ) are then chosen in a way
such that all of the divergences are cancelled out when physical quantities (e.g. scattering
cross-sections) are calculated. Quantum field theories for which this procedure can be
successfully applied are known as renormalizable, with quantum electrodynamics being a
canonical example of such a theory.
The more modern view of the RG was developed in large part by Wilson [13, 14]
in the early 1970s. Rather than eliminating ultraviolet divergences from quantum field
theories, the Wilsonian version of the RG instead took this cutoff seriously and proceeded
to focus on the low-energy, long-wavelength behavior of a system. The basic idea is to
systematically eliminate the high-energy modes of a system, thereby arriving at a low-
energy effective theory, where the parameters of this effective theory depend in some way
on the high-energy fluctuations that were integrated out. In Chapter 4 this program will
be applied to the study of competing phases of fermions on the bilayer honeycomb lattice.
Below we illustrate the procedure in the relatively simple context of a single bosonic field,
which allows us to establish the important aspects of the RG framework while avoiding
many of the technical complications that arise in fermionic systems.
1.4.1 Field theory formulation of the renormalization group
In this section we outline the general RG procedure in the language of quantum
field theory, illustrating how large-momentum degrees of freedom are integrated out to yield
16
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an effective low-energy theory. Although the procedure illustrated in this section is valid for
both bosonic and fermionic theories, for concreteness we can consider a bosonic field theory










where, for simplicity, the theory is assumed to be Lorentz invariant. The coordinates are
given by x = (τ,x), where τ = it denotes imaginary time. In momentum space, the above












In these equations, the upper integration limit Λ indicates that we are only integrating over
momenta with magnitude less than this UV cutoff. In the interaction term, we have defined








δ(k1 + k2 − k3 − k4). (1.35)
In order to carry out the RG, we separate the momenta into “fast” and “slow”
modes by letting
ϕ(k) = ϕs(k) + ϕf (k), (1.36)
where ϕs(k) has support (i.e. is nonzero) only for 0 < |k| < e−lΛ, and ϕf (k) has support
only for e−lΛ < |k| < Λ, with l > 0. The noninteracting part of the action then separates
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into a slow piece and a fast piece:
S0[ϕ̄, ϕ] = S0[ϕ̄s, ϕs] + S0[ϕ̄f , ϕf ]
≡ S0[s] + S0[f ].
(1.37)
Note that there is no mixing term ∼ ϕ̄sϕf , since such a term vanishes for both fast and
slow momenta. The interacting part of the action meanwhile becomes
Sint[ϕ̄, ϕ] = Sint[s] + Sint[f ] + Sint[s, f ], (1.38)
where the term mixing slow and fast modes is, upon rearranging momentum indices,
Sint[s, f ] = 2g
∫ Λ
1234
ϕ̄s(1)ϕs(2)ϕ̄f (3)ϕf (4). (1.39)
[Looking ahead to the fact that we will be interested in the expectation value of (1.39), we
have ignored terms containing an odd number of fast modes, as well as the term of the form
∼ (ϕ̄sϕ̄sϕfϕf + c.c.), since these terms will vanish by symmetry.]










D(ϕ̄f , ϕf )e
−S0[f ]−Sint[f ]−Sint[s,f ].
(1.40)
Let us define the expectation value over fast modes:
〈. . .〉f =
∫
D(ϕ̄f , ϕf )(. . .)e
−S0[f ]∫
D(ϕ̄f , ϕf )e−S0[f ]
. (1.41)
We shall also make use of the cumulant expansion:
〈e−S〉 = e−〈S〉+ 12(〈S2〉−〈S〉2)+..., (1.42)
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which can be verified by Taylor expanding both sides of (1.42) and matching the terms at
each order.
Using (1.41) and (1.42), we find that, to second order in the cumulant expansion,






D(ϕ̄f , ϕf )e
−S0[f ]−Sint[f ], (1.43)
where the modification to the low-energy effective action that comes from integrating out
the fast modes is given by




〈S2int[s, f ]〉f − 〈Sint[s, f ]〉2f
)
+ . . . . (1.44)
In most cases, the second integral in (1.43) can be ignored since it just adds an overall
constant to the free energy. The interesting part of (1.43) is the effective action for the slow
modes,
Seff [s] = S0[s] + Sint[s] + δS[s], (1.45)
which includes a new contribution that comes from eliminating the high-energy degrees of
freedom from the theory.
1.4.2 Derivation of the flow equations for the bosonic theory
The RG results derived above can now be used to determine the way in which
the coupling constants are modified upon running the RG. As in the previous section, we
continue focus exclusively on the the bosonic theory defined by the action (1.32), which will
serve as a warm-up for the fermionic RG in Chapter 4.
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In the previous section we derived the effective action (1.45) describing the low-
energy behavior of the theory. However, we cannot directly compare the original action
(1.32) with the new effective action (1.45) in a meaningful way due to the fact that the
latter describes a theory with a different UV cutoff Λ′ = e−lΛ and is written in terms of
fields ϕs(k) rather than the original fields ϕ(k). Rescaling the momenta as k
′ = elk and the
fields as ϕs(k) = e
(d+3)l/2ϕ′(k′), the action S0[s] becomes
∫ Λ dd+1k′
(2π)d+1
(k′2 + e2lr)|ϕ′(k′)|2. (1.46)
From this we see that, after dropping the primes on the momentum and field variables,
we recover the original action (1.33), but with the “mass term” r replaced by rl = e
2lr.










2 − k′3 − k′4)ϕ̄′(k′1)ϕ̄′(k′2)ϕ′(k′3)ϕ′(k′4), (1.47)
which, again dropping the primes, assumes the same form as (1.34) provided we replace the
coupling g by gl = e
(3−d)lg.
Putting these results together, we find that the mass term r and the quartic








Thus we see already at this order that eliminating the fast modes with momentum e−lΛ <
|k| < Λ and rescaling lengths has left us with a low-energy effective theory with couplings
that flow with the RG parameter l. From the first flow equation in (1.48), we see that rl
always grows under RG transformation, and so is referred to as a relevant variable. The
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flow equation for gl, on the other hand, indicates that g is relevant for spatial dimension
d < 3 and irrelevant for d > 3. For the case d = 3, the coupling becomes neither larger nor
smaller under RG (at least at this order in the perturbative expansion) and is said to be
marginal.
Additional contributions to the flow equations (1.48) come from the last term in the
effective action (1.45), which can be computed perturbatively via the cumulant expansion




























for integrals over slow and fast modes,
respectively, and taken the RG step dl to be infinitesimally small. The noninteracting Green
function in (1.49) is given by G0(q) = (q
2 +r)−1, and the factor Sd+1 is the surface area of a
unit sphere in d+ 1 dimensions (in particular, S3 = 4π and S4 = 2π2). If we are interested
in behavior near the critical point, as is often the case in RG calculations, then to the order
at which we are working, we can set r → 0 in the denominator of (1.49). Then, upon
rescaling the momentum k and field ϕ(k) as before, we see that (1.49) gives the following










δg, which corresponds to setting the momenta of the external legs to zero in Figure 1.2(b).










Putting together the results from the tree-level rescaling (1.48) with the one-loop
contributions (1.50) and (1.53), the flow equations are
drl
dl











These flow equations contain a great deal of information about the field theory, with the
flow of the couplings under the RG procedure indicating the importance of these various
couplings at low energies. In particular, noting that the bosonic theory is only stable for
gl > 0, one sees from the second equation that interactions are always marginally irrelevant
in d = 3 dimensions, with gl → 0 under RG. For d < 3, however, the theory has a stable
fixed point at








with this fixed point controlling the low-energy behavior of the theory. In addition, as we
have already seen, this approach provides justification for a theory that keeps only some
terms while discarding others. The reason why it is not necessary to include terms ∼ k2|ϕ|4
or ∼ |ϕ|6 is because these terms are irrelevant, meaning that they matter less and less
as one probes the system at lower energies. In this way, Wilsonian RG provides a formal
justification for theories such as those studied in Sections 1.2 and 1.3.
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In Chapter 4, flow equations analogous to (1.54) for a system of interacting
fermions will be derived by following essentially the same procedure as the one shown
here for the bosonic theory. The equations in that case will be more complicated due to
the fact that there are many allowed couplings gi. In a fermionic theory it is also possible
to have gi < 0, in which case one obtains a runaway flow in which gi → −∞. As we saw in
Section 1.3, such negative fermionic couplings lead to superconductivity, which is what we
shall find in Section 4. While the theory for the bilayer honeycomb lattice will not possess
any nontrivial fixed points such as (1.55), in general it will be found that the couplings
approach fixed ratios, with gi(l)/gj(l) → const. as l → ∞, and the values of these ratios
allow one to determine the nature of the phase transition.
1.5 Thesis outline and relation to published works
In Chapter 2, the Ginzburg-Landau formalism introduced in Section 1.2 is applied
to study fluctuation effects near the critical temperature for a system of weakly coupled
superconducting layers in a strong magnetic field. We apply a novel expansion in the
number of coupled layers, which allows us to recast the problem as an effective theory of
a single two-dimensional superconducting layer. In addition to calculating thermodynamic
and transport properties from this effective theory, we find a transition to an Abrikosov
vortex lattice phase, which is forbidden in a strictly two-dimensional superconductor but
arises in our theory due to the interlayer coupling. Most of the work presented in this
chapter was first published in Ref. [15]. An extension of this approach, which applies
the same type of “large d” expansion to a general class of quantum critical systems, was
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published in Ref. [16], and those results are also briefly discussed.
In Chapter 3, we present a study the mixed-valency material KNi2Se2, which was
first synthesized and studied experimentally in Ref. [17], describing the material theoreti-
cally via a microscopic mean-field analysis along the lines of that described in Section 1.3.
This material appears to display a host of interesting behaviors, including charge order-
ing and heavy-fermion-like behavior. Beginning from a microscopic theory that includes
Coulomb repulsion between localized d-electrons and hybridization between these localized
electrons and conduction electrons, we find a reentrant charge density wave transition in
which a charge-ordered phase gives way to a heavy Fermi liquid as temperature is lowered,
in agreement with the experimental results. The main results of this chapter were published
in Ref. [18].
In Chapter 4, competing ordered phases for interacting fermions on the bilayer
honeycomb lattice are studied using a renormalization group scheme analogous to the one
presented in Section 1.4. This model also has a physical realization as bilayer graphene,
which has been intensely studied both experimentally and theoretically. The presence of
Fermi surface nesting allows for the possibility of many types of ordered phases to potentially
form, which make it an ideal arena for the application of the RG method. In particular, away
from half filling it is found that either particle-hole (e.g. nematic or antiferromagnetic) or
particle-particle (e.g. d-wave or f -wave superconductivity) can be realized, with the winning
phase depending on the competition between temperature and chemical potential to be the
most relevant variable under RG. Thus, in addition to being relevant to experimental studies
of bilayer graphene, the approach also allows one to draw some more general conclusions
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about the nature of competing particle-hole and particle-particle (superconducting) orders,
which are ubiquitous in condensed matter physics. The results of this work can be found
in Refs. [19, 20].
For the purpose of keeping the subject matter somewhat unified, some work has
been left out of this thesis. As mentioned above, the work on quantum criticality using the
“large d” approach of Chapter 2, originally published as Ref. [16], has been substantially
compressed, with only the main results being presented in Section 2.4. In addition, a study
of vortices in p-wave superconductors using the “holographic” AdS/CFT correspondence,
published as Ref. [21], has not been included. In both of these cases, the desire in ommiting
the material was to avoid a long, detailed exposition of largely formal theories, preferring
instead to focus on theories of competing phases with direct experimental relevance.
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Fluctuation Effects in Layered
Superconductors
2.1 Introduction
The discovery of high-temperature superconductivity in iron-pnictides [22,23] has
led to a renewed interest in the physics of layered compounds and the role of superconducting
fluctuations. In older high-Tc superconducting cuprates, due in large part to their extreme
anisotropy, the fluctuations have taken center stage, particularly in a magnetic field [8,24].
At present, a rather good understanding of such fluctations is available in two-dimensional
(2D) and three-dimensional (3D) systems. However, the intermediate regime, where the
interlayer coupling is too weak to be ignored and yet not strong enough to render the
system fully 3D, remains an important challenge. Although most theoretical models of
pnictides so far have focused on the 2D nature of these materials [25–29], experimental
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evidence frequently suggests a pronounced quasi 3D behavior [30,31], especially within the
so-called 122 family [32]. Thus, the iron-pnictides apparently belong to this in-between
regime.
More generally, it is often a challenge to describe systems that simultaneously fea-
ture strong correlations within layers, but weak coupling between layers (or weakly coupled
chains in quasi-1D systems). This is especially true in the vicinity of phase transitions,
where the dimensionality of the system plays a crucial role. In addressing this problem,
some insight can be gleaned from dynamical mean field theory (DMFT), where the hopping
between sites is treated in a self-consistent mean-field approximation, while dynamical cor-
relations on a single site are retained [33]. The resulting theory of decoupled sites includes
quantum—but not spatial—fluctuations. This approach is known to become exact in the
limit of large connectivity, i.e. for each site coupled to a large number of nearest neighbors.
In this chapter, we introduce a theoretical approach that allows for an explicit
approximate solution to the problem of superconducting fluctuations in this challenging in-
termediate situation. First, we show that the Josephson coupling between superconducting
layers in a magnetic field can be recast as a contribution to the effective “on-site” Ginzburg-
Landau (GL) free energy of a single layer, in the limit of a large number of neighboring
layers. The system is thus described by an effective 2D GL theory, which – for practical
purposes – can be treated exactly, by solving a set of non-linear, self-consistent equations,
in combination with a solution for the purely 2D case [34–37]. Second, we show that this
theory – unlike the 2D one – possesses two phase transitions, reflecting the crucial role
of Josephson coupling. Finally, we apply our theory to study fluctuation effects around
28
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superconductor in the remainder of this section. In Section 2.4, the same procedure will be
applied to a general class of quantum critical field theories.
As a model, we consider a general Josephson-coupled layered system, with an









where ψi ∈ LLL is the fluctuating GL order parameter in the ith layer; LLL denotes the














where s is the distance between layers, and α = α0(t − tc2(h)), where t = T/Tc(0) and
h = H/Hc2(0) are the dimensionless temperature and magnetic field, respectively. The
interlayer portion of the GL-LLL action (2.1) is













The goal now is to integrate out the Josephson-coupled portion and obtain a
partition function for the 0th layer that is entirely “local,” i.e. defined on a single layer. As
a first step, we assume that this can be done for the layers (denoted by j) that are adjacent
to the 0th layer, i.e. that all couplings Sint(j, j + σ), where σ denotes all layers neighboring
layer j except for the 0th layer, can be integrated over, giving a correction to the “on-site”
action, so that S0(j) → S′0(j). (When the number of layers j is very large they decouple
from each other, and we are left with a Bethe lattice, where each lattice “site” is actually a
2D superconducting layer and the coordination number of the lattice is d. This is different
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where Z0(j) = Z(j)|Sint=0. Expanding the interlayer term in (2.4), and noting that only














The terms that survive the functional integral are of the form (ψ̄0ψ0)
nψ̄j1ψj1 . . . ψ̄jnψjn . In
the d→∞ limit, the large majority of these terms has j1 6= j2 6= · · · 6= jn. There are (2n)!
of each term of this type. Since each involves n pairs, and since there are d possible pairs
































This expression can now be inserted into Eq. (2.4), where, noting that the factors of (2n)!
cancel and that the normalization factor cancels the first product of functional integrals in
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The superscript in Z(1)(0) signifies that this is the leading term in a large-d expansion. Here
we have defined η̃ ≡ η
√
d as the new interlayer coupling, which remains finite as η → 0 and
d → ∞. The j index has been dropped, since all layers are equivalent and are no longer
coupled. The general correlation function is defined as
〈. . . 〉 ≡
∫
















where z = (x + iy)/l is the complex coordinate within a single layer, l =
√
φ0/2πH is the














The last equality follows from ψ ∈ LLL.




where {zi} are the positions of vortices. The interaction of {zi} is set by U−1 ≡
√
〈βA〉,
where βA({zi}) ≡ |ψ|4/|ψ|2
2
is the Abrikosov ratio for arbitrary {zi} (· · · denotes a spatial
















Here N is the number of vortices {zi} and α′ ≡ α − η̃2/α̃. The entropy function s(U)
contains all the effects of lateral correlations among vortices {zi}, and knowledge of its
exact form is equivalent to the exact solution for the thermodynamics of a single layer [35].
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In the thermodynamic limit N → ∞, the saddle point method can be applied to















In order for this expression to be useful, we must determine the form of α̃, as well as U .




. Using this along with Eqs.
(2.8) and (2.12), we obtain the following self-consistent expression for α̃:
























In solving for this expression, we must assume β′ ≡ β−2η̃2(πl2sU2/T ) > 0. β′ < 0 leads to
α̃ < 0, which is clearly unphysical. The implications of β′ → 0+ at finite T are important
and are discussed shortly. Eq. (2.14) constitutes our main theoretical result, allowing us
to describe the system of coupled layers with a 2D GL-LLL action, albeit with α → α′.
Its innocent appearance notwithstanding, the change α → α′ actually entails an elaborate
self-consistent calculation to determine the ultimate dependence on T and H. Note that the
next term in the large-d expansion – arising from terms in (2.5) with one index repeated four
times – modifies the quartic term β in the 2D GL action. It is important to systematically
incorporate such finite-d corrections when addressing the details of interlayer correlations
in real materials.
Evaluating Eq. (2.11) at its saddle point and using Eq. (2.12), we obtain for the
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where g ≡ α′
√









sgn(α)Ξ(h, t) + 1
 . (2.16)






















g(t, h) (2.16) is the scaling variable of our theory. Since Ξ(h, t) depends on U(g),
Eq. (2.16) has the form g = g(U(g)). U(g) is the same as in a purely 2D problem, but there
g(t, h) = g0(t−tc2(h))/
√
ht, so the t and h dependencies in our case are very different. U(g)
follows from minimization of (2.11) and relies on knowledge of s(U). Here we can turn the
problem around and exploit the fact that βA(g) interpolates between its high- and low-T
limits of 2 and β∆ ≡ 1.159, respectively. In particular,






suggested in Ref. [35], where c1 = 1.60 and c2 = 2.66 from the fit to the Monte Carlo
results of Ref. [41], yields a virtually exact solution for fluctuation thermodynamics 2. This
expression for U(g) can then be used to solve self-consistently for g in Eq. (2.16).
2The thermodynamics thus obtained is within 1 ∼ 2% of that from numerical simulations. Even better
accuracy may be obtained by using a more elaborate form of U(g), including one that allows for a 2D vortex
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Figure 2.4: Scaled magnetization data from Ref. [31], at fields 3, 5, and 7 T, along with a
theoretical fit from Eq. (2.19). The theoretical scaling function (2.19) uses fitting parameters
DM = 0.70 and η̃/α0 = 0.034 (solid line), with other parameters given in the text. The
dashed line is the 2D case (η̃ = 0).
Fig. 2.4 shows fluctuation magnetization data [31] for BaFe1.8Co0.2As2, and a fit
of Eq. (2.19) to the data. For this sample Tc(0) = 23.6 K; and we obtain g0 = 5.8 using
the values Hc2(0) = 72 T for the upper critical field, κ = 44 for the GL parameter [50], and
s = 6.65 Å for the interlayer spacing [32]. The demagnetization factor DM , which reduces
the overall magnetization by a factor of 1−DM , is not known exactly for this sample, but
can be estimated as DM ≈ 1 − πd/(2R), which is valid for a flat disk of radius R and
thickness d  R in a perpendicular magnetic field [51]. The sample used in Ref. [31] is
rectangular in shape with length and width L ≈ 10d, so we expect DM ≈ 1−π/10. Fitting
the data with respect to DM and η̃/α0, with other parameters fixed, yields the curve in
Fig. 2.4 and DM = 0.70, η̃/α0 = 0.034.
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Here the heat capacity c ≡ C/∆C2d has been normalized to its 2D mean-field value, ∆C2d =
V α20t/(sββ∆) = 2V Hc2(0)g
2
0t/(φ0sβ∆), and g is given by (2.16). Fig. 2.5 shows c for three
different values of η̃. As T → 0, there is a divergence in the specific heat, stemming from
the fact that, for η̃ 6= 0, g → −∞ at finite T → T∆, as discussed before. This is suggestive
of a first-order Abrikosov transition at T∆; to describe its details our approach needs to be
augmented either by the sixth order GL term (since β′ → 0+ at T∆) or finite d corrections,
something left for future study. The specific heat, being a second derivative, is rather
sensitive to this divergence at low T , even for small η̃, as we illustrate in the figure.
Recent experiments on SmFeAsO1−xFx [52] suggest that the fluctuation conduc-
tivity follows an approximate 2D scaling behavior of the form predicted by Ref. [36] (see
also Ref. [37]), where transport coefficients are derived from the time-dependent GL-LLL












where, in their case, the scaling variable g has its 2D form, i.e. η̃ = 0 in Eq. (2.16). In obtain-







ab(0), as well as the expression for the coefficient in the time-dependent
GL equation Γ−10 ≈ π~α0/8Tc(0) [40, 53]. The scaling function in (2.21) has the form
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g0(t + h − 1)/
√
ht






Figure 2.5: Specific heat coefficient from Eq. (2.20), with g0 = 3, h = 0.3, and tc2(h) = 1−h.
The three curves have interlayer coupling values of η̃/α0 = 0 (solid), 0.002 (dashed), and
0.004 (dotted).
K(g) = K2D(g) ≡ −g/2 +
√
1 + g2/4, where now, of course, the scaling variable g must be
changed to our Eq. (2.16), with η̃ 6= 0.
Comparison of the scaling function K(g) to the experimental data in [52] is not
entirely straightforward due to the fact that the sample is a polycrystal. To compensate for
this, we replace ξab(0) → (ξab(0)2ξc(0))1/3 and λab(0) → (λab(0)2λc(0))1/3 in the prefactor
in (2.21). Fig. 2.6 shows K(g) and the data for the optimally doped (x = 0.15, Tc(0) =
51.5 K) sample at H = 28 T. The coherence length is ξab(0) = 24 Å, ξc(0) = 3 Å [52];
the penetration depth λab(0) = 2000 Å, λc(0) = 16000 Å [54]; the upper critical field
3
Hc2(0)/Tc(0) = 7.8 T/K, which fits snugly between |dH10%c2 /dT | and |dH90%c2 /dT | reported
in Ref. [52]; and the interlayer separation s = 8.45Å [55]. One can see that the interlayer
coupling leads to a strong enhancement of conductivity over its 2D form, even for modest
values of η̃/α0.
In summary, it has been shown that a GL theory of coupled fluctuating super-
3The high value of |dHc2/dT | reflects a polycrystalline sample used in Ref. [52] with ξc  ξab
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Figure 2.6: Fluctuation conductivity data from Ref. [52], along with a theoretical fit, with
scaling variable g from (2.16), g0 = 6.37, and η̃/α0 = 0.022 (solid line). The purely 2D
curve (η̃ = 0) is shown for comparison (dashed line). Other parameters are given in the
text.
conducting layers in a magnetic field can be expressed as an effective, self-consistent single
layer problem, in the limit of a large number of neighboring layers. Comparison of the
theory with experimental results in the iron-pnictides is favorable, and provides a means of
making the quasi 3D nature of these and similar materials more theoretically tractable. Our
approach can be generalized to other 2D, 1+1D or 2+1D problems, as well as to quantum
(i.e. zero temperature) phase transitions, which we analyze in the following section.
2.4 Application to quantum critical systems
More recently, the “large d− 2” approach described in this chapter has also been
used to study critical phenomena in quantum critical systems of arbitrary dimension [16].
Such a system exhibits a phase transition at zero temperature as some parameter is varied,
for instance pressure or magnetic field. As before, we consider anisotropic systems which
feature weak coupling along certain directions, but now with the 2D superconducting layer
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replaced by a d-dimensional “extended node.” In addition to layered systems, such a model
might also describe coupled 1D chains, such as those found in many organic compounds [56].
We then proceed to integrate out the coupling between nodes in the same way as before,
leading to an effective d-dimensional theory, whose critical behavior can be studied. Below
we recount the main results of this procedure, the details of which can be found in Ref. [16].
2.4.1 Derivation of the effective action
As a model of a quantum critical system, we consider a quantum rotor model,
where the action for a single d-dimensional node is given by

























where i is the node index, φ(x) is a real, N -component scalar field (a = 1, 2, . . . , N , with
summation over these components implicit in (2.22)), and the field λ(x) is a Lagrange
multiplier that enforces the constraint |φi(x)|2 = 1 at every point in space. The other




i (x) = 0, which prevents
the system from condensing into the isolated low-energy state that is a special feature of
Bethe lattices and leads to trivial critical behavior [16, 57]. The parameter g controls the
strength of quantum fluctuations of the field φ(x), with the system exhibiting a critical point
at g = gc [58, 59]. For g > gc, the system is in a disordered phase with 〈φ〉 = 0, while for
g < gc the system realizes an ordered phase along some direction. The propagator is given by
G−10 (p) = p
2 + r, where p ≡ (ω,p) is the relativistic momentum. The quantum rotor model
arises in multiple physical contexts, emerging as a low-energy effective theory for certain
Heisenberg antiferromagnets (N = 3), as well as the Bose-Hubbard model (N = 2) [59]. It
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also shares many universal properties with the well-studied φ4 models of the type studied
in Section 1.4 [60].
In addition to the single-node action (2.22), the following term, analogous to the










where, as for the layered superconductor, we shall take the nodes to lie on a Bethe lattice
with z → ∞. (Because we are using d to denote the spatial dimension, in this section we








Again following the procedure illustrated in Figure 2.1, we find that the internode
couplings can be integrated out in the limit z  1, leading to the following effective action
describing a single d-dimensional node:
S̃[φ, λ, χ] = S[φ, λ, χ]− Γ[φ, χ], (2.25)
where S[φ, λ, χ] is given by (2.22), and, dropping the now unnecessary node index i,




























dd+1x. Ideally, one would like to calculate
〈φ(x)〉 and 〈φ(x)φ(x′)〉 explicitly with respect to (2.25) in order to obtain a fully self-
consistent effective action in terms of the fields φ and χ. However, the unwieldy form of
(2.26) makes this prohibitively difficult in general.
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Let us consider the disordered phase, in which 〈φ〉 = 0, and replace χ(x) by its
mean-field value χ0 = 0. Then the effective action (2.25) simplifies substantially, becoming












where we have rescaled g → g/N , and also defined t ≡ √zt0, which remains finite as z →∞
and t0 → 0. The propagator in (2.27) is related to the original one via the condition
G−10 (p) ≡ G−10 (p)− t2G(p), (2.28)
where G(x− x′), defined via the relation
〈φa(x)φb(x′)〉 = δabG(x− x′) (2.29)
is the full propagator, defined with respect to (2.27). Taken together, (2.27)–(2.29) con-
stitute a set of self-consistent equations describing an effective theory for a single node,
analogous to (2.11) and (2.13) for the layered superconductor.
2.4.2 Analysis in the large-N limit
Analyzing (2.27) in the large-N limit, we find that there is an excitation gap
∆, and that as one tunes g to approach the quantum critical point, the gap vanishes as
∆ ∼ (g − gc)zν , where z and ν are critical exponents. Due to the Lorentz invariance of the
theory, the dynamical critical exponent is z = 1, and from explicit calculation we find that
ν = 1/2 for dimensions d > 2, which establishes d = 2 as the upper critical dimension of
the theory. Using similar arguments, the lower critical dimension is found to be d = 0. This
can be compared with the standard mean-field results of d = 3 and d = 1 for the upper and
lower critical dimension, respectively, in a system with no coupling between nodes. Thus
43
CHAPTER 2. FLUCTUATION EFFECTS IN LAYERED SUPERCONDUCTORS
we see that, for the purposes of critical behavior, the large number of internode couplings
have essentially the same effect as adding a single extra spatial dimension to the system.
In order to address fluctuation effects, the self-energy Σ(p) can be computed per-
turbatively in powers of 1/N . To leading order, the full propagator (2.29) including self-
energy corrections is
G(p) = 2
p2 + r + Σ(p) +
√
[p2 + r + Σ(p)]2 − 4t2]
. (2.30)














, d = 1
8p2 ln(Λ/p)
3π2N
, d = 2.
(2.31)
These are in fact identical to the standard results for the theory with no internode cou-
pling, indicating that this coupling has effectively no influence on the interaction-induced
correlations in the theory, which are encoded in the self-energy. However, as shown above
by calculating critical exponents, the internode couplings do change the universality class of
the transition, effectively shifting the dimension by one. Had we, rather than starting with
a theory of coupled nodes, instead started with a theory that was merely anisotropic along
different directions, we would have obtained similar results for the critical exponents, but
the self-energies would have had the forms corresponding to whatever dimension we chose
to work in (including the weakly coupled direction). Thus we see that the method presented
here may be useful in general for describing systems with strong correlations along some
directions and weak coupling along others, leading to results that are qualitatively different
from those obtained via more straightforward anisotropic models.
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Charge Order and Heavy-Electron
Formation in KNi2Se2
3.1 Introduction
Heavy-fermion materials exhibit a host of fascinating collective quantum behaviors,
which have made them a major focus of ongoing research for over three decades [61,62]. The
“standard model” of heavy-fermion behavior, as depicted in the famed Doniach diagram [63],
features competition between a magnetic phase and the heavy Fermi liquid. In this picture,
the local moments, typically at a density of one moment per atomic site, behave at high
temperatures as free spins. Upon cooling, these localized moments may either hybridize with
the conduction electrons to form heavy quasiparticles with a large effective mass, or else they
may remain localized and order magnetically. Which of these options is realized depends on
the parameters of the system, which might be tunable experimentally by applied pressure,
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doping, or other means. In this way one finds quite generally a competition between the
heavy-fermion state and magnetic behavior in these materials.
An intriguing possibility that has received comparatively little attention is the
existence of charge order, rather than the usual magnetic order, in proximity to the heavy-
fermion state. Mixed-valency systems [64], which contain a variable number of localized
electrons per atomic site, are a natural place to look for such competing effects. If the
fractional filling takes a commensurate value, then Coulomb repulsion between electrons
on nearby sites may induce charge density wave (CDW) ordering. Mixed valency has been
studied recently in f -electron materials exhibiting heavy-fermion behavior [65–67], as well as
in the context of the related “charge Kondo effect” [68,69]. However, in both of those cases
the emphasis has generally been on the single-site valency as hybridization or interaction
between electrons is increased, rather than on the possibility of collective CDW formation
and competition of this charge order with the heavy fermion phase.
The material KNi2Se2 has recently been shown to exhibit several remarkable phys-
ical properties [17], many of which appear to be related to its mixed-valence nature. (see
also Refs. [70,71] for recent work on related materials.) At high temperatures the material
has high resistivity; the magnetic susceptibility is constant, indicating Pauli paramagnetic
response; and structural analysis reveals that the material has at least three distinct sub-
populations of Ni-Ni bond lengths. Upon cooling below Tcoh ≈ 20K, the resistivity rapidly
decreases, the structural distortions disappear, and the material enters a coherent heavy-
fermion state with effective electron mass m∗ ∼ 10m0, eventually giving way to supercon-
ductivity below Tc ≈ 1 K. This material is also unusual in that an applied magnetic field
46
CHAPTER 3. MEAN-FIELD THEORY OF KNI2SE2
induces virtually no response in the measured specific heat and resistivity, indicating that
the low-temperature coherent phase does not arise from competition with local magnetic
order as in typical heavy-fermion materials. Rather, it was proposed that the coherent state
competes with a charge-fluctuating state, facilitated by the mixed valency of the Ni ions in
KNi2Se2 [17].
In this chapter, we present a theory that captures the key ingredients that char-
acterize this system. At high temperatures, the quasi-localized electrons in our model form
a CDW and pair with one another into singlet dimers, which explains the observed struc-
tural distortion and insensitivity to applied magnetic field. As temperature is lowered, the
CDW dissolves in a first-order transition directly into a spatially uniform, correlated heavy-
fermion state, without the intermediate single-ion Kondo regime that is usually observed in
heavy-fermion materials. The details of this model and the main results of the calculations
are presented below.
3.1.1 Review of experimental results
In this section we briefly review the relevant experimental results from Ref. [17].
The presence of charge ordering in this material is inferred from the neutron pair distribution
function data shown in Figure 3.1. This data can be viewed as a histogram showing the
distances between atomic sites in the crystal lattice. The peaks near 2.7 Å correspond to
the distance between neighboring Ni sites. The single peak at temperatures below ∼ 20 K
indicates that the Ni sites form a uniform square lattice, while the multiple peaks at higher
temperatures point to a lattice distortion.
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Figure 3.4: Experimental phase diagram for KNi2Se2, from Ref. [17]. Upon cooling below
temperature Tcoh ∼ 20K for any value of magnetic field, lattice distortions corresponding
to CDW behavior disappear. A superconducting phase, which is not included in the model
presented here, occurs at at temperatures below Tc ∼ 1K.
Ordinarily the path to the heavy Fermi liquid features an intermediate regime of single-ion
Kondo behavior, in which conduction electrons form screening clouds around the local mo-
ments but coherence between these clouds is not yet established [61]. Since these clouds
tend to act as scattering centers, this regime tends to feature a pronounced peak in the
resistivity. And because they involve localized magnetic moments, heavy-fermion materials
are typically sensitive to an applied magnetic field in this intermediate regime. The fact
that the CDW transition in Figure 3.4 is independent of magnetic field is thus an unusual
feature in such a system, and this will also be addressed in the theory described below.
Figure 3.5 shows a schematic comparison between the usual behavior of heavy-
fermion systems as temperature is lowered and the behavior of KNi2Se2 described above.
This picture provides a qualitative explanation for many of the experimental phenomena
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described above, including (i) the lack of any significant magnetic response in the high-
temperature phase, due to the dimer formation of the local moments; (ii) the absence of a
resistivity peak, due to the absence of Kondo screening clouds acting as scattering centers;
(iii) the presence of lattice distortions in the high-temperature phase, due to the charge
ordering of the local moments; and (iv) the enhanced transport properties and increased
quasiparticle effective mass below temperature Tcoh ∼ 20K, due to the hybridization be-
tween the local moments and conduction electrons, leading to the formation of a heavy
Fermi liquid. In the following section it will be shown that this qualitative picture can be
realized within a microscopic model solved within the mean-field approximation.
3.2 Mean-field theory of the CDW transition
3.2.1 Model Hamiltonian
KNi2Se2 has a quasi-two-dimensional, layered structure, similar to that of heavy
fermion materials such as URu2Si2 and the “122” family of iron-pnictide superconductors,
with the Ni and Se ions alternating in checkerboard fashion on a square lattice within
each layer. Consideration of the stoichiometry reveals that the effective valency of Ni in
this compound is “1.5+,” so that at low energies the effective degree of freedom is one
quasi-localized d-electron with spin 1/2 per every two Ni sites, with a small amplitude for
these electrons to hop to neighboring Ni sites. These quasi-localized electrons originate
primarily from the Ni dx2−y2 orbitals [17]. Conduction electron bands are formed from the
other Ni and Se orbitals and have a significantly greater bandwidth than the quasi-localized
d-electrons.
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With this picture in mind, the following Hamiltonian describing the “extended























where i, j denote Ni sites on a two-dimensional square lattice. The first term in this equation
describes hopping of the conduction electrons. The second and third terms describe the
hopping and on-site energy of quasi-localized electrons on neighboring Ni sites. The fourth
term describes hybridization between the two types of electrons. Finally, the last two terms
describe Coulomb repulsion of d-electrons occupying the same site and nearby sites, where
ndiσ = d
†
iσdiσ. The Hamiltonian is identical to the well-known periodic Anderson model,
with the addition of the W term describing intersite Coulomb repulsion. This term is
typically neglected in describing heavy fermion materials since such systems usually have
exactly one local moment per site, so such a Coulomb term effectively adds an overall
constant to the total energy. It is crucial for describing a system near one quarter filling,
however, since such systems are susceptible to Coulomb repulsion-driven charge ordering.
In the limit of large on-site repulsion U , it is convenient to enforce the constraint
of no double occupancy through the introduction of slave boson operators [72–74]. In this
formulation, we substitute diσ = b
†
ifiσ, where fiσ describes a charge-neutral “spinon” that
carries the spin of the electron, and the slave boson operator bi describes a spinless particle
with positive charge. Thus the operation of annihilating a d-electron in this language
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corresponds to removing a neutral spin from site i and replacing it with a hole having
positive charge. In terms of these new operators, the Hamiltonian (3.1) becomes






































The first four terms in (3.2) are analogous to terms appearing in (3.1), but rewritten in the
slave boson description. Hλ replaces the on-site repulsion term in (3.1) by enforcing the
constraint nfi + b
†
ibi = 1 via the Lagrange multiplier field λi (within mean-field theory, this
constraint is enforced only on average). The last term in (3.2) describes an antiferromagnetic
Heisenberg interaction driven by superexchange between spins on neighboring sites, which
is present in the limit where U is large but not infinite, as in the usual t-J model [75]. The
Hamiltonian (3.2) is identical to the “Anderson–Heisenberg” model that has been studied
recently [76–78], with the addition of the Coulomb term HW . Because the value of J will
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termperature Curie magnetic response in KNi2Se2, the model should allow for spinons to
form singlet pairs with some of their nearest neighbors. Because the spinons in the phase
shown in the lower-left part of Figure 3.6 have no nearest neighbors, while the phase in
the lower-right would lead to quasi-one-dimensional behavior that has not been observed
experimentally, the “plaquette” charge order at large W3 is chosen as the best candidate.
In particular, it is possible for the plaquette phase to be realized for natural choices of
couplings where W1 > W2 > W3. For example, the plaquette CDW phase is realized in
the idealized case of ∼ 1/r Coulomb repulsion, for which the ratios of the repulsion terms
are W2/W1 = 1/
√
2 and W3/W1 = 1/2. When coupling between electronic and lattice
degrees of freedom is taken into account, such a picture can also qualitatively explain the
distinct peaks in the distribution of bond lengths observed at T > Tcoh via neutron pair
distribution function analysis [17], since links containing a dimer can be expected to be
shorter than other links. It can be seen from Figure 3.6(b) that each unit cell contains 2
short bonds, 2 long bonds, and 4 bonds of medium length. This is consistent with the three
peaks in the distribution of bond lengths observed in experiment, with the central peak
larger than the others. While there is no clear experimental evidence of long-range spatial
order such as that described here, we expect that the key features of this model—spatially
modulated electron density and dimer formation at high temperatures, giving way to a
spatially uniform coherent state at low temperatures—will remain valid even in the absence
of long-range order, as illustrated schematically in Figure 3.6(c).
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3.2.2 Mean-field analysis
We proceed to study the Hamiltonian (3.2) within mean-field theory, assuming
that the Coulomb repulsion terms Wi are such that the plaquette order shown in Figure
3.6(a) is favored in the CDW phase. Denoting as sublattice A (B) the sites shown as
(un)occupied in the figure, the average occupation number is taken to be 〈nfi〉 = nf + ζi∆2 ,
where nf is the average density of spinons per site, ∆ is the CDW order parameter, and
ζi = ±1 on sublattice A (B). In the charge-ordered phase, the unit cell contains 8 sites.
Letting the operators f1, . . . , f8 correspond to the 8 types of spinon within a unit cell, the












































2 − 16n2f ),
(3.4)
where δ′′ denotes third-nearest neighbors, K is the momentum in the reduced Brillouin
zone (the reciprocal space corresponding to unit cells rather than sites, lying within the
small square around the zone center in Figure 3.7) and N is the total number of unit cells.
The indices 1, . . . , 4 denote the sites that are occupied in Figure 3.6, while 5, . . . , 8 denote
those that are unoccupied. At mean-field level, the nearest neighbor and second neighbor
Coulomb terms W1,2 merely shift the chemical potential for the spinons, so they will not be
considered further here. The Lagrange multiplier field λi and the slave boson field bi are
also treated as staggered mean fields: iλi = λ0 + ζiλ1 and bi = b0 − ζib1, with λ0,1 and b0,1
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ei(Kx+Ky)/4f †1Kf2K + e
i(Ky−Kx)/4f †1Kf4K





e−i(Kx+Ky)/4f †1Kf6K + e
i(Kx−Ky)/4f †1Kf8K + e
i(Kx−Ky)/4f †2Kf5K
+ ei(Kx−Ky)/4f †2Kf7K + e
i(Ky−Kx)/4f †3Kf6K + e
i(Kx−Ky)/4f †3Kf8K






ei(Kx−Ky)/4f †5Kf6K + e
i(Ky−Kx)/4f †5Kf8K + e
i(Ky−Kx)/4f †6Kf7K
+ e−i(Kx+Ky)/4f †7Kf8K +H.c.
)]
(3.6)



























Since the second and third terms in this equation merely have the effect of shifting the
chemical potential and nearest-neighbor Coulomb repulsion, they shall be neglected here.




, with χAB defined on links between
sites on different sublattices, χB on links between two sites on sublattice B, and χA(A′) on
links between two sites on sublattice A in the x(y)-direction. While these mean fields will
all be equal to one another in the uniform phase, in the CDW phase their values will in
general be distinct. It is found that the free energy is always lowered in the CDW phase
by having only one of χA, χA′ nonzero, so that the four spins on each plaquette form two
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ei(Kx+Ky)/4f †1Kf2K + e
i(Ky−Kx)/4f †1Kf4K





e−i(Kx+Ky)/4f †1Kf6K + e
i(Kx−Ky)/4f †1Kf8K + e
i(Kx−Ky)/4f †2Kf5K
+ ei(Kx−Ky)/4f †2Kf7K + e
i(Ky−Kx)/4f †3Kf6K + e
i(Kx−Ky)/4f †3Kf8K





ei(Kx−Ky)/4f †5Kf6K + e
i(Ky−Kx)/4f †5Kf8K + e
i(Ky−Kx)/4f †6Kf7K














The conduction electrons are also indexed by the 8 sites within a unit cell. The








+ e−i(Kx+Ky)/4c†3Kc4K + e
−i(Kx+Ky)/4c†1Kc6K + e
i(Kx−Ky)/4c†1Kc8K
+ ei(Kx−Ky)/4c†2Kc5K + e
i(Kx−Ky)/4c†2Kc7K + e
i(Ky−Kx)/4c†3Kc6K
+ ei(Kx−Ky)/4c†3Kc8K + e
i(Ky−Kx)/4c†4Kc5K + e
−i(Kx+Ky)/4c†4Kc7K
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3.2.3 Solution of the mean-field equations
With the mean fields defined above, the mean-field equations are obtained by
varying the Hamiltonian with respect to ∆, λ0, λ1, b0, b1, χA, χB, and χAB, and then solving
the resulting self-consistent equations numerically. In solving the mean-field equations, we
require that the average density of spinons is fixed to nf = 0.5 spinons per site in the limit
V = 0, which is accomplished by appropriately setting the on-site energy of the spinons εf .
Because we fix the particle number rather than the chemical potential, it is the Helmholtz
free energy F rather than the Landau free energy (or “grand potential”) Ω that must be
minimized, the two quantities being related by Ω = F − µN , where N is the number of
particles. Comparing the free energies for the CDW (∆ 6= 0) and normal (∆ = 0) phases
allows one to compute the location of the first-order phase transition between the two
phases at a given temperature. Once the hybridization V is nonzero, εf remains fixed to
this value, and in general nf 6= 0.5 once V is finite. The chemical potential is set to keep
the total density of particles in the system fixed at nc + nf = 1.3 per site, which remains
fixed even for V 6= 0. The results that follow are not particularly sensitive to the choice
of nc, so long as nc > nf , so that there are enough conduction electrons to screen all of
the local moments in the coherent phase. The ratio of hopping amplitudes for spinons and
c-electrons has been set to tf/tc = 0.2, which is substantially larger than that found in
typical heavy-fermion systems. This is a reflection of the fact that the localized moments
in KNi2Se2 are d-electrons, which are less tightly bound to their atomic cores than the
f -electrons that constitute the local moments in most other heavy-fermion systems. This
relatively large ratio of bandwidths is also the reason for the rather modest effective mass
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This shows that the heavy quasiparticles are able to reduce their energy by entering a spa-
tially uniform, correlated phase as T is lowered. The temperature at which the reentrance
occurs is Tcoh ∼ 0.1tf . Taking this to be equal to the experimentally observed transition
temperature of ∼ 20 K, we have tf ∼ 200 K ∼ 20 meV.
Reentrant behavior reminiscent of that shown here has been seen previously in a
theory of simple checkerboard CDW ordering at 1/4 filling in layered molecular crystals [82],
although in that case only a second-order transition was found. The model presented here
also exhibits a second-order transition, but only at higher temperatures than those shown
in Figure 3.8. The mean field χA is nonzero throughout the CDW phase shown in Figure
3.8, indicating dimer formation between spinons.
For the parameters given above, there is a jump in the average spinon occupation
per site nf at the first-order transition. At W3 = 1.75tf , the occupation jumps from
nf = 0.45 for T < Tcoh = 0.12tf to nf = 0.53 for T > Tcoh. The increased valency in the
CDW phase is consistent with the lack of long-range CDW order observed in experiment [17],
since a long-range ordered state would be impossible at incommensurate filling. It would
be interesting to test whether the predicted jump in nf at T = Tcoh could be observed
experimentally using techniques such as resonant inelastic X-ray scattering [83].
The densities of states in the two phases are shown in Figure 3.9. In the CDW
phase, the well-defined peaks above and below the Fermi level clearly show that the spinon
excitations are gapped. In contrast, the spinons contribute to the hybridization peak at
the Fermi level in the low-temperature phase, as is typical in heavy-fermion materials. The
relative magnitude of the peak in this case, however, is substantially smaller than that in f -
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Figure 3.10: Uniform magnetic susceptibility with W3 = 1.75tf and J = 8tf . The light
and dark dashed lines show χ(T ) in the uniform phase (V = 4tf ) and in the CDW phase
(V = 2tf ), respectively. The solid line shows χ(T ) for V = 3tf , for which the system
exhibits a phase transition at T = Tcoh = 0.12tf . All plots are normalized to χ(0) for the
solid curve.
electrons are hybridized with the localized spinons, leading to an enhanced density of states
near the Fermi level. At Tcoh, there is a jump in the susceptibility to a much smaller con-
stant value, indicating that only the conduction electrons contribute to the susceptibility at
T > Tcoh, while the spinons form singlet pairs. This is in contrast to the Curie susceptibility
χ ∼ 1/T that is typically observed at high temperatures in heavy-fermion materials.
Rather than exhibiting a sharp step at T ∼ Tcoh, however, the experimentally
measured χ(T ) remains approximately constant through the CDW transition, as shown in
Figure 3.10. One possible explanation for this discrepancy is the Van Vleck contribution
to χ(T ), which has not been included in our model. The possibility of a large contribution
of this type in heavy-fermion materials has been considered previously [84]. Others have
since investigated the Van Vleck contribution to the susceptibility and have found that,
when multiple localized bands are approximately degenerate, one generally has χV ∼ χPauli
[85–87].
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In general, the Van Vleck contribution arises from the Zeeman coupling at second-










where γ denotes electron orbitals, 〈· · · 〉FS denotes an average over the Fermi surface, and
the magnetic field is assumed to be oriented along the z-direction. The inter-orbital energy
splitting in the denominator of (3.11) allows for χV to become large if this splitting is
small. If two or more of the d-electron bands are nearly degenerate, then only one of these
bands will hybridize with the conduction electrons. If the splitting is smaller in the CDW
phase than in the low-temperature coherent phase (i.e. if the unhybridized band has large
spectral weight near one of the peaks in Figure 3.9(a)), an increased χV could compensate
for the decrease in χPauli at higher temperatures, with the sum of the two terms remaining
roughly constant across the CDW transition. Since the Pauli susceptibility is much larger
in typical heavy-fermion systems than in KNi2Se2, the Van Vleck term can be expected
to provide a greater relative contribution in the latter case. Calculating the precise Van
Vleck contribution to the susceptibility would require a more detailed knowledge of the
band structure, however, and so we leave this as an open question to be addressed in future
work.
In summary, it has been shown that many of the anomalous properties recently
measured in the mixed-valency material KNi2Se2, in particular the disappearance of CDW
behavior upon cooling and the unusual lack of response to applied magnetic field, can be
captured within a microscopic mean-field theory describing two species of electrons, with
quasi-localized electrons at one-quarter filling hybridizing with a band of light conduction
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electrons. A possible direction for future work is to account theoretically for the supercon-
ductivity at temperatures . 1 K, which has not been included in the model presented here.
A likely scenario is that the superconductivity is unconventional (e.g. d-wave), as often
observed in heavy-fermion materials and generally in materials in which spin interactions
play an important role [61,89].
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Chapter 4
Renormalization Group Study of
Doped Bilayer Graphene
4.1 Introduction
Systems of itinerant fermions with repulsive interactions at finite density are of-
ten found to form unconventional superconducting states in close proximity to states with
particle-hole orders such as nematic order or antiferromagnetism. To date no consensus
has emerged regarding the precise mechanism underlying this behavior. In this chapter, we
use the weak-coupling renormalization group formalism to shed light on this issue for the
particular case of fermions on the bilayer honeycomb lattice away from half-filling, which
can be realized experimentally as doped bilayer graphene. We shall find that, as electrons
are added to the system, particle-hole order is suppressed, and unconventional supercon-
ductivity appears generically in its place.
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The competition between different types of ordered phases—and in particular be-
tween particle-hole and superconducting phases—is a central issue in our understanding
of quantum many-body physics. The idea that superconductivity can arise from repulsive
interactions has a long history, dating back to the pioneering work of Kohn and Luttinger
showing that the effective interaction between electrons in a metal can be attractive for an-
gular momentum channels with ` > 0, leading to the formation of Cooper pairs, even in cases
where the original electron interaction is entirely repulsive [90]. Despite its remarkable suc-
cess in providing a mechanism for unconventional superconductivity in weakly-coupled sys-
tems, the Kohn-Luttinger theory alone is unable to explain the empirically well-established
fact that such unconventional superconductivity very often appears in close proximity to
a phase with particle-hole order, such as nematic order or antiferromagnetism, and that
systems that feature such competing phases tend to exhibit the highest superconducting
transition temperatures. Figure 4.1 shows canonical examples of this behavior in two such
systems, the cuprate and iron-pnictide superconductors. In both cases, an antiferromag-
netic phase (and, in the case of pnictides, a structural transition that is thought to be
closely tied to nematic order [91]) is suppressed with chemical doping of either electron or
hole charge carriers, giving rise to an unconventional superconducting state. While it is
widely believed that this proximity is not merely a coincidence, and that spin fluctuations
or other soft modes from the nearby particle-hole phase tend to enhance superconductivity,
there is so far no consensus regarding the precise mechanism by which this occurs [89].
The bilayer honeycomb lattice in many ways provides an ideal arena in which to
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gapped [95, 96] and gapless [97] behavior at low energies. The fact that electron interac-
tions in bilayer graphene are strong enough to lead to nontrivial many-body behavior while
still being small enough to allow for the use of weakly-coupled theoretical approaches—as
evidenced by the small energy scales (∼ meV) at which ordering behavior has been seen
experimentally —provides hope that the electronic and thermodynamic properties of this
material can be studied and understood both experimentally and theoretically. Theoretical
studies of bilayer graphene using a variety of methods have led to many different possibilities
for the ground state, with proposals including layer polarized [98, 99], nematic [100, 101],
antiferromagnetic [102,103], and quantum anomalous Hall [104].
The renormalization group (RG) is an attractive option for addressing critical
behavior in systems with many competing phases, due in particular to the fact that—
unlike standard mean-field theory—it is an unbiased approach that treats all types of order
on an equal footing. Due to the fact that electron interactions in this system are marginally
relevant, RG can be used to investigate ordering phenomena for arbitrarily weak values
of the interaction strength. Recently, the problem of multicriticality was investigated for
bilayer graphene at zero doping using a finite-temperature renormalization group approach
[105]. In this chapter, we extend the work of Ref. [105] by introducing a finite chemical
potential and investigating the types of phases that can form.
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4.2 Model of interacting electrons on the honeycomb bilayer
The tight-binding Hamiltonian describing electrons hopping on the bilayer honey-













[b†1σ(R− aŷ)b2σ(R− aŷ + δ) +H.c.],
(4.1)










2aŷ is a vector connecting nearest neighbor lattice
sites, and a ≈ 1.4Å is the lattice spacing. The hopping parameters connect lattice sites
as shown in Figure 4.2(a), with γ4 and further neighbor hoppings taken to be zero. The
experimental values for these parameters are [106] γ0 ≈ 3eV, γ1 ≈ 0.4eV, and γ3 ≈ 0.3eV.
The last of these leads to so-called “trigonal warping,” which deforms the bands near the
±K points so that the parabolic low-energy dispersion is replaced by four Dirac cones. The
effects of this term will be discussed in detail in Section 4.6.
A low-energy Hamiltonian may be obtained from (4.1) by projecting out [107] (or,
equivalently, integrating out [108, 109]) the high-energy modes coming from the dimerized












τ3σ21 + v3kxτ3σ11− v3ky1σ21. (4.3)
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and the velocity leading to the trigonal warping described above is given by v3 = 3aγ3.
The experimentally determined values [97] of these parameters are m∗ ≈ 0.029me and
v3 ≈ 1.41m/s. The Pauli matrices τi, σi, and si operate in the valley, layer, and spin spaces,









with two-component spinors given by ψ±Ka = (ψ±Ka↑, ψ±Ka↓)
T , where ±K denotes valley,
a = 1, 2 denotes layer, and σ =↑↓ denotes spin.









where ωn = (2n+ 1)T are fermionic Matsubara frequencies, and the the Green function is
G0(iωn,k) =
[
(−iωn − µ)18 +
1
2m∗
(k2x − k2y)1σ11 +
kxky
m∗








(iωn + µ)1 + (εk cos 2θk + sv3k cos θk)σ1 + (sεk sin 2θk − v3k sin θk)σ2
−(iωn + µ)2 + ε2k + v23k2 + 2sεkv3k cos 3θk
1.
(4.7)
Here we have defined εk = k
2/2m∗. The interacting part of the action, which includes all













ψ†(x, τ)Γmi ψ(x, τ)
)2
, (4.8)
where i is summed over the nine representations, with a unique coupling gi corresponding
to each representation, and mi denotes the multiplicity within a representation. The 16
interaction matrices are given in Table 4.1.
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7 = τ1σ11, τ2σ11
A2K Γ
(1,2)
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of question one is using RG to try to answer. Very often in describing itinerant electron
systems one is interested in situations in which the chemical potential is much larger than
the energy scales associated with temperature and interaction strength, and in this case the
usual approach of integrating toward the Fermi surface is quite reasonable. In situations
where these energy scales are comparable, however, as might be the case in bilayer graphene
near the neutrality point, keeping the Fermi surface as a rigid kinematic constraint may
not be the most useful approach. The first approach is useful if one wishes to end up with
a low-energy effective theory similar to the initial one, but with couplings modified by the
RG procedure. If one is interested in calculating susceptibilities in order to determine phase
diagrams, however, then it makes sense to integrate over all momentum values, as we do in
the present work. At temperature T = 0, of course, one will generally encounter divergences
in the couplings and susceptibilities when all modes are integrated out. This can make the
RG calculation difficult to control, and in practice one typically cuts off the RG at some
finite value of the flow parameter. In contrast, we carry out all calculations at T > 0, where
the couplings and susceptibilities remain finite above some critical temperature. Exactly
at the critical temperature, they diverge only asymptotically as the RG parameter runs to
infinity.
In implementing the RG procedure, we begin by integrating out fermionic states
within a shell of momenta e−lΛ < k < Λ, where l > 0 is the RG flow parameter, while
summing over all Matsubara frequencies for those states. We then rescale the frequencies,
momenta, fields, and chemical potential in such a way that the noninteracting part of the
action (4.6) remains invariant. According to this tree-level rescaling, one obtains for the
78
CHAPTER 4. RG STUDY OF DOPED BILAYER GRAPHENE
temperature dT/dl = 2T , which has the solution
Tl = T0e
2l. (4.9)
Similarly, for the chemical potential we have dµ/dl = 2µ, which gives µl = µ0e
2l. While
the RG flow of the temperature given in (4.9) is not affected by corrections arising from
interactions, we will see in Section 4.3.2 that the chemical potential flow is modified by such
corrections.
4.3.1 Flow of the fermion couplings
In this section the flow equations for the fermion couplings gi are derived for the
special case of vanishing trigonal warping (v3 = 0). In addition to making the calculations
significantly simpler, this limit is useful in that it allows us to draw conclusions about
the pure Hubbard model (i.e. fermions with on-site interaction and hopping only between
nearest neighbors in each direction). The effects of trigonal warping will be addressed in
Section 4.6 below. In the limit of no trigonal warping, the noninteracting fermion Green
function (4.7) reduces to
G0(iωn,k) =
1
ε2k − (iωn + µ)2
[(iωn + µ)18 + εk(cos 2θk1σ11 + sin 2θkτ3σ21)] . (4.10)
Working to one loop in perturbative RG, the change to the quartic part of the action due
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For the particle-particle case, corresponding to the fifth diagram in Figure 4.4, we
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[ε2k − (iωn + µ)2][ε2k − (−iωn + µ)2]
×
[
(iωn + µ)(−iωn + µ)18 ⊗ 18 +
1
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(nF (−εk − µ)− nF (εk + µ))
− εk − 2µ
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nF (εk + µ)− nF (−εk − µ)
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With these results in place, we can write the explicit form of the flow equations





























































The explicit expressions for the coefficients A
(a)
ijk(m), which are independent of the RG scale
l, are given in Appendix A. (The index m refers to the five diagram contributions in Figure
4.4.)
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4.3.2 Flow of the chemical potential
At tree level, as seen in Section 4.3.1, the chemical potential also flows according
to its engineering dimension, i.e. dµ/dl = 2µ. However, the interaction term leads to a
one-loop correction to the chemical potential, which modifies the RG flow equation.1 The
one-loop flow equation for µ̃l is
dµ̃l
dl




where, for the particular case of bilayer graphene with ν3 = 0, evaluation of the one-loop
contribution gives































l + δµ̃l, (4.28)
where δµ̃l is the shift in the chemical potential due to interactions at half filling.
2 At exactly
half-filling, we have µ̃
(0)
l = 0, in which case (4.25) becomes
dδµ̃l
dl




1The fact that the chemical potential depends on interactions is intuitively clear from the observation that,
assuming the interaction is repulsive, a given particle will have more total energy than in a noninteracting
system. Hence the chemical potential must be increased in order to accommodate an equal number of
particles as one dials up the interaction.
2Forgetting about RG for a moment, the chemical potential in an interacting electron system at fixed
particle density generally depends on the interaction g and can be expressed as µ(g) = µ(0) + δµ(g), where
µ(0) is g-independent, and δµ(g) can be computed to any desired order in perturbation theory. In the special
case of a particle-hole symmetric system at half filling, δµ(g) can also be derived exactly by requiring that
the system remain invariant upon performing a particle-hole transformation on the electron operators.
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In this equation we have replaced δµ̃l → 0 in the argument of K(µ̃l, tl), since we are only
working to leading order in gi, and δµ̃l ∼ g. Noting from (4.26) that K(0, tl) = 1, the flow













From this equation it can be seen that µ̃
(0)
l does not get generated if it is zero initially, which
just means that a system at half-filling must remain at half-filling under RG transformation,
as required in this case by particle-hole symmetry [105]. From (4.30) we see that the
chemical potential no longer flows according to its engineering dimension in the presence
of interactions.3 Crucially, depending on the sign of the last term in (4.30), the flow of the
chemical potential can be either faster or slower than ∼ e2l. As we shall see in Section 4.4,
the phase of the system ultimately depends on which of these two scenarios is realized.
In addition, at the order to which we are working, we can take µ̃→ µ̃(0)l in (4.23),

























Together, the coupled flow equations (4.30) and (4.31) can be solved to determine the
properties of the system at low energies. By solving these equations numerically, it is
found that, while the chemical potential always grows under RG flow, as one would expect
for a relevant perturbation, the behavior of the couplings depends on temperature. At
high temperature, the couplings saturate to fixed values as l → ∞. Upon lowering the
3It should be noted that in general the chemical potential is also a function of temperature if the particle
density is held fixed. This turns out not to be the case for the model considered here, however, due to the
fact that the density of states for the noninteracting Hamiltonian is constant at all energies (both positive
and negative). In the presence of trigonal warping v3, however, we indeed find that µ = µ(T ). This point is
discussed in detail in Section 4.6.1.
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temperature to just above the critical temperature, the couplings increase exponentially
in magnitude over some range of l and saturate at larger and larger values. Precisely at
the critical temperature, the couplings continue to diverge exponentially to ±∞ as l→∞,
while below the critical temperature, the couplings diverge for finite values of l. As we shall
see in the following section, the critical properties are determined by the way in which the
couplings and chemical potential diverge at T = Tc.
4.4 Asymptotic analysis of flow equations
In this section we analyze the l→∞ behavior of the flow equations for the chemical
potential and couplings. As we shall see in Section 4.6, this analysis also applies to the case
of nonzero trigonal warping v3, due to the fact that this quantity is less relevant than either
temperature or chemical potential under RG flow.
4.4.1 Couplings and chemical potential
The critical behavior is determined by the asymptotic limit of the flow equations
























i cigi(l→∞) > 0,
α > 2,
∑
i cigi(l→∞) < 0.
(4.33)
Below we consider the cases α < 2 and α > 2 separately.
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For α < 2, assuming µ̃
(0)
l ∼ eαl, the flow equation coefficients in (4.21) reduce to
f
(1)






ph (l→∞) ≈ 0 ≈ f (2)pp (l→∞),
(4.34)
where the functions in the second line vanish faster than e−2l and so can be neglected in


























From this we see that the asymptotic behavior of the runaway couplings is gi(l→∞) ∼ e2l.




















We refer to ρi as a “fixed ratio,” and, as we shall see below when calculating susceptibili-
ties, the relative values of these 9 quantities ultimately determine the nature of the phase
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 µ̃(0)l , (α < 2),
(4.40)
where we have utilized (4.39) in the second line. Since the quantity in brackets approaches
a constant as l→∞, this equation indeed has the solution µ̃(0)l ∼ eαl.
For α > 2, assuming from (4.33) that µ̃
(0)
l ∼ eαl, the limiting behavior of the
functions in (4.21) is








ph (l→∞) ≈ 0 ≈ f (2)pp (l→∞).
(4.41)
The functions in the second line of (4.41) vanish exponentially faster than ∼ e−αl as l→∞.
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, (α > 2),
(4.45)
Putting together (4.40) and (4.45), we have in both cases µ̃
(0)
























i ciρi < 0.
(4.46)
We see from (4.46) that, indeed, α < 2 (α > 2) when flowing toward a stable ray that
satisfies
∑
i ciρi > 0 (
∑
i ciρi > 0), consistent with our initial assumption. Note that, for
α < 2, the chemical potential does not enter into the asymptotic flow equation for the
coupling constants (4.35), so that the asymptotic analysis presented here matches exactly
that from Ref. [105]. This means that, although the flow behavior at small l may determine
which stable ray is approached, the particular ratios that define that ray, as well as the
universal properties such as critical exponents associated with it, are independent of the
chemical potential. On the other hand, for α > 2, the temperature doesn’t appear at
all in the asymptotic analysis, and the l → ∞ behavior depends only on the chemical
potential. We shall find in the following section that all instabilities for which α > 2
are to superconducting phases. The fate of the system at low energies thus depends in a
crucial way on the competition between temperature and chemical potential to be the most
relevant variable, and the winner of this competition ultimately determines which phase will
be realized. This competition is missed entirely by the more common RG approaches with
T = 0, which tend to favor superconducting instabilities away from special situations with
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Fermi surface nesting. Our analysis thus suggests that the inclusion of nonzero temperature
in the RG framework in this sense levels the playing field between particle-hole and particle-
particle instabilities.
4.4.2 Susceptibilities and symmetry breaking
As in Ref. [105], we investigate possible types of symmetry breaking by introducing
































pp for the particle-particle vertices are given in Table 4.2. (The corresponding
table for particle-hole terms is given in Ref. [105].) The flow equations for the particle-hole





































where the coefficients B
(1,2)
ij (m) were originally derived in Ref. [105] and are reproduced in
Appendix A. (The index m refers to the first two diagrams in Figure 4.5.) The flows for the






























where the coefficients C
(1,2)
ij are identical to B̃
(1,2)
ij in Ref. [105] and are also reproduced
in Appendix A. As with the other flow equations, the asymptotic behavior of (4.48) and
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(4.49) must be analyzed separately for the cases α < 2 and α > 2.






































Note that these results are again independent of the chemical potential, so that the universal
features of the critical behavior are for α < 2 identical to those established by Ref. [105].


















Putting these results together, and using (4.39) and (4.44), the vertex flow equa-






2 + ηph,ppi , α < 2,
2 + αηph,ppi /2, α > 2,
(4.53)









, α < 2,
0, α > 2,
(4.54)
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, α > 2.
(4.55)
It can be shown following the method of Ref. [105] that, as the critical temperature is
approached, the corresponding susceptibilities behave as






i − 1. (4.57)
Thus the condition for a diverging susceptibility is that ηph,ppi > 1, with mean-field behavior
realized for ηph,ppi = 2.
Due to the fact that ηphi = 0 when α > 2, there can be no instability in any
particle-hole channel in this case. Thus only particle-particle instabilities may occur when
α > 2, i.e. when the flow of the chemical potential under RG is more relevant than the flow
of temperature. This could in fact be inferred already from (4.42), which shows that only
the particle-particle ladder diagrams contribute to the asymptotic flows for α > 2.
4.4.3 Discussion
Let us summarize and discuss the results obtained in the previous two subsections.
In analyzing the asymptotic flow equations, one finds two distinct regimes with very different
behaviors. In the first, which occurs for sufficiently small values of the bare chemical
potential, we find that µl→∞ ∼ eαl, with α < 2, and the diverging couplings blowing up as
gi(l → ∞) ∼ e2l. Due to the fact that µl and v3l are both less relevant than temperature,
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the coefficients in the flow equations depend only on temperature as l → ∞. Thus, while
the presence of a chemical potential may affect nonuniversal properties such as the critical
temperature and may even nudge the RG flow toward a different phase, the universal
properties such as the critical exponents and the possible phases that can be realized do not
depend on µ in this regime. We thus recover the fixed ratios and associated phases, almost
all of which correspond to particle-hole instabilities, from the half-filled case described in
Ref. [105].
In the second regime, which occurs for sufficiently large bare values of the chemical
potential, we again find that µl→∞ ∼ eαl, but now with α > 2, while for the diverging
couplings, gi(l → ∞) ∼ eαl. In this case the chemical potential is more relevant than
temperature, and the flow equation coefficients turn out to depend only on µl. In this limit,
only the particle-particle ladder diagrams from Figure 4.4 contribute to the flow equations
for the couplings, and the critical exponents assume their mean-field values (ηphi = 0, and
ηppi = 2 in the divergent channel). The couplings then approach an entirely different set
of fixed ratios, all of which correspond to superconducting instabilities. There are 9 of
these fixed ratios, which are listed explicitly in Table 4.3, with one corresponding to each
irreducible representation. The coupling ratios for all of these phases satisfy
∑
i ciρi < 0.
Further insight into these particle-particle instabilities may be obtained by noting that
the original interaction term (4.8) can be rewritten as a sum of interactions in particle-
particle interaction terms. By rearranging the fermion operators and employing the Fierz
transformation,
g̃i = Fijgj , (4.58)
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Group rep. ρ1 ρ2 ρ3 ρ4 ρ5 ρ6 ρ7 ρ8 ρ9
A1g - + - + - + - + -
A2g - + + + - - - + +
Eg - - 0 + + 0 - - 0
A1u - + - + - + + - +
A2u - + + + - - + - -
Eu - - 0 + + 0 + + 0
A1K - + - - + - 0 0 0
A2K - + + - + + 0 0 0
EK - - 0 - - 0 0 0 0
Table 4.3: Fixed coupling ratios for particle-particle phases with α > 2. Because all of the
magnitudes of the nonzero couplings are equal as l → ∞, only the signs of the couplings
are given.
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ψT (x, τ)Γmi ψ(x, τ)
)
. (4.59)





1 −1 2 −1 1 −2 2 −2 4
1 −1 −2 −1 1 2 2 −2 −4
1 1 0 −1 −1 0 2 2 0
1 −1 2 −1 1 −2 −2 2 −4
1 −1 −2 −1 1 2 −2 2 4
1 1 0 −1 −1 0 −2 −2 0
1 −1 2 1 −1 2 0 0 0
1 −1 −2 1 −1 −2 0 0 0
1 1 0 1 1 0 0 0 0

, (4.60)
where the matrix operates on the 9 couplings arranged in the order that they appear in
Table 4.3. In this new basis, each combination of stable fixed coupling ratios from Table
4.3 corresponds to a single diverging coupling g̃i. In addition, it is straightforward to
verify that—apart from the A1g particle-hole charge instability—all of the fixed ratios from
Ref. [105], including the entire “target plane,” satisfy
∑
i ciρi > 0.
4.5 Phase diagrams without trigonal warping
In general, the form of the interaction between fermions is determined by the bare
(l = 0) values of the nine coupling constants. For repulsive density-density interactions, the
largest bare couplings will be those corresponding to the A1g, A2u, and EK representations,
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with the first of these being the largest. Letting V‖(q) and V⊥(q) denote the momentum-















In the presence of metallic gates above and/or below the sample, the bare Coulomb in-
teraction will be screened, resulting in an interaction that decays with some characteristic
length ξ. Previous RG analyses of the undoped system have shown that the nematic phase
is favored in the forward scattering limit, where ξ  a (a is the lattice constant), while
the antiferromagnetic phase is favored for ξ ∼ a, corresponding to the Hubbard interaction
limit [105,109].
Let us first consider the forward scattering limit, in which the bare coupling gA1g
is much greater than all other couplings. Detailed analysis of the flow equations indicates
that, if all other bare couplings are strictly zero, then the only other couplings that are
generated under RG are gA2g and gEg , with the other six couplings remaining equal to zero.
This presents a problem, however, in that all of the stable coupling ratios for the super-
conducting phases shown in Table 4.3 require more than just these three couplings to be
nonzero. We conclude that any superconducting phase found starting from the pure forward
scattering limit is unstable, in the sense that small perturbations to the bare coupling values
will in general cause the system to flow to another phase. Thus, rather than focusing on
such fine-tuned and physically irrelevant cases, we begin by investigating the “near-forward
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leads to spatial modulation of the order parameter. The two components of this represen-
tation behave as ∆
(1)
A1K
(x) ∼ cos(2K · x) and ∆(2)A1K(x) ∼ sin(2K · x). In the case that these
two components coexist, the amplitude of the condensate remains constant, while the phase
modulates as ∼ e±2iK·x. The idea of such spatially modulated superconducting phases was
first proposed by Fulde, Ferrel, Larkin, and Ovchinnikov [112, 113], and the realization of
such a state has been a longstanding experimental challenge. This exotic superconducting
phase is unlikely to be observed experimentally in bilayer graphene, however. As we shall
see in the following section, the PDW is suppressed by trigonal warping, which spoils the
intrapocket symmetry between electron states at K± k.
The phase diagram remains qualitatively similar, with instabilities to the antifer-
romagnetic and PDW phases, as gA2u and gEK are increased further, all the way up to
the limit of completely local Hubbard interaction, for which the nonzero bare couplings are
gA1g = gA2u = 2gEK . These couplings are related to the usual Hubbard interaction via the
relation U = 2gA1g . The phase diagram corresponding to Hubbard interaction is shown in
Figure 4.6(b), and includes antiferromagnetic and PDW phases.
4.6 Effects of trigonal warping
The phase diagrams calculated in Section 4.5 apply to a bilayer honeycomb lattice
with parabolic bands touching at the ±K points in the Brillouin zone. In bilayer graphene,
however, it is known that the spectrum contains a term linear in momentum that distorts
the parabolic bands. This so-called “trigonal warping,” which arises due to interlayer hop-
ping between non-dimerized sites (γ3 in Figure 4.2), distorts the electron spectrum at low
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to dν3(l)/dl = ν3(l), so that
ν3(l) = ν3(0)e
l. (4.62)
In much of what follows, we shall focus our attention on the experimentally determined [97]
value ν3(0) = 0.178.
4.6.1 Temperature dependence of the chemical potential
Let us make a brief aside in order to note that, due to the fact that we are
interested in slight deviations away from half-filling, it is necessary to keep in mind the
relation between particle density n and chemical potential µ, which is nontrivial at finite
temperature. Typically the dependence of chemical potential on temperature is small if
µ  T , but it is necessary to consider it in the case where µ ∼ T , which is the regime of
interest here. As pointed out in Section 4.3.2, µ turns out to be independent of T for the
case of parabolic dispersion, but this is no longer the case when ν3 6= 0.





[nF (ξk − µ) + nF (−ξk − µ)] , (4.63)






2 + 2v3kεk cos 3θk. (4.64)
If the particle density is held constant as temperature is varied, then (4.63) implies that
µ must adjust accordingly in order to keep the right hand side of the equation constant
as well. Thus we have µ = µ(T ). Figure 4.8 shows the contours of constant fermion
101
































































where the upper and lower signs correspond to the particle-hole and particle-particle cases,
respectively. The F functions in (4.65) are defined as
F
(1)









ph,pp(t, µ̃, ν3, x)
F
(2)











ph,pp(t, µ̃, ν3, x)
F
(3)











ph,pp(t, µ̃, ν3, x)
F
(4)









ph,pp(t, µ̃, ν3, x),
(4.66)
103

























































































































































































1 + ν23 ± 2ν3x. (4.69)
In the limit of vanishing chemical potential, one recovers the previous results of Ref. [105]:
F
(i)
ph,pp(t, µ̃ = 0, ν3) = Φi(t, ν3). (4.70)
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Similarly, these functions reduce to the f
(i)
ph,pp(t, µ̃) defined in Equation 4.21 in the limit
ν3 → 0.
With these expressions in hand, we can proceed by solving the flow equations as
before, replacing f
(i)
ph,pp(t, µ̃) → F
(i)
ph,pp(t, µ̃, ν3). As before, we can again replace µ̃l → µ̃
(0)
l
in the flow equations, neglecting the interaction-induced part of the chemical potential at
the order to which we are working. The flow of the chemical potential for ν3 6= 0 is still

























Due to the fact that the trigonal warping coefficient flows under RG as ν3(l) ∼ el, which
is always less relevant than temperature, the functions F
(i)
ph,pp do not depend on ν3 as l →
∞. This means that the asymptotic analysis from Section 4.4 applies to the case with
nonzero trigonal warping as well. Thus, while nonuniversal properties such as the critical
temperature may change due to nonzero ν3, the universal critical properties such as the
coupling ratios and exponents corresponding to the various phases remain unaffected.
4.7 Phase diagrams with trigonal warping
The phase diagram shown in Figure 4.9(a) illustrates the effects of trigonal warping
on the nematic and superconducting phases for the near-forward scattering case. The
particle-hole phase, as in the ν3 = 0 case from Section 4.5, is a nematic. Rather than the
PDW as before, however, this phase gives way upon doping to an f -wave superconducting
state, transforming under the A1u representation (cf. Table 4.2).
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phase, belonging to the A1K space group representation. For larger v3 and short-ranged
interactions, we instead found a d-wave superconducting instability, belonging to the Eg
representation. However, the RG approach used thus far is unable to determine which lin-
ear combination of the two order parameter components belonging to each representation
will be realized. In order to determine this, we derive an effective Ginzburg-Landau (GL)
free energy and minimize it in each case.
4.8.1 d-wave superconducting phase
For the case of d-wave superconductivity, an intriguing possibility is that the or-
der parameter components might coexist, with a relative phase between them (denoted as
dx2−y2 + idxy, or simply “d + id”), thereby breaking time-reversal symmetry. Such chiral
phases have been proposed in a variety of condensed matter systems, with the hope of pro-
viding a solid-state analogue to the well-established p + ip superfluidity in the A phase of
3He [114]. Such a phase has likely already been observed in Sr2RuO4 [115]. A chiral d-wave
phase was first proposed in the context of high-temperature cuprate superconductors [116],
and more recently there have been theoretical proposals of chiral s-wave phases in iron-
based superconductors [117, 118]. Based on perturbative RG calculations, it was recently
proposed that a time-reversal symmetry breaking combination of the two components ought
to be realized in single-layer graphene doped to the van Hove point [119]. The possibility of
d+ id superconductivity on the honeycomb bilayer has also been suggested recently [120],
although the strong-coupling mean-field theory used in that study did not account for the
origin of the effective attractive interaction, nor did it address the competition of d-wave
superconductivity with other ordered phases. In this section we address the question of
107
CHAPTER 4. RG STUDY OF DOPED BILAYER GRAPHENE
whether chiral superconductivity can arise from repulsive interactions on the honeycomb
bilayer via our weak-coupling RG analysis.
Due to the fact that only a single coupling corresponding to a single particle-
particle channel diverges at the critical temperature when the system flows to a super-
conducting phase, as shown above by performing a Fierz transformation (4.58) on the
couplings, it should be possible to describe the system accurately by performing a Hubbard-
Stratonovich (HS) transformation, with the fermion interaction decoupled in the appropriate
particle-particle channel. (This would not be possible if the system were flowing to one of
the particle-hole fixed ratios, since fluctuations in multiple channels are important in this
case, and by decoupling into any particular channel one would not be accounting for these



























where ∆1,2 correspond to the dx2−y2 and dxy superconducting order parameter components,
respectively; ψ±Ka are two-component spinors; and s2 is the Pauli matrix that gives spin
singlet pairing.4 For reasons that will become apparent below, the order parameter for s-
wave (A1g) superconductivity, denoted as ∆0, has also been included. Using Nambu spinor
4The two factors of i in (4.72) are included so that, if both order parameter components have the same
phase, then the action is time-reversal invariant. This can be seen by noting that, since time-reversal changes
K → −K, the factor of i, which changes sign under time-reversal, is needed to compensate for the relative
minus sign between the two places in the action where ∆2 appears.
108
CHAPTER 4. RG STUDY OF DOPED BILAYER GRAPHENE






















The 8× 8 Green function matrix is given by
Ĝ−1∆ (iωn, k) = Ĝ−10 (iωn, k) + ∆̂(iωn, k), (4.74)
where







+ v3kx1τ3σ1 − v3kyρ31σ2
(4.75)
is the bare Green function for fermions, and
∆̂ =Re∆1ρ1τ1σ1 − Im∆1ρ2τ1σ1 + Im∆2ρ1τ2σ2 + Re∆2ρ2τ2σ2
+ Re∆0ρ1τ11 + Im∆0ρ2τ11.
(4.76)
The 2× 2 matrices ρi, τi, and σi, appearing in these equations are Pauli matrices operating
in Nambu, valley, and layer spaces, respectively.
Integrating out the fermions from the action (4.73) yields the following effective


























where higher-order terms have been ignored. The traces in (4.77) are over matrix indices,
as well as frequency and momentum. The traces are most conveniently performed by letting
Ĝ−10 (iωn, k) =
Ĝ−1+ (iωn, k) 0
0 Ĝ−1− (iωn, k)
 (4.78)
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and
∆̂ =












and the 2× 2 Green function matrices can be inverted to give
ĝrt(iωn,k) =
(iωn + rµ)1 + (rεk cos 2θk + tv3k cos θk)σ1 + (tεk sin 2θk − rv3k sin θk)σ2
−(iωn + rµ)2 + ε2k + (v3k)2 + 2rtv3kεk cos 3θk
.(4.81)




 , ∆̂1 =
 0 δ̂1
δ̂1 0




where δ̂0 = ∆01, δ̂1 = ∆1σ1, and δ̂2 = ∆2σ2. In terms of these new matrices, the quadratic























The trace in this expression can be evaluated using standard methods. Assuming that
the Eg coupling is the most negative, as found in our RG solutions, one finds a sign-
changing term ∼ (T − Tc)(|∆1|2 + |∆2|2), so that there is a mean-field transition into the
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The nature of the superconducting phase is determined by the fourth-order term

















|∆1(τ, x)|2 + |∆2(τ, x)|2
)2




Equation (4.85) is in fact the most general possible form of a quartic contribution to the
free energy that is invariant under the symmetry of the honeycomb lattice [121]. The first
coefficient β is positive, as required for the phase to be thermodynamically stable, and its














2 − ω2n)− (µ2 + ω2n)2 − 2
[
ε2k cos 4θk + (v3k)




where the external momenta have been set to zero when performing traces over the Green’s
functions. For T < Tc, the nature of the superconducting phase depends on the sign of γ.
Below we consider the two possible cases in turn.
For γ < 0, the free energy is minimized by maximizing the amplitude of the last
term in (4.85). This clearly occurs when there is no relative phase difference between ∆1
















Clearly the phase is only stable when β/2 + γ > 0. Assuming this is the case, the free
energy is minimized for ∆1 = ∆0 cos θ and ∆2 = ∆0 sin θ, where ∆0 =
√
−α/(β + 2γ), and
θ can take any value. Because there is no phase difference between the two order parameter
components, this phase is non-chiral and preserves time-reversal symmetry.
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For γ > 0, on the other hand, the last term in (4.85) is positive definite, so it is
clearly minimized when ∆2 = e
±iπ/2∆1. In this case, again assuming ∆i(τ, x) = const., the














which is minimized by |∆1,2| =
√
−α/β. Because the two order parameter components
coexist with a nontrivial relative phase between them, time-reversal symmetry is broken in
this case. This is the chiral, time-reversal symmetry breaking d+ id phase.
Having identified these two possibilities, the next step is to determine the sign of











2 − ω2n)− (µ2 + ω2n)2
[(iωn + µ)2 − ε2k]2[(iωn − µ)2 − ε2k]2
. (4.89)
In the weak-coupling limit, this integral should be dominated by the infrared singularity
at εk ∼ µ, iωn ∼ Tc  µ (recall that the Ginzburg-Landau expansion we are performing
is valid only for T ∼ Tc). Performing the summation over Matsubara frequencies and the
integral over momentum (the latter of which must be done numerically), we find that this is
indeed the case, with γ > 0 for µ Tc, so that the chiral superconducting phase is favored
in the weakly-coupled regime. On the other hand, for µ . Tc, we find γ < 0, so that the
non-chiral phase is preferred. In general, there is a critical line µ ≈ 2.8Tc separating the
two cases when v3 = 0. As v3 is increased, even smaller values of µ are needed in order for
the chiral phase to be preferred over the non-chiral phase.
Let us now consider the effects of including the s-wave order parameter in the
effective action (4.77). In addition to the obvious terms containing even powers of ∆0,
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there is also an allowed term that is linear in ∆0, and this turns out to have important
consequences for the nature of the superconducting phase. The part of the quartic term in









ĝ++(δ̂1 − δ̂2)ĝ−−(δ̂†1 − δ̂†2)ĝ++(δ̂1 − δ̂2)ĝ−−δ̂†0













1 − Σ22)|∆1|2∆1 + Σ1(3Σ22 − Σ21)|∆2|2∆1 + 2Σ1Σ22∆∗1∆22




where we have defined
Σ1(k) = εk cos 2θk + v3k cos θk
Σ2(k) = εk sin 2θk − v3k sin θk
(4.91)
From (4.90) we obtain the following term in the free energy:
Fδ = δ
[



















((iωn + µ)2 − ξ2k)2((iωn − µ)2 − ξ2k)2
. (4.93)
From the term (4.92) in the free energy it would appear that s-wave superconducting order is
immediately induced once ∆1,2 6= 0. However, due to the phase difference of ±π/2 between
∆1 and ∆2, Fδ = 0 in the chiral phase, so that s-wave order is not immediately induced as
long as this phase difference persists. By minimizing the free energy with respect to ∆0, one
finds that ∆2 = e
±iπ/2∆1 and hence ∆0 = 0 as long as γ > δ
2|∆1|2/αs, which is always the
case sufficiently close to Tc. (Here it is assumed that γ > 0, and αs > 0 is the coefficient of
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the term ∼ |∆0|2 in the free energy.) Of course, it is possible that s-wave superconductivity
is induced at temperatures well below Tc, but showing this would require that one include
higher-order terms in the free energy expansion.
The quasiparticle spectrum in the superconducting phase can be obtained by di-
agonalizing the full fermionic Green function (4.74). Considering first the limit ν3 = 0, the
eigenvalues when only one order parameter is present are given by
E∆1(k) = ±






















where each eigenvalue is twofold degenerate (the ± signs can be chosen independently in
these equations). It’s easy to see from these equations that E∆1 generically has point nodes
along the lines kx = ±ky, while E∆2 has nodes along the kx = 0 and ky = 0 directions.
These cases are shown in panels (a) and (b) of Figure 4.10, respectively. These nodes remain
intact if the two orders have the same phase and coexist in any linear combination, with
the position of the nodes rotating in the kx–ky plane as the relative magnitude of the two
components is varied (Figure 4.10(c)). Recall from the above analysis of the free energy
that any of these non-chiral phases are allowed for the case where γ < 0. For the case γ > 0,
on the other hand, we have ∆2 = e
±iπ/2∆1. In this case, the dispersion is isotropic and
fully gapped, as shown in Figure 4.10(d). (In the special case µ = 0, the chiral phase has
a single nodal point at kx = ky = 0. However, we know from our RG analysis that d-wave
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where in the last line I used the fact that ĝr,t → ĝr,−t under θk → θk + π. As usual, I also
assumed that ∆1,2 have no frequency or momentum dependence. Evaluating the trace and













[(iωn + µ)2 + (ξ
+
k )














2 ± 2v3kεk cos 3θk. (4.100)
Using the same arguments as in the d-wave case, the fact that γ < 0 means that the non-
chiral PDW phase is stable. In this phase, the order parameter amplitude varies spatially
as either ∆K1 ∼ cos(2K · x) or ∆K2 ∼ sin(2K · x), or some linear combination of the two,
with only the overall amplitude |∆K1|2 + |∆K2|2 fixed.
The quasiparticle excitation spectrum in the non-chiral PDW phase is shown in
Figure 4.13. The spectrum does not depend on the individual amplitudes of ∆K1 and
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increased. From this analysis we see that such crossover behavior, which is ubiquitous in
quantum many-body systems, can be usefully described as a competition between temper-
ature and chemical potential to be the most relevant parameter (in the RG sense), with the
winner of this competition ultimately determining which type of phase is realized. While
this perturbative RG scheme can only be formally justified in the weak-coupling limit, the
similarity of the phase diagram shown in Figure 4.9 to those of the more strongly coupled
systems shown in Figure 4.1 is suggestive that similar mechanisms may be at play in these
systems.
In Section 4.4.2 it was shown that, for sufficiently large µ/T , the coupling corre-
sponding to only a single superconducting channel grows under RG flow, with no competing
instabilities in other superconducting or particle-hole channels. These observations lend jus-
tification to RG approaches that consider only particle-particle contributions to the flow
equations, arguing that—at least for µ  T and away from special fine-tuned nesting
conditions—superconductivity is the only generic instability of fermionic systems at finite
density [122]. However, as shown in the phase diagrams calculated in Sections 4.5 and 4.7,
the highest values of superconducting Tc occur near the region of the phase diagram exhibit-
ing particle-hole instability. Here fluctuations in particle-hole channels clearly play a role
in enhancing Tc, and the approach of considering only contributions from particle-particle
diagrams, which ignores these fluctuations, breaks down.
Experimental observation of the unconventional superconducting phase in doped
bilayer graphene may be possible, but would be challenging due to the low predicted value
of the transition temperature. If recent reports [96, 97] of a gap at the neutrality point
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below T ∼ 5K indeed correspond to an interaction-induced symmetry-breaking phase such
as the particle-hole phases described here, then our model would predict that the doped
sample should become superconducting below Tc . 1K. This value could be further re-
duced, however, due to the fact that disorder tends to suppress the Tc of unconventional
superconducting states, in which the order parameter changes sign upon going around the





Below we list the flow equation coefficients used in the renormalization group
analysis of the bilayer honeycomb lattice from Chapter 4, which were originally derived in
Ref. [105].


































j ) = 8δijδmn has been used. The superscripts on the left
hand sides of the above equations correspond to the upper and lower signs on the right
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hand sides. As one would expect for the “RPA”-type diagram shown in Figure 4.4, only
terms diagonal in the couplings are nonzero, with A
(a)
ijk(1) ∼ δijδjk. From the second and




































































































































































Finally, from the fifth (particle-particle) diagram,
A
(1/2)





















































We now turn to the symmetry-breaking source terms, which appear in the vertex
flow equations (4.48) and (4.49), and come from evaluating the diagrams in Figure 4.5. The
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coefficients for the particle-hole vertices are, for the first diagram,
B
(1/2)




























Finally, the coefficients corresponding to the last (particle-particle) vertex diagram in Figure
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