A previous study by the author revealed that most regression models for space system hardware boxes based on small data sets had relatively low levels of variance. This prompted the current study of relationships between CER variance measures and the number of CER data points. Model variance is typically measured by the Regression Standard Error (SE), Standard Percentage Error (SPE) or the Coefficient of Variation (CV). The SE is a product of Ordinary Least Squares (OLS) regressions. The SPE is the corresponding product of the Minimum Percent Error (MPE), Minimum Unbiased Percent Error (MUPE) and (4) Zero Percent Bias, Minimum Percent Error (ZMPE) methods. The CV is the SE divided by the mean of the dependent (Y) variable.
The observed problem also highlights a more basic issue -what is the appropriate set of criteria for "best-fitting" a set of data. The author believes that there is a tradeoff between minimizing variance and maintaining protection against "over-achieving" at the expense of sensible estimating equations. This concern can be expressed as: "How should we fit an equation to a (small) set of data without letting that set of data lead us astray if it is not representative of underlying behavior?" Four different best-fit methods were evaluated with regard to how they measure underling variance as function of sample size. Each method has its own peculiar advantages and disadvantages. Numerous papers have been published about these methods and their relative merits [2] [3] [4] . Although the primary focus of this study was on CER variance measures, the ability of each method to predict average costs and to accurately measure the parameters of underlying relationships was also investigated.
OBJECTIVES AND APPROACH
The study starts with a basic assumption about the underling relationship between the dependent variable Y (cost) and a single independent variable X (weight, or some other variable that measures size and/or capability level, such as power generation capacity). Specifically, relationships of the form: Y = AX B are used exclusively for evaluating each best-fit approach. This type of relationship is representative of the vast majority of space hardware CERs. These CERs often have one or two additional independent variables. The use of only a single independent variable is desirable for the current study because (1) simplicity is helpful in understanding underling cause and effect behavior and (2) a substantial amount of effort would be needed to include additional variables.
The following types of best-fit approaches were evaluated in the study:
• Ordinary Least Squares with both X and Y log-transformed (OLSL)
• Minimum Percent Error (MPE)
• Minimum Unbiased Percent Error (MUPE)
• Zero Percent Bias, Minimum Percent Error (ZMPE)
These best-fit approaches are well documented in recent papers.
Each method was applied to a large number of X-Y data sets to assess the characteristics of the methods in a statistically robust fashion. The X-Y data for each set was generated using Monte Carlo sampling techniques.
The specific objectives of the study were:
• Characterize the ability of each candidate best-fit approach to quantify the amount of variance associated with the CER
• Measure the degree of statistical bias (if any) in estimates made with each candidate approach
• Assess the accuracy with which each approach measures the coefficients A and B of the (assumed) underlying Y = AX B relationship
• Share basic knowledge about space system hardware cost behavior with the parametric estimating community Critical to the above objectives are the following questions about space hardware costs:
1. What type of error distribution best characterizes hardware costs?
2. How are the typical CER independent variables (typically hardware box unit weight) distributed?
3. What role does the distribution of the independent variable play in determining the ability of a given approach to accurately estimate the coefficients A and B as well as the CER variance?
The first two questions address the types of probability distributions that should be used to represent the real-life data sets used in CER regressions. The answers were found by analyzing the results of actual CER regressions from 34 equipment groups. Most of the equipment groups contain mixtures of data points from different systems and procuring agencies.
Although answers to these questions were needed to successfully achieve the specific study objectives, they are, in and of themselves, worthwhile information. For example, all of the methods evaluated in the study depend on the assumption that error distributions that are proportional (i.e., linearly related) to the estimated cost. Thus, the answer to Question (1) can validate this error distribution assumption that is central to all of the methods evaluated. The answer to Question (2) may have implications about the validity, or applicability, of estimates of "extreme" cases with relatively large independent variables. The answer to Question (3) could lead to criteria for selecting one approach in some cases, while selecting another approach in other cases.
REGRESSION VARIANCE MEASURES
This section defines the four CER variance measures studied and describes the regression methods from which they are derived. Examples of actual results using the OLSL method are also presented for our 34 equipment groups. For each group, the Average Unit Cost (AUC) of the boxes in the group was regressed against the box weights. In most cases, the variable "Boxes Per Contract", the total number of boxes produced on the contract (BPC) was a second independent variable. It was used to establish the influence of unit quantity on AUC [5] and lead to a Cost Improvement Curve for each equipment group. All of these variables were log-transformed in the regressions. In some cases, a third (binary, untransformed) stratifying variable was used to discriminate between subclasses of boxes within the overall equipment group.
The CER variance measures that were studied are described below:
Linear Standard Error (SE)
The classical regression standard error, SE, measures the amount of dispersion in data which is fit with a linear equation using the Ordinary Least Squares (OLS) method:
The SE is calculated from the regression residuals, where a residual r i is the difference between the actual value of a given data point, Y i , and the estimated value for the data point, Ŷ i , from the CER equation:
The regression degrees of freedom, DOF, is the total number of samples (data points) less the number of constants in the regression equation. In this case the constants are the intercept A and the coefficient (slope) B. The sum of the squared residuals, Σ i r i 2 , is minimized by adjusting A and B in the OLS method. Additional independent variables can also be accommodated in the OLS procedure.
The standard error can also be calculated when the data is fit with other equations and/or fitting methods. In particular, it can be calculated after fitting the data to the Y = AX B equation using the OLSL, MPE, MUPE and ZMPE methods. The only difference is the expression for the residual:
For the OLS case, the standard error is a natural product of the regression process. For the other approaches --OLSL, MPE, MUPE and ZMPE -it must be calculated as an extra step after the best-fit is performed.
Log-Transformed Regression Standard Error (LSE)
The LSE measures the amount of dispersion in the data when it is fit to a log-transformed version of the Y = AX B equation:
The LSE is calculated in the same way as the SE, except that logarithms are used in the residual expression:
Common logarithms are used here for convenience, but natural logarithms can be used instead.
From the properties of the logarithm,
Thus the log residual r i , when exponentiated, represents the ratio of the value of the data point, Y, to the estimate, Ŷ i , for that data point. Figure 1 shows the LSEs for our 34 equipment group regressions plotted against the corresponding regression DOF. The LSEs appear to increase slightly as DOF increases.
Linear Coefficient of Variation (LCV)
The LCV is analogous to the coefficient of variation, CV, for a simple random variable, the ratio of the variable's standard deviation σ to its mean value µ:
In the regression case, the LCV is calculated from the standard error and the average value of the dependent variable Y over the set of data points used in the regression.
LCV = SE/µ y
As examples, the LCVs from the same 34 equipment group regressions are plotted against DOF in Figure 2 . Individual box production cost CVs typically average about 0.40 (40%), while regression LCVs average in the 70% to 100% range, a consequence of mixing boxes with different technical characteristics together in one equipment group. These upward slopes in Figure 2 suggest that the LCV may be underestimated when there are few data points. The MPE and ZMPE methods minimize the sum of the percentage errors -but under different conditions. The MPE minimization is unconstrained, while a constraint is added in the ZMPE case:
This constraint forces the average percent error to be zero, thereby removing the estimating bias resulting from the unconstrained minimization in the MPE method -but at the expense of higher SPE values.
The MUPE method iteratively minimizes an altered form of the percentage error:
At each iteration N, the percentage error is calculated using the estimated value Ŷ iN from the previous iteration as the base (denominator). The MUPE has been shown to produce unbiased estimates and SPEs that are somewhat higher than the ZMPE method [2, 3] . 
WEIGHT STATISTICS AND REGRESSION RESIDUALS
The following statistics are presented to further characterize cost-vs-weight regression inputs and results for our 34 equipment groups.
Weight Exponents
Values of the Log(Weight) coefficients from the OLSL AUC regressions are plotted against regression DOF in This brings up an issue with regard to how CERs should be developed: "If the initial regression yields a value of B greater than 1.0 when there are relative few data points, should we use the results (i.e., the CER regression equation) when estimating?" Conventional wisdom would suggest not using the CER because it is probably not representative of true underling cost vs. weight behavior. However, if the equipment is believed to be abnormal in that overall complexity and costliness (e.g., cost/weight ratio) increases substantially as size increases (as often the case with software), then values of B somewhat larger than 1.0 could be justified.
Alternate approaches when B turns out to be greater than 1.0 would be to either try a different independent variable or arbitrarily fix the value of B at 1.0 or less, followed by calculation of the constant A to yield zero bias (average percent error = 0.). A value of B consistent with those for similar types of equipment might be assumed in the latter case.
If the initial regression yields a value of B less than 0., the obvious remedial step would be to use a simple average cost, rather than an X-Y CER, to estimate with. However, if the equipment is believed to behave in the typical manner, where cost increases with size, then assuming a value of B greater than 0., based on CERs for similar equipment types, could be justified. From Figure 4 , values as high as 0. 4 might be justifiable.
Weight Standard Deviations
Standard deviations (LWSDs) of our primary regression variable, Log(Weight), are plotted against DOF in Figure 5 . These data characterize the degree of dispersion in the weights of the boxes in the 34 equipment groups, on a collective basis.
In Figure 6 , the weight exponents B (see Item 1 above) are plotted against the LWSDs. The dashed lines in Figure 6 represent the "weight exponent-distribution space" of the current study. In other words, combinations of B and LWSD within the envelope were viewed as representative cases for assessing each best-fit method.
Normalized Box Weights
Figures 7 through 9 show graphs of normalized box weights based on approximately 1100 data points from our 34 OLSL regression data sets. The normalization allows the weights from different regression data sets to be collected into one "superset" on an "apples-to-apples" basis, because it removes dependency on both magnitude and degree of dispersion. The purpose of these graphs is to characterize the type of probability distribution that best characterizes the samples of weights we see in real data.
In Figure 7 , a histogram of normalized weights is portrayed. A histogram of normalized, log transformed box weights is shown in Figure 8 . Cumulative normalized, log transformed, weight sample data in Figure 9 (red line) are compared with the exact cumulative distribution function (CDF) for the normal probability distribution (blue line). The obvious observation here is that the normalized weights appear to be lognormally distributed because the log transformed weight sample distribution is very close to the normal distribution CDF. This, in turn, implies that the data point samples in the original AUC regressions have weights that are lognormallydistributed. This is probably a result of sampling from a set of space systems which have a lot more small boxes than large boxes -for most equipment types. Based on these normalized weight statistics, the lognormal distribution was assumed when generating random weight samples in the study. Uniform weight distributions were also used in excursions to assess the sensitivity of the evaluations results to the type of weight distribution assumed.
REGRESSION RESIDUALS AND ESTIMATED COSTS
The purpose of this section is to settle on the type of probability distribution that best represents the underling behavior of our observed box Average Unit Costs. Once established, samples of residuals can be drawn from the distribution to create Y data point samples for the Monte Carlo evaluation process.
Residual Probability Distributions
Normalized residuals from the OLSL AUC regressions are shown in Figure 10 and 11. Since the OLSL uses log-transformed variables, these residuals are in logarithm units. As with the normalized weights described above, these graphs are based on residuals from the 34 equipment groups combined into one superset of about 1100 residuals.
The actual residuals (logarithms) were divided by the regression log standard errors (LSEs). This is almost the same as normalizing a simple random variable since the mean value of the residuals is zero, a consequence of the OLSL process. The difference is that the standard error, instead of the standard deviation of the residuals, is used in the denominator of the normalization equation.
Figure 10 is a histogram of the normalized "log residuals", while Figure 11 is a plot of the cumulative sample distribution for the log residuals (red line), compared with an exact CDF of the normal probability distribution (blue line).
The sample distribution appears to be very close to the exact normal distribution. This implies that the AUC costs tend to follow the lognormal distribution pretty closely. Therefore, the lognormal distribution was selected for generating Monte Carlo residuals in the study.
These results are essentially independent of the type of best-fit method actually used in the original AUC regressions. For example, if another method, such as MUPE, had been used instead of the OLSL method, the results (log-transformed normalized residuals) would display the same type of (normally-distributed) behavior. 
Residual Magnitude vs. Estimate Size
Figures 12 and 13 show the magnitude (i.e., absolute value) of normalized regression residuals plotted against corresponding normalized estimates from the regression equations. In Figure 12 , the original log residuals and estimates from the OLSL regressions have been exponentiated and then normalized. The variables U i plotted in the horizontal direction are the normalized estimates, calculated for each box in an equipment group as follows: The upward slope in Figure 12 indicates that the magnitude of the ratio residual (and hence percent error) increases as the value of the estimate increases. This lends support to the proportional error assumption employed in each of the best-fit methods. However, it does not necessarily tell us whether the error magnitude is proportional to the value of the estimate. 
Thus, if the log residual is constant (invariant) with ŷ i then, working backwards through the above equations, the error ε must be a constant percentage (100*C) of the estimate Ŷ i .
These results are strong indicators that the basic assumption central to all of the best-fit approaches in the study --that the errors are linearly related to the estimated values --is justified. This type of evidence may be the first ever documented for space hardware. As such, it represents a validation of the regression approaches that have heretofore been based only on assumptions or anecdotal data. It is these data that are the most important with regard to the last of the study objectives: sharing basic knowledge about space system hardware cost behavior with the parametric estimating community.
Figure 13. Box Normalized AUC Log Residual vs. Log Estimate
Based on the above regression statistics, proportional, lognormally-distributed errors were assumed throughout the study.
MONTE CARLO EVALUATION PROCESS
The overall evaluation process involved performing a large number of regressions with each method for different sample sizes (N) ranging from five data points (3 DOF) to 2000 data points (1998 DOF). Mean and standard deviations of the CER variance measures (SE, LSE, LCV, SPE), the regression equation constants (A, B) and estimating bias (average percent error) were calculated for each method for each specified value of N. The results were then plotted against DOF to assess the performance characteristics of each method.
Having established the basic types of relationships needed to generate sets of X-Y samples that are representative of the behavior observed in our AUC regressions, the following steps were performed for each set of N X-Y data points:
A. Generate X-Y sample pairs (N total)
1. Sample a random number and convert it to an X i sample through the inverse lognormal distribution, using a mean Ln of 3. Sample a random number and convert it to an error ε i through the inverse lognormal distribution. The standard deviation used for this step was sized to yield OLSL log standard errors consistent with those in Figure 1 . A few different values were used parametrically. If any of the criteria were violated by the results of any of the methods, the X-Y data set was excluded from the study. This "clipping" was needed to avoid extreme values that were occurring when N was less than about 10. Although the same criteria were applied to each method, it is possible that the impact was different for each method.
After accepting the X-Y data set and the solutions from all four methods, variables for calculating averages of the primary variables above were incremented. Standard deviation accumulators were also incremented for some of the variables.
EVALUATION RESULTS -BASELINE STUDY VARIABLES
The following sections describe the primary evaluation results. They are based on a set of "Baseline" parameters:
• Mean of Ln(X) = 1.0
• Standard Deviation of Ln(X) = 1.10
• Mean Error = 0.
• Error Ln Standard Deviation = 0.55
The Mean Ln(X) is arbitrary -any value could be used. The baseline standard deviation of Ln(X), 1.10, is equivalent to a standard deviation of Log(X) = 0.488, consistent with the actual results for large DOF in Figure 5 . It is referred to as the "LWSD". The linear mean value of X for the baseline was about 5.0.
The Ln error standard deviation (ESD) of 0.55 results in an OLSL regression log standard error (LSE) of about of about 0.32. This is close to the average value in Figure 1 , giving rise to a linear standard deviation of about 7.0. The error standard deviation was the primary parameter for which excursions from the baseline were conducted.
The baseline value of A is arbitrary. Any value could have been used. The baseline value of B, 0.70, is the approximate average in Figure 4 .
The first section below presents some specific regression lines to illustrate the type of results obtained with the baseline parameters. The following sections show results for the four regression variance measures of interest -SE, LSE, LCV and SE. These results are followed by bias measurements -overall estimating bias and bias in regression estimates of the A and B parameters. A final section characterizes the amounts of dispersion for A and B obtained from the simulations in the form of their coefficients of variation. Figure 14 shows Y=AX B regression lines plotted on graphs with Log axes. Each graph contains the results of one of the best-fit methods that were simulated. These lines were derived from ten sets of X-Y samples. Each sample had ten data points (and hence 8 DOF). All 100 sampled data points are also shown on the graphs.
Example Simulated Regression Lines
The color scheme in Figure 14 will be used in presenting all baseline simulation results:
OLSL: Black MPE: Red MUPE: Green ZMPE: Blue Exact: Gold
Where simulation results are compared with results from the real AUC OLSL regressions presented above, the actual results will be shown as black dashed lines.
Figure 14. Sample Regression Lines in Log Space -Eight Degrees of Freedom
The same regression lines in Figure 14 are shown in Figure 15 with linear axes. These lines show the degree of variation that can occur with only ten data points from representative box weight and AUC cost distributions. The exponent B ranges from a low value of 0.16 to a high value of 1.14 (across all of the four best-fit methods), compared to the exact baseline value of 0.70. The values of A range from 0.50 to 1.94, compared to the baseline value of 1.00.
Linear Standard Errors
Average Linear Standard Error simulation results are plotted against DOF in Figure 16 . The curves shown are actually smoothed versions of the actual simulation results. They are similar to the LCV results from real regressions in Figure 2 . The SE is underestimated below about 100 DOF by the OLSL, MUPE and MPE methods, while the MPE underestimates the SE below about 12 DOF and overestimates it above 12 DOF. The increase in SE as DOF increases (for all four methods) is a direct consequence of the best-fit process, which alters the exponent B to best-fit the X-Y data. When a small sample is not a good representation of the underlying X-Y relationship, the best-fit value of B will typically be very different from the "true" value of B as indicated by Figures 14  and 15 . This enables the SE to be significantly lower than it should be -at the expense of a realistic estimating equation.
The higher SE values from the MPE method are no doubt related to its known bias -it does not produce best-fit equations that result in zero average percent error like the MUPE and ZMPE methods. This must also result in higher SE values.
OLSL Log Standard Error
An Average OLSL Log Standard Error curve from the regression simulations is plotted against DOF in Figure 17 . The actual results for our AUC Cost regressions are also shown in the figure.
Figure 17. OLSL Regression Log Standard Error vs. Degrees of Freedom
The baseline error distribution used in the simulations was chosen to yield LSE values close to that for the real regressions at high DOF, but no attempt was made to force the two to be the same. As a consequence, the simulated LSE curve is slightly lower than the curve fit to the real results. The simulated results show a slight degree of underestimation The OLSL curve from the simulation is slightly lower than the exact case from the simulation. The cause of this error could not be established, but it is probably related to simulation inaccuracies in generating the error terms that were applied to the mean Y values in order to create Y samples.
Linear Coefficient of Variation
Average LCV curves from the regression simulations are plotted against DOF for each best-fit method in Figure 18 . These results appear to be almost identical to the SE results in Figure 16 . This because the LCV is, by definition, the SE divided by the average value of Y, which is essentially constant with DOF
The simulated LCV curves are superimposed on the average LCV curve from the real OLSL regressions in Figure 19 . The shapes of the simulated and real curves are remarkably similar. The OLSL, MUPE and ZMPE curves are lower than the actuals curve because the baseline error standard deviation in the simulations is slightly less than the average error distribution in the actual regressions. The MPE curve is higher than the actuals curve because its bias results in higher SEs, and hence, higher LCVs. 
Standard Percent Error
Average Standard Percent Error curves from the regression simulations are plotted against DOF for each best-fit method in Figure 20 . The behavior here is similar to that for the SE and CV cases. One difference is that curvature of the exact case is concave downwards, as opposed to upwards for the both the SE and CV. This outcome is probably related to the different impacts of excluding data sets when the "clipping" criteria described above are exceeded. If a given set of data failed to meet any of these criteria, the data set was excluded from all calculations -including those for the exact case.
Comparison of the black OLSL curve, based on 5K total data points sampled per DOF, and the magenta OLSL curve based on 100K data point samples indicates that some of the apparent error in estimating SPE is actually attributable to biased simulation errors.
The MPE, which always produces lower SPEs than the other methods, is the least accurate. The simulated SPEs are compared with the SPEs from the actual regressions in Figure 21 . The shapes of the OLSL, MUPE and ZMPE curves are similar to that from the real regression SPEs.
At this point, we must conclude that none of the CER variance measures are immune to underestimation. 
Estimating Bias
Two types of estimating bias measures were calculated in the evaluation. The first measure is the average percent error relative to the regression line:
Where N = number of data points (X-Y samples)
Since the percent errors here are calculated from the estimates Ŷ i on the regression line, this bias measure is referred to as "relative bias".
A corresponding "absolute bias" measure P a was calculated by substituting the exact value of the estimate Ỹ i for Ŷ i in the equation above:
The average relative bias for each method is plotted against DOF in Figure 22 . The average MPE P r in the figure is always low because the MPE consistently overestimates the value of Y, leading to negative numerators (Y i -Ŷ i ) in the equation for P r above. The MUPE and ZMPE have no relative bias because the both drive Pr to zero as part of their best-fit processes. The OLSL method has a small bias --about 3.0 percent. This could be caused by simulation errors or by the approximate nature of the Ping factor, which adjusts the untransformed estimate 10 ŷi to the linear estimate Ŷ i . Figure 23 shows the average absolute error P a for each method plotted against DOF. Since the MPE estimates high, it has large positive average absolute percent errors. The OLSL, MUPE and ZMPE absolute errors are all relatively small. They are shown on an expanded vertical scale in Figure 24 .
The absolute OLSL errors in Figure 4 range from about -1 percent for low DOF to about 2 percent at high DOF. Thus, the simulated OLSL method appears to slightly underestimate Y at low DOF and slightly overestimate Y at high DOF. The MUPE absolute errors are about -2.0 percent for low DOF to +0.5 percent for high DOF. The ZMPE ranges from -1.0 percent to +1.0 percent.
These results suggest that the zero relative bias criteria, arguably important to the estimator, is a little ambiguous in the light of the absolute bias. Specifically, a relatively small bias, such as that for the OLSL method in this baseline case, may not be a significant discriminator where the SPE values are in the 45-70 percent range, depending on best-fit method and DOF. Regardless, more study of the absolute bias for a wide range of parameters should be performed before forming a position about this question. Also, the cause(s) of the OLSL relative and absolute bias should be better understood. The average simulated values of B are plotted against DOF in Figure 26 . At first blush, these results indicate that all methods underestimate B by a few percent for small sample sets (DOF). However, this apparent bias is probably caused by excluding data sets that violate our "clipping" criteria. The criteria probably eliminated more cases with high B values than with low values of B. Also, the line representing average value of B for 100K OLSL sample sets is much closer to the exact value than the line for 5K sample sets. Thus, if 100K sample sets were likewise processed for the other methods, it would seem that their averages would also be much closer to the exact value. 
Constant A and Exponent B Dispersion
The amount of dispersion in the constant A from the simulated regressions is shown in Figure 27 . The OLSL and MUPE methods have the lowest coefficients of variation, but the ZMPE and MPE method CVs are not much higher.
Figure 27. Constant A Simulation Coefficient of Variation vs. Degrees of Freedom
Exponent B CVs are shown in Figure 28 . As in Figure 26 , the results for the OLSL and MUPE are almost the same, and the MPE and ZMPE results are equally close to each other. The closeness of the A and B CVs for the OLSL and MUPE methods imply that classical OLSL statistical tests for variable significance and potential outliers, as well as the OLSL probability distributions associated with predicted costs, can be extended to the MUPE method with confidence -if the underlying error distributions of recurring box costs and the distributions of the independent regressions variables are as indicated by the statistics from our real OLSL regressions. Thus, a practical CER development approach might start with an OLSL analyses in the formative stages to assess the impact of potential outliers. This could be followed with MUPE and/or ZMPE regressions to "firm up" the values of A and B, since these methods tend to produce somewhat lower relative and absolute overall estimating errors (see Figures 22 and 24) under some conditions. Linear CV <300% <3000%
Standard Percent Error <200% <2000%
The primary variables selected for comparing excursion cases were (1) the Standard Percent Error and (2) the absolute estimating bias, P a . The SPE was selected because it seems to be the most appropriate single variable for comparing goodness of fit for the type of relationship (Y=AX B ) and error model (lognormal, proportional to the estimated Y) used in the study. The Absolute Estimating Bias was selected because it could be a significant discriminator in selecting an appropriate best-fit method. The other variables in the study were viewed as less important. Revisiting Figures 1 and 17 shows that the span of the low and high ESD excursions covers all but one of the LSEs from our real OLSL regression cases with DOF values above 20. The one case not covered is for a payload mechanical equipment group with a LSE value of about 0.6. The corresponding SPE values from the real regressions range from about 30% to 110% for DOF above 20 (see Figures 3 and 21) .
The LSE values for the real regression cases with DOF less than 20 range from about 0.13 to about 0.55. However, these relative extreme values are probably not indicative of underlying AUC cost dispersion, but simply the consequence of unrepresentative statistical samples of AUC costs. This leads us to the expectation that the SPE estimation error for 5 DOF is about 10 percent for low dispersion (e.g., OLSL = 0.2 or SPE = 30%) and about 15 percent for high dispersion (OLSL = 0.4 or SPE = 110%). The curves for excursions of the exponent B, lower amounts of weight dispersion (LWSD = 0.50) and uniform (vs. lognormal) weight distributions (UWSD = 8.1 and 3.2) indicate that the SPE estimation error is affected little by variations in the remaining model variables addressed in the study. Also, the clipping constraints apparently had little impact on the average SPE estimates.
SPE estimation errors are shown for each of the four best-fit methods in Figure 30 . The color scheme for the curves in this figure is the same as it is for the OLSL method in Figure 29 .
Figure 30. SPE Estimation Error vs. Degrees of Freedom, All Excursion Cases
The SPE estimation errors for the MUPE method are about the same as those for the OLSL method, while the ZMPE errors are a little larger for low DOF values. The MPE errors at 5 DOF are about 5% larger for low dispersion (about 15% error for MUPE vs. 10% for OLSL and MUPE). They are about 10% larger than the OLSL and MUPE errors for high dispersion. These results seem to establish a preference for the OLSL and MUPE methods over the ZMPE method, while the MPE methods runs in a poor fourth place.
The absolute estimating bias for the excursion cases is shown in Figure 31 . The OLSL positive bias for high DOF increased from about 2% to a little under 4% when the Error Ln Standard Deviation, ESD, was increased to 0.65. The MUPE and ZMPE negative bias at low DOF also increased for ESD = 0.65 (from about -3% to -5% for MUPE, and from -2% to -4% for ZMPE). The MUPE bias became quite large for ESD = 0.65. All of these ESD excursion impacts were a little higher when the exponent B was increased from 0.7 to 1.0 at the same time.
The impact of relaxing the clipping constraints (olive green line) was apparently more pronounced for the ZMPE method than it was for the OLSL and MUPE methods. However, fewer total data point samples were processed for the excursion cases than for the baseline. Therefore, some of the impacts, particularly at low DOF, are probably being influenced significantly by Monte Carlo sampling errors.
Figure 31. Absolute Estimating Error vs. Degrees of Freedom, All Excursion Cases
The only other impacts of the excursions worthy of mention are those for the case where the weight Ln standard deviation, LWSD, was decreased from 1.10 to 0.50, resulting in a linear weight SD of about 1.7. This apparently caused much greater dispersion in the regression exponents B and the constant A as well. The average value of A increased to about 1.03 for the OLSL, MUPE and ZMPE methods, while the average value of B decreased to about 0.68 for all methods. The average A for the MPE also increased by about the same percentage as for the other three methods. The case with a uniform distribution and a reduced UWSD of 3.2 did not have nearly as much impact, suggesting that the lognormal weight distribution might possibly impact the results more than a uniform distribution with the same amount of variance. 1. Underlying recurring cost variance appears to be lognormally distributed and proportional to cost magnitude for a wide range of space hardware box types. Although classical statistical tests were not used to test the validity of these observations, visual inspection of error distributions indicates that such tests would be passed at fairly high confidence levels. Some individual equipment types might have different types of variance characteristics (i.e., regression error distributions) as the study only dealt with the set of 1100 boxes as a whole in this regard.
2. The implications of the analyses of the residuals from our 34 real OLSL regressions are: (a) the proportional error assumption employed in each of the four best-fit approaches is supported by real data and (b) the lognormal errors implicit to the OLSL method are supported by real data. This, in turn, supports the use of OLSL statistical tests for CER significance and for individual CER variable significance. It also supports the classical probability distributions for estimates made with OLSL CERs.
3. CER regression Standard Percent Errors typically fall in the 30% to 100% range. Values below about 50% may be unrealistic because they are only a little higher than the level of variance in production costs (35-40%). Since CERs reflect substantial impacts of box technical attributes on cost variance, while the production variance is not significantly impacted by box attributes, we should expect CER SPEs to be well above the production variance level. The SPEs from our 34 real OLSL regressions average about 70%, consistent with this expectation. 6. The absolute estimating bias, P a , for the MUPE method, when averaged over the range of DOFs (3 to 100) typical of space hardware CERs, is marginally (1-2%) lower than that for the OLSL and ZMPE methods. The OLSL and ZMPE average absolute errors in Figure 24 are lower then the average MUPE errors below about 20 DOF. However, these results are probably not real, but a consequence of not processing enough X-Y sample sets. The OLSL average bias increased to about 3.5% at 100 DOF when the Y dispersion was increased (ESD = 0.65 vs. 0.55 for the Baseline). This is probably related to approximations associated with Ping Factor. The average negative bias at low DOF also became larger with increased Y dispersion for all methods. In this case, the MUPE and ZMPE average bias values increased more than those for the OLSL method.
7. The Baseline results are apparently a good representation of each method's performance over the range of typical amounts of dispersion, values of the exponent B and the amount and shape of weight dispersion that are encountered with real data sets. If adjustments to the SPE are applied to offset SPE estimating bias, they should be tied to SPE magnitude as well as DOF. The relative insensitivity of results to weight distributions implies that if variables, other than weight, with skewed distributions are used as the primary explanatory variable in CERs, the results would be similar.
8. The OLSL and MUPE methods produce essentially identical coefficients of variation for both A and B over the full DOF range of the study. Therefore, the classical OLSL statistical tests for variable significance and potential outliers should be valid for CERs derived with the MUPE method. Also, OLSL probability distributions for CER estimates should also be applicable to corresponding MUPE estimates derived from the same data set. These OLSL features should also be reasonable for use with ZMPE estimates, particularly if the somewhat higher A and B CV values from the ZMPE method are accounted for.
So which method is best suited for typical space hardware CER development? The OLSL and MUPE appear to be somewhat more desirable than the ZMPE method. The MUPE method produces less estimating bias, but this may not be considered sufficient grounds to give up the convenience and statistical tests that come with the OLSL method.
One potential drawback to the OLSL method is that some equipment types may not have underlying error distributions that are skewed like the lognormal distribution that seems to typify most equipment. The MUPE method might be considered more desirable under these conditions. On the other hand, convergence of the MUPE (as well as the ZMPE and MPE methods) may be a valid concern with unusual X-Y data sets. If so, a cross-check with the OLSL method would be prudent. From a top level perspective, this study suggests that it really doesn't matter which of the two "best" methods (MUPE or OLSL) is selected for a final estimating model since they produce results that are so close to each other under normal circumstances. Even the ZMPE method seems a reasonable choice, since it yields results that are close enough to the OLSL and MUPE for it to be considered viable. However, it seems that starting CER development with the OLSL method to assess statistical significance of the CER variables would be worthwhile. Also, probability distributions for OLSL CER estimates could serve as surrogate distributions for estimates made using MUPE-derived CERs, since the MUPE method does not yield such distributions.
