Let R = 0 be a commutative ring, and let H be a subgroup of finite index in a group G. We prove that the group ring RG is a ring extension of the group ring RH of depth two if and only if H is a normal subgroup of G. We also show that, under suitable additional hypotheses, an analogous result holds for extensions of Hopf algebras over R.
Introduction
A ring extension consists of (associative unitary) rings A, B and a (unitary) ring homomorphism f : A → B. Often, A is a (unitary) subring of B and f is the corresponding inclusion map. In general, B becomes an (A, A)-bimodule via a 1 ba 2 := f (a 1 )bf (a 2 ) for a 1 , a 2 ∈ A and b ∈ B. General background on ring extensions can be found in [K99] .
In the following, we denote by A Mod the category of all left A-modules, by Mod A the category of all right A-modules, and by A Mod B the category of all (A, B)-bimodules, for an arbitrary ring B. Whenever A and B are algebras over a commutative ring R we will tacitly assume that, for an (A, B)-bimodule M , the induced actions of R on the left and on the right of M coincide. For objects M , N in an abelian category C, we write M | N if M is isomorphic to a direct summand of N . Equivalently there exist morphisms i : M → N and p : N → M in C such that p • i = id M .
A ring extension A → B is said to have left depth two (resp. right depth two) if there exists a positive integer k such that
It is said to have depth two if it has both left depth two and right depth two. These notions of depth were introduced in [KL03] . They were motivated by and extend concepts in [GHJ89] and [KN01] .
For a category C, an abelian category A, and functors F, G : C → A we define F ⊕ G and F k for a positive integer k in the obvious way. They are again functors from C to A. Also, if I is a finite set we write F I for the direct sum of |I| copies of F, each copy indexed by an element in I. Finally, we write F | G if there exist natural transformations ι : F → G and π : G → F with π • ι = id F .
The depth 2 conditions can also be interpreted through restriction and induction functors: The ring extension A → B has left depth two if and only if there exists a positive integer n such that as functors from Mod A to Mod B . A similar statement holds for the right depth 2 condition. We will show (under mild assumptions) that in the case of group algebra extensions (see Section 1) and Hopf algebra extensions (see Section 2) there already exist natural transformations between the functors in ( * ) and ( * * ) which govern the depth 2 conditions. These natural transformations are split if and only if the conditions in ( * ) and ( * * ) hold. A similar phenomenon occurs for the notion of relative projectivity in the case of group algebras, as is pointed out in Section 3.
A ring extension A → B is called a Frobenius extension if there exist an (A, A)-bimodule homomorphism E : B → A and elements x 1 , y 1 , . . . , x n , y n ∈ B such that
Other characterizations of Frobenius extensions can be found in [K99] . By Proposition 6.4 in [KL03] , a Frobenius extension A → B has left depth two if and only if it has right depth two.
Suppose that R = 0 is a commutative ring and that H is a subgroup of finite index in a group G. Then the group ring RG is a Frobenius extension of the group ring RH. If H is normal in G then, by example 3.9 in [KL03] , the ring extension RH ⊆ RG has depth 2. (Actually, R was supposed to be a field in [KL03] , but the argument given there also applies in this greater generality.)
As a partial converse, it was proved in [KK06] that H is normal in G whenever H is a subgroup of a finite group G such that the complex group algebra CG is a ring extension of the complex group algebra CH of depth two. The proof used complex characters. It remained open whether a similar result holds for more general coefficient rings. In Section 1 below, we will provide a positive solution to this open problem.
In Section 2, we will consider, more generally, the same problem for Hopf algebras over R. We will show that, under suitable additional assumptions, a Hopf algebra H over R is a ring extension of depth 2 of a Hopf subalgebra K if and only if K is normal in H. We will also show that this is equivalent to H being a Hopf Galois extension of K for a naturally arising Hopf algebraH. These results indicate that the depth two property is a suitable ring-theoretic analogue of the concept of normality in group theory and Hopf algebra theory. Finally, in Section 3, we will point out how our main results of Section 1 and Section 2 on the depth two property have the same flavor as a similar result for the more familiar concept of relative projectivity.
Depth 2 for Group Algebra Extensions
Throughout this section, R is a non-zero commutative ring, G is a group and H G is a subgroup of finite index. We denote the group ring of G over R by RG and the trivial RG-module by R G . We recall that the core K of H in G is the largest normal subgroup of G contained in H. Thus K = g∈G gHg −1 is the intersection of all conjugates of H in G. Since H has finite index in G, the factor group G/K is finite.
The partitioning of G into its double cosets D with respect to H and H yields a direct sum decomposition RG = D∈H\G/H RD of RG into (RH, RH)-bimodules. For D ∈ H\G/H, we define p D : RG → RD as the corresponding projection map.
For every left RG-module M we define the RH-module homomorphism
The collection of these homomorphisms forms a natural transformation
between functors from RG Mod to RH Mod. For M = RG, we obtain the map
which is an (RH, RG)-bimodule homomorphism.
Similarly, for every left RH-module N , we define the RG-module homomorphism
These homomorphisms define a natural transformation
H\G/H of functors from RH Mod to RG Mod. For N = RH we compose π RH with the obvious canonical isomorphisms to obtain the map
which is an (RG, RH)-bimodule homomorphism, again denoted by π RH .
1.1 Remark (a) It is easy to see that π M and π N are epimorphisms for every M ∈ RG Mod and every N ∈ RH Mod.
(b) It is also easy to verify that π RG (resp. π RH ) is an isomorphism if and only if π M (resp. π N ) is an isomorphism for every M ∈ RG Mod (resp. N ∈ RH Mod).
(c) If H is normal in G then π RG and π RH are isomorphisms. In fact, let
Then ι D is independent of the choice of g in D and the sum of the maps ι D provides a two-sided inverse of π RG . Similarly, the maps ι D : RG → RG ⊗ RH RG, defined by ι D (a) := ag −1 ⊗ g for a ∈ RG, lead to an inverse of π RH .
Note that if F and G are functors from a category C to an abelian category A such that F(C) | G(C) for every object C ∈ C then it does in general not follow that F | G. However, in the situation of the theorem below this will be the case in an even stronger sense (see (iv)⇒(ii)⇒(vii)).
Theorem The following are equivalent:
(i) The ring extension RH ⊆ RG has left depth 2.
(i') The ring extension RH ⊆ RG has right depth 2.
(ii) There exists a positive integer k such that Res
(ii') There exists a positive integer l such that Ind
(iii) For every left RG-module M there exists a positive integer k (possibly depending on M ) such that
(iii') For every left RH-module N there exists a positive integer l (possibly depending on N ) such that
(iv) There exists a positive integer k such that
(iv') There exists a maximal ideal I of R satisfying: For every simple left RH-module N which is annihilated by I and on which the core K of H in G acts trivially, there exists a positive integer l such that
(vii) The natural transformation π : Res
(vii') The natural transformation π : Ind
Proof In a first part of the proof we establish the chain of implications and
(i)⇒(ii): By (i), there exist a positive integer k and (RH, RG)-bimodule
Using the Mackey decomposition formula ([CR81, Theorem 10.13]) we obtain that for all g ∈ G, the permutation In the second part of the proof we establish the chain of implications and equivalences (i')⇒(ii')⇒(iii')⇒(iv')⇒(v)⇒(vi')⇔(vii')⇒(i'). All implications, except for (iv')⇒(v), can be proved in the same way as their correspondents in the first part of the proof.
(iv')⇒(v):
l for every simple FH-module N whereH := H/K andḠ := G/K are finite groups. Thus , by Lemma 1.3 below, p := char(F ) does not divide |H|, and FH is the only simple FH-module, up to isomorphism. HenceH = 1, and H = K is normal in G.
1.3 Lemma Let F be a field of characteristic p ≥ 0, and let H be a subgroup of a finite group G with trivial core. Moreover, let N be a simple F H-module such that Ind
l for some positive integer l. Then |H| is not divisible by p, and N ∼ = F H .
Proof The hypothesis and the Mackey decomposition formula imply that Ind
repeatedly and again using the Mackey decomposition formula, we obtain by induction on r that
. . , g r in such a way that H ∩ g 1 Hg
by using Frobenius reciprocity. But now Schur's Lemma implies that N ∼ = F H . So now we have F G | (Ind
and we conclude that p does not divide |H|. .
Remark (a)
It does not suffice to require the property in (iv') only for the trivial RH-module N = R H in order to derive H G: Let G be a non-abelian finite simple group (for instance, G = A 5 , the alternating group of degree 5), let H be a subgroup of order 2 and let R = C. Then, H is not normal in G, but Ind
l for some positive integer l, since Ind G H (C H ) has every irreducible CG-module as constituent. In fact, assume that there exists an irreducible character χ of G not occurring in the permutation character ind G H (1 H ). Then 1 H is not a constituent of χ| H by Frobenius reciprocity. This implies that χ| H is a multiple of the only other non-principal irreducible character of H, and further that H is contained in Z(χ), the center of χ. Since Z(χ) is normal in G and G is simple, we have Z(χ) = G. This implies that χ has degree 1. Since G is non-abelian and simple, the derived subgroup of G is equal to G. Thus, the trivial character of G is the only character of G of degree 1. Hence, χ is the trivial character. But the trivial character is always a constituent of ind G H (1 H ). This is a contradiction. (b) Since the condition (iv') in Theorem 1.2 looks very technical compared to the other, we we want to mention that it is equivalent to the following: ( * ) There exist positive integers l, m such that
where A H denotes the kernel of the augmentation map RH → R. In fact, (iii') clearly implies ( * ). So it suffices to show that ( * ) implies (v). Let I be a maximal ideal of R, so that F := R/I is a field. As before, K denotes the core of H in G. ThenH := H/K andḠ := G/K are finite groups. Moreover, ( * ) implies easily that
whereĀH is the kernel of the augmentation map FH → F . By Lemma 1.3, the first property implies that |H| is not divisible by the characteristic of F . IfH = 1 then the proof of Lemma 1.3 leads to the contradiction Hom FH (ĀH , FH ) = 0. So we must haveH = 1, and H = K is normal in G.
(c) It is easy to check that the conditions in Theorem 1.2 hold if and only if the natural epimorphism π is split, or equivalently, if the natural epimorphism π is split.
(d) If one wanted to only prove the equivalence of the three conditions (i), (i') and (v) in Theorem 1.2, there exists a shorter proof. In fact, (v) implies (i) and (i') as was already observed in Remark 1.1. Conversely, (i) implies (v) by very short arguments given in the proof of the Theorem. Finally, that (i') implies (v) can be shown in the same way as in the proof that (i) implies (v), by using right modules instead of left modules. So altogether, one has that the extension RH ⊆ RG has depth 2 if and only if H is normal in G, and the proof of this fact has become almost trivial.
Let G be a finite group, and let A be a ring with a fixed decomposition A = g∈G A g into additive subgroups A g satisfying A g A h ⊆ A gh for all g, h ∈ G. Then A = g∈G A g is called a G-graded ring. In this situation A 1 is a unitary subring of A, so that A 1 ⊆ A can be considered as a ring extension. If A g A h = A gh for all g, h ∈ G then A is said to be strongly (or fully) graded. The following result generalizes the implication (v)⇒(i) of Theorem 1.2.
1.5 Proposition Let G be a finite group, and let A = g∈G A g be a strongly G-graded ring. Then the ring extension A 1 ⊆ A has depth two.
Since A g −1 A g = A 1 there exist a 1 , . . . , a n ∈ A g −1 and b 1 , . . . , b n ∈ A g such that n i=1 a i b i = 1. The map π : A ⊗ A1 A g → A, x ⊗ y → xy, is well-defined and (A, A 1 )-linear. It is bijective since the Z-linear map ι :
gives an inverse map; in fact, for x ∈ A and y ∈ A g , we have
Depth for Hopf Algebra Extensions
Throughout this section we assume that R is a commutative ring and that i : K → H is a (not necessarily injective) homomorphism of Hopf algebras over R. We denote the multiplication, unit, comultiplication, counit, and antipode of H by µ H , η H , ∆ H , H , and S H , respectively. For K we adopt a similar notation. Unadorned tensor products will always stand for tensor products over R. Throughout we will make use of the "Sweedler notation" (a) a 1 ⊗ · · · ⊗ a n for the (n − 1)-fold application of ∆ H to an element a ∈ H. We will consider H as (K, K)-bimodule with the usual structure maps induced by i.
2.1
We recall some basic notions, notations, and facts about Hopf algebras that will be used in this section.
(a) The left adjoint action of H on itself is defined as the R-algebra homomorphism
and the right adjoint action of H on itself is defined as the R-algebra antihomomorphism
S(a 1 )ba 2 ) .
(b) Generalizing Definition 3.4.1 in [M93] we say that the extension i : K → H of Hopf algebras over R is left (resp. right) normal if i(K) is stable under the left (resp. right) adjoint action of H, i.e., if
for all a ∈ H. It is called normal if it is left and right normal.
(c) We set
This is a two-sided ideal of K and one has
. Furthermore, we set
Note that I is an ideal of H andH is again an R-algebra. We denote by π : H →H, a →ā, the corresponding natural epimorphism of R-algebras. For Recall from [M93, Definition 4.1.2] that an R-algebra A is called a right H-comodule algebra if it is a right H-comodule whose structure map is an Ralgebra homomorphism. Similarly, one defines left H-comodule algebras.
Most parts of the following lemma are well-known. Proofs in the case that R is a field and i is an inclusion can be found in [M93, Lemma 3.4.2]. We can adapt them easily to our situation and include them for the reader's convenience where they cannot be cited verbatim.
Lemma (a)
The R-algebra structure ofH can be extended to a unique Hopf algebra structure over R such that π : H →H is a homomorphism of Hopf algebras over R.
(b) H is a rightH-comodule algebra with comodule structure map
and its coinvariants
Similarly, H is a leftH-comodule algebra with comodule structure map ρ := (π ⊗ id H ) • ∆ H and its coinvariants
(c) The map
is well-defined and an (H, K)-bimodule homomorphism. Here, H) -bimodules, and the map
is a well-defined homomorphism of (K, H)-bimodules.
Proof (a) There can be at most one such Hopf algebra structure onH, since, by the surjectivity of π, the maps ∆H , H , and SH are uniquely determined by ∆ H , H , and S H , respectively. In order to define ∆H , we consider the R-algebra homomorphism (π ⊗ π)
with elements y j , z j ∈ K + and r j , s j ∈ R (j = 1, . . . , n), by the decomposition of K in 2.1(c). Applying K ⊗ id K we obtain x = n j=1 (r j z j + r j s j 1 K ). The same decomposition of K shows that n j=1 r j s j 1 K = 0 and that
In order to define SH , we show that S H (I) ⊆ I. Using that S H is an anti ring homomorphism, this follows immediately from S H (i(
, where the last inclusion is a consequence of
It is now a straightforward verification that the Hopf algebra axioms hold for these structure maps ofH, using the surjectivity of π and the validity of the desired equations for H. (c) In order to show that β is well-defined we need to show that
for all a, b ∈ H and all x ∈ K. First note that Equation (2.1.a) implies
for all x ∈ K. This implies the desired equation:
Obviously, β is a left H-module homomorphism. The following sequence of equations shows that β is also a right K-module homomorphism: For a, b ∈ H and x ∈ K we have
Similarly, one shows the statement on β .
The following proposition is well-known, see for instance [M93, Lemma 3.4.2(1)] for a proof in the case that R is a field and i is an inclusion. This proof also works in our situation and we adopt it for the reader's convenience.
Proposition Assume that the extension
Proof We only show that left normality implies Hi(K + ) ⊆ i(K + )H. The opposite statement is proved similarly. Let a ∈ H and x ∈ K + . Then
It suffices to show that, for a ∈ H and x ∈ K + , one has (ad l (a))(i(x)) ∈ i(K + ). But
The construction of the inverse of β in the proof of the following proposition is standard (cf. for instance the proof of [M93, Proposition 3.4.3]).
Proposition
) then the homomorphism β (resp. β ) from Lemma 2.2(c) is an isomorphism.
Proof We only prove one version of the proposition. The opposite version is proved similarly. Note that the hypothesis implies I = i(K + )H. We define the map γ :
In order to see that γ is well-defined, i.e., independent of the choice of b in its residue class modulo I = i(K + )H, we need to show that
for all a, b ∈ H and all x ∈ K + . But
Finally, we show that γ • β = id and β • γ = id. In fact, for a, b ∈ H we have
Using the rightH-comodule algebra structure of H from Lemma 2. 2.5 Proposition Assume that β (resp. β ) is an isomorphism and that H is faithfully flat as left or as right K-module. Then the Hopf algebra extension i : K → H is right (resp. left)H-Galois.
Proof We only show the right Galois statement. The left statement can be shown in a similar way.
The only thing that needs to be proved is that i(K) = H coH . If H is faithfully flat as left K-module the second theorem in §13.1 in [W79] implies
where the R-module homomorphisms i 1 , i 2 : H → H ⊗ K H are defined by i 1 (a) := a ⊗ 1 H and i 2 (a) := 1 H ⊗ a, for a ∈ H. If H is faithfully flat as right H-module, the "right module version" of the theorem cited above implies Equation (2.5.a) as well. The homomorphism β :
a 1 ⊗ā 2 = ρ(a) , for all a ∈ H, where ρ is the comodule structure map of H overH introduced in Lemma 2.2(b). Therefore, with Equation (2.5.a), we have i(K) = ker(i 1 − i 2 ) = ker(β • (i 1 − i 2 )) = H coH .
Assume that the Hopf algebra extension i : K → H is right (resp. left)H-Galois. Then the extension i : K → H is left (resp. right) normal.
Proof By the rightH-Galois property, the coinvariants H coH are equal to i(K). Now, by Lemma 2.2(b), i(K) = H coH is ad l (H)-invariant. Similarly, the leftH-Galois property implies that i(K) = coH H is ad r (H)-invariant.
In the proof of the following proposition we will need the following wellknown Lemma. Its proof is omitted.
Lemma
Let A be a ring, let J be an ideal of A and let M be a left Amodule. If M is finitely generated projective as A-module then M/JM is finitely generated projective as A/J-module.
A proof of the following proposition (in the situation where R is a field) can be found in [KK06, Proposition 3.4] and [KL03, Example 3.4]. Although our situation is more general, the arguments still work. We include them for the convenience of the reader.
Proposition
Assume that Hi(K + ) ⊆ i(K + )H (resp. i(K + )H ⊆ Hi(K + )) and assume that H is finitely generated projective as left (resp. right) K-module. Then the extension i : K → H has right (resp. left) depth 2.
Proof We only show one version of the proposition. The opposite statement is proved similarly. By Proposition 2.4, β : H ⊗ K H → H ⊗H (from Lemma 2.2(c)) is an isomorphism of (H, K)-bimodules. Since Hi(K + ) ⊆ i(K + )H, we have I = i(K + )H. By Lemma 2.7, applied to A = i(K), J = i(K + ) and M = H, we haveH | R n in R Mod for some positive integer n. Altogether, this implies
in H Mod K . Therefore, the extension i : K → H has right depth 2.
Finally, we have the following proposition.
Assume that the extension i : K → H has right (resp. left) depth 2 and assume that H is faithfully flat as left or as right K-module. Then
Proof The right depth 2 condition implies that there exists a positive integer n such that 
