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ABSTRACT 
A real n X n matrix is termed almost copositiue if it is not copositive but all its 
principal submatrices of order n - 1 are. A real copositive n X n matrix is called 
almost copositioe-plus (almost shictly copositioe) if it is not copositive-plus (strictly 
copositive) but all its principal submatrices of order n - 1 are. Such matrices are of 
crucial importance in deriving criteria for copositivity. The properties of these matrix 
classes are investigated, the emphasis being on the less-known class of almost 
copositive-plus matrices. The basic mathematical tools used are principal pivoting and 
quadratic programming. 
1. INTRODUCTION 
A real n x n matrix is termed almost copositive if it is not copositive but 
all its principal submatrices of order n - 1 are. A real copositive n X n matrix 
is called almost copositive-plus (almost strictly copositive) if it is not coposi- 
tiveplus (strictly copositive) but all its principal submatrices of order n - 1 
are. Such matrices are of crucial importance in deriving criteria for copositiv- 
ity. Almost copositive and almost strictly copositive matrices have been 
thoroughly investigated in [4, 7, 121, whereas there are only few results on 
almost copositiveplus matrices: see [ 11, Theorems 4.2 and 4.41, [ 12, Theorem 
5.11, and [13, Theorem 6.71. We study all classes of almost copositivity, using 
principal pivoting and quadratic programming as the basic mathematical 
tools. As for almost copositive and almost strictly copositive matrices, we give 
some supplements; for example, we show that these properties are preserved 
under Schur complementing. Our emphasis is on almost copositiveplus 
matrices, for which we give necessary and sufficient conditions. 
LlNEAR ALGEBRA AND ITS APPLICATIONS 116:121-134 (1989) 
0 Elsevier Science Publishing Co., Inc., 1989 
121 
655 Avenue of the Americas, New York, NY 10010 00243795/89/$3.50 
122 H. ViiLIAHO 
If a matrix is not copositive (copositive-plus, strictly copositive), there is in 
the nonnegative orthant at least one so-called breaking ray on which the 
copositivity class in question is violated. We show that an almost strictly 
copositive matrix has one, and an almost copositive-plus matrix one or two, 
breaking rays. 
This paper is a continuation of [12] (we shall use [12] as a basic 
reference). 
CORRECTION. There is an error in the proof of the sufficiency part of 
[ 12, Theorem 4.11. Instead of taking x = e, one should take y’ = 0, X, = 1, 
and xi = 0 for all j @ R + i. 
2. PRELIMINARIES 
If AE(W”‘~” (A is a real m X n matrix), we denote its column i by a i, its 
transpose by AT, and its rank by r(A). The inequalities A > 0, A > 0, etc. are 
to be interpreted elementwise. If R c { 1,. . . , m } and S c { 1,. . . , n >, we let 
A,, stand for the submatrix of A situated in the intersection of rows R and 
columns S, abbreviating A,, = A(,), and A,, = A,(,). If A is square, we 
write det A for its determinant and A 1’1 for its leading principal submatrix of 
order s, and define 9(x) = xTAx. By a principal permutation of a square 
matrix we mean equal permutation of the rows and the columns. Nonnega- 
tive definite and positive definite are abbreviated nnd and pd, respectively. 
Any vector x E 08 ” is interpreted as an n X 1 matrix and denoted x = 
(X i,. . . , x,). We let xs stand for the subvector of x consisting of the 
components S of x. The nonnegative orthant of Iw” is denoted by Iw :. We 
define N= {l,..., n}. In Iw”, the open line segment connecting x1 and x2 is 
denoted by (x1, x 2). If r E R, we abbreviate R - r = R \ { r }. The cardinal- 
ity of a set R is denoted by (RI. 
If A E Iw nXn, the principal pivotal operation with the pivot A,, is 
denoted by 9,; see e.g. [6, 91. Any principal permutation of 9,A is called a 
principal transform of A. The Schur complement [Z] of A,, in A is obtained 
from B,A by deleting rows and columns R. If A = [ Aij] is a block matrix 
where A,, is a principal submatrix, we let 5@C(r, stand for the principal block 
pivotal operation with the pivot A,,. A single pivotal operation with the 
pivot a_ is denoted by g,,. If a,, =Oor ass=O, and a,,+O, a,,+O, then 
.c?(~, s,A = %?_g_,@s,A, where Vr, stands for the principal permutation under 
which the rows and columns r and s of a square matrix are interchanged. 
By the inertia of the symmetric matrix A we mean the triple 
InA=(n+(A),n_(A),n,(A)), 
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where n+(A), n_(A), and n,(A) stand for the numbers of positive, nega- 
tive, and zero eigenvalues of A. We have the following result. 
THEOREM 2.1 [8, Theorem 11. Let A = AT E R”‘” with A,, nonsingu- 
lar, and let G be the Schur complement of A,, in A. Then 
InA=InA,,+InG. 
Next we recall two basic definitions. 
DEFINITION 2.1. A = AT E Rnx” is called copositive if rTAx > 0 for any 
x > 0. A copositive matrix A is termed copositive-plus if x > 0 and xTAx = 0 
imply Ax = 0, and strictly copositive if x > 0 and r*Ax = 0 imply x = 0. A 
vacuous square matrix is defined to be copositive, copositive-plus, and strictly 
copositive. 
DEFINITION 2.2. A = AT E Qg nxn is called copositive (copositive-plus, 
strictly copositive, nnd, pd) of order k, 0 < k < n, if every principal submatrix 
of A of order k belongs to the class in question. A is called copositive 
(copositive-plus etc.) of exact order k if it is copositive (copositive-plus etc.) of 
order k but not of order k + 1. 
Note that it suffices to deal with symmetric matrices; see [3, pp. 552 and 
5591 (or [12, Remark 3.11). 
If A does not belong to a certain copositivity class, then there is in Iw T at 
least one so-called breaking ray for that copositivity class, i.e., a half line 
emanating from the origin on which the copositivity class in question is 
violated (any nonzero point on the ray gives an indication that the matrix 
does not belong to the copositivity class under consideration). 
The subject of the present study is almost copositive, almost copositive- 
plus, and almost strictly copositive matrices, defined as follows. 
DEFINITION 2.3. A matrix A = AT E Iw nXn is almost co-positive if it is 
copositive of exact order n - 1. A copositive matrix A = AT E Iw “x n is almost 
copositive-plus (almost strictly copositive) if it is copositive-plus (strictly 
copositive) of exact order n - 1. 
3. COPOSITIVITY AND QUADRATIC PROGRAMMING 
The copositivity of a matrix can be tested with the aid of quadratic 
programming. 
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THEOREM 3.1. Let A = AT E R’ nxn and let k E N. Then A is copositive if 
and only if 
9(x) = xTAx > 0 for all x E R : with xk = 1 (3.1) 
or, equivalently, 
for all X&k > 0. (3.2) 
Proof. Necessity: Obvious. 
Sufficiency: The case n = 1 being trivial, let n > 2 and take an f E 0% :. If 
2, > 0 then 9(Z) > 0 on the basis of (3.1). On the other hand, note from (3.2) 
that 
9(x) = lim 
9ktxxN-k) 
X2 for all x with xk = 0, 
X-m 
whence 9( a?) > 0 if x?~ = 0. n 
The condition (3.2) can be checked by solving the quadratic program 
min{9k(x&k) = akk +2Ak,v-krN-k + X~,~kA,vv-k,,,,‘kX.,l-k (x,v-k 2 O}, 
(3.3) 
where k E N. Clearly, (3.2) holds if and only if the problem (3.3) has a finite 
minimum sN_ k yielding qk(fN_ k) > 0. We consider here only the special 
case where As, with S = N - k is nnd, when the problem is convex. This 
problem can be solved using for example the simplex method for quadratic 
programming; see e.g. [l], [9], and [lo, pp. 261-2801. The algorithm is 
initiated from the table 
A: 
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where xs are the primal variables and ys the dual variables. Any table 
generated by the method is a principal transform of A, being (up to a 
principal permutation) of the form 
YJ “i 1 
xJ = cll ‘12 ‘13 
c: yj= -c,T c, c, ’ 
1 qk= -cl’3 c$ Ckk 
(3.4) 
where C,, is pd, C, is nnd, and C,, >, 0. In C, there are the independent 
variables yJ, xi and the dependent variables xJ, yi. If the problem (3.3) has a 
finite solution, then the simplex method yields an optimal table with C, >, 0. 
The solution and the minimum value of qk are obtained from this table by 
giving the independent variables a value of zero. If again (3.3) has an 
unbounded solution, then the method ends in a table C where a diagonal 
element of C, is zero, the corresponding element of C, being negative and 
the corresponding column of C,, nonnegative. If A turns out to be noncopos- 
itive, then the algorithm yields a point x^ > 0 with q( 2) < 0 (x^ determines a 
breaking ray for copositivity). 
4. ALMOST COPOSITIVE AND ALMOST STRICTLY 
COPOSITIVE MATRICES 
First we recall the basic properties of almost copositive and almost strictly 
copositive matrices; see [4, 7, 121. 
THEOREM 4.1. Zf A = AT E Iw nXn is almost copositive, then 
(i) In A = (n - 1, l,O), and there is a positive eigenvector associated with 
the negative eigenvalue; 
(ii) A is nonsingular, nnd of order n - 1, and pd of order n - 2; A-’ < 0 
with negative off-diagonal elements; and det A < 0; 
(iii) all the principal minors of order >, 2 of A-’ are negative; 
(iv) if A is strictly copositive of order n - 1, then it is pd of order n - 1 
and A-‘( 0. 
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THEOREM 4.2. ZfA = Ar E Rnx” is almost strictly copositive, then 
(i) In A = (n - l,O, l), and there is a positive eigenvector associated with 
the zero eigenvalue; 
(ii) A is nnd, of rank n - 1, and pd of order n - 1. 
We shall give some supplements to the theory of almost copositive and 
almost strictly copositive matrices below. Our first result is a sharpening of 
[12, Theorem 3.81. 
THEOREM 4.3. The matrix A = AT E R nX” is rwncopositive and coposi- 
tive (strictly copositive) of order n - 1 if and only if In A = (n - l,l,O) and 
A-‘gO(<O). 
Proof. In view of Theorem 4.1 and [12, Theorem 3.81, we have to prove 
only the sufficiency part of the strictly copositive case. A being noncopositive 
by [12, Theorem 3.41, it suffices to show that A[“-r] is pd. Denoting 
B = A - ‘, we consider the following equivalent tables: 
(4.1) 
where x2 E R. We have InC,, = In B - In B,, = (n - l,O,O), whence Cl1 
and A[“-‘] = C,’ are pd. n 
Theorem 3.11 of [12] has the following variation. 
THEOREM 4.4. The matrix A = AT E R n ‘” is almost strictly copositive if 
and only if In A = (n - l,O, 1) and there is a positive eigenvector associated 
with the zero eigenvalue. 
In view of the proof of [12, Theorem 4.21, Theorem 4.4 has the following 
corollary. 
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COROLLARY 4.1. LetA=ATEIWnX”, kEN, and S=N-k. ThenA is 
alnwst strictly copositiue if and only if A,, is pd and in the matrix B := BsA 
one has b,, = 0 and bi, > 0 for all i f k. 
REMARK~.~. If A=AT~DBnX” 1s almost copositive and B = A - ‘, then 
x := - b, - b, for any r # s determines a breaking ray for copositivity, 
because x > 0 and q(x) = b,, + b,, +2b,, < 0; see Theorem 4.l(ii). If b,, < 0, 
then - b, determines a breaking ray. 
REMAF~K 4.2. An almost strictly copositive matrix A = AT E (WnXn has 
only one breaking ray, determined by the positive eigenvector x^ which is 
associated with the zero eigenvalue (in the setting of Corollary 4.1, x^ is 
obtained from b, by replacing the zero component k by one; see the proof of 
[12, Theorem 4.21). Thus, adding E > 0 to any diagonal element of A yields a 
pd matrix. 
THEOREM 4.5. Zf A = AT E R “‘” is almost (strictly) copositiue, so is 
the Schur complement of A,, in A, where R C N is o.f cardinality < n - 1 
(provided that A,, is non-singular). 
Proof. Let, without loss of generality, R = ( 1,. . . , k >, and consider the 
tables A, B, C in (4.1), letting x1 E IWk. 
(i) A is almost copositive. Then Inca, = In A - In A,, = (rr - k - 1, 1,O). 
Moreover, because B < 0, there is Ca<’ = B,, < 0. By Theorem 4.3, C,, is 
almost copositive. 
(ii) A is almost strictly copositive, when In& = In A - In A,, = 
(n - k - LO, 1). We consider the nontrivial case k < n - 2. In the matrix 
D+q,...) n-qA=q+r (..., n-1) C partitioned like A, we have D,, = ) 
9{,,... ,n-k-ljC22. By Corollary 4.1, d,, = 0 and di, > 0 for all i < n. Thus in 
Da, the elements of the last column are positive except for the zero diagonal 
element. By Corollary 4.1, C, is almost strictly copositive. n 
5. ALMOST COFOSITIVE-FLUS MATRICES 
Now we turn our attention to almost copositiveplus matrices. 
REMAnK5.1. Let A=AT~(WnX”. For n = 1 there are no almost coposi- 
tive-plus matrices. For n = 2, the only almost copositive-plus matrices (up to 
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a principal permutation) are of the form 
A= with a,,aO, ai > 0. 
THEOREM 5.1. LetA=ArEIWnX” be almost co-positive-plus. Then 
(i) ifn>3, thena,,> foralliEN; 
(ii) there is a k E N (to be called a key index) such that A,, with 
S = N - k is almost strictly copositive; 
(iii) if h E S and C = 9,_,A, then 
Cs-I,,s-k is pd, c,,}, = 0, and C,_,,,, > 0 (5.1) 
and 
C k/( = 0 and c,, > 0 * c,, > 0; (5.2) 
(iv) In A = (n - 1, 1,O) and det A < 0; 
(v) k E N is u key index if and only if in the matrix B := A-l, 
b,,=O and b,,>O forull iES:=N-k; (5.3) 
(vi) there are at most two key indices: 
(vii) ifn>3undB:=A-‘,thenInB,~i,,_i=(n-2,1,0)foralli~N. 
Proof. The case n = 2 being trivial, let n >, 3. 
(i): If a diagonal element of A is zero, let, without loss of generality, 
A= 
Au A,2 
[ 1 AT 12 0 ’ 
where the zero block is 1 X 1. If A,, contains a nonzero element in row i, 
then deleting rows and columns j P {i, n } from A results in a matrix which 
is not copositive-plus; see [3, Theorem 61 (or [12, Remark 3.31). Thus A,, = 0. 
But then, by [ll, Proposition 2.51 (or [12, Theorem 3.1]), A is copositive-plus, 
a contradiction. 
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(ii): For some x^ E I3 :, iZTAx^ = 0 and 6 := A? # 0. There is at least one 
index k such that ij, > 0 when f, = 0. If 3, = 0 for some i E S := N - k, then 
fL_iAN_i,,_ii?N_i = sTA?= 0 and AN_i,N_i?N_i = $,_i f 0, 
a contradiction. Thus 4, > 0, implying ijs = Ass?, = 0. 
Next we show that As, is nnd. Let xs E [w “- ’ \ { xls }. In the open line 
segment (x,, ss) there is a point lcs E R;-‘; then xs = xls + h(?, - 2s) for 
some X > 1. Now, 
x;A,,x, = X2( Xs - is)TAss( Xs - ss) = X2?;A,,?, > 0. 
(See also [S, Theorem 51.) 
To complete the proof of (ii) it suffices to show that r( Ass) = n - 2; see 
Theorem 4.4. Assume without loss of generality that k = n; then S = N - n. 
If r(A,,) < r~ - 2, then A,, has, associated with the zero eigenvalue, another 
eigenvector xs* , orthogonal to xls. The vector X; has necessarily both positive 
and negative components. Let x$ be normalized so that x”s - X: is nonnega- 
tive and has a zero component. In the open line segment (x,*, xIs) there is a 
point Xs >, 0 which has a zero component. The vector 
has at least two zero components and XTAX = 0, whence A? = 0. But then 
z := x^ - i >, 0 has at least two zero components, zTAz = 0 and AZ f 0, a 
contradiction. 
(iii): The table C is (up to a principal permutation) of the form 
xl = 
C: Yh = 
Y, = 
(5.4) 
where OL = c,,~, p = C,&, and (5.1) and (5.2) are equivalent to 
C,, = CTi, of order n - 2, is pd, c1 > 0, a>0 (5.5) 
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p=O and c2>0 3 c2 > 0, 
respectively. In (5.4) c1 > 0 because Ass is almost strictly copositive; see 
Corollary 4.1. If (Y < 0, then A is noncopositive; cf. [12, Theorem 4.11. If 
a = 0, j3 < 0, then A is noncopositive too [take y’ = 0, xk = 1, and xh > 0 so 
largethat x’~O,whenx>Oandq(x)=p<O].Andif a=O,fi>O,then A 
is nnd by Theorem 2.1. Thus a > 0. Finally, if j3 = 0 and c 2 > 0 has a zero 
component, then in (5.4) take y’ = 0, xh = 0, xk = 1, when x > 0 has two 
zero components and 9(x) = 0, y # 0, which is impossible; see the proof 
of (i). 
(iv): By Theorem 4.2(ii), AS_h,S_,L is pd. Since C,, = Ac?,,~_,,, we have 
InC,, = In ASp,,.S_,,. Hence, 
InA=InAS_h,S_h+In z i =(n-l,l,O); 
[ 1 
see Theorem 2.1. 
(v): To prove necessity, let k be a key index and h E S. Note that 
B = Pch,kjC, where C = 9,_,A, and refer to (5.4)-(5.5). To prove suffi- 
ciency, let (5.3) hold. We choose an h E S and pass from B to the C of 
(5.4)-(5.5) by applying gt~~, k1 and a principal permutation. Then by Theo- 
rem 2.1, C,, is pd, and by Corollary 4.1, A,, is almost strictly copositive. 
(vi): If there were three key indices, then there would be in B a 3 X3 
principal submatrix B, having zero diagonal elements and positive offdiago- 
nal elements. But then we would have n_(B,)=Z> n_(B)=n_(A)=l, a 
contradiction; see [8, Theorem 61. 
(vii): Because a,, = (det B)-‘det B,_i,N_i, we have det BN_i,N_i < 0 
[see (i) and (iv)], whence r~_(B,v_~,~_~) is odd. Actually, np(B,_i,N-i) = 1, 
because n_(B,_i,N_i)6 n_(B) = 1; see [8, Theorem 61. n 
REMARK 5.2. Theorem 5.l(ii) follows also from [12, Theorem 5.11. In- 
deed, because A is strictly copositive of exact order n - 2, it has a principal 
submatrix of order n - 1 which is not strictly copositive (and consequently is 
almost strictly copositive). However, in the above proof we did not resort to 
[12, Theorem 3.121 (for which we shall give a new proof below). For 
Theorem 5.1 (iv), refer also to [13, Theorem 6.71. 
COROLLARY 5.1. Zf a singular mutrix A = AT E II2 nxn is copositive-plus 
of order n - 1, then it is cupositive-plus. 
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Proof. If A were noncopositive, or almost copositive-plus, then it would 
necessarily be nonsingular; see Theorem 4.l(ii) and Theorem 5.l(iv). n 
This corollary, together with [12, Remark 3.21, proves [12, Theorem 3.121. 
After this observation, the technique used in the proof of [12, Theorem 5.31 
applies to the copositive-plus case also. 
The following result is a direct consequence of Corollary 5.1 and, on the 
other hand, of [ll, Theorem 4.21. 
COROLLARY 5.2. ZfA = AT ER”~” is almost copositive-plus, then there 
isrwrwnzeroxER: suchthatAr=O. 
COROLLARY 5.3. Zf A = AT E If8 nXn is almost copositive-plus, then 
xTAx > 0 for all x > 0. 
Proof. If f > 0 yields aTA? = 0, then x^ is a local minimum of q(x) = 
xTAx, whence q’(x) = 2Ax = 0, where q’(x) denotes the gradient of 9 at x. 
However, this contradicts Corollary 5.2. n 
Next we state a sharpening of [12, Theorem 5.11. 
THEOREM 5.2. A copositive matrix A = AT E LQ n Xn which is not coposi- 
tive-plus is copositive-plus of exact order n - 1 if and only if it is strictly 
copositioe of exact order n - 2. 
Proof. Necessity: See [ 12, Theorem 5.11. 
Sufficiency: The case n = 2 being trivial, let n >, 3. As an antithesis, 
suppose that A contains an almost copositive-plus principal submatrix A,, of 
order n - 1. Then, by the necessity part, A,, is strictly copositive of exact 
order n - 3, implying that some principal submatrix of order n - 2 of A is 
not strictly copositive, a contradiction. n 
THEOREM 5.3. The matrix A = AT E R “‘* is almost copositive-plus if 
and only if In A = (n - 1, l,O), B := A-’ contains a column k with b,, = 0, 
bik > 0 for all i + k, and either (i) B contains a column h z k with b,,,, = 0, 
bjh > 0 for all i f h or (ii) with S = N - k, 
cj'=min{qk(Xs)=akk +2A,,X,+X~A,,X,(X, >o} >o. (5.6) 
Proof. Sufficiency: In case (i), PC,,, k) B is an optimal table of the 
quadratic program in (5.6), yielding 4 = 0. Thus in both cases A is coposi- 
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tive; see Theorem 3.1. On the other hand, A is not copositive-plus; see 
[12, Theorem 3.51. To see that A is copositive-plus of order n - 1, we choose 
in case (ii) an h E S. In both cases we pass from B to the C of (5.4)-(5.5) as 
in the proof of Theorem 5.1(v), finding that A,, is almost strictly copositive 
and thus nnd. When deleting row and column i E S from A we consider (i) 
and (ii) separately. 
(i): We have LY > 0, /l = 0, c1 > 0, c2 > 0 in (5.4). Then ANmll ,,._/, is nnd 
(similarly to A,,). If i @ {h, k}, then AN_i,N_r is strictly copositfve. To see 
this, let 4 E R : \ (0) with Zi = 0. If xlk = 0, then ?‘A!? > 0 because As_i,S_, 
is pd [note that A,, is almost strictly copositive and use Theorem 4.2(ii)]. If 
again x^,, = 0, then gTA? > 0 similarly. Finally, if P, > 0, xlk > 0, then q(x^) = 
ij’TC,,$’ +2ax^,,.r^, > 0, because C,, is pd. 
(ii): Now AN_i,,,_r is strictly copositive for any i E S. To see this let 
x^ E R : \ (0) with fi = 0. If x^, = 0, then STAx^ > 0 as in (i). Otherwise, 
assume without loss of generality that f, = 1. Then, clearly, x^TAx^ > 6 > 0. 
Necessity: Let k be a key index of A. Because A is copositive, we have 
4 >, 0. In the case Q = 0, let (3.4) with C,, > 0, C, > 0, ckk = 0, C,, pd, C,, 
nnd be a suitably permuted optimal table of the quadratic program in (5.6). 
Because A is pd of order n - 2, we must have ]JI < 1. On the other hand, 
because Ass is singular, C,, cannot be vacuous, and so ]jI = 1. We have 
C,, = 0, C,, > 0 because A,, is almost strictly copositive. If C, were zero, 
then A would be nnd; see Theorem 2.1. We infer that C, is-a positive scalar. 
Further, C,, > 0 because A is pd of order n - 2. Letting J = { h }, we note 
that B is obtained from C by performing single pivotal operations with chk 
and ckh as pivots and a principal permutation. Thus columns h and k of B 
have zero diagonal element and positive off-diagonal elements. n 
REMARK 5.3. It is easy to see that in condition (i) of Theorem 5.3 one 
can replace b,, = 0 by b,,,, i 0. 
Let A=AT~[WnX”, n>3,and kEN besuchthat,with hES:=N-k, 
C = .P,_,%A satisfies the condition (5.1). If A is considered as a function of 
akk, i.e., A = A(a,,), then 
a^ kk’= - min(2Aksxs + x~Ass~sJrs > 0} 
is called a critical v&e of a,& If a,& > a^,&, then A is almost copositive-plus. 
If (I kk = a^,,, then A is almost copositive-plus if and only if A-‘(a^k,) 
contains a column h # k with zero diagonal element and positive off-diagonal 
elements or, equivalently, in the optimal table (3.4) of the quadratic program 
in (5.6) for any ukk one has ]j] = I and C,, > 0, C, > 0 [then A((ikk) has two 
key indices]. If ukk < a^,,, then A is not copositive. 
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EMMPLE 5.1. The matrices 
are almost copositive-plus if and only if a > 1 and b > 0, respectively. 
The analogue of Theorem 4.5 does not hold for almost copositive-plus 
matrices. For example, in Example 5.1, the Schur complement of the element 
(1,1) in A( 1) is not almost copositive-plus. 
Next we shall consider the breaking rays of an almost copositive-plus 
matrix. 
THEOREM 5.4. An almost ccpositive-plus matrix A = AT E (wnx” has one 
or two breaking rays for copositivity-plus according as it has one or two key 
indices. 
Proof. In view of Corollary 5.3 and Theorem 5.2, any 0 z x > 0 yielding 
q(x) = 0 and Ax = 0 has exactly one zero component. If k is a key index and 
S = N - k, then the unique eigenvector lcs > 0 of As, associated with the 
zero eigenvalue added by the element x^, = 0 determines a breaking ray. If k 
is the only key index, then A,_i N_i with i + k is strictly copositive (see the 
proof of Theorem 5.3) whence there is no breaking ray on which xi = 0. If h 
is another key index, it yields another breaking ray on which x,, = 0. Then 
A N- i,N-i with i @ {h, k} is strictly copositive (see the proof of Theorem 5.3) 
whence there is no breaking ray on which xi = 0. n 
REMAFW 5.4. If A = AT EIW”~” is almost copositive-plus and k is a key 
index, then column k of B := A - ’ determines a breaking ray for copositivity- 
plus; see the proof of [12, Theorem 3.51. 
EXAMPLE 5.2. The matrix A(a) in Example 5.1 has for all u > 1 the 
breaking ray determined by the point (1, IO). For a = 1, there is another 
breaking ray, determined by the point (0, 1,l). The matrix B(b) has for all 
b > 0 only one breaking ray, determined by the point (1, IO). 
Finally, in view of Corollary 5.3, Theorem 5.l(ii), Remark 4.2, and the 
proof of Theorem 5.4 we have the following result. 
THEOREM 5.5. LetA=ATERnX” be almost copositive-plus, and let k 
be a key index of A. lf k is a unique key index, then adding E > 0 to any 
134 H. ViLfAHO 
diagonal element aii, i # k, yields a strictly copositive matrix. lf h is another 
key index, then adding E > 0 to any diagonal element a ii, i P { h, k }, yields 
a strictly copositive matrix. In any case, adding E > 0 to two arbitrary 
diagonal elements of A yields a strictly copositive matrix. 
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