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CONTINUUM LIMITS OF POSTERIORS IN GRAPH BAYESIAN INVERSE
PROBLEMS
NICOLA´S GARCI´A TRILLOS AND DANIEL SANZ-ALONSO
Abstract. We consider the problem of recovering a function input of a differential equation
formulated on an unknown domainM. We assume to have access to a discrete domainMn =
{x1, . . . ,xn} ⊂ M, and to noisy measurements of the output solution at p ≤ n of those
points. We introduce a graph-based Bayesian inverse problem, and show that the graph-
posterior measures over functions in Mn converge, in the large n limit, to a posterior over
functions in M that solves a Bayesian inverse problem with known domain. The proofs rely
on the variational formulation of the Bayesian update, and on a new topology for the study
of convergence of measures over functions on point clouds to a measure over functions on the
continuum. Our framework, techniques, and results may serve to lay the foundations of robust
uncertainty quantification of graph-based tasks in machine learning. The ideas are presented
in the concrete setting of recovering the initial condition of the heat equation on an unknown
manifold.
1. Introduction
1.1. Aim and Relevance. The Bayesian formulation of inverse problems has found numerous
applications, notably in learning function inputs for differential equations [19], [7], [5], [3], [12].
A common, but often unnatural assumption is that the physical domain where the equation
is defined is known. In this paper we propose a graph-based Bayesian approach for learning a
function input of a differential equation on an unknown domain M. We assume to have only
access to a point cloud Mn = {x1, . . . ,xn} ⊂ M, and to noisy measurements of the output
solution at p ≤ n of those points. The graph-posterior solutions to the discrete Bayesian inverse
problems in the point cloud are proved to be close —in the large n limit— to a continuum
posterior that solves a Bayesian inverse problem on known domain M.
Our contributions build on, and extend, the growing field of continuum limits of functionals
on point clouds [14], [15]. The main result, Theorem 4.4, shows the convergence of graph-
posteriors to the continuum posterior. The proof is based on Γ-convergence, and exploits two
main ideas. First, that the Bayesian update admits a variational formulation [11]: the posterior
is characterized as the minimizer of a functional acting on measures. Second, the introduction of
a topology that allows to compare measures over functions on point clouds with measures over
functions on the continuum. This topology is naturally defined in terms of the transportation
metric introduced in [14] for the study of the continuum limit of the total variation functional
on point clouds.
Beyond setting forth the formulation of inverse problems on unknown domains, this paper
aims to contribute to the theory of robust uncertainty quantification of graph-based learning
tasks such as clustering, classification, and semi-supervised learning. Several widely used al-
gorithms were traditionally set as an optimization problem over functions, and the paper [14]
provides a natural framework for studying their continuum limits. These procedures have re-
cently been subject to uncertainty quantification by casting them into a Bayesian formulation
[2]. Here we study continuum limits at the level of measures by viewing the Bayesian update as
an optimization problem over measures. Thereby we provide the tools for the study of robust
uncertainty quantification of graph-based tasks in machine learning and statistics.
The presentation is framed in the concrete setting of the Bayesian inversion of the heat
equation. To lay the ground for a more general analysis, we highlight the three building blocks
required for the study of continuum limits of posteriors: continuum limit of priors, stability
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of forward maps, and stability of observation maps. These are established in Theorem 4.2 in
our concrete setting. Whereas the continuum limit of priors is readily transferable to other
problems, the stability of forward and observation maps will have to be studied case by case.
Our analysis makes use of recently developed spectral theory of graph Laplacians over point
clouds in manifolds [10]. A more general study of stability of forward and observation maps will
require —and serve as motivation for— further study of regularity theory on geometric graphs.
This is a much active research area, but still in its infancy.
1.2. Outline. Our setting is described in Section 2, where the (continuum) heat Bayesian
inverse problem is reviewed, and its graph counterpart is introduced. We describe the variational
formulation of these problems in Section 3. We further introduce a natural topology for studying
the convergence of measures over functions in the discrete domain to measures over functions
in the continuous domain. In Section 4 we state our main results on the continuum limit of
graph-posteriors. Finally, Section 5 contains some auxiliary results and the proofs of our main
results.
1.3. Notation. Throughout,M denotes an m-dimensional, compact, smooth manifold embed-
ded in Rd; we refer to M as the continuous domain; dM denotes the geodesic distance in M.
We denote by γ the uniform probability distribution on M. We let Mn := {x1, . . . ,xn} be a
collection of i.i.d. samples from γ and refer to Mn as the discrete domain, and say that Mn is
a point cloud. We denote by γn the empirical measure
γn :=
1
n
n∑
i=1
δxi .
We write L2(γ) and L2(γn) to denote, respectively, L
2(M, γ) and L2(Mn, γn). Any object (e.g.
functions, maps, measures) built in the discrete domain will be denoted with a subscript n. We
use boldface to denote measures over functions on M or Mn.
2. Continuum and Graph Bayesian Inverse Problems
We consider the inverse problem of recovering the initial condition of the heat equation
from noisy observation of the solution at a positive time, which we choose to be t = 1. The
classical continuous setting is reviewed in Subsection 2.1, and the graph-based discrete setting
is introduced in Subsection 2.2.
2.1. Continuum Bayesian Inverse Problem. We first recall the classical setup where the
physical domain M is known. The Bayesian formulation of inverse problems [19] provides a
principled way to learn an unknown input (here the initial condition u of the heat equation),
based on the three following ingredients:
(1) A prior distribution pi on the unknown input u. The prior encodes all the available
information on the unknown before data has been observed. Here we will assume a
Gaussian prior
pi = N
(
0, (αI −∆)−s/2
)
, (2.1)
where α ≥ 0 is given, and s > m so that u ∼ pi belongs to L2(γ) almost surely. See
Remark 2.3 below for a discussion of our function space setup.
(2) A forward model. We consider the heat equation:{
vt(x, t) = ∆v(x, t), t > 0, x ∈ M,
v(x, 0) = u(x), x ∈ M;
(2.2)
Let F : L2(γ)→ L2(γ) map an input u ∈ L2(γ) to the solution to (2.2) at time t = 1,
v(·, 1) ∈ L2(γ). We call F the forward map.
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(3) Data y consisting of some noisily measured output of the forward model. We assume
that
y = [y1, . . . , yp]
T =
[
v¯δ(x1, 1), . . . , v¯
δ(xp, 1)
]T
+ η, η(dζ) ∝ exp(−φ(ζ))dζ, (2.3)
where δ > 0 is small and given, x1, . . . .,xp ∈ M,
v¯δ(xj , 1) :=
ˆ
Bδ(xj)∩M
v(x, 1)γ(dx), 1 ≤ j ≤ p,
is the average of the function v(·, 1) over an euclidean ball of radius δ > 0, and η repre-
sents observation noise with negative log-density φ with respect to Lebesgue measure in
R
p. For instance, Gaussian observation noise corresponds to quadratic φ. Throughout,
φ is assumed to be continuous and bounded from below.
The map
O : L2(γ)→ Rp v ∈ L2(γ) 7→
[
v¯δ(x1, 1), . . . , v¯
δ(xp, 1)
]T
is called the observation map. Denoting G := O ◦ F , (2.3) can be rewritten as
y = G(u) + η.
From this expression one readily sees that the negative log-likelihood, representing the
distribution of the data conditioned on the unknown u, is given (with a slight abuse of
notation) by
φ(u; y) := φ
(
y − G(u)
)
. (2.4)
The solution to the continuum Bayesian inverse problem is a continuum posterior measure
µ ∈ P(L2(γ)), which represents the conditional distribution of u given the data y. It can be
represented as a change of measure from the prior
µ(du) ∝ exp
(
−φ(u; y)
)
pi(du), (2.5)
where it is tacitly assumed that exp
(
−φ(u; y)
)
is pi-integrable so that the right-hand side in
(2.5) can be normalized into the probability measure µ.
The posterior µ contains —in a precise sense [21]— all the information on the unknown input
u contained in the prior and the data. The measure F♯µ contains all the available knowledge
and remaining uncertainty on the output solution of the heat equation at time t = 1.
2.2. Graph Bayesian Inverse Problem. We now consider the setting of interest in this
paper, where the domain M is unknown. We assume to have access, however, to n uniform
samples from M, constituting a point cloud Mn := {x1, . . . ,xn} ⊂ M. We further assume
to have access to the same data y as in the continuous setting, where the points x1, . . . ,xp in
(2.3) are assumed to correspond to the first p points inMn. The aim is to construct —without
knowledge of M— surrogate “posterior” measures µn that can be proved to be close to µ in
the large n limit.
In order to carry out this program we endow Mn with a graph structure. First, consider the
kernel function K : [0,∞)→ [0,∞) defined by
K(r) :=
{
1 if r ≤ 1,
0 otherwise.
(2.6)
Let
σK :=
ˆ
Rm
K(|x|)|〈x, e1〉|
2dx =
αm
m+ 2
,
where αm is the volume of the m-dimensional unit ball. For ε > 0 we let Kε : [0,∞) → [0,∞)
be the rescaled version of K given by
Kε(r) :=
1
σKn2εm+2
K
(r
ε
)
.
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We define the weight Wn(xi,xj) between xi,xj ∈Mn by
Wn(xi,xj) := Kεn(|xi − xj |),
for a given choice of parameter ε = εn, where we have made the dependence of the connectivity
rate ε on n explicit. In order for our continuum limit results to hold, the connectivity rate needs
to decrease with growing n as stated in Assumption 4.1 below.
After specifying the geometric graph (Mn,Wn), we introduce its graph Laplacian, which in
matrix form can be written as
∆n := Dn −Wn,
where D is the degree matrix of the weighted graph, i.e., the diagonal matrix with diagonal
entries Dii =
∑n
j=1Wn(xi,xj). The above corresponds to the unnormalized graph Laplacian,
but different normalizations are possible [20].
We are ready to describe the graph Bayesian inverse problem. Each of the three ingredients
(prior, forward map, and observation map) in the continuous setting is replaced by a discrete
surrogate:
(1) A prior distribution pin on an unknown input un. We assume
pin = N
(
0, (αIn +∆n)
−s
)
, (2.7)
where α ≥ 0 and s > m are as in (2.1). The graph Laplacian, contrary to the regular
Laplacian, is positive semi-definite, and hence the change in sign with respect to (2.1).
(2) A forward model {
Dtvn = −∆nvn, t > 0,
vn(0) = un.
(2.8)
The map Fn : L
2(γn)→ L
2(γn) that maps un ∈ L
2(γn) to the solution vn(1) to (2.8) at
time t = 1 will be referred to as the graph forward map.
(3) Data For the construction of graph-posterior measures we use the data y in (2.3),
corresponding to noisily observing the value of the output solution at the first p points
of Mn. We define a surrogate observation map
On : L
2(γn)→ R
p v ∈ L2(γn) 7→
[
v¯n,1, . . . , v¯n,p
]T
,
where δ > 0 is small and given,
v¯δn,j :=
1
n
∑
k:xk∈Bδ(xj)∩Mn
[vn(1)]k, 1 ≤ j ≤ p,
and [vn(1)]k denotes the k-th entry of the vector vn. As before, we denote Gn := On◦Fn.
We define the graph-posterior measure µn ∈ P(L
2(γn)) by
µn(dun) ∝ exp
(
−φn(un, y)
)
pin(dun), (2.9)
where
φn(un, y) := φ
(
y − Gn(un)
)
. (2.10)
In this paper we show that —provided that the graph connectivity parameter ǫ is chosen in
terms of n as in Assumption 4.1— the graph-posteriors µn in (2.9) constitute good approxima-
tions in the large n limit to the continuum posterior µ in (2.5).
Remark 2.1. Consider the graph-Bayesian inverse problem
yn = Gn(un) + η,
where un ∼ pin and η has negative log-density φ. Given data yn, the posterior of this inverse
problem is a measure µynn corresponding to the conditional distribution of un given yn. The
graph-posterior in (2.9) is the measure µyn obtained from pluggin in data y obtained from the
continuous model.
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Remark 2.2. Although for simplicity we focus on the kernel K defined above, we anticipate
that all our results are still true for more general kernels. In particular, the proofs of the main
results of this paper are still valid if we simply assume that K is a non-negative, compactly
supported, and non-increasing function with K(0) > 0.
Remark 2.3. Our choice of inverse problem and function space setting is prompted by its sim-
plicity and its power to illustrate the ideas. It also serves as motivation for the future study of
finer analytical properties of the heat and Poisson equations on geometric graphs. These finer
results would extend the regularity theory beyond the usual L2 setting, and would potentially
make possible to deal with pointwise observations rather than the averaged data considered
here. These questions are the subject of current investigation.
Remark 2.4. In this paper we restrict our attention to the prior pin and the forward map Fn
defined using the full spectrum of the graph Laplacian ∆n. A close look to the proofs of our
results suggests considering versions of graph priors and graph forward maps that ignore high
frequencies, thus taking advantage of the reduced intrinsic dimension of the continuous Bayesian
inverse problem [1] caused by the assumed regularity of the prior and the smoothing effect of
the heat equation. Working with those modified priors and forward maps would simplify our
proofs as in that case we would not have to consider what happens with the tails of the spectra.
We would like to emphasize that ultimately pin and Fn are user chosen and can be picked in
any convenient way that guarantees the convergence towards the continuum limit.
3. Variational Formulation and Topology
In this section we introduce the two main ideas that will enable us to establish the contin-
uum limits of graph-posteriors via Γ-convergence. First, in Subsection 3.1 we formulate the
Bayesian update variationally, characterizing the posteriors as minimizers of certain functionals
over measures. Second, the topology in which the consistency will be studied is introduced in
Subsection 3.2. Finally, we provide a brief background on Γ-convergence in Subsection 3.3.
3.1. The Variational Formulation. Recall that the Kullback-Leibler divergence (relative
entropy) between two probability measures P,Q defined on a common measurable space (Ω,F)
is given by
DKL(P‖Q) :=
{´
Ω
dP
dQ(u) log
(
dP
dQ(u)
)
dQ(u), P≪ Q,
∞, otherwise.
Then, as discussed in [11], the posterior measure µ in (2.5) can be characterized as the
minimizer of the functional
J(ν) := DKL(ν‖pi) +
ˆ
L2(γ)
φ
(
u; y
)
dν(u), ν ∈ P
(
L2(γ)
)
, (3.1)
where, recall, pi is the prior measure and φ(u; y) is the negative log-likelihood, given by (2.4).
Likewise, at the discrete level the graph-posterior µn can be characterized as the minimizer
of
Jn(νn) := DKL(νn‖pin) +
ˆ
L2(γn)
φn(un; y) dνn(un), νn ∈ P
(
L2(γn)
)
, (3.2)
where pin is the prior, and φn(un; y) is given by (2.10).
The variational characterization of posteriors
µ = argmin
ν∈P
(
L2(γ)
)J(ν), µn = argmin
νn∈P(L2
(
Mn)
)Jn(νn), (3.3)
will enable us to study the convergence of µn to µ by studying the Γ-convergence of the
functionals Jn to J. A brief review on Γ-convergence is given in Subsection 3.3. A key ingredient
in the study of Γ-convergence is the choice of a suitable topology. We introduce such topology
in the next subsection. We close the current one a remark.
Remark 3.1. Since the function t ∈ [0,∞) 7→ t log(t) is strictly convex, the minimizers of Jn
and J are unique.
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3.2. Topology. The paper [14] introduced a natural topology for the study of the continuum
limit of the graph total variation (a functional acting on functions on a point cloud) to the
total variation functional (a functional acting on functions in the continuum). Building on this
topology —that we recall in Subsection 3.2.1— we introduce in 3.2.2 a notion of convergence
of measures over functions in the point cloud to measures over functions in the continuum.
This new topology will be used to establish the Γ- convergence of the functionals Jn in 3.2
(functionals acting on measures over functions on a point cloud) to the functional J in 3.1 (a
functional acting on measures over functions in the continuum).
3.2.1. The Space TL2. Consider the set
TL2 :=
{
(θ, f) : θ ∈ P(M), f ∈ Lp(M, θ)
}
.
For (θ1, f1) and (θ2, f2) in TL
p we define, following [14],
dTL2
(
(θ1, f1), (θ2, f2)
)
:= inf
ω∈Γ(θ1,θ2)
(¨
M×M
(
dM(x, y)
2 + |f1(x)− f2(y)|
2
)
dω(x, y)
)1/2
,
(3.4)
where Γ(θ1, θ2) is the set of all Borel probability measures on M×M with marginal θ1 on the
first factor and θ2 on the second one. It was shown in [14] that dTL2 defines a distance in TL
2.
Remark 3.2. As noted in [14], (TL2, dTL2) is not a complete metric space. Its completion,
denoted TL2, can be identified to be the space P2(M× R) of Borel probability measures on
the product space M×R with finite second moments, endowed with the Wasserstein distance.
The space TL2 is a Polish space.
We will say, with a slight abuse of notation, that a sequence un ∈ L
2(γn) converges in TL
2
to u ∈ L2(γ), written
un
TL2
−→ u,
if dTL2
(
(γn, un), (γ, u)
)
→ 0. A characterization of convergence in TL2 in terms of composition
with transport maps can be found in Proposition 3.12 in [14].
3.2.2. The Space P(TL2). Let θ ∈ P(M) and ν ∈ P(L2(θ)). We note that ν can be thought
naturally as a measure in P(TL2). Indeed, the canonical inclusion
Iθ : f ∈ L
2(θ) 7−→ (θ, f) ∈ TL2
induces the canonical inclusion
Iθ♯ : P(L
2(θ)) →֒ P(TL2),
where Iθ♯ is the push-forward via Iθ. Notice that Iθ is a continuous map. In the sequel we may
drop the explicit mention to I whenever no confusion rises from doing so.
The above observation motivates the following definition.
Definition 3.3. For νn ∈ P(L
2(γn)), n ∈ N, and ν ∈ P(L
2(γ)) we say that {νn}n∈N converges
to ν, written
νn
P(TL2)
−→ ν,
if {Iγn♯νn}n∈N converges weakly to Iγ♯ν in P(TL
2).
The following result is analogous to Lemma 2.7 in [15].
Proposition 3.4. (Stability of composition) Suppose that
(1) νn
P(TL2)
−→ ν.
(2) The maps Hn : L
2(γn)→ L
2(γn) converge in TL
2 towards H : L2(γ)→ L2(γ).
Then,
Hn♯νn
P(TL2)
−→ H♯ν.
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Proof. By Skorohod’s theorem there exists a probability space (Ω˜, F˜, P˜) where one can define
TL2-valued random variables {Xn}n∈N and X with distributions {νn}n∈N and ν, respectively,
such that, for P˜ almost all ω˜,
Xn(ω˜)→ X(ω˜).
The assumed convergence of Hn to H implies that, for P˜ almost all ω˜,
Hn
(
Xn(ω˜)
)
→H
(
X(ω˜)
)
.
Since Hn(Xn) ∼ Hn♯νn and H(X) ∼ H♯ν the desired convergence follows. 
We finish this subsection with a remark.
Remark 3.5. Since TL2 is dense in TL2 it follows that the weak convergence in P(TL2) gen-
erates the same topology as the restriction of weak convergence in P(TL2) to P(TL2). This
simple observation will be useful in the sequel; for example, we may obtain pre-compactness of
sequences in P(TL2) by first using Prokhorov’s theorem to obtain pre-compactness in P(TL2)
and then showing that cluster points necessarily are in P(TL2).
3.3. Gamma Convergence. In this subsection we recall the notion of Γ-convergence in the
general setting of a metric space (X , dX ).
Definition 3.6. We say that a sequence of functionals En : X → [0,∞] Γ-converges to the
functional E : X → [0,∞] if the following three properties are satisfied:
(1) Liminf inequality: For every x ∈ X and every sequence {xn}n∈N converging to x,
lim inf
n→∞
En(xn) ≥ E(x).
(2) Limsup inequality: For every x ∈ X there exists a sequence {xn}n∈N converging to x
satisfying
lim sup
n→∞
En(xn) ≤ E(x).
(3) Compactness property: Given {nk}k∈N an increasing sequence of natural numbers and
{xk}k∈N a bounded sequence in X for which
sup
k∈N
Enk(xk) <∞
{xk}k∈N is relatively compact in X .
Remark 3.7. We say that a sequence {xn}∈N is a recovery sequence for x if it satisfies the
conditions in the definition of the limsup inequality. We remark that in order to obtain a
recovery sequence for all x ∈ X it is enough to obtain a recovery sequence for all elements in
a subset X˜ ⊂ X satisfying the following property: For every x ∈ X there exists a sequence
{xk}k∈N ⊆ X˜ converging towards x and for which E(xk) → E(x). Such set X˜ is said to be
dense in X with respect to E. See [6].
Traditionally, only the first two properties are included in the definition of Γ-convergence,
the third one usually referred to as compactness property or coercivity. With our definition of
Γ-convergence we can succinctly state the following.
Proposition 3.8. (Stability of minimizers) Let {En}n∈N be a sequence of functionals that are
not identically equal to ∞ and Γ-converges towards the functional E, which is not identically
equal to ∞. Then
lim
n→∞
inf
x∈X
En(x) = min
x∈X
E(x).
Furthermore every bounded sequence {xn}n∈N in X for which
lim
n→∞
(
En(xn)− inf
x∈X
En(x)
)
= 0
is relatively compact and each of its cluster points is a minimizer of E. In particular, if E has
a unique minimizer, then a sequence {xn}n∈N satisfying converges to the unique minimizer of
E.
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Remark 3.9. In this paper we use the notion of Γ-convergence in the context of X = P(TL2)
with the topology of weak convergence of probability measures. Notice that the Levy-Prokhorov
metric metrizes the weak convergence of probability measures.
4. Main Results
We will make the following assumption on the parameter s that characterizes the regularity
of draws from the prior pi and on the connectivity rate εn of the graph (Mn,Wn). Recall that
m denotes the dimension of the manifold M.
Assumption 4.1. It holds that s > 2m. The connectivity rate εn satisfies
(log(n))pm
n1/m
≪ εn ≪
1
n1/s
, as n→∞,
where pm = 3/4 for m = 2 and pm = 1/m for m ≥ 3.
The lower bound also appears in [14] and [15]. It is related to the ∞-OT distance between
γn and γ. Indeed, with probability one, one can find transport maps Tn : M → Mn with
Tn♯γ = γn such that
tn := esssupx∈M dM(x, Tn(x)) (4.1)
scales like (log(n))
pm
n1/m
as n → ∞. This is the best scaling achievable (see [10] for the result on
manifolds or [13] for the result on Euclidean domains). On the other hand, the upper bound on
εn is assumed so as to guarantee that higher frequencies of ∆n do not accumulate in the large
n limit. We notice that the condition s > m is sufficient for defining the Gaussian measure pi
on P(L2(γ)). However, our proof of consistency of priors in Theorem 4.2 below requires the
stronger condition s > 2m.
Our first main result establishes the continuum limit of graph Gaussian priors 2.7 to the
continuum Gaussian prior in the continuum 2.1. Moreover it shows the stability of the forward
and observation maps defined in Section 2.
Theorem 4.2. Suppose that Assumption 4.1 holds. Let pin, pi, Fn, F , On, and O be priors,
forward maps, and observation maps, as defined in Section 2. Then,
(1) (Continuum limit of priors.) pin
P (TL2)
−→ pi.
(2) (Stability of forward maps.) If un
TL2
−→ u, then Fn(un)
TL2
−→ F(u).
(3) (Stability of observations maps.) If vn
TL2
−→ v, then On(vn) −→ O(v).
Remark 4.3. The assumption εn ≪
1
n1/s
in the above theorem is only needed for the stability of
priors. That condition can be replaced with εn ≪ 1 for the stability of forward maps to hold.
The second main result of this paper is the following.
Theorem 4.4. (Continuum limit of posteriors.) Under Assumption 4.1 the sequence of graph-
posteriors {µn}n∈N converges towards the posterior µ in P(TL
2).
Moreover,
Fn♯µn
P(TL2)
−→ F♯µ.
Remark 4.5. Besides providing a clear and systematic way of obtaining stability of the graph-
posteriors µn, the notion of Γ-convergence is also an important part when establishing stability
of gradient flows. This has been pointed out in [18] and [16]. The connection of gradient flows
of energies such as Jn in Wasserstein space with the Bayesian update, as well as the connection
with sampling methodologies, has been made apparent in [11].
5. Proofs of Main Results
In this section we prove our main results. Some auxiliary lemmas are collected in Subsection
5.1, and the main theorems are proved in Subsection 5.2.
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5.1. Auxiliary Results.
Lemma 5.1. Let X be a complete separable metric space and suppose that {νn}n∈N and {θn}n∈N
are two sequences in X satisfying
(1) supn∈NDKL(θn‖νn) <∞.
(2) νn
w
−→ ν, for some ν ∈ P(X ).
Then, {θn}n∈N is weakly pre-compact. Moreover, any of its cluster points is absolutely contin-
uous with respect to ν.
Proof. Let ǫ > 0 and set
ρn :=
dθn
dνn
.
To prove the result we can not apply the standard De la Valle´e–Poussin’s theorem (see [17]) given
that νn changes with n. Nevertheless, using the super-linearity of the function Φ(t) = t log t,
and the same idea of proof it is possible to show that assumption (1) implies that
lim
c→∞
sup
n∈N
ˆ
|ρn|≥c
|ρn|dνn = 0.
and hence there is c∗ > 0 such that, for all n ∈ N,ˆ
|ρn|≥c∗
|ρn|dνn ≤ ǫ/2.
Because of the assumed tightness of {νn}n∈N we can choose a compact set K such that
νn(X/K) ≤
ǫ
2c∗
.
Thus
θn(X/K) =
ˆ
X/K
ρndνn ≤
ǫ
2
+ c∗
ǫ
2c∗
= ǫ,
and {θn}n∈N is tight, and hence pre-compact. For the last part, suppose without loss of gen-
erality that θn
w
−→ θ. Then, using the assumption (2) and the lower semicontinuity of the
Kullback-Leibler divergence [8],
DKL(θ‖ν) ≤ lim inf
n→∞
DKL(θn‖νn) <∞.
This shows that θ is absolutely continuous with respect to ν and completes the proof.

We make use of the following extension of Fatou’s lemma, proved in [9].
Lemma 5.2. Let (X , dX ) be an arbitrary Polish space and suppose that {Hn}n∈N is a sequence
of lower-semi-continuous functions Hn : X → [0,∞] bounded uniformly from below and satisfy-
ing
lim inf
n→∞
Hn(xn) ≥ H(x),
whenever
xn → x.
In the above, H is another function H : X → [0,∞]. In addition, suppose that {νn}n∈N is a
sequence in P(X ) converging weakly towards ν ∈ P(X ). Then,
lim inf
n→∞
ˆ
X
Hn(x)dνn(x) ≥
ˆ
X
H(x)dν(x).
5.2. Proof of Main Results.
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5.2.1. Proof of Theorem 4.2. Throughout the proof we let {ψn1 , . . . , ψ
n
n} be an orthonormal basis
(in L2(γn)) of eigenfunctions of ∆n with associated eigenvalues
λn1 ≤ · · · ≤ λ
n
n.
Likewise, we let {ψ1, . . . , ψn, . . . } be an orthonormal basis (in L
2(γ)) of eigenfunctions of −∆
with associated eigenvalues
λ1 ≤ · · · ≤ λn ≤ . . . .
By the results in [15] we can assume without the loss of generality that, for all fixed l ∈ N,
ψnl
TL2
−→ ψl, (5.1)
and that
λnl → λl. (5.2)
For the purposes of establishing the consistency of prior distibutions (first part in Theorem 4.2)
we need the finer results from [4]; the results are generalized in [10] to allow for non-uniform
densities and different versions of graph Laplacians. The results in [4] quantify the rate of
convergence for a portion of the spectrum in terms of tn (defined in (4.1)) and εn. In particular
the results imply that there exists a constant C > 0 such that, for all large enough n,
|λi − λ
n
i | ≤ C
(
tn
εn
+
√
λiεn
)
≤ C
(
tn
εn
+ k1/mn εn
)
, (5.3)
for all i = 1, . . . , kn, where kn is chosen so that kn ≤ c⌈
1
εmn
⌉ for some small enough constant
c > 0. The last inequality in (5.3) follows from Weyl’s law for the growth of eigenvalues of −∆.
Continuum limit of priors. Consider a probability space (Ω˜, F˜, P˜) supporting i.i.d random vari-
ables {ξi}i∈N with
ξi ∼ N(0, 1).
For every n ∈ N we construct the TL2-valued random variable
Xn :=
n∑
i=1
(α+ λni )
−s/4ξi ψ
n
i ,
where we notice that Xn ∼ pin. Likewise, we construct the TL
2-valued random variable
X :=
∞∑
i=1
(α+ λi)
−s/4ξi ψi.
We notice that X is a well defined random variable with values in L2(γ) (and hence in TL2)
due to the assumption s > m. Moreover, X ∼ pi.
The triangle inequality implies that
E˜
[
dTL2
(
(γn,X
n), (γ,X)
)]
≤E˜
[
dTL2
(
(γn,X
n), (γn,X
n
kn)
)]
+ E˜
[
dTL2
(
(γn,X
n
kn), (γ,Xkn)
)]
+ E˜
[
dTL2
(
(γ,Xkn), (γ,X))
]
,
(5.4)
where
Xnkn :=
kn∑
i=1
(α+ λni )
−s/4ξiψ
n
i ,
Xkn :=
kn∑
i=1
(α+ λi)
−s/4ξiψi,
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for kn ≤ n chosen so that
nm/s ≪ kn ≪ ⌈
1
εmn
⌉.
Notice that such kn can indeed be constructed due to the assumptions on εn. We now show
that each of the terms on the right hand side of (5.4) goes to zero as n→∞.
First of all
E˜(dTL2((γ,Xkn), (γ,X))) ≤ E˜(|X −Xkn |L2(γ)) ≤
 ∞∑
i=kn+1
(α+ λi)
−s/2
1/2 ,
where the last inequality follows after an application of Jensen’s inequality for concave functions.
It then follows that
lim
n→∞
E˜
[
dTL2
(
(γ,Xkn), (γ,X)
)]
= 0.
Similarly, we see that
E˜
[
dTL2
(
(γn,X
n), (γn,X
n
kn)
)]
≤
 ∞∑
i=kn+1
(α+ λi)
−s/2
1/2 ≤ ( n
(α+ λnkn)
s/2
)1/2
.
Using that nm/s ≪ kn, (5.3) and Weyl’s law we deduce that
lim
n→∞
E˜
[
dTL2
(
(γn,X
n), (γn,X
n
kn)
)]
= 0.
A further application of the triangle inequality gives
E˜
[
dTL2
(
(γn,X
n
kn), (γ,Xkn)
)]
≤ E˜
[
dTL2
(
(γn,X
n
kn), (γn, Xˆ
n
kn)
)]
+ E˜
[
dTL2
(
(γn, Xˆ
n
kn), (γ,Xkn)
)]
,
where
Xˆnkn :=
kn∑
i=1
(α+ λi)
−s/4ξiψ
n
i .
It then follows that
E˜
[
dTL2
(
(γn,X
n
kn), (γ,Xkn)
)]
≤
(
kn∑
i=1
(
(α+ λni )
−s/4 − (α+ λi)
−s/4
)2)1/2
+
kn∑
i=1
(α+ λi)
−s/4‖ψi − ψ
n
i ◦ Tn‖L2(γn),
where Tn :M→Mn is the transport map in (4.1). From (5.3) it follows that
lim
n→∞
(
kn∑
i=1
(
(α+ λni )
−s/4 − (α+ λi)
−s/4
)2)1/2
= 0. (5.5)
On the other hand, for every fixed l ∈ N we have
kn∑
i=1
(α+λi)
−s/4‖ψi−ψ
n
i ◦Tn‖L2(γn) ≤
l∑
i=1
(α+λi)
−s/4‖ψi−ψ
n
i ◦Tn‖L2(γn)+2
kn∑
i=l+1
(α+ λi)
−s/4.
Combining the above with (5.5) and (5.1) we obtain
lim sup
n→∞
E˜
[
dTL2
(
(γn,X
n
kn), (γ,Xkn)
)]
≤
∞∑
i=l+1
(α+ λi)
−s/4, ∀l ∈ N.
Since s > 2m, taking the limit of the right hand side of the above inequality as l→∞ gives
lim
n→∞
E˜
[
dTL2
(
(γn,X
n
kn), (γ,Xkn)
)]
= 0.
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Putting together all the previous partial results we conclude that
lim
n→∞
E˜
[
dTL2
(
(γn,X
n), (γ,X)
)]
= 0.
This implies that pin
P(TL2)
−→ pi. 
Consistency of forward maps. Suppose that un
TL2
−→ u, so in particular
C := sup
n∈N
‖un‖L2(γn) <∞. (5.6)
Note that
Fn(un) =
n∑
i=1
exp(−λni )〈un, ψ
n
i 〉ψ
n
i ,
F(u) =
n∑
i=1
exp(−λi)〈u, ψi〉ψi.
For a fixed l ∈ N and n > l we write
Fn(un) =
l∑
i=1
exp(−λni )〈un, ψ
n
i 〉ψ
n
i +
n∑
i=l+1
exp(−λni )〈un, ψ
n
i 〉ψ
n
i
=: Fn(un; l) +
n∑
i=l+1
exp(−λni )〈un, ψ
n
i 〉ψ
n
i ,
and likewise
F(u) =: F(u; l) +
n∑
i=l+1
exp(−λi)〈u, ψi〉ψi. (5.7)
The triangle inequality gives
dTL2
((
γn,Fn(un)
)
,
(
γ,F(u)
))
≤ dTL2
((
γn,Fn(un)
)
,
(
γ,Fn(un; l)
))
+ dTL2
((
γn,Fn(un; l)
)
,
(
γ,F(u; l)
))
+ dTL2
((
γn,F(u; l)
)
,
(
γ,F(u)
))
.
We bound each of the terms in the right hand-side. For the first term,
dTL2
((
γn,Fn(un)
)
,
(
γ,Fn(un; l)
))
≤ ‖Fn(un)−Fn(un; l)‖L2(γn)
≤
( n∑
i=l+1
exp(−2λni )〈un, ψ
n
i 〉
)1/2
≤ exp(−λnl )‖un‖L2(γn)
≤ exp(−λnl )C.
Similarly, for the third one,
dTL2
((
γ,F(u)
)
,
(
γ,F(u; l)
))
≤ ‖F(u) −F(u; l)‖L2(γ)
≤ exp(−λl)‖u‖L2(γ).
For the second one, using [15]
Fn(un; l)
TL2
−→ F(u),
and therefore
dTL2
((
γn,Fn(un; l)
)
,
(
γ,F(u; l)
))
→ 0.
Thus,
lim sup
n→∞
dTL2
((
γn,Fn(un)
)
,
(
γ,F(u)
))
≤ 2C exp(−λl), (5.8)
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where we have used that λnl → λl.
We may now take the limit of the right hand side of (5.8) as l→∞ to deduce that
lim sup
n→∞
dTL2
((
γn,Fn(un)
)
,
(
γ,F(u)
))
= 0.
Hence, Fn(un)
TL2
−→ F(u) as we wanted to prove. 
Consistency of observation maps. Suppose that vn
TL2
−→ v. We want to show that On(vn) →
O(v) in Rp. Notice that the i-th coordinates of On(vn) and O(v) are, respectively,
[On(vn)]i = 〈vn,1Bδ(xi)∩Mn〉L2(γn),
[O(v)]i = 〈v,1Bδ(xi)∩M〉L2(γ).
Since
1B(xi,δ)∩Mn
TL2
−→ 1B(xi,δ)∩M,
we may use the fact that vn
TL2
−→ v and the continuity of inner products under TL2-convergence
(see Proposition 2.6 in [15]) to deduce that
[On(vn)]i → [O(v)]i, ∀i = 1, . . . , p.

5.2.2. Proof of Theorem 4.4. By Proposition 3.8 it is enough to establish the Γ-convergence of
Jn towards J . Notice that the graph-posterior distributions µn and µ are the unique minimizers
of Jn and J , respectively.
Liminf inequality: Suppose that νn
P(TL2)
−→ ν where, as usual, νn ∈ P(L
2(γn)), ν ∈
P(L2(γ)), and we interpret the statement νn
P(TL2)
−→ ν as Iγn♯νn
P(TL2)
−→ Iγ♯ν. First we show
that
lim inf
n→∞
ˆ
L2(γn)
φ(On ◦ Fn(un); y)dνn(un) ≥
ˆ
L2(γ)
φ(O ◦ F(u); y)dν(u). (5.9)
For that purpose consider the functions Hn : TL
2 → R∪{∞} and H : TL2 → R∪{∞} defined
by
Hn
(
(θ, v)
)
:=
{
φ
(
On ◦ Fn(v); y
)
, if θ = γn,
∞, otherwise,
H
(
(θ, v)
)
:=
{
φ
(
O ◦ F(v); y
)
, if θ = γ,
∞, otherwise.
We claim that if
{
(θn, vn)
}
n∈N
converges in TL2 towards (θ, v), then
lim inf
n→∞
Hn
(
(θn, vn)
)
≥ H
(
(θ, v)
)
.
Indeed, by the definition of Hn, we can assume without loss of genarality that for all n ∈ N,
θn = γn; in particular θ = γ. The convergence vn
TL2
−→ v and the second part of Theorem 4.2
guarantee that Fn(vn)
TL2
−→ F(v). In turn, Fn(vn)
TL2
−→ F(v) implies thatOn◦Fn(vn)
TL2
−→ O◦F(v)
by the last part of Theorem 4.2. Finally, the assumed continuity of φ(·; y) implies that
φ
(
On ◦ Fn(vn); y
)
→ φ
(
O ◦ F(v); y
)
,
proving in this way our claim.
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We may now apply Lemma 5.2 to deduce that
lim inf
n→∞
ˆ
L2(γn)
φ
(
On ◦ Fn(un); y
)
dνn(un) = lim inf
n→∞
ˆ
TL2
Hn
(
(θ, v)
)
dIγn♯νn
(
(θ, v)
)
≥
ˆ
TL2
H
(
(θ, v)
)
dIγ♯ν
(
(θ, v)
)
=
ˆ
L2(γ)
φ
(
O ◦ F(u); y
)
dν(u),
establishing (5.9).
On the other hand, the lower semicontinuity of DKL(·‖·) with respect to weak convergence of
probability measures [8], together with the first part of Theorem 4.2, implies that
lim inf
n→∞
DKL(νn‖pin) = lim inf
n→∞
DKL(Iγn♯νn‖Iγn♯pin)
≥ DKL(Iγ♯ν‖Iγ♯pi)
= DKL(ν‖pi).
Combining the above inequality with (5.9) we obtain the desired liminf inequality:
lim inf
n→∞
Jn(νn) ≥ J(ν).
Compactness: Let {νn}n∈N be a sequence satisfying
sup
n∈N
Jn(νn) <∞.
In particular, from the fact that φ is bounded from below it follows that
sup
n∈N
DKL(νn‖pin) <∞.
We can make use of the stability of priors from Theorem 4.2 and of Lemma 5.1 with X = TL2
to conclude that {νn}n∈N is pre-compact in P(TL2). To prove that cluster points of {νn}n∈N
are actually in P(TL2), we simply notice that Lemma 4.2 also implies that cluster points of
{νn}n∈N are absolutely continuous with respect to pi (a measure that is concentrated in TL
2;
in fact in L2(γ)). Hence, {νn}n∈N is pre-compact in P(TL
2).
As stated earlier, the shown Γ-convergence of Jn towards J guarantees the convergence of
posteriors
µn
P(TL2)
−→ µ.
From the above convergence, the stability of forward maps in Theorem 4.2, and Proposition
3.4, it follows that
Fn♯µn
P(TL2)
−→ F♯µ.
Limsup inequality: For the limsup inequality let ν ∈ P(L2(γ)) that without loss of gen-
erality we can assume satisfies J(ν) < ∞ so that in particular DKL(ν‖pi) < ∞. Moreover, we
can further assume that ˆ
L2(γ)
‖u‖2L2(γ)dν(u) <∞.
Indeed, this is possible due to Remark 3.7 and the fact that the set of measures in P(L2(γ))
with finite second moments is dense in P(L2(γ)) with respect to the energy J ; to see this it is
enough to truncate densities, use the monotone convergence theorem, and use the fact that pi
has finite second moment.
We consider the maps Pn : L
2(γ)→ L2(γn) defined as
u =
∞∑
i=1
aiψi 7−→ Pn(u) :=
n∑
i=1
(
α+ λi
α+ λni
)s/4
aiψ
n
i .
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Let νn := Pn♯ν and notice that pin = Pn♯pi. It follows that
DKL(νn‖pin) = DKL(Pn♯ν‖Pn♯pi) ≤ DKL(ν‖pi) <∞, ∀n ∈ N.
As in the proof of the compactness property we conclude that {νn}n∈N is pre-compact in
P(TL2) and moreover all its cluster points are concentrated in L2(γ). We claim that {νn}n∈N
converges to ν by showing that ν is the only cluster point of {νn}n∈N. For that purpose suppose
without loss of generality that νn
P(TL2)
−→ ν˜; we want to show that ν˜ = ν.
By Skorohod’s theorem we can find a probability space (Ω˜, F˜, P˜ ) where TL2-random variables
{X˜n}n∈N, X˜ can be defined in such a way that
X˜n ∼ νn,∀n ∈ N and X˜ ∼ ν˜,
and
X˜n(ω˜)→ X˜(ω˜), P˜− a.e. ω˜.
Let now X be a L2(γ)-random variable with X ∼ ν; this random variable may be defined in a
probability space different from (Ω˜, F˜, P˜ ).
Fix k ∈ N. By definition of νn it follows that the random vectors ~Vn,
~˜
V n ∈ R
k, with
coordinates
~Vn,i :=
(
α+ λi
α+ λni
)s/4
〈X,ψi〉L2(γ), i = 1, . . . , k,
~˜
V n,i := 〈X˜n, ψ
n
i 〉L2(γn), i = 1, . . . , k,
have the same distributions. Taking limits as n → ∞, using (5.2), (5.1), and the continuity of
inner products with respect to TL2 convergence, we conclude that the random vectors ~V ,
~˜
V ∈
R
k, with coordinates
~Vi := 〈X,ψi〉L2(γ), i = 1, . . . , k,
~˜
V i := 〈X˜, ψi〉L2(γ), i = 1, . . . , k,
have the same distribution. Since finite dimensional projections characterize distibutions of
L2(γ)-random variables, we deduce that X and X˜ have the same distribution and so ν = ν˜.
Thus
νn
P(TL2)
−→ ν,
and
lim sup
n→∞
DKL(νn‖pin) ≤ DKL(ν‖pi).
In the remainder of the proof we show that
lim
n→∞
ˆ
L2(γn)
φ(On ◦ Fn(un); y)dνn(un) =
ˆ
L2(γ)
φ(O ◦ F(u); y)dν(u). (5.10)
First, observe that since νn = Pn♯ν, we can use the change of variables formula to writeˆ
L2(γn)
φ
(
On ◦ Fn(un); y
)
dνn(un) =
ˆ
L2(γ)
φ
(
On ◦ Fn(Pnu); y
)
dν(u).
We make use of the dominated convergence theorem to establish 5.10.
Let u ∈ L2(γ). Then,
Fn(Pnu) =
n∑
i=1
(
α+ λi
α+ λni
)s/4
〈u, ψi〉e
−λni ψni .
We consider the truncated version of Fn(Pnu)
Fn(Pnu)kn :=
kn∑
i=1
(
α+ λi
α+ λni
)s/4
〈u, ψi〉e
−λni ψni .
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where kn = ⌈
c
εmn
⌉ for some small enough constant c > 0. Using (5.3), (5.2) and (5.1) it is
straightforward to show that
Fn(Pnu)kn
TL2
−→ F(u).
On the other hand,
‖F(Pnu)−F(Pnu)kn‖
2
L2(γn)
≤
n∑
i=kn+1
(
α+ λi
α+ λni
)s/2
〈u, ψi〉
2
L2(γ)e
−2λni
≤ Ce−2λ
n
knn1+s/2m‖u‖2L2(γ)
≤ C‖u‖2L2(γ),
(5.11)
where C is a large enough constant. Since the second to last term in (5.11) converges to zero
as n→∞, we deduce that
Fn(Pnu)
TL2
−→ F(u),
and hence
lim
n→∞
φ
(
On ◦ Fn(Pnu); y
)
= φ
(
O ◦ F(u); y
)
.
To finish the proof we notice that it is possible to find a large enough constant C > 0 such that,
for all n ∈ N and all u ∈ L2(γ),
φ(On ◦ Fn(Pnu); y) ≤ C‖Fn(Pnu)‖
2
L2(γn)
= C‖Fn(Pnu)kn‖
2
L2(γn)
+ C‖Fn(Pnu)kn −Fn(Pnu)‖
2
L2(γn)
≤ C‖u‖2.
Indeed, to obtain the last inequality we have used (5.11) to control the term ‖Fn(Pnu)kn −
Fn(Pnu)‖
2
L2(γn)
; the term ‖Fn(Pnu)kn‖
2
L2(γn)
is controlled using the fact that the terms
α+ λi
α+ λni
, i = 1, . . . , kn
are uniformly controlled due to (5.3). Since the function u 7→ ‖u‖2L2(γ) is integrable with respect
to ν, the dominated convergence theorem can be applied and (5.10) now follows.

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