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Résumé 
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Ce mémoire a pour principal objectif de montrer en quoi certaines 
logiques non standards, co111111e les logiques multivaluées, la 
logique floue, ainsi que les logiques modale et temporelle, 
permettent de représenter le fonctionnement de systèmes 
physiques, d'une ~n.1ere plus intuitive et donc plus 
compréhensible à chacun que la logiquf:: bivalente du l '"'·•·· ordre. A 
cet effet, la représentation utilisée n'est plus du tout 
numérique ou quantitative mais bien qualitative. Les quelques 
applications implémentées, présentées dans ce travail, 
constituent un essai pratique de la méthodologie développée de 
construction de modèles qualitatifs; elles montrent également que 
parfois un modèle qualitatif peut avoir une puissance 
d'expression beauçoup plus grande qu'un modèle quantitatif 
numérique. 
Abstract 
The medn goal of this dissertation is to show how some non 
standard logics, as multivalued logic, fuzzy logic , modal logic 
and temporal logic, can be used to represent the functioning o f 
physical systems, in a more intuitif and comprehensible way than 
the two val ued first order 1 ogi c. Instead or· using a numeri cal 
quantitatif model, a qualitatif on·e was utilized. Some examples 
are treated, in which some remarks on qualitatif modeling are 
presented, that can be useful collaboration to a methodology in 
building qualitatif models. It is shown a lso that sometimes a 
qualitatif model can have more expressive power than a numerical 
quantitatif model. 
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Depuis les philosophes de la Grèce antique, les ho11111l€S se 
sont toujours posés des questions sur les différents mécanismes qui 
régissent le raisonne.ment humain. 
Aristote, à travers ses syllogismes, a réalisé une synthèse 
co111plète, précise et encore très actuelle des principales règles 
conduisant la pensée humaine. 
Depuis lors, philosophes et :mathématiciens ont tenté de 
trouver une :manière unique d'interpréter, de manière formelle, les 
propositions contenues dans les syllogis.mes d'Aristote. Ils ont cru _y 
parvenir avec la logique classique des prédicats du presi.er ordre 
incluant le principe du tiers exclu et qui est à la base des 
mathé:matiques modernes . .Malheureusement, très vite, certains d'entre 
eux ont 1110ntré le_s li111i tes d'une telle logique à travers certains 
paradoxes et ont proposé différentes possibilités d'interprétation de 
la "valeur" d'une proposition; ce qui a conduit à la création des 
logiques 111Ultivaluées. 
D'autre part, certains aspects du langage et du raisonnement 
humain n'étaient pas encore pris en considération de :manière formelle 
par ces logiques multivaluées. Il était i111possible par exemple de 
traduire les notions de "possibilité" et de "nécessité"; ce qui a été 
introduit par la suite pour for.mer ce qu'on appelle la logique 11Ddale. 
De J11ê111e, les nuances de temps ne ressortaient pas dans la 
traduction de propositions du langage courant dans le langage logique 
formel jusqu'alors existant. C'est pourquoi il a fallu définir la 
logique te111f'Drelle qui tiendrait compte à l'avenir de notions telles 
que passé proche, futur lointain, 
Un autre type de logique, fort connue actuellement, a été 
définie pour remédier aux carences du langage logique et per.met par sa 
forma.lisation une représentation plus puissante de concepts "flous" 
tels que "pl us ou 1110ins", "très" , "tout-à-fait" , presque , 




Finalement, à travers ce chemine.ment, nous constatons que, 
plus les chercheurs voulaient rendre compte, le plus finement possible 
et de 1118.nière formelle, de la sé111B.ntique profonde d'une proposition du 
langage courant, pl us ils devaient introduire de nouvelles 
formalisations du raisonne.men·t hu111âin appelées LOGIQUES JfOJf STANDARDS. 
Notre propos, dans ce mémoire , est justement de 1110ntrer 
quelques applications de certaines de ces logiques non standards plus 
spécialement dans l'étude qualitative des systèmes physiques. 
Le lecteur pourrait maintenant se demander pourquoi diable 
étudier à présent les systèmes physiques par le biais d'une autre 
méthode, basée sur les logiques non standards, plutôt que de tirer 
parti de notre bonne vieille dé.marche analytique ou quantitative qui 
nous permettait de 1110déliser mathématiquement et presque de manière 
parfaite n'importe quel système physique. 
C'est vraiment là tout le noeud du problème auquel ce 
mémoire tente de répondre. 
Néanmoins, pour permettre au lecteur de comprendre 1 'enjeu 
de cette question, il nous faut encore préciser la 1110tivation de ce 
travail ainsi que de ceux qui suivront, JDDti vation qui tient en 
quelques mots: Enseigne111ent Assisté par Ordinateur <E.A.O.). 
En effet, nous essayerons, à travers quelques applications 
simples, de JDOntrer en quoi les logiques non standards peuvent être 
très utiles et même plus adaptées à la compréhension intuitive de 
modèles physiques, par des étudiants de tout calibre renforçant ou 
même réalisant leur apprentissage à l'aide de progra1II1I1es sur 
ordinateur; ces progra1IIID.es renfermant bien entendu des éléments de ces 
logiques non standards qui sont tout-à-fait transparents pour ces 
étudiants. 
Ce :mémoire s'articule en trois grandes parties: dans la 
première , nous présenterons quelques réflexions sur la physique 
qualitative c'est-à-dire la physique pensée et guidée par des 
raisonnements déductifs s'exprima.nt facilement dans le langage naturel 
(c'est pour cette raison que nous avons trouvé intéressant de remonter 
aux sources de la :manière de raisonner et d'ainsi aborder les 
syllogismes d'Aristote>; ensuite, dans une deuxième partie, nous 
détaillerons les logiques existantes déjà légèrement explici tées plus 
haut dans cette introduction, logiques qui nous aideront à formaliser 
de tels raisonnements; enfin, dans la dernière partie, nous 
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INTROD 
term:J.nerons par des applications concrètes de 1 'util i sation de ces 
logiques à quelques problèmes simples purement physiques ou non . 
A présent, nous vous souhaitons une bonne lecture de ce 
mémoire et nous espérons développer en vous un vif intér ê t à l'égard 
des idées exposées. 
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CHAPITRE 1 LA PHYSIQUE QUALITATIVE 
§1. INTRODUCTION 
Aux origines de la physique, 
composaient cette discipline se basait 
raisonnements logiques qui s'expri.111aient 
l'étude de problèmes qui 
exclusivement sur des 
aisément dans le langage 
courant sous forme de candi tionnelles et de règles d'inférences; ma.is 
ces raisonnements, à priori logiques pour l'esprit humain, ne 
correspondaient parfois pas à la réalité pure.111ent physique des choses: 
un exemple frappant pourrait être le raisonnement suivant relatif à la 
chute des corps: "Un corps de .masse connue tombe à une certaine 
vitesse d'un endroit donné; on peut donc en déduire qu'un autre corps 
de masse égale à 10 fois celle du précédent tombera à une vitesse 10 
fois plus grande du ~me endroit de départ." Ce genre de 
raisonnement, basé unique.111ent sur la logique hu111aine et non la 
réalité, constituait, alors, le type 111ême d'approche de problèmes 
physiques (approche que nous appelons aujourd'hui qualitative). Les 
chercheurs ou plutôt les philosophes de l'époque n'en connaissaient 
pas d'autres ... Et donc, la réalité physique, pensaient-ils, devait 
forcément suivre de tels raisonnements puisque ceux-ci étaient 
"logiques" . 
L'étape suivante de l'histoire de la physique prit son essor 
quand de réels chercheurs (et plus de simples penseurs) voulurent 
constater de visu si de tels raisonnements correspondaient 
effectivement à la réalité physique. Pour certains problèmes, ce fut 
le cas, pour d'autres non. Aussi ce type d'approche, basé sur des 
raisonnements "logiques" qualitatifs, fut délaissé au profit d'une 
dé.marche qui correspondait mieux à la réalité (enfin, c'est ce qui fut 
constaté) et qui est encore en vigueur actuellement : la démarche 
expérimentale analytique . . 
Cette dernière approche de la physique résolut de :façon 
satisfaisante tant de pr.oblèmes que la démarche purement qua.li tati ve 
4-
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(cfr ci-dessus) fut complètement abandonnée, enfin c'est ce qu'on 
croit En effet, au départ de toute étude expérimentale, les 
chercheurs reprennent ma.lgré tout quelques bribes de physique 
qualitative, basée unique.ment sur des raisonnements, logiques pour 
l'esprit huma.in, de ma.nière à réaliser ce que pourrait être le 
fonctionnement du système physique, ceci pour guider les expériences 
en vue de déduire, à partir de celles-ci, des lois "exactes"; ensui te, 
il s'agit d'interpréter ces lois pour en déduire le fonctionnement 
"exact" du système et de le confondre avec les_ idées de comportement 
que nous possédions au départ à son sujet. 
Notre propos , ·dans ce J11é1DDire 1 est de baser l'étude des 
systèmes physiques, non plus sur une démarche expéri.mentale et 
analytique mais sur une approche qualitative (co1111De celle des 
précurseurs de la physique) reposant sur un bagage de raisonne.ments 
primitifs qui traduisent en langage courant des lois de comportement 
de composants de systèmes physiques. Cette approche permettra d'aller 
plus vite vers une interprétation concernant le fonctionnement du 
système . Elle permet également de rendre compte globalement d'un 
phéno111ène qu'une équation ma.thématique ne pourrait pas recouvrir dans 
son entièreté, et tout cela dans un langage facile.ment compréhensible. 
C'est d'ailleurs ce dernier aspect concernant le langage qui fait que 
ce genre d'approche a toutes les faveurs de l'E.A.O .. 
Ce type d'approche qualitative, délaissé pendant un bon bout 
de temps, est très prisé à l'heure actuelle, tellement d'ailleurs 
qu'il y à foison d'articles sur le sujet, articles qui font découvrir 
chacun leur propre méthodologie de travail; cela est la preuve 
évidente que la physique qualitative est une discipline trop nouvelle 
pour être déjà mûre: il n'y a pas encore un corps de théorie bien 
cohérent et établi; pour que le lecteur puisse se faire une idée des 
différentes méthodes "existantes sur le marché", nous 1 ui conseillons 
de consulter le résumé sur ce sujet de D.G.BOBROW fBOBR841. Au vu de 
cette quantité d'auteurs, d'articles et de méthodes, nous nous so111I11es 
limités à l'étude de deux paires de "scribouilleurs" qui ont une nette 
tendance à s'opposer entre eux ... ; au vu de ces divergences, il reste 
donc encore beaucoup à faire dans ce doma.ine 
Dans ce chapitre, nous allons présenter quelques principes 
généraux concernant l'étude qualitative de problèmes physiques. Les 
principes, détaillés ci-dessous, concernant la Physique Qualitative 
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sont le fruit de quatre personnages de cette discipline nouvelle à 
savoir: Johan DE KLEER et John Seely BROWN f KLBR841, f KLBR861 ainsi 
que Yumi IWASAKI et Herbert A. SIXON f11VSl861, f2IVSI86J . Ensuite une 
méthodologie personnelle de résolution de problèmes, inspirée dans ses 
grandes lignes par celle de J.DE KLEER et J . S.BROVN fKLBR841 sera 
111Dntrée et servira de support aux deux applications purement physiques 
résolues de manière qualitative à la fin de ce mémoire (cfr chapitre 6 
pg 73). Finale.ment, en conclusion, nous insisterons sur le fait que 
les querelles que nous pourrions qualifier presque de "politiciennes", 
entre les deux couples d'auteurs cités ci-dessus, n'arrangent en rien 
ni la clarté, ni, de ce fait, . la compréhension des concepts pour un 
lecteur novice et elles peuvent facilement expliquer le développement 
dans ce méIDDire d'un essai de méthodologie personnelle qui ne reprend 
que l'essentiel des idées les plus pratiques. Nous remarquerons 
encore, dans cette conclusion, qu'une méthodologie seule ne suffit 
pas; il est nécessaire de disposer, pour la IIJ€?ttre en oeuvre, d'outils 
formels 
A présent, les grandes lignes ayant été tracées, définissons 
la Physique Qua.li tati ve à travers ses objectifs: la Physique 
Qualitative a pour but de prédire et d'expliquer le comportement de 
mécanismes en termes qualitatifs, cela d'une manière plus simple que 
la Physique Classique mais tout en gardant identiques les conclusions 
les plus importantes sans utiliser, pour ce faire , des modèles 
mathé.11Jâtiques trop compliqués. 
Il n'y a pas encore si longtemps que cela, le comportement 
d'un système physique ne pouvait être décrit que par les valeurs 
exactes de ses variables en chaque instant. Une telle description, 
bien que complète, ne réussissait pas à fournir beaucoup d'intuition 
sur le fonctionnement du système. Les concepts intuitifs et les 
conclusions sont habituelle.ment qualitatifs mais sont souvent e111I11êlés 
dans un cadre beaucoup trop complexe établi par des variables réelles 
continues et des équations différentielles. 
Notre but est donc de développer une physique alternative 
dans laquelle les mêmes concepts sont dérivés à partir d'une base 
qualitative de loin plus simple mais aussi formelle que la physique 
traditionnelle . Le schéma d'une résolution peut se présenter 









SYSTEJŒ PHYSIQUE INTERPRETATION 
1=·nyai c,u.., ClasaJ. qt.,,.a 
HODELE HATHEKATIQUE -------+ SOLUTION ANALYTIQUE 
La première résolution, dite traditionnelle, démarre à 
partir d'une description informelle de la réalité physique pour, dans 
un premier temps, construire un ensemble d'équations différentielles 
qui caractérisent le comportement du système c'est-à-dire l'évolution 
dans le temps des changements observables de valeurs d'état du système 
en réponse à un stimulus en entrée. Ensuite, nous résolvons ces 
équations pour trouver une solution analytique. Enfin, on interprète 
cette solution pour obtenir une description qualitative du 
fonctionnement du système. 
Par contre, la résolution qualitative a pour but de court-
circuiter toute étape :mathématique . A partir de la connaissance de la 
situation physique expri111ée sous forme de relations ainsi que de 
:mécanismes de raisonnement, nous essayons de déduire les résultats qui 
sont présentés directement sous une forme interprétée. Ces relations 
et :mécanismes de raisonnement ne nécessitent pas directement l'emploi 
obligatoire de nombres, d'où le nom de raisonnement qualitatif. 
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§2. PRINCIPES GENERAUX DE PHYSIQUE QUALITATIVE 
A travers la littérature, à propos de la Physique 
Qualitative et de ses concepts, nous avons retenu deux courants qui 
s'affrontent: à savoir celui prôné par J.DE KLEER et J . S.BROr,fN ainsi 
que celui défendu par Y. IWASAKI et H. A. SIXON. Vu 1 e peu d I expérience 
en notre possession concernant cette 
contenterons de détailler brièvement ces 
di sci pli ne,. nous 
deux points de vue 
nous 
sans 
prendre une position ferme vis-à-vis de l'un d'entre eux. De plus, par 
la suite, co1111De mentionné dans l'introduction de ce chapitre, nous 
nous restreindrons uniquement à nous inspirer d'une des deux méthodes 
proposées pour créer notre méthodologie; cela ne signifie en rien que 
nous pensons que l'autre :méthode "ne vaut pas un clou 1'. 
Pour J. DE KLEER et J. S. BROr,fN, leur méthode est largement 
décrite et même appliquée de façon détaillée à un exemple physique, 
qui n'est autre qu'une valve régulateur de pression, dans [KLBR841: 
tout d'abord, l'approche de ces auteurs est réductionniste c'est-à-
dire que le comportement d'une structure physique peut être 
complète.ment déduit des comportements de ces constituants physiques, à 
savoir des :matériaux physiques (eau, air, électrons, . . . ), des 
composants (résistances, capacités, .. . > modifiant ces matériaux ou 
encore conduisant ces :matériaux d'un composant à l'autre sans 
modifications (fils, câbles, .. . >; en outre, le comportement 
qualitatif d'un système physique peut être défini par un ensemble 
d'équations différentielles qualitatives relatives à ces composants et 
appelées confluences. Ces confluences sont des équations 
contraignantes écrites en terme de dérivées qualitatives de variables 
prenant les valeurs qualitatives <ou floues cfr chapitre 4 pg 43) dans 
l'ensemble ordonné { -, 0, + } . 
Néanmoins la confluence seule est une primitive de modélisation 
inadéquate . La seconde primitive de modélisation qualitative est 
l'état qualitatif. Les états qualitatifs divisent le comportement d'un 
composant du système dans des régions différentes, chacune d'entre 
elles étant décrite par un ensemble différent de confluences. 
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La notion d'état n'est le plus souvent pas nécessaire dans 
l'analyse quantitative, étant donné qu'une simple équation 
:mathématique peut adéquatement modéliser le comportement d'un 
composant. D'un autre côté, dans une résolution qualitative, la notion 
d'état est primordiale puisque, la plupart du temps, il n'est pas 
possible de caractériser d'une .man-ière adéquate le comportement total 
d'un composant par un seul ensemble d'équations qualitatives. 
A présent, pour décrire le . comportement d'un système, celui-ci 
est divisé en deux parties, une s'occupant des comportements 
intérieurs aux états et l'autre des comportements inter-états. Partant 
de cette idée, un système changera d'état · quand une ou plusieurs de 
ses variables dépassent chacune leur seuil fixé définissant cet état. 
Et c'est le comportement à l'intérieur d'un état qui 1110difiera dans le 
temps (durée de 1 'état) cette (ces) variable (s) de telle sorte que 
celle (s)-ci atteindra (ont) son (leur) seuil de changement d'état. Les 
valeurs des dérivées qualitatives constituant ce comportement interne 
sont donc les agents de changement d'état. Pour déterminer le 
comportement interne à un état, une affectation des variables à des 
valeurs <parmi { -, 0, + } pour DE KLEER & BROWN> doit être trouvée 
telle qu'elle vérifie les confluences du système. Cela soulève un 
problème énorme: le problème de la propagation d'une perturbation de 
départ, c'est-à-dire une ou plusieurs variables affectées à une des 
valeurs dans { -, 0, + } , à travers les contraintes ou encore pl us 
clairement quelle <s> variable <s> déduire en premier lieu à partir de 
celle(s) connue(s) ? 
Ce problème fait appel à des théories <Theories of Causal 
Ordering - Hythical Causality> largement développées dans [KLBR861 que 
nous ne détaillerons pas ici pour la bonne et simple raison que nous 
n'y avons pas directement fait appel dans nos applications (cfr 
chapitre 6 pg 73) . Ces théories sont fort controversées et sont une 
des bases des querelles entre les deux paires d'auteurs pré-cités: 
nous renvoyons à nouveau le lecteur à [KLBR861, C11VSl861, [21VSl861 
et à une partie de l'exposé de la méthodologie de Y. IWASAKI et 
H.A.SIHON ci-dessous. 
Quant au comportement inter-état 
décrit par toutes les transi tians 
d'un système, il peut être 
possibles entre les états 
compatibles avec la structure du système; ceux-ci forment un sous-
ensemble du produit cartésien de tous les états de tous les composants 
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constituant le système. Par conséquent, la solution totale donnant la 
description complète du comportement d'un système, est un ensemble 
d'affectations de valeurs à des variables, ensemble accouplé à des 
transitions d'état ainsi que leurs causes, cette dernière information 
étant illustrée graphiquement par un ou plusieurs parcours dans un 
diagra.m:me d'état_. Un diagramme d'état est en fait une description 
complète de tous les comportements inter-états possibles d'un système. 
Il représente de manière schématique le fonctionnement tout entier du 
système étudié. 
Deux comparaisons intéressantes ressortent entre les techniques 
utilisées pour l'analyse qualitative dont la méthodologie vient d'étre 
développée ci-dessus et celles utilisées pour résoudre les équations 
différentielles en Physique Classique. Tout d'abord, les techniques 
usue1les. d'analyse quantitative produisent des sol ut ions d'une 
certaine for.me. Hais ces solutions requièrent encore par après une 
interprétation. Les techniques qualitatives, quant à elles, 
fournissent, comme nous avons pu le constater ci-dessus et comme 
mentionné dans 1 'introduction, une procédure directe de construction 
de telles interprétations. Secundo, la construction d'un diagramme 
d'état fournit un exemple d'utilisation des capacités de manipulation 
combinatoire d'un ordinateur à des fins d'analyse grâce à 1 'outil 
qu'est le diagra.m:me d'état. La puissance de cet outil apparaît 
clairement quand on a à introduire un nombre arbitraire d'états non 
linéaires (c'est-à-dire s'exprimant .mathématiquement sous forme 
d'équations différentielles non linéaires) pour un composant 
individuel et qu'on constate qu'à travers le chemin inter-état dans le 
diagra.m:me, cette non-linéarité disparaît grâce à celui-ci . Cet outil 
fournit donc un mécanisme génial et révolutionnaire pour l'analyse de 
systèmes physiques non linéaires. 
Pour de plus amples renseignements concernant cette première 
méthode présentée, due à DE KLEER & BROVN, nous conseillons vivement 
au lecteur de consulter CKLBR841 . 
La méthodologie prônée par Y. IVASAKI et H. A.SIHON dans 
[11VSI861 se base essentiellement sur la notion de causalité. Celle-ci 
remplira notre but qui est de décrire des systèmes physiques en termes 
causals. Le point de départ de leur méthode est que le comportement 
d'un système physique se décrit en terme de relations fonctionnelles 
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par un ensemble d'équations simultanées. Ces relations fonctionnelles 
étant purement symétriques et que des relations causales, quant à 
elles, étant "dirigées" et asymétriques, il nous t'aut définir entre 
les variables de ces équations un ordre causal . La création d'un tel 
ordre causal revient à trouver des sous-ensembles de variables, 
appelées variables externes, dont les valeurs peuvent être calculées 
indépenda.1Il1Dent des variables restantes, et ainsi à utiliser ces 
valeurs pour réduire la structure à un ensemble plus petit d'équations 
ne contenant plus que ces variables restantes . (Remarquons que la 
causalité chez DE KLEER & BROWN, appelée encore causalité mythique, 
est plus dynamique puisque basée sur la propagation d'une perturbation 
d'une variable à d'autres à travers un réseau d'équations ou encore de 
contraintes. Ces deux approches offrent un .mécanisme de définition 
d'une structure de dépendance causale. De plus, les deux sont 
qualitatives étant donné que la structure qu'elles définissent ne 
dépend pas des valeurs numériques des coefficients des équations mais, 
tout au plus du fait que ces coefficients sont-, 0, + . ). 
La question de savoi r co.111111ent les relations réellement causales 
dans un système physique peuvent être découvertes dépend de 
l'intuition générale aidée par des heuristiques informelles de 
description de structures de systèmes. Ces heuristiques reposent, 
comme nous l'avons déjà vu, sur un ordre causal défini entre les 
variables des systèmes d'équations mais pas n'importe quelles 
équations: les équations structurelles, c'est-à-dire des équations 
basées sur des mécanismes physiques décrivant les lois suivies par des 
composants locaux du système . Ces équations sont appelées ainsi parce 
qu'elles représentent à travers les mécanismes qu'elles formalisent, 
un processus indépendant dans le comportement du système. Décrire un 
système en terme des mécanismes qui déterminent les valeurs de ces 
variables individuelles et qui, d ' un groupe à l'autre, sont 
indépendants, est fondamental en analyse causale. l!aintenant, traiter 
une variable comme variable externe revient à 1 'exclure du sous-
système à étudier ainsi que du mécanisme qui contrôle la valeur de 
cette variable. 
A nouveau, ]_'établisse.ment de pareilles équations structurelles 
pour un système est beaucoup plus empirique que formel et en tous les 
cas, aucunement syntaxique. Cependant, une fois que la description 
structurelle d'un système nous convient, ce dernier a des conséquences 
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forIDelles intéressantes incluant une attribution plus formelle des 
relations causales entre variables en accord avec notre conception 
intuitive de causalité. 
A présent, l'idée d'ordre causal dans un système d'équations 
structurelles peut se décrire comme suit: définissons tout d'abord le 
concept d'"auto-contenance" pour un système d'équations ; on dira qu'un 
système de n équations est "auto-contenant" s'il a exactement n 
inconnues. Il est clair que ce sont ces systèmes qui posent le plus de 
problèmes pour déterminer un ordre causal entre les variables du 
problème. Donc, soit un système auto-contenant, S, s'il existe un 
sous-ensemble propre s de S qui est aussi auto-contenant et qui ne 
contient pas un sous-ensemble propre auto-contenant, s est alors 
appelé un sous-ensemble minimal complet. Soit So l'union de tous les 
sous-ensembles :minimaux complets de S; alors S"' est appelé l'ensemble 
des sous-ensembles minimaux complets d'ordre 0. Comme S0 est auto-
contenant, les · valeurs de toutes les variables dans S ,,.-, peuvent en 
général être obtenues en résolvant les équations de So, En substituant 
ces valeurs pour toutes les occurrences de ces variables dans les 
équations du système (S - So>, on obtient une nouvelle structure auto-
contenante appelée structure dérivée du 1•r ordre. Soit S1 l'ensemble 
des sous-ensembles minimaux complets de cette structure dérivée; il 
est appelé ensemble des sous-ensembles complets du 1~r ordre. On 
répète cette procédure jusqu'à ce que la structure dérivée d'ordre 
maximal ne contienne pl us aucun sous-ensemble propre qui soit auto-
contenant. Enfin, si on note par Vi l'ensemble des variables dans les 
sous-ensembles complets d'ordre i, i > 0, alors les variables dans Vi 
sont dites en dépendance causale vis-à-vis des éléments de Vi-1, 
Toute solution décrivant le compqrte111en·t du système, dans cette 
méthode, est formée des valeurs des variables trouvées lors de la 
résolution des différents sous-systèmes complets ainsi que de l'ordre 
causal entre ces variables. 
En conclusion à ces principes, il est difficile de prendre 
une position ferme vis-à-vis de 1 'une ou 1 'autre méthode sans les 
avoir testées en de nombreuses occasions lors de résolution 
d'applications concernant des systèmes physiques. Ces deux 
méthodologies semblent être aussi bien l'une que l'autre adaptées aux 
différents problèmes présentés et traités dans la littérature 
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[KLBR841, CKLBR861, [1IVSI861. C'est d'ailleurs pourquoi nous nous en 
inspirerons pour créer notre propre méthodologie détaillée ci-après. 
§3. ESSAI DE JŒTHODOLOGIE GENERALE POUR LA RESOLUTION 
D'APPLICATIONS EN PHYSIQUE QUALITATIVE : 
La méthode que nous présentons ici et qui se veut générale 
repose en partie sur les principes énoncés ci-dessus: l'ensemble de la 
résolution suit grosso modo la méthode prônée par DE KLEER & BROVN; 
dans les étapes de cette . résolution, notre méthode s'inspire 
légèrement de celle d' IVASAKI & SIHON qui se base sur des fondements 
mathématiques traduits en qualitatifs. 
Nous pouvons dès maintenant détailler notre méthodologie: 
celle-ci repose sur le principe très large de réduction de problèmes 
qui est: "Etudier le tout en étudiant précisé.ment chaque partie tout 
en conservant les relations de causes à effets entre ces parties"; 
c'est-à-dire que pour un problème simple et facile.ment .modélisable 
avec des outils ordinaires analytiques telles les mathématiques ou la 
Physique Classique, la résolution sera déduite à partir de cette 
modélisation analytique en traduisant de manière qualitative ce modèle 
(variables analytiques ➔ . variables qualitatives floues; opérateurs 
analytiques ➔ opérateurs flous). (cfr chapitre 6 §3 pg 83 concernant 
1 'application du Xouvement Rectiligne Uniforme) . 
problème difficilement modélisable de manière 
Par contre, pour un 
analytique, nous 
appliquerons le principe de réduction en états qualitatifs présenté 
par DE KLEER & BROWN et pour chacun de ces états, un modèle 
mathématique simple sera réalisé et ensuite résolu qualitative.ment (ce 
qui nous rapproche de la méthode de IVASAKI & SIXON>. Si un ou 
plusieurs états n'ont pas encore de modèle mathématique simple, on 
itère le processus de division en états. 
La solution, nous renseignant sur le comportement qualitatif 
du système, s'obtiendra en accumulant les renseignements intéressants 
lors du cheminement dans les différents états du système ainsi que la 
description temporelle du fonctionnement sera décrite grâce à ce 
chemine.ment. 
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En toute généralité, énonçons le déroulement, étape par 
étape, d'une résolution qualitative d ' un problème physique donné et 
difficilement modélisable quantitativement -en un seul bloc: 
1. déterminer les états qualitatifs du système physique 
correspondant dans un premier temps aux phases globales 
de son comportement; 
2 . pour chacun de ses états, le modéliser de façon 
analytique le plus simplement possible; s ' il n'y a pas 
.1110yen de tous les .1110déliser simplement, alors on revient 
au point 1. et on redécoupe les états du système plus 
finement en sous-états correspondant au comportement 
particulier des composants de ce système; par contre, si 
tous les .1110dèles, décrivant en fait le comoortement . 
interne à chacun des états, sont réalisés, il nous suffit 
de traduire ces .1110dèles qualitati_vement à l'aide de 
variables et d'opérateurs qualitatifs (flous cfr 
chapitre 4 pg 43); 
3. définir les seuils de changement d'état qualitatif pour 
certaines variables et ainsi présenter le cD111oortement . 
inter-état du système; 
4 . collecter tous les renseignements pertinents lors du 
cheminement inter-état du système ainsi que le chemin 
parcouru dans le diagra1I1JI1e d'état; 
5 . tirer les conclusions sur le comportement du système à 
l'aide des données récoltées à l'étape précédente . 
Il ne nous reste plus qu'à adapter et à tester cette 
méthodologie à des applications concernant des problèmes physiques 




Ce chapitre nous a montré une autre déma.rche pour 1 'étude 
des systèmes physiques. Cette déma.rche se veut plus intuitive et donc 
beaucoup pl us proche du raisonne.ment humain que la dé.marche pure.ment 
analytique dans sa globalité. En ce sens, cette démarche semble ainsi 
plus abordable à suivre pour des non-spécialistes des problèmes 
physiques. D'ailleurs, dans les applications physiques (cfr chapitre 6 
pg 73) et les exécutions des progra1111I1es informatiques qui en découlent 
(cfr annexe 2 pg 118), le lecteur pourra constater que la présentation 
qualitative simplifie grande.ment la compréhension du comporte.ment du 
système et fait plus ressortir le côté intuitif du fonctionne.ment de 
ce dernier: le problème du llauve.ment Rectiligne Unifor.me ai_nsi que 
celui du circuit R-C-Tube à néon, le premier pouvant s'adresser à des 
élèves de primaire co1111I1e introduction à la physique des mobiles et 
l'autre à des étudiants dans les années terminales d'humanités comme 




propos des deux paires d'auteurs consultés, il est 
qu I ils en viennent à mettre par écrit leurs querelles 
intestines qui n'ont co11U11e conséquence , pour un lecteur non averti, de 
nuire à la clarté et à la compréhension des .méthodes sous-jacentes 
proposées . Il est ample.ment suffisant pour ces auteurs, à notre point 
de vue, de décrire leurs méthodes respectives ainsi que d'exposer 
entière.ment une application de celle-ci à un problème donné plutôt que 
d'aller critiquer la .méthode proposée · par son collègue. C'est, nous 
se.mble-t-il, au lecteur de décider quelle :méthode il choisira ou ·111ême 
quels points positifs, à son avis, il relèvera pour créer sa propre 
:méthodologie, peut-être plus adaptée à l'application qu'il désire 
traiter. C'est d'ailleurs pour cette raison que nous n'avons en aucun 
cas voulu prendre position quant au meilleur choix entre ces deux 
:méthodes. Ces dernières semblent aussi valides l'une que l'autre au vu 
des applications respectives présentées les illustrant . 
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Enfin, il nous reste à signaler que, tout au long du 
développement des principes généraux de Physique Qualitative, le 
besoin d'outils logiques formels qualitatifs s'est à plusieurs 
reprises fait sentir. Ce seront 
prémisses, historiques ou non, qui 
chapitres suivants de ce mémoire . 
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CHAPITRE 2 : LES JŒCANISJŒS DE BASE DU RAISONNEJŒNT 
A TRAVERS LES SYLLOGISJŒS D'ARISTOTE : 
§1. INTRODUCTION 
A travers le chapitre précédent relatif à la Physique 
Qualitative; nous avons pu remarquer une carence dans la présentatLon 
d'outils logiques formels ainsi que de raisonnements de base 
nécessaires à la résolution de problèmes. Avant de démarrer plus en 
profondeur l'étude de tels outils, nous commencerons par présenter les 
:mécanismes les pl us primitifs du raisonnement connus depuis · très 
longtemps et très bien présentés par Aristote à travers ses 
syllogismes. 
Dans ce chapitre, nous nous intéresserons à la logique 
aristotélicienne en tant que logique formelle c'est-à-dire la logique 
qui s'occupe uniquement de la forme de la pensée, autre.ment dit de 
notre façon de penser, sans tenir compte des objets particuliers sur 
lesquels cette pensée s'exerce. D'ailleurs, la logique d'Aristote est 
souvent appelée "logique formelle" dans la mesure où elle est une 
analyse des formes de la pensée en vue de faire des inférences, de 
conduire une preuve. Il est à noter qu'il ne faut en aucun cas 
confondre le sens des .mots "formel" et "formalisme", ce dernier 
désignant plutôt un l angage précis employé pour écrire des 
raisonnements formels. Un formalisme n'est pas un raisonnement mais 
bien un support à ce dernier . 
Donc, 1 'objet de la logique d'Aristote, qui a été mis en 
évidence non pas par celui-ci mais plus tard par ses disciples, est de 
réaliser des démonstrations syllogistiques et ce de manière formelle . 
En effet, les lois syllogistiques qui font partie intégrante de cette 
logique sont énoncées, comme nous le verrons par la suite , à l'aide de 
variables (unique.ment la for.me: cfr §3. Eléments de la for.me du 
syllogisme ) et non leurs applications à des termes concrets (valeurs 
des variables après instantiation). 
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Nous articulerons enfin ce chapitre en quatre paragraphes, 
les trois premiers traitant successivement, à propos des syllogismes, 
de leur définition, de leurs éléments constituants, ainsi que de leurs 
1110des et figures, et le dernier présentant une brève conclusion quant 
à leurs liens face à la logique moderne , à leur nécessité d'être, 
La plupart des grandes idées exposées ci-dessous sont 
reprises de J. LUKASIEWICZ dans "La syllogistique d'Aristote" [ LUKA721 
et de F. CHENIQUE dans fCHEK741. 
§2. DEFINITION D'UN SYLLOGISHE D'ARISTOTE 
Le syllogisme d'Aristote est une implication ayant pour 
antécédent la conjonction de prémisses et la conclusion pour 
conséquent . Par exemple: 
si. tous les ho:m:mes sont 1110rtels, 
et si tous les grecs sont des ho:m.mes, 
alors tous les grecs sont .mortels. 
REMARQUE: en fait , cette dernière phrase ne for.me pas un syllogisme à 
proprement parler mais elle est déjà une instantiation d'un 
syllogisme. 
Nous pouvons appliquer la logique à des objets précis, 
c'est-à-dire instantiés, aussi bien qu 'à d'autres quelconques; d'où 
l'utilisation de variables, désignées par des lettres, aux sujets 
(ho11J111es> et prédicats (mortels> concrets; notre exemple devient alors: 
si. tout B est A, 
et si tout C est B, 
alors tout C est A. 
Toutefois, ce dernier syllogisme diffère encore du véritable 
syllogisme aristotélicien; en effet, Ari stote place toujours le 
prédicat et le sujet respectivement en première et seconde position, 
disant non pas "Tout B est A" mais bien "A est prédiqué de tout B" ou 
"A appartient à tout B"; c'est-à-dire pour notre exemple : 
si. A appartient à tout B, 
et si B appartient à tout C, 
alors A appartient J tout C ce qui représente 
maintenant de manière exacte le syllogisme aristotélicien le plus 
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important appelé "BARBARA" (cfr plus .bas: §4.: .modes de la 1.,,. .. 
figure). 
Le syllogis.me aristotélicien comprend donc trois 
propositions appelées prémisses (phrase qui affir.me ou nie quelque 
chose de quelque chose). La conclusion ou le conséquent est lui aussi 
considéré co1111De prémisse. Une prémisse comprend un sujet et un 
prédicat appelés par Aristote des termes; une pré.misse est soit 
universelle, soit particulière, soit indéfinie (ne joue pratiquement 
pas de rôle dans le système d'Aristote). 
§3. ELEJŒNTS DE LA FORNE DU SYLLDG I SKE 
Un syllogisme se compose de: 
• variables 
• constantes logiques parmi: 
• • "cl", "s..i n et "alors" 
• • "appartenir à tout" A 
• • "n'appartenir à aucun" E 
• • "appartenir à quelque" I 
• • "ne pas appartenir à quelque 0 
La théorie aristotélicienne du syllogisme est un système de 
propositions vraies portant sur les constantes A, E, I et O. 
Les syllogismes aristotéliciens sont, co.IDIDe nous avons pu le 
remarquer plus haut, des implications de la for.me: 
"si a et si /3, alors r." 
où • a, f3 et 't sont les prémisses; 
• "si a et si /3" est l'antécédent; 
• "alors 't" est la conclusion ou 
conséquent. 
Il est à remarquer que ce genre de syllogisme n I a rien à 
voir avec une inférence du type: 
Tout Best A 
Tout C est B 
donc 
Tout C est A 
qui est différente d'un syllogisme d'Aristote. 
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"cogito, ergo su:m": n'est pas un principe vrai en ce sens 
qu'il n'est pas une proposition :mais une inférence ou une 
conséquence. 
Puisque vérité et fa usseté n'appartiennent qu'aux propositions et 
que les inférences et les conséquences ne sont pas des propositions; 
nous ne dirons pas d'elles qu'elles sont vraies ou fausses, :mais 
qu'elles sont valides ou non. 
§4. HODES ET FIGURES 
Aristote répartit les syllogismes en figures; cela n'a pour 
but que de s'assurer qu'on n'a o:mis aucun :mode syllogistique (défini à 
partir des figures et des constantes logiques) vrai. 
Aristote a classé les modes du syllogisme en trois figures: 
si l'on veut prouver A de B syllogistiquement, il est nécessaire de 
prendre quelque chose qui soit commun aux deux, ce qui est possible de 
trois façons: en prédiquant soit A de C et C de B, soit C des deux, 
soit les deux de C, ce qui correspond respective.ment à la l""•·--, 2"" 0 ·, .. 
et 3 .. , ...... figure. 
Il s'ensuit que A est le prédicat et Best le sujet de la 
conclusion que 1 'on se propose de prouver par le syllogisme. On 
appelle A le :majeur, B le mineur et C le moyen-terme. C'est la 
position de sujet ou de prédicat de ce 1110yen-terme dans les prémisses 
qui sert de critère pour répartir les modes syllogistiques en figures. 
Ainsi dans la 1•r• figure : 
2,t,,..,,.. figure : 
3"""'• -figure : 
le .moyen est sujet du :majeur et prédicat 
du mineur; 
le moyen est deux fois prédicat des 
autres ter.mes; 
le moyen est deux fois sujet des autres 
termes. 
Il existe en fait une quatrième possibilité (non citée 
explicitement par Aristote): le moyen- t erme est prédicat du :majeur et 
sujet du mineur: ce qui constitue _ la 4"""' ... figure. 
Comme les prémisses peuvent être choisies parmi les quatre 
constantes logiques A, E, I, O, il existe de nombreux modes dans 
chaque figure par:mi lesquels peu sont vrais. Après élimination de ces 
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modes, il en reste 19 vrais-: on distingue 4 modes vrais pour la 1 •r• 
figure, 4 pour la 2"""""', 6 pour la 3"""'"' et 5 enfin pour la 4 ..,,,., ... . 
Les 4 :modes de la 1 .:.. ,, ... figure sont appelés parfaits parce 
que les principes mêmes du syllogisme s'y appliquent avec plus 
d'évidence et que tous 1 es autres modes peuvent s'y ramener par 
démonstration (cfr plus loin: Co1Il11lentaires relatifs au retour à la 
première figure). 
Une dernière re:marque concernant le nom des syllogismes 
avant de décrire les différents 1110des des différentes figures: le nom 
des syllogismes ne leur a pas été donné au hasard. Les trois premières 
voyelles indiquent la qualité de chaque proposition: dans BARBARA, par 
exemple, les prémisses sont toutes des universelles affirmatives A; 
dans DATISI, la première partie de l'antécédent est une universelle 
affirmative A, alors que la seconde partie ainsi que la conclusion 
sont des particulières affirmatives I. 
De plus, la première consonne dans le nom du mode indique à 
quel syllogisme de la première figure on peut se ramener par 
démonstration. Ainsi, CESARE se ramène à CELARENT, FESTINO à FERIO, ... 
Toutefois, BAROCO dans la 2•,,·.,,~ figure et BCXARDO dans la 3"""'• ne 
peuvent pas se ramener à la 1•r• figure et doivent être démontrées par 
l'absurde, mais :malgré tout grâce à la forme BARBARA . 
Description des 4 modes vrais de la 1.:.. r e figure 
BARBARA : 
g A appartient à tout C, 
et si C appartient à tout B, 
alors A appartient à tout B. 
CELARENT : 
g A n'appartient à aucun C, 
et si C appartient à tout B, 
alors A n'appartient à aucun B. 
J;.X;... g toutes les misons sont solides, 
et si tous les bungalows sont des 
maisons, 
alors tous les 
solides. 
bungalows 
.e.x.;_ ~ aucun ho1Il11le n'est éternel, 
sont 
et si tous les belges sont des 
hommes, 






.si A appartient à tout C, 
et si C appartient à quelque B, 
alors A appartient à quelque B. 
FERIO : 
.si A n'appartient à aucun C, 
et si C appartient à quelque B, 
SYLLOG 
u;_ .si tout bovidé est un ma.111Ilifère, 








aucun joueur de basket n'est 
petit, 
et si quelques ho.11111les sont des 
joueurs de basket , 
alors A n'appartient pas à quelque B. alors quelques homnes ne sont pas 
petits. 
Description des 4 modes vrais de la 2.;;;,,-,,. figure 
CESARE : 
.si... C n'appartient à aucun A, 
et si C appartient à tout B, 
alors A n'appartient à aucun B. 
CAJŒSTRES: 
.si... C appartient à tout A, 
et si C n'appartient à aucun B, 
alors A n'appartient à aucun B. 
FESTIJ/O : 
.si C n'appartient à aucun A, 
et si C appartient à quelque B, 
!;.X;_ .si aucun hoI11111e n'est bête , 
et si tout animal est bête, 
alors aucun animal n'est un ho.11111le . 
u;_ .si tous les peupliers sont grands, 
et si aucun arbuste n'est grand, 
alors aucun arbuste n'est 
· peuplier. 
un 
u;_ .si aucun ruisseau n'est un fleuve , 
et si quelques cours d'eau sont des 
fleuves, 
alors A n'appartient pas à quelque B. alors quelques cours d'eau ne sont 




si C appartient à tout A, 
SYLLOG 
toute branche de chêne est 
brune, 
et si C n'appartient pas à quelque B, et si quelques planches ne sont pas 
brunes, 
alors A n'appartient pas à quelque B. alors quelques planches ne sont pas 
des branches de chêne. 
Description des 6 modes vrais de ia 3•mQ figure 
DARAPTI : 
si A appartient à tout C, 
et si B appartient à tout C, 
~ A appartient à quelque B. 
FELAPTDX: 
si A n'appartient à aucun C, 
et si B appartient à tout C, 
.e.x..;_ §.1... tout arbuste ept une plante, 
et si tout arbuste est un objet 
feuillu, 
alors quelques _objets feuillus sont 
des plantes. 
.e.x..;_ si aucun monstre n'est beau, 
et si tous les monstres sont des 
êtres méchants, 
alors A n'appartient pas à quelque B. · alors quelques êtres méchants ne 
sont pas beaux. 
DISAllIS : 
si A appartient à quelque C, 
et si B appartient à tout C, 




et si toute voiture est un objet 
pratique, 








g A appartient à tout C, 
et si B appartient à quelque C, 
alors A appartient à quelque B. 
FERISOK: 
g A n'appartient à aucun C, 
et si B appartient à quelque C, 
SYLLOG 
i;,XJ_ g tout objet religieux est sacré , 





i;,XJ_ g aucun jouet n'est bon marché, 




alors A n I appartient pas à quelque B. alors quelques objets utiles ne sont 
pas bon marché. 
BOCARDO : 
g A n'appartient pas à quelque C, i;,XJ_ g quelques fruits ne sont pas 
co:mesti bles, 
et si B appartient à tout C, et si tout fruit 
agréable , 
est une chose 
alors A n'appartient pas à quelque B. alors quelques choses agréables ne 
sont pas comestibles. 
Description des 5 .modes vrais de la 4..,.,.., ... figure 
BRAXAXTIP: 
g C appartient à tout A, 
et si B appartient à tout C, 
alors A appartient à quelque B. 
CAJŒKES : 
g C appartient à tout A, 
et si B n'appartient à aucun C, 
alors A n'appartient à aucun B. 
i;,XJ_ g toute pie est une voleuse, 
et si• toute voleuse est un être 
maudit, 
alors quelques êtres maudits sont 
des pies . 
i;,XJ_ g toute porte est en bois, 
et si aucun bois n'est un objet mou , 







si C appartient à quelque A, ~ si quelques robinets sont des 
vannes, 
et si B appartient à tout C, 
alors A appartient à quelque B. 
et si 
{}.lors 
toute vanne est une sûreté , 
quelques sûretés sont des 
robinets. 
FESAPO : 
si C n'appartient à aucun A, 
et si B appartient à tout C, 
~ si aucun carnivore n'est un équidé, 
et si tout équidé est un animal, 
alors A n'appartient pas à quelque B. alors quelques animaux ne sont pas 
des carnivores. 
FRESISOJI : 
si C n'appartient à aucun A, aucune chèvre n'est équidée, 
et si B appartient à quelque C, et si quelques 
herbivores, 
équidés sont 
alors A n'appartient pas à quelque B. alors quelques herbivores ne sont 
pas des chèvres. 
Co:m:mentaires relatifs au retour à la première figure 
Ce retour à la première figure se fait par quelques 
opérations simples indiquées dans le nom .même des syllogismes: 
• S signifie la conversion parfaite: l'S de CESARE signifie 
que la majeure (prémisse de 1 'antécédent contenant le 
.majeur) E sera convertie en Epar simple interversion des 
ter.mes; 
• P représente la conversion par accident: le P de DARAPTI 
indique que la .mineure (pré.misse de 1 'antécédent 
contenant le .mineur> A (deuxième voyelle> doit être 
convertie en 1 par interversion des ter.mes; 
• X représente 
1 'antécédent; 
la transposition des prémi.sses de 
• C signifie la réduction par l'i111J'D5Sible qui est le fait 
de remplacer la majeure ou la .mineure par la 
contradiction de la conclusion. 
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exemples : • Le syllogisme en CESARE se réduit à CELAREJIT par la 
conversion parfaite; 
• Le syllogisme en DARAPTI se .réduit à DARII par conversion 
par accident; 
• La forme DISAXIS se réduit à DARII par transposition des 
prémisses de l'antécédent; 
• Les syllogismes BAROCO et BOCARDO sont démontrés par 




Il nous est apparu , au vu de ce bref exposé de la théorie 
sur les syllogismes d'Aristote , que ces derniers étaient, malgré leur 
"grand âge", loin d I être dépassés dans les idées de raisonnement 
qu'ils véhiculent. Les syllogismes, dans leur pragmatique, décri vent 
une .IIianière de raisonner, · de penser: ce sont des axiomes de la pensée 
logique. 
La préoccupation première à trouver des syllogismes provient 
de l'aide qu'ils nous apportent dans la dé111Dnstration de conclusions à 
prouver. En effet, · · il est plus facile de prouver quelque chose de 
compliqué (un théorème) en le déduisant ou en le construisant à partir 
d'un ensemble de faits et de règles plus simples dont, parmi celles-
ci, se trouvent le_s syllogismes. 
Le rapport existant entre les syllogismes et la logique 
moderne est purement et simplement un rapport de descendance 
généalogique . Les syllogismes d'Aristote ont conduit à la naissance de 
la logique formelle moderne dont cette dernière en a hérité le fonds: 
seule la forme ou encore le formalisme, c I est-à-dire la manière de 
traduire dans un langage les raisonnements, a changé à travers les 
siècles. De fait, nous avons pu constater que les principes de base, 
développés dans les syllogismes, sont similaires à ceux de la logique 
moderne dont le formalisme nous est beaucoup plus familier. Dans un 
tout prochain chapitre, nous nous pencherons par ailleurs sur ces 
outils logiques moder~es. 
Enfin, il nous reste à préciser que nous n'avons pas voulu 
développer ici en détail toute la théorie sur les syllogismes 
d'Aristote mais plutôt en présenter les bases pour montrer au lecteur 
toute la jeunesse de cette antique science du raisonnement ainsi que 
pour clarifier peut-être certaines idées toutes faites à son propos . 
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CHAPITRE 3 : LA LOGIQUE CLASSIQUE : 
DU CALCUL PROPOSITIONNEL AUX PREDICATS DU 1,..,,. ORDRE 
§1. INTRODUCTION 
Après avoir étudié, dans le chapitre précédent, les 
mécanismes de base du raisonnement huma.in en évitant d'utiliser, pour 
les expliciter, un forma.lisme strict, nous allons ma.intenant voir une 
ma.nière d'exprimer de tels raisonnements dans un langage particulier 
qui est celui de la logique classique. Nous retiendrons ainsi que les 
bases de cette logique que nous avons l'intention d'étudier ne sont 
que les idées déjà développées dans les syllogismes d'Aristote. Cette 
logique classique est donc surtout une ma.nière forma.lisée d'exprimer 
ces idées; elle repose très fort, contrairement aux syllogismes 
d'Aristote, sur sa syntaxe. C'est pourquoi, il est bien évident que la 
syllogistique d'Aristote pourra également s'exprimer à l'aide du 
calcul des prédicats du 1..-r ordre et être ainsi validée par celui-ci. 
Les calculs en logique classique sont plus agréables à 
réaliser que ceux de .la syllogistique aristotélicienne, cette logique 
permettant une plus grande automatisation pour parvenir plus 
rapidement à déduire des résultats. La logique classique est également 
psychologiquement plus · ou moins rassurante selon les individus, par 
son côté strict et tranchant: pas de demi-vérité ni de semi-fausseté 
en logique classique; tout est soit vrai, soit faux; il n'y a pas de 
milieu (Principe du Tiers Exclu). C'est d'ailleurs pour son côté clair 
et tranchant que cette logique est attrayante pour les élèves 
d'huma.nités qui suivent le progra111111e de ma.théma.tiques fortes. En 
outre, cette logique "fait bon ménage" avec la théorie classique des 
ensembles où le même principe du Tiers Exclu est appliqué: étant donné 
un élément de l'univers, celui-ci appartient ou (exclusif) 
n'appartient pas à un ensemble bien défini . 
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Néanmoins, ce côté strict de la logique classique n'a pas 
que des avantages :mais présente aussi quelques lacunes dans 
l'expression de certains modèles et peut ainsi conduire à l'apparition 
de certains paradoxes que des chercheurs théoriciens ont pu mettre en 
évidence et que nous aborderons quelque peu ici . 
En outre, vu notre préoccupation à donner au lecteur la 
possibilité d'approfondir ces connaissances dans ce domaine, nous lui 
conseillons de consulter les références suivantes présentées en détail 
dans la bibliographie (cfr pg 144): fAVL 861, fKO'iiA791, CKILS721 et 
[KILS821 pour la logique classique ainsi que [GAIK771, fGUSG771 pour 
l'analyse de quelques paradoxes dans l'article de cet ouvrage, compris 
entre les pages 19 et 77. Pour un lecteur qui ne voudrait que se 
rafraîchir la mémoire au sujet de cette logique, nous lui recoIJ1IIJandons 
de parcourir les pages 14-15 et 16 de [TURK841 . Des travaux récents 
ont permis d'utiliser les mécanismes de la logique classique pour la 
résolution de problèmes. Ces travaux sont principalement le fruit de 
ROBINSON fROBl791 et KOWALSKI [KO'iiA79J. La logique classique a aussi 
donné la possibilité de développer des outils implémentant son procédé 
déductif, outils parmi lesquels nous pouvons citer le langage PROLOG. 
Concernant ce langage PROLOG, dont nous parlerons quelque peu, ainsi 
que la représentation des connaissances que celui-ci permet , les 
références [CKYC83J, fFERG811 et fLAUR821 seront très utiles au 
lecteur voulant se spécialiser dans ce do:maine. 
Enfin, dans ce chapitre, hormis cette introduction, nous 
nous attacherons à présenter les concepts relatifs aux calculs 
propositionnel et des prédicats du 1 .. ,. ordre, montrer leur utilité 
dans la représentation des connaissances, esquisser leurs avantages et 
inconvénients ainsi que leurs limites ~ondamentales à travers certains 






§2. PRESENTATION DES CONCEPTS 
Ce paragraphe se subdivise en deux parties, l'une consacrée 
au calcul propositionnel, l'autre relative au calcul des prédicats du 
1~r ordre; ces parties nous détaillent les concepts sous-jacents ainsi 
que leur utilité dans la représentation des connaissances. 
1 . Le calcul propositionnel 
Ce calcul est axé sur l'unité de construction qu'est la 
proposition. Celle-ci se définit syntaxiquement de :ma.ni ère récursive 
de la façon suivante: 
Une proposition est : * soit une proposition simple positive c'est-à-
dire une suite de symboles d'un alphabet 
quelconque; cette suite est non analysable , 





exs ; • "P" est une proposition 
• "Albert a les pieds plats" l 'est aussi 
* soit une proposition s i mple négative c'est-à-
dire une proposition simple posi ti ve avec la 
négation 1l.Q1l. devant; 
~ 1l.Q1l. p 
* soit une proposition composée à savoir une 
suite de propositions s imples posi t ives ou 
négatives reliées par l es connecteurs il, .a.u., 
9, #; 
exs : • 1l.QD. P .a.u. Q 
• "la lune est blanche" il "l e soleil 
est lumineux" 
avoir défini 
:ma.intenant l a 
l'élément syntaxique pri nci pal de ce 
sé:ma.nt i _que du calcul propositionnel: 
celle-c i est fort simple et ne repose que sur deux valeurs de véri t é 
{ Vrai , Faux} . Une proposition simple positive sera donc soit vraie , 





y a certaines idées exprimées dans la langage courant dont les nuances 
sont impossibles à traduire dans le calcul propositionnel: 
"li est possible que Paul ait des lunettes": quelle 
valeur de vérité est associée à cette proposition ? 
Une proposition simple négative sera vraie si son ·homologue 
positif est faux et fausse dans le cas où ce dernier est vrai. Quant 
aux proposition·s composées, leur sé:ma.ntique dépend de celle associée 
aux connecteurs logiques. La sé:ma.ntique de ces opérateurs se décrit 
habituellement à l'aide de tables de vérité où, pour deux valeurs 
d'arguments en entrée, on a le résultat logique associé: 
A propos du calcul propositionnel, nous avons encore des 
règles d'inférence qui permettent, co11llZ1e les syllogismes d'Aristote, 
de faire des déductions ou des ·constructions de preuves. Les règles 
d'inférence classiques sont: 




p ~ Q 
d'où on a: Q 











p ~ Q 
.Il.Qil p 
p ~ Q 
Q ~ R 
d'où on a: · P ~ R 
Ces règles d'inférence sont indépendantes des valeurs de 
vérité des propositions simples qui les composent ; ce qui signifie que 
la sémantique n'intervient en aucune .manière dans l'application de ces 
règles d'inférence : elles sont donc auto:ma.tiques et par .conséquent 
auto:ma.tisables à l'aide de moteurs d'inférence . 
avantages du calcul propositionnel 
1. Dans la logique des propositions, toute conséquence logique 






d'applications des seules règles d ' inférence présentées ci-dessus: on 
dira de ce fait que le calcul propositionnel est co111plet. 
2. D'autre part, si on a des propositions et qu'on applique les 
règles d'inférence, alors on ne peut obtenir que des conséquents 
logiques; ce qui veut dire que ces règles d'inférence ne peuvent 
démontrer que des conséquents logi ques: le calcul propositionnel sera 
dit cohérent. 
3. Enfin, une propriété fort importante du calcul propositionnel 
est son caractère décidable c'est-à-dire qu'en un nombre fini 
d'étapes, on peut, à tous les coups, déterminer si une proposition 
donnée est un théorème ou non. 
REHARQUE : Cette dernière propriété ne sera plus valable dans le cas 
du calcul des prédicats du 1""" ordre . 
inconvénients du calcul propositionnel 
1. Les propositions n'ont pas de structure analysable en parties; 
ce qui signifie l'absence de variables et de quantificateurs dans une 
proposition: il est donc impossible d'exprimer, avec la seule aide du 
calcul propositionnel, certains faits coJI1IDe: "Paul (ou :même un 
individu) possède une voiture". 
2. De ce fait, il y a certaines inférences qu'il nous est 
également impossible à réaliser, par exemple: 
on a: "un :micro-ordinateur a un écran" 
et "l 'OLIVETTI Jrf24 est un micro-ordinateur" 
d'où on a: "l 'OLIVETTI Jrf24 a un écran" 
Ces inconvénients :majeurs, q1/ant à la capacité d'expression 
des connaissances, nous poussent à aller un niveau plus haut dans le 
domaine de la représentation du savoir et à présenter la logique des 
prédicats du 1 ••· ordre. 
2. Le calcul des prédicats du 1~r ordre 
Un prédicat n'est en fait qu'une fonction, au sens 
mathématique du terme, de 0 (constante), 1 ou plusieurs variables, 
fonction prenant ses valeurs, pour des instantiations de ces 
variables, dans l'ensemble classique de valeurs de vérité {Vrai,Faux}. 
32 
LOGCLASS 
Un langage, tel que le calcul des prédicats, est défini en 
grande partie par sa syntaxe . Pour expliciter cette syntaxe, nous 
avons à spécifier l'alphabet de symboles utilisés dans le langage et 
la ma.nière dont ces symboles, mis ensemble sous forme d'agrégats , 
for.ment des expressions légitimes selon le langage . Ces expressions 
légitimes du langage des prédicats du 1-- ,- ordre sont appelées les 
far111Ules bien for111!ées <"well-formed formulas" - wff). 
Hais, tout d'abord, examinons les composants élémentaires du 
langage : 
1. les symboles primitifs: ceux-ci comprennent un premier 
groupe formé par les parenthèses, les crochets, les virgules, 
points-virgules et points; ensuite un deuxième contenant des 
suites de symboles d'un alphabet de base pour dénoter des 
constantes, des variables, des no111S de fonctions et des no111S de 
prédicats; 
exs ; • PAUL est une constante; · 
x est une variable; • 
• 
• 
S0],[](E est un nom de fonction ; 
PLUSGRANDQUE est un nom de prédicat . 
A ces deux premiers groupes se rajoutent encore les connecteurs 
logiques déjà rencontrés dans le calcul propositionnel ; et enfin 
le dernier groupe supplémentaire est t'ormé des quantificateurs 
universel pour tout et existentiel il existe. Tout ceci forme les 
symboles de base du langage . 
2 . les termes: ils sont définis de 111,:rnière récursive à 
partir des symboles primitifs: 
un terme est: • soit une constante ou une variable ; 
exs • 
• soit une fonc -çion de termes f <t ,, ... , t ,, ) où 
f désigne la sui te de_ symboles de 1 'alphabet 
forma.nt le nom de la fonction et t i , 
i=l, ... ,n, sont des termes; 
S0],[](E (x,y) est un terme qui représente la 
fonction "so111111e de deux nombres" ; 
• PERE <PAUL ) est aussi un terme qui représente le 
père de Paul . 
3, les formules atomiques: elles sont toujours de la forme 
P (t1, . . . , t,,) où P désigne la sui te de symboles de 1 'alphabet 









représentant le fait 
x (par exemple un 
instantiation de x> . 





Remarque sur l'utilisation du nom de fonction et de prédicat préfixé: 
Il s'agit en fait d'une convention qui ne correspond pas à la 
for:me habituelle de certains langages. D'une part, nous avons le 
PROLOG EDINBURGH [CLJŒ811 dont la syntaxe respecte la forme préfixée; 
d'autre part, le langage PROLOG du IXPERIAL COLLEGE fCLllC841 ainsi que 
le livre de KOWALSKI [KO~A791 ne suivent pas cette forme préfixée des 
noms de prédicats e·t fonctions. 
De .Plus, la plupart des langues expriment autrement des 
expressions telles: "SOXHE(x, y>" comme "x + y"; 
"AI.ME<Paul,Harie)" pour "Paul AIXE Harie" . 
Voilà donc définies les briques de base du langage à partir 
desquelles nous allons pouvoir construire et définir nos formules bien 
forJilées wff: 
* toute formule atomique est une wff; 
f si fi •, f:2 sont des wff, 
alors 1l.Q1l. f 1 1 f 1 tl f :2 I f 1 .Q1.L t':2 I f 1 ~ . f :2 , f 1 # f z sont 
· des wff; 
* si f 1 (x) est une wff, 
exs 
alors <pour tout x> f 1 <x> et <il existe x> f 1 <x > sont 
des wff. 
• HARRIES [ PERE<PAUL>, JŒRE<PAUL> J; 
• < 1l.Q1l. FLOTTE<brique.> .e.t. CONSTRUIT <x , y > > ~ POSSEDE 
<x, argent>; 
• <pour tout x) ( OISEAU(x) ~ VOLE(x) ) i 
• (il existe x> [EGALE< x, HOINS<y,4> > J : ce sont 
toutes des formules wff. 
Après avoir décrit la :ma.nière de représenter les 
connaissances suivant une certaine syntaxe, il nous faut maintenant 
lui associer un sens, une sé1I18ntique; 
donner un cadre d'interprétation 
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correspondance entre chaque élément du langage et ceux de l'univers du 
discours: 
exs à un prédicat correspond l'expression d'une 
relation dans l'univers; 
• à une fonction correspond une f onction dans 
l'univers; 
• à une constante correspond une entité de 
1 'uni vers; 
• à une variable correspond une valeur ou un 
ensemble de valeurs de l'univers. 
Ce sont ces assignations ou interprétations qui définissent la 
sé.mantique du calcul des prédicats. Finalement cette sémantique se 
réduit principalement à donner l'interprétation d'un ensemble de 
formules wff à travers leurs variables et constantes c'est-à-dire que 
nous associerons un ensemble non vide de valeurs permettant de 
représenter les constantes et les variables apparaissant dans cet 
ensemble de formules wff. Dès le moment où on a fourni cette 
interprétation, on peut dire qu'une formule wff est vraie ou fausse 
<principe du tiers exclu> dans cette interprétation (moyennant parfois 
des substitutions formelles de valeurs pour certaines variables). 
exs : • (pour: tout x) P(x) est une formule wff qui a la 
valeur Vrai pour une interprétation juste quand la 
valeur de P(x) sous cette interprétation est vraie 
pour toute affectation de x aux entités dans le 
do.maine d'interprétation. 
• (il existe x) P (x ) est une formule wff qui a la 
valeur Vrai pour une interprétation j uste quand la 
valeur de P(x) sous cette interprétation est vraie 
pour au moins une affectation de x à une entité du 
domaine d'interprétation. 
• La phrase "Tous les éléphants sont gris" pouvant 
être représentée par la formule wff : 
(pour tout x) [ ELEPHANT(x) ~ COLOR (x , GRIS) ] 
est toujours vraie dans notre univers réel mais 
dans un univers où les éléphants seraient roses 




REXARQUES IHPORTANTES SUR LES QUANTIFICATEURS 
1. La portée d'un quantificateur est réduite au bloc de la suite 
de formules qui le suivent et sur lesquelles il s'applique . 
2. Pour de plus amples informations quant aux types de variables 
résultant de · la présence d'un quantifi cateur dans certaines formules 
et son implication relative au problème de la sémantique de telles 
formules, nous renvoyons le lecteur à CAVL 861 et [NILS82J. 
3 . La version du calcul des prédicats, présentée dans ce cadre, 
est dite du 1•,. ordre parce que la syntaxe des wff ne permet pas 
l'application des quantificateurs à des symboles prédicatifs ou 
fonctionnels: 
<pour tout P> P<x> n'est pas une wff dans le 
calcul des prédicats du 1•,. ordre . 
Nous ne pouvons donc quantifier uniquement que sur des variables. Ceci 
est limitatif car il y aura des phrases du langage courant qui ne 
pourront pas être exprimées: 
"Tout prédicat porte sur au moins une variable" 
représenté par <pour tout P> [ PREDICAT<P> tl .il. 
existe x PORTE<P,x> J n'est pas une wff du langage 
des prédicats du 1 , ... - ordre et n'est donc pas 
exprimable dans celui-ci . Il le serait dans la 
logique des prédicats diJ 2 .;;,,,,,. ordre que nous ne 
présenterons pas i c i. 
Le troisième constituant de cette logique classique qu'est 
le calcul des prédicats du 1~.- ordre est l'ensemble des règles 
d'inférence permettant de construire des preuves. Ces règles sont au 
nombre de six: modus ponens, modus tollens, chaînage déjà présentés 
dans le calcul propositionnel ainsi que les règles de généralisation 
et spécialisation et enfin la dernière et la plus puissante (c'est-à-
dire celle qui implique toutes les autres) la règle de résolution de 







Nous présentons ici les règles de généralisation et de 
spécialisation: 
• généralisation 
on a la wff : P (ne contenant pas la variable x> 
on déduit: 
• spécialisation 
on a la wff: 
on déduit: 
<pour tout x> P 
<vour tout x> P<x> 
.. 
P(a) où a est une constante . 
Quant à la r(?gle de résolution, la présenter en détail ici 
nous éloignerait du but poursuivi dans ce mémoire qui est, rappelons-
le, de 1110ntrer l'utilité des différentes logiques dans la 
représentation des connaissances (en particulier sur les systèmes 
physiques) et ainsi dans la résolùtion de problèmes. Nous renvoyons 
donc le lecteur, soucieux de parfaire cette lacune, à [ AVL 861, 
[ NILS721 et [ NILS821. Le principe, grossièrement parlant , de cette 
règle de résolution se résume à: étant donné deux formules wff mises 
sous une forme spéciale (clause), en appliquant le principe de 
résolution, nous allons en déduire une troisième appelée résolvante. 
A propos de ce calcul des prédicats du 1 ... ,, ordre, nous 
pourrions encore détailler son dernier composant formé par les axiomes 
logiques de base qui sont principalement des vérités logiques 
facilement vérifiables intuitivement ainsi qu'à l'aide des tables de 
vérité des connecteurs logiques. Aussi renvoyons-nous à nouveau le 
lecteur curieux à la page 15 de [TURN841 . 
Les propriétés du calcul des prédicats du 1."" '' ordre sont 
semblables à celles du calcul propositionnel excepté la dernière qui 
n'est plus vérifiée ici; le calcul des _prédicats du 1--.- ordre est donc 
CD111]'let et cohérent mais . indécidable c'est-à-dire que si on a une 
formule wff qui est un théorème, alors on n'est pas sûr de pouvoir le 
démontrer en un nombre fini d'étapes. De même , si on essaye de prouver 
qu'une wff est un théorème et qu'on n'y parvient pas en un nombre fini 







avantages du calcul des prédicats du 1 ... .- ordre 
1. Son for111lllis:me permet de définir des frag:ments de 
connaissances autonomes; d'où une grande 111odularité des connaissances 
et par suite une flexibilité et réutilisabilité renforcées . 
2 . Les .mécanismes de raisonne.ment, par le for.malis.me utilisé , 
sont automatiques et facilement automatisables. Ce for.malis111e permet 
aussi de réaliser aisément des vérifications for:melles de cohérence 
entre fragments de connaissances: ce qui est très utile pour la. 
stabilité d'une base de connaissances d'un système expert, par 
exemple . 
3. De pl us, dans les softwares actuellement disponibles sur le 
marché , il existe des outils permettant d'implémenter presque 
directement le formalis:me, outils intégrant mê:me le mécanis:me de 
raisonnement du langage des prédicats du 1 "-' " ordre à 1 'ai de d'un 
moteur d'inférence : le langage PROLOG (cfr CCKVC831 , CFERG811 et 
CLAUR821) en est un exemple parfait. 
i ncon véni en ts du cal cul des pré di ca ts du 1 -- ·- ordre 
• 
1 . Les i.mplé:mentations, réalisées en PROLOG par exemple, sont 
inefficaces au ni veau des perfor111ances tant au point de vue place 
mémoire que du temps d'exécution. Les raisons e t quelques approches de 
solutions sont présentées dans CAVL 861. 
2. L'expression, dans un tel formalisme , de connaissances 
fortement connectées entre elles est inadéquate et a pour conséquence 
d'alourdir la base de connaissances et donc d'avoir un eff et négatif 
au niveau des performances. 
3. De plus, la capacité de représentation la plus explicite 
possible de certaines connaissances est limitée: les notions de 
possibilité , nécessité, plausibilité ai nsi que de temps ne sont pas du 
tout formalisables; d'où évide111111ent la création d'autres logiques 
faisant intervenir directe.ment ces notions et ce de 1118.nière à ce que 
ces dernières soient for111lllisables . Ces logiques seront abordées 





Ceci termine l'esquisse de présentation de la logique des 
prédicats du 1~r ordre. 
§3 . LIXITE PLUS FONDAJŒNTALE DE LA LOGIQUE CLASSIQUE 
La limite plus fondamentale relative à la logique classique 
réside dans l'option de base de cette dernière, option qui est de ne 
considérer que deux valeurs de vérité (pri ncipe du tiers exclu). Ce 
fait pose un gros problème d'interprétation pour certain modèle et 
introduit parfois un paradoxe dans la logique classique. Pour décrire 
. clairement ce qui peut se passer, nous prendrons l'exemple bien connu 
du "barbier du mathématicien Russel". 
Le problème est le suivant: "Le barbier est le seul à 
remplir le devoir de raser les personnes qui ne se rasent pas elles-
mêIIies mais il devient très embarrassé quand il essaye de savoir s'il 
doit se raser lui-même ou non." Et on le comprend ce cher barbier 
parce que, dans une logique classique à deux valeurs de vérité, il est 
réelle.ment coincé : d'ailleurs les derniers JI10ts de la phrase ci-dessus 
sont frappants à cet égard: " ... s'il doit se raser lui-Jilê.me ou non." ; 
nous voyons bien que le barbier n'a pas d'autre alternative . 
Par conséquent, la logique classique est bien incapable de 
résoudre un tel problème: il faut alors faire appel aux logiques non 
standards. Pour solutionner ce paradoxe, nous avons besoin de notions 
qui seront exposées dans le chapitre suivant sur la logique floue. 
Nous conseillons donc au lecteur non averti dans ce domaine de faire 
un bond en avant puis de revenir à cette résolution qui est une 
application évidente des règles de la logique floue. La résolution, 
détaillée ci-dessous, suit la présentation contenue dans fGAIX771. 
flou:• 
Considérons donc deux ensembles que nous qualifierons de 
bshav (barber shave): ensemble t'lou des personnes qui sont 
rasées par le barbier; 







La phrase "Le barbier est la seule personne qui rase .ceux qui ne 
se rasent pas eux-mêmes" nous donne: 
c'est-à-dire: 
où • sshav 
• bshav 
ss!Jav x f bshav x 
1 - sshav x f bshav x 
X est la mesure de l'appartenance 
X est la mesure de l'appartenance 
(1 ) 
de X à sshav; 
de X à bshav. 
Par conséquent, l'affirlDlltion "ceux qui se rasent eux-mêmes ne 
sont pas rasés par le barbier" implique l'inégalité sui vante: 
sshav x f 1 - bshav x (2) 
En rassemblant les in.égalités (1 > et (2), nous obtenons: 
sshav x f 1 - bshav x f sshav x 
D'où nous déduisons l'égalité: 
sshav x + bshav x = 1 (3) 
A présent, considérons l'élément "barbier": son appartenance à 
l'ensemble de ceux qui ,se rasent eux-mêmes est clairement la même qu'à 
l'ensemble de ceux rasés par le barbier <puisque c'est lui-même); dès 
lors, pour le barbier b, nous avons grâce à (3): 
bshav b = sshav b = ½ (4) 
Ce qui résout notre problème de départ. 
Cette valeur ½ est une troisième valeur de vérité qui n'est pas 
valable dans une logique bivalente, mais le devient dans une logique 
trivalente appropriée; le barbier est un cas limite entre deux degrés 
d'appartenance stricte ·<0 ➔ faux; 1 ➔ vrai). 
Il est intéressant de remarquer que 1 'argument logique nous a 
forcés de générer une nouvelle valeur de vérité c'est-à-dire que 
l'existence de½ n'a pas été introduite par une extension arbitraire à 
une logique ternaire, mais forcée par les inégalités (1 ) et (2). 
A travers cet exemple , nous pouvons ressentir 
clairement le besoin d'avoir à notre disposi tian des logiques, 
plus 
plus 
adaptées que notre bonne vieille logique classique, pour représenter 
certains faits: nous avons touché ici aux logiques multivaluées c'est-
à-dire aux logiques admettant plusieurs valeurs de vérité . Le nombre 
de ces valeurs de vérité sera fini, contrairement à la logi que floue 
qui constituera une extension des 1 ogi ques mul ti val uées à un nombre 
infini de valeurs de vérité admises. 
D'a~tres paradoxes ont également été mis en évidence dans le 
même but de 1110ntrer les limites de la logique traditionnel l e . Nous ne 
les détaillerons point ici . Néan1110ins, nous renseignons au lecteur, 
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soucieux d'approfondir ces connaissances en ce domaine, la référence 
[ GUSG771 pages 19 à 77. 
§4. CONCLUSION 
Nous avons voulu 1110ntrer, à travers ce chapitre, les 
capacités de la logique classique à pouvoir représenter, d'une manière 
puissante, des connaissanèes relatives à divers domaines de la pensée 
humaine (cfr [KOVA791 et [LAUR821) et également d'en tirer des 
enrichissements en déduisant, à l'aide de règles d'inférence 
automatiques, (c'est cela qui en fait son caractère puissant), sur les 
connaissances de base, de nouvelles propriétés démontrables du savoir 
humain. Pour cette raison et :malgré l'avènement d'autres logiques, 
parfois mieux adaptées, la logique classique n'est pas du tout 
dépassée; elle reste encore d'actualité puisque le langage PROLOG (cfr 
[CKVC831 et CFERG811) et ses dérivés, basés essentiellement sur la 
logique des prédicats du 1•~ ordre, constituent une preuve bien 
vivante du souci constant à tirer parti des avantages évidents de 
cette logique. De plus, cette logique classique a encore de belles 
années devant elle quand on voit les problèmes qu'elle permet de 
résoudre dans [NILS721 à l'aide du principe de résolution de ROBINSON 
présenté très clairement et en détail dans CAVL 861 . Elle demeure 
encore aussi à la base de tous les développemen·ts des systèmes experts 
classiques actuels. 
Néanmoins , nous avons pu également, à propos de cette 
logique, en constater les inconvénients, nota.1I11I1ent le plus important : 
celui de ne pouvoir représenter de :manière adéquate certains modèles, 
entre autres, celui du barbier de Russel. En effet , la logique 
classique , se basant sur une sémantique à deux valeurs de vérité du 
fait de la théorie ensembliste classique sur laquelle l'interprétation 
de cette logique repose <puisque les variables de cette logique, pour 
être interprétées d'une manière vraie ou (exclusit'> fausse, doivent 
prendre des valeurs appartenant ou <exclusif) n'appartenant pas à un 
ensemble de la théorie ordinaire des ensembles>, n'est plus adaptée 
dans certaines situations plus nuancées où il est absolument 






présence se justifie parfois d'elle-même théoriquement, comme dans le 
paradoxe du barbier. 
D'où, d'autres logiques, appelées logiques multivaluées (cas 
discret) et logique floue (cas continu>, apparaissent, détruisant le 
sacro-saint Principe du Tiers Exclu mais permettant une meilleure 




CHAPITRE 4 LA LOGIQUE FLOUE 
§1. INTRODUCTION 
Au vu des .manquements constatés dans le chapitre précédent 
sur la logique classique, il nous a paru nécessaire de faire un fameux 
bond en avant vers une logique plus adaptée à certains modèles de 
nature vague, imprécise ou nuancée. A travers le paradoxe du barbier 
de Russel , nous avons pu remarquer le bien-fondé, quant à l ' expression 
d'une idée, concernant le besoin d'une logique plus étendue que la 
logique classique: ce fut la création d'une logique ternaire ou encore 
logique à trois valeurs de vérité (0, 1 , ~) , supprimant ainsi le 
principe du tiers exclu. Nous pouvons bien entendu étendre encore ces 
logiques à celles possédant un nombre fini de valeurs de vérité et qui 
sont appelées logiques 111Ultivaluées. Nous ne nous consacrerons pas 
spécialement à l'étude de ces logiques, au nombre discret de valeurs 
de vérité, mais plutôt à l'étude de sa généralisation en continu 
appelée logique floue et qui constitue ainsi un recouvrement des 
Logiques mul ti val uées, cas discret et continu. Néanmoins, cela ne veut 
pas dire pour autant que les logiques multivaluées sont dénuées de 
tout intérêt mais bien qu'elles peuvent être étudiées également, non 
pas pour elles-mêmes uniquement, mais par le biais de leur 
généralisation. La preuve de cet intérêt réside dans le fait que les 
opérateurs flous, définis dans le chapitre des applications (cfr 
chapitre 6 pg 73), sont des opérateurs à valeurs discrètes et donc se 
rapprochant plus des logiques multivaluées que de la logique floue. 
Dans le chapitre précédent, nous avons vu qu'il existait une 
certaine "collusion" entre la théorie classique des ensembles et la 
logique classique des prédicats du 1-•' ordre. Cette "collusion" repose 
sur l'appartenance ou non des variables de la logique classique aux 
ensembles de valeurs formant 1 'interprétation vraie ou fausse des 
idées exprimées sous forme de phrases prédicatives. De la même façon 





théorie des ensembles flous et la logique floue. A nouveau, les 
variables de cette dernière logique appartiennent à des ensembles dans 
leur interprétation, :mais elles appartiennent, suivant certains 
degrés, et, de ce fait, pas à n'importe quel ensemble , :mais à des 
ense111bles fJous. Par conséquent, nous insisterons plus ici que dans la 
logique classique sur cette théorie des ensembles flous en tant que 
support de la logique floue. 
Nous verrons que la logique floue, de part sa nature ainsi 
que sa définition, est une logique dont les valeurs de. vérité sont des 
sous-ensembles flous et où les règles d'inférence sont approxi:matives 
plutôt qu'exactes. De plus, le caractère flou ne traitera donc pas de 
la certitude ou non de l'appartenance d'un élément à un ensemble :mais 
du "degré de progression" entre appartenance et non-appartenance, la 
transition entre ces deux concepts étant ici graduelle et non 
tranchée. Finale111ent , le but · d'une telle logique est de pouvoir 
exprimer d'une façon forma.lisée certaines idées forte111ent subjectives 
et donc peu claires co111J11e: "cet ho111111e est grand", "cette feJI1J11e est 
belle", "ce nombre est très grand", ainsi que de tenter d'attacher une 
mesure à la pensée, l'intelligence, la vérité, l 'a111Dur , au juge111ent 
hu:main, aux perceptions, émotions, 
Le but de ce chapitre n'est pas de brosser une théorie 
co111plète et détaillée sur la logique floue :mais d'en présenter les 
idées et concepts principaux pour nous aider à en comprendre 
l'utilisation dans les applications au chapitre 6 (cfr pg 73) de ce 
111émoire . Enfin, le plan de ce chapitre est co111posé, outre cette 
introduction, de six parties traitant successivement de la t héorie des 
sous-ensembles flous de ZADEH (synthèse et présentation reprises à 
KAUFHANNJ , d'une définition générale ~es ensembles flous de GOGUEN, 
d'éléments de logique floue et surtout d'opérateurs flous , de la 
différence entre les concepts de probabilité et de logique floue ainsi 
que de la possibilité de les intégrer ense111ble et enfin nous en 
terminerons par une brève conclusion. 
Les références qui nous ont aidés dans l a rédaction de ce 
chapitre et que nous nous per111ettons de conseiller au lec t eur, co1111IJe 
sources d'informations complémentaires, · sont: [ZADE651 , [.KAUF731 , 
[ KAUF751, [ GOGU731, [ GUSG771 , [ CODU871 pour 1 es sous-ensembles et 
ensembles flous et [ BALD811 , [ DUPR761 , [ ZADE831, [ KAUF751 , [ TURN841 















105 à 133, CHISD821 concernant les différences et les liens entre la 
logique floue et la théorie des probabilités. 
§2. LES SOUS-ENSEJŒLES FLOUS DE ZADEH 
Remarque: La présentation qui va suivre est due, à l'origine, à 
L.A.ZADEH :mais a été reprise d'ouvrages de A.KAUFHANN, comme mentionné 
dans l'introduction. Seulement, dès à présent, nous citerons plus 
souvent ce dernier auteur qui a élaboré une synthèse didactique des 
notions que nous allons traiter . 
Dans la théorie classique des ensembles, un élément 
quelconque d'un ensemble E peut ou non appartenir à un sous-ensemble A 
de E. Ceci peut se traduire en terme de fonction caractéristique de la 
:manière suivante: 
Soient E un ensemble; 
A un sous-ensemble de E; 
L'appartenance ou non à A d'un élément x de E sera décrite 
par la fonction caractéristique µA (x ) : E ~ {0 , 1} telle que : 
µA (x) = 1, six€ A; 
0, sinon. 
Rappelons les propriétés bien connues des opérations sur les 
ensembles à l'aide de cette nouvelle présentation: 
Soit A le complémentaire de A dans E: 
on a: A Q A= I 
A UA = E 
six appartient à A, alors x n'appartient pas à A 
c'est-à-dire : µA <x> = 1 et µA (x) = 0. 
Etant donnés deux sous-ensembles A et B du référentiel E, 
nous pouvons considérer: 
A Q B 
µA Q s = 1, six€ A Q B; 
0, sinon 




De la :même façon: A U B 
Etc . .. 
µA u s = 1, si x € A U B; 
0, sinon 
~ µA u e (x) = µA (x) + µe (x). 
LOGFLQUE 
Donc, dans cette théorie classique, on ne sort pas du fait 
que des éléments du référentiel E appartiennent ou n'appartiennent pas 
à un sous-ensemble A. C'est pourquoi, la fonction caractéristique ne 
peut prendre que deux valeurs, représentées ici, pour des raisons de 
facilité, par la paire {0,1). 
Face à cette théorie, L.A.ZADEH en a alors iJDa.giné une autre 
basée sur une fonction caractéristique qui prendrait ses valeurs, non 
plus seulemen t dans {0,1} mais dans l'intervalle réel [0,11: on aurait 
ainsi: µ"" E -1 [ 0, 11. Dès lors, un élément x de 1 'ensemble E 
(référentiel non flou) pouvait: 
• ne pas appartenir à A: µA (x ) = 0; 
• appartenir un peu à A: µ,c, (x) proche de 0; 
• appartenir beaucoup à A: µA (x) proche de 1 . 
Les sous-ensembles flous étaient nés. 
Définition 
Soit E un ensemble non vide, dénombrable ou non. 
Un sous-ensemble flou A dans E est un coupl e A = (E,)lA) où µ,c, est une 
application de E dans [0,11. )1A (x) désigne le degré d'appartenance de 
x à A et est appelée fonction caractéristique de A. 
En toute généralité, µ,c, peut mé:me prendre ses valeurs dans 
un ensemble L plus général que (0, 1-J. De ce fait, la définition 
devient: 
Soit E un ensemble ordinaire non vide, dénombrable ou non, 
et soit x un élément de E. Un sous-ensemble flou A de E est un couple 
Œ, µ,c,) où µA est la fonction caractéristique d'appartenance prenant 
ses valeurs dans un ensemble L totalement ordonné et qui indique le 




Soi t E un ensemble ordinaire non vide, dénombrable ou non et 
L son ensemble d'appartenance associé; 
1. Inclusion : 
Soient A, B deux sous-ensembles flous de E: 
A est inclus dans B: AC B # pour tout x E E: µA (x) ~ µs <x>. 
A est strictement inclus dans B: 
A CC B # pour tout x E E: µA <x> ~ µs <x> et 
il existe x E E: µA <x> < µs <x>. 
2. Egalité: 
Deux sous-ensembles flous A et B sont égaux: 
A = B # pour tout x E E: µA <x> = µe <x>. 
Deux sous-ensembles flous A et B sont distincts: 
A -t: B # il existe x E E: µA Cx> -t: µe <x>. 
3. Co.111plé111entaire avec L = [0, 11 ,· 
B est le sous-ensemble flou co111Plé111entaire d'un sous-ensemble flou A 
de E # pour tout x E E: µa <x> = 1 - µA <x>. 
4. Intersection avec L = [0.11 : 
L'intersection de deux sous-ensembles flous A et B dans E 
est le sous-ensemble flou A Q B défini co11ll11€ étant le plus grand sous-
ensemble flou contenu à la fois dans A et dans B. Ce qui nous donne: 
A Q B = <E, µA on s> avec: pour tout x E E: µA ,, e <x> = min <µA <x>, µe <x> >. 
Cette définition se justifie quelque peu en considérant . C, 
un sous-ensemble flou de E, inclus dans A et dans B, c'est-à-dire: 
pour tout x E E: µc <x> ~ µA <x> 
et pour tout x E E: µc <x> ~ µe <x> 
9 pour tout x E E: µc (x> ~ min (µA <x>, µs <x> > 
ou encore C C <A Q B>. 
5, Union avec L = [0.11 
De façon analogue, on définit l' union de deux sous-ensembles 
flous A et B dans E co111111e étant le plus petit ensemble flou contenant 
à la fois A et B. On le note AU B. Ce qui nous donne: 
A U B = <E, µA ,_, e> avec: pour tout x € E: µA ,_, e (x) = max <µA <x >, µe (x) >. 






D'autres définitions sont encores possibles: nota.I1ll11ent 
l'union et l'' intersection de famille finie (min, ma.x> ou infinie 
(inf, s-up> de sous-ensembles flous. On peut encore définir la so111111e 
disjointe et la différence de sous-ensembles flous à partir des 
opérateurs précédents. 
Voici ainsi présentés les principaux concepts de départ sur 
les sous-ensembles flous vus par KAUFMANN; nous traiterons encore un 
exemple pour illustrer ces concepts, pour le reste, nous invitons le 
lecteur à lire fZADE651, fKAUF751, fCODU871 et fGUSG771 pages 19 à 77 
ainsi que [KAUF731 pour pouvoir s'exercer. 
Exemple 
Soit l'ensemble référentiel ordinaire E = {x1,x2, X3 ,X4}; 
Soient les sous-ensembles flous de E suivants: 
C = {(x1;0.V, <x:.: ;0.8), <xs ;0 . V , (x4;11J.4)}. 
Nous obtenons pour cet exemple: 
• B CA car pour tout x € E: µs <x> ~ µA <x>; 
• A= «x,;11J.6), <x::z ;l1J.7) , <x8 ;1>, (x4 ; 11J.2) J; 
• CU B = «x,;11J.3), <x::z;0.8 ) , (x3 ; 11J.1>, (x4;11J.7 ) ); 
• A Q B Q C = {( X 1 j 11). 1) , ( X::z j (/)) , ( X8; 11)) , ( X4; 0. 4) ) . 
Conclusion et critiques sur la présentation de KAUFMANN 
Il resterait encore à présenter de nombreuses notions 
relatives aux sous-ensembles flous, relations floues, ainsi que 
démontrer les propriétés qui leur sont attachées; ce n'est pas ici 
notre but. Il est à noter que 1 'on retrouve presque toutes les 
propriétés rencontrées dans les ensembles ordinaires excepté celle 
comparable au tiers exclu dans la logique classique que nous avons 
perdu, à savoir qu'il peut exister des sous-ensembles flous de E pour 
lesquels on ait: A U A ;t E et A Q .A ;t ;(. Nous pourri ans encore 
mentionner que les sous-ensembles flous, munis des opérations Union et 
Intersection (définies à la mode KAUFMANN>, forment un treillis ma.is 
tout ceci est superflu et n'est d'aucun intérêt pratique pour notre 
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propos. Pour les notions complémentaires ainsi que certaines 
démonstrations, nous conseillons au lecteur [KAUF751 et [CODU871. 
La théorie, créée par ZADEH et exposée ici par KAUFHANN, est 
assez s i mple à comprendre pour un lecteur novice en la mat i ère : c'est 
là son seul côté positif; cela est dû au fait qu'elle ne constitue 
qu'une transposition d'un début de théori e des ensembles où on a 
remplacé "ensemble" par "sous-ensemble flou". En plus, excepté pour la 
définition de 1 'union et de l'intersection (en fonction de 
l'inclusion), rien n'est justifié et le choix des définitions 
(généralisation de celles de la théorie des ensembles> est totale.ment 
arbitraire, ne répondant pas à une idée intuitive (exemple : les 
définitions de la composition floue dans [KAUF75J). En outre, KAUFHANN 
reste beaucoup trop braqué sur l'intervalle [0,11 coIJJIIJe ensemble 
d'appartenance. Nous verrons dans 1 es ensembles flous généralisés de 
GOGUEN d'autres possibilités pour définir les ensembles 
d'appartenance. De même, concernant les définitions d'intersection et 
d'union, KAUFHANN n'a pas l'air de les envisager autrement , alors que 
certains auteurs comme ZADEH en propose d'autres, respectivement 
basées sur le produit et la somme des degrés d'appartenance plutôt que 
sur le minimum et le maximum; cela nous semble tout aussi légitime, 
dans l'esprit d'une logique non stricte comme la logique floue , de 
définir même ces opérations d'une :manière telle que c'est le contexte 
de l'application qui nous le fait "sentir" (feeling) . Nous aborderons 
d'ailleurs cet aspect intuitif des choses quand nous parlerons des 
opérateurs flous (cfr §4 pg 52). Or l' i ntersection et l'union de sous-
ensembles flous ne 
particuliers ? . . . 
constituent-ils pas des opérateurs flous 
§3. LES ENSE.MBLES FLOUS GENERALISES DE GOGUEN 
Face aux critiques, relatives au développement de KAUFXANN, 
nous al l ons présenter une définition beaucoup plus générale ainsi que 
les prémisses d'une théorie plus c onvenable , d'un poi nt de vue 
purement :mathé.111atique, des ensembles flous. Cette théorie a été 
imaginée par GOGUEN et pour disposer de renseignements p l us 
approfondis en la :matière que nous ne ferons qu'aborder ici, le 
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1 ecteur pourra 
notre propos 
consul ter [GDGU731. En effet, rappelons encore que 
n'est pas de développer entièrement une théorie 
mathématique ma.is d'en présenter les fondements pour ainsi justifier 
les développements ultérieurs notal11111ent dans les applications (cfr 
chapitre 6 pg 73) . 
Comme nous l'avons vu dans le paragraphe précédent , les 
ensembles flous sont souvent caractérisés par des applications d'un 
ensemble de référence ou univers E dans l'intervalle [0,1). La 
généralisation, proposée par GOGUEN, est de remplacer 1 'intervalle 
[0,11 par un ensemble L possédant une structure plus générale. De ce 
fait, on peut imaginer tout aussi bien avoir un ensemble continu ou 
discret coI1111Je ensemble de valeurs de vérité. Ce qui prouve bien le 
caractère plus vaste de cette théorie qui englobe d'un seul coup les 
logiques multivaluées et la logique floue. 
Définitions 
Soit L un ensemble partiellement ordonné; 
Un ensemble flou est un ensemble X muni d'une fonction µx : 
X~ L appelée fonction d'appartenance à X; X est appelé le domaine ou 
l'univers de µx et L l'enseDble de vérité de µx . µx (x) est le degré 
d'appartenance de x à X. 
Ce degré peut prendre différentes valeurs partiellement 
ordonnées dans L. L'ensemble classique de vérité L pour les ensembles 
flous est [0,1) (cfr [ZADE651 ). 
NOTATION: l'ensemble flou X est noté: X= <X,µ x X~ L>. 
Remarquons que cette définition est encore extrêmement 
limitative: en effet , considérons par exemple l'ensemble des couleurs 
{bleu, blanc, noir, rouge, jaune}; cet ensemble pourrait très bien 
constituer un jour pour une application (en peinture par exemple) 
l'ensemble de vérité d'une fonction d'appartenance . Or cet ensemble de 
couleurs n'est pas du tout ordonné (coII1111ent ordonner naturellement des 
couleurs?); par conséquent, ce n'est même pas un treillis L <L pour 
lattice); c'est pourquoi I GOGUEN a pris la précaution d'étendre la 
définition ci-dessus à des ensembles de vérité quelconques appelés 






Nous constatons qu'avec cette nouvelle définition, nous 
caractérisons des ensembles flous et non plus uniquement des sous-
ensembles flous d'un même référentiel donné co111111e dans KAUFHANN. 
Un ensemble flou X = <X,µx X ➔ L> se présente donc co.mme 
un ensemble ·X ordinaire structuré par la donnée d'une fonction µx . 
Définissons, co1111lle on le fait généralement dans toute théorie 
.mathématique qui se respecte, les homomorphismes d'ensembles flous. 
Nous les définirons co111111e . des applications f : X ➔ Y qui "respectent" 
ou "conservent" la structure, soit ici, qui conservent la force 
d'adhésion d'un élément à un ensemble. 
Un ho111D111Drphis111e d'ensembles flous f : X ➔ Y où on a: 
X= (X,µx : X ➔ L> et Y= (Y,µv: Y ➔ L> est un triple f = (f,X, Y> où 
f ·est une application ordinaire de X dans Y telle que µx f µv '"' f ou 
encore pour tout x € X: µx (x> f µv (f(x>> . 
A partir de cette définition, nous pourrions redéfinir les 
concepts de sous-ensembles flous, d'union et d'intersection 
d'ensembles flous ainsi que d'autres notions ma.thématiques. Nous n'en 
ferons rien ici .mais nous conseillons au lecteur intéressé de 
parcourir lGOGU731 et surtout lCDDU871 pour sa clarté dans ce doma.ine. 
Il reste encore à noter que le fait d'avoir considéré les 
ensembles flous (plutôt que les sous-ensembles flous> ainsi que leurs 
homomorphis111es nous amène à un concept structuré important d'un point 
de vue strictement ma.thématique: la catégorie des ensembles flous, qui 
est donc une catégorie d'une espèce particulière d'ensembles 
structurés et de leurs homomorphismes: ( {X}, f ) ou ( { (X, µx X ➔ 
L)}, f). Cela permet d.' aller beaucoup pl us loin dans 1 'étude théorique 
des ensembles flous. 
Nous obtenons donc bien un aperçu d'une théori e sur les 
ensembles flous plus générale que celle présentée par KAUFHANN (le 
référentiel n'est pas unique et est flou) et dont la définition des 
nouveaux concepts se justifient grâce à des théories existantes 














§4. LOGIQUE FLOUE ET OPERATEURS FLOUS 
Cette logique, d'un point de vue syntaxique, repose, comme 
la logique classique, sur les éléments pri1110rdiaux que constituent les 
variables: du fait du caractère de cette nouvelle logique, ces 
variables seront appelées des variables floues. Ces variables floues, 
comme leurs "collègues" de la logique classique, pour être d'une 
quelconque utilité pratique, doivent posséder une certaine sémantique: 
d'où la nécessité d'une interprétation de celles-ci. Cette 
interprétation revient à faire prendre à ces variables des valeurs qui 
for.ment les éléments d'un certain ensemble, cet ensemble n'étant plus 
ordinaire mais flou. Par conséquent, l'appartenance ainsi que 
l'interprétatio~ elles-mêmes deviennent floues . 
.ex_;_ "cet ho111111e est grand avec tel degré d'appartenance à 
l'ensemble flou des ho111111es grands" constitue une 
interprétation de la taille d'un hoJIJIDe observé. 
D'autre part, nous pouvons directement aussi réaliser une 
interprétation non floue dans le sens où on af:fecte une fois pour 
toute aux variables des valeurs qualitatives floues, valeurs formant 
un ensemble ordinaire de valeurs de vérité, les degrés d'appartenance 
étant , cette fois, ces valeurs de vérité (par exemple valeurs de 
vérité linguistiques): 
.ex_;_ ensemble de valeurs de vérité: {très petit, petit, moyen, 
grand, très grand); "cet ho111JI1e est grand" est une 
interprétation se rapportant plus aux logiques multivaluées . 
Ce sera ce second genre d'interprétation qui sera très prisé dans la 
résolution qualitative d'applications physiques (cfr chapitre 6 pg 
73) , réalisée à l'aide d'opérateurs flous, que nous décrirons ci-
après . 
1 . La logique floue de ZADEH 
Dans la logique floue, l'ensemble des valeurs de vérité 











remplacé par des sous-ensembles flous de cet ensemble. ZADEH ne prend 
évide111111ent pas tous les sous-ensembles: ce serait tout-à-fait 
impossible à 1118.nipuler. A la place, il développe plutôt un ensemble 
fini de sous-ensembles flous de [0 , 11 caractérisés par des valeurs de 
vérité purement l i nguistiques. D'une manière plus explicite, 
l'ensemble de valeurs de vérité pourrait être un ensemble discret de 
la forme: 
{vrai, faux, pas vrai, très vrai, pas très vrai, plus ou 
111CJins vrai, assez vrai, pas faux, très faux, . . . } . 
Chaque élément de cet ensemble représente un sous-ensemble 
flou de [0 1 11. Encore plus, co111111e le souligne ZADEH, chaque êlément 
peut parfois s'obtenir à partir du sous-ensemble flou "vrai" <U, µv,· eo. i) 
où U est un référentiel et µv.- ,,.1 la fonction d'appartenance (à valeurs 
dans [0,11) caractérisant le sous-ensemble flou, par exemple: 
µra.u,,: (x) = µv,•a i (ll.QZl x) 
µ ,=oit!< & vo•a .i (x) = 1 - µv,•a.i (x) 
µt.,·ës v · .. .. i (x) : <µv,•,ai (x) ) 2 
µ ....... :z vo·ai (x) =· (µ..,., . .,.;_ (x))/;!l 
Ces règles de calcul sont évide111111ent dépendantes de la 
sé1118.ntique qu'on désire attribuer aux différentes valeurs de vérité . 
D'où, d'une 1118.nière analogue , la définition des connecteurs 
logiques flous ainsi que _ celle des règles d'inférence sont totalement 
dépendantes de la subjectivité du concepteur et de l'application 
traitée : 
exemples 
1. interprétation de a srt b: 
a est interprété co111111e "très vrai" et µv,- ,.,_; (a ) = 0. 9; 
b est interprété co111111e "faux" et µ r .. , .. ,.,,· (b) = 0 . 5; 
=> a tl b pourra être interprété par exemple co111JI1e "vrai" 
avec µv,•ai (a tl b) = min <µt.,-~ .. vo• a i (a),µ1' ,7AU.><: (b)) = 0.5 
ou comme "très vrai" avec: 
= 0 . 405 
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2. interprétation de l'implication et du ":modus ponens" 
flous: 
a est vrai avec µv,· a i (a ) = 0. 6 
a ~ b est vrai avec µv .- .. 1 (a ~ b) = 0. 9 
b est vrai avec µv,-,,.;, (b ) = 0. 5, 
si µv,•ai <a~ b ) = :min (1, 1 - µv ,·ai <a > + µv,· a.i <bJJ ; 
ou b est vrai avec µv,· a. i (b ) = 0. 9, 
si µv.- .. 1 <a ~ b) = max <1 - µv .- .,.i <a>, µv,· a.i <b> >. 
Par conséquent, le caractère subjectif de 1 'interprétation 
des variables, propositions floues et inférences, à travers des 
valeurs de vérité floues, implique que la validité elle-:mê:me d'une 
proposition ne peut plus qu'être caractérisée sémantique:ment et non 
plus en termes d'axiomes logiques de base ni de règles d'inférence 
générales co111111e celles de la logique classique . De ce fait, nous 
risquons de perdre, par la définition même de la sémantique attachée 
au problème traité en logique floue, les propriétés importantes de la 
logique classique, 
le prix à payer 
à savoir: la complétude et la cohérence. C'est là 
pour une logique plus adaptée au langage et 
raisonnement qualitatif humains. 
2. Les opérateurs flous 
Le 
généralisant 
terme "opérateur flou" 









d'opérations portant sur des variables floues. Les variables floues, 
considérées ici, sont interprétées dans un univers où l'ensemble des 
valeurs de vérité est discret (logi~ues :multivaluées) et où ces 
dernières sont des valeurs linguistiques floues, comme nous en avons 
un exemple dans le point 1 . précédent . Il est à noter que nous aurions 
pu définir et examiner des opérateurs flous sur des variables 
interprétées dans un univers continu de valeurs <co111111e [0,11 ). Hais ce 
n'est pas là notre objectif, objectif qui est de qualifier le 
fonctionnement de systèmes physiques. Pour ce faire, nous pensons que 
des opérateurs flous discrets sont beaucoup mieux adaptés. Les 
opérateurs flous continus nécessiteraient encore un raisonnement 
supplémentaire pour la lecture des résultats: ce qu'opèrent 
directement les opérateurs discrets. 
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Les opérateurs flous ne portent plus uniquement sur des 
valeurs de vérité du style contenu dans cet ensemble ({vrai, faux , pas 
vrai, très vrai, . . . )), co111JI1e pour les connecteurs logiques, mais sur 
n'importe quelle variable floue à valeur dans un ensemble de valeurs 
linguistiques floues quelconques. 
De plus, nous ne considérons plus ici les valeurs de vérité 
floues coD2111e des sous-ensembles de [0 , 11; nous n'attacherons plus 
aucun -·degré d'appartenance à l'interprétation des variables floues: 
c'est dans ce sens là que nous dirons que l'interprétation n'est plus 
floue; uniquement la valeur de vérité l'est encore dans sa 
signification même. 
Tout ceci est évide111JI1ent dû au but poursuivi et qui est de 
qualifier le comportement de systèmes physiques. De ce fait, comme 
nous l'avons déjà dit, nous n'avons plus besoin que d'un ensemble 
ordinaire discret L, au pire, partiellement ordonné , de valeurs de 
vérité linguistiques qualitatives et dont la signification seule est 
floue ainsi que d'un univers U de variables floues prenant leur valeur 
dans cet ensemble. L'interprétation sera donc une fonction 
d'appartenance: U ➔ L. 
Tout opérateur flou portera sur une ou plusieurs variables 
floues à valeurs appartenant de manière absolue à Let il en résultera 
un élément appartenant généralement à L (c'est le cas dans ce mémoire 
mais ceci n'est pas obligatoire>; ces opérateurs seront donc de la 
forme: L x . . . x L ➔ L . 
exs 1. division floue /f : Lx L ➔ L : (x,y> ➔ z = x /f y 
où par exemple , L = {TP, P, H, G, TG) t ensemble 
ordinaire totalement ordonné (cfr annexe 1 pg 
111> . 
2. "contraire de" contrf: Lx L ➔ L: x ➔ y=contrf <x > 
où par exemple, L = {TP,P,H,G, TGJ ; on a: 
contrf (TP ) = TG; 
contrf (}[) = H. 
Pour d'autres exemples, il suffit de consulter l'annexe 1 
(cfr pg 111 ). 
Ces opérateurs flous, pour les défi ni r en t ièrement, 
nécessitent donc une table à entrées multiples et à sortie unique: ils 
constituent d'un point de vue JIJB.thématique une fonction de plusieurs 
variables; c'est pour cette raison que les langages fonctionnels de 
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progra111.IDBtion tels le LISP standard et le KULISP de Xi crosoft 
Corporation fXIC086J sont si bien adaptés pour les i mplémenter . 
§5. LOGIQUE FLOUE "VERSUS• PROBABILI TE 
De prime abord, de part leur formalisation co.mmune à travers 
1 'intervalle [ 0, 11, il est assez naturel de faire un rapproche.ment 
entre la logi que floue et les probabilités ou même pire encore les 
confondre. Ensuite, il s'agit de réfléchir et de se ressaisir: si 
elles étaient identiques, ces deux théories n'auraient quand même pas 
été définies et appelées par des noms différents r i en que pour le 
plaisir . . . Enfin, quand nous examinons de plus près l es concepts 
appartenant à ces théories , nous apercevons effec tivement les 
différences . Ce sont ces dernières que nous allons mettre en é vidence 
tout au long de ce paragraphe. 
1 . Rappel s sur la théorie des probabilités 
Soi t E un référentiel . P Œ) est l'ensemble des parties 
classiques de E. 
1. Une partie ..1 de P Œ ) est dite tribu ou fa11lille 
proba.bilisable si et seulement s i elle vérifi e : 
1 . stabilité par complémentation 
pour tout A € ~ : Ac€ A 
2. stabilité par union : . 
pour tout A, B € ..1: Au B € 4 
(pour E, référentiel fini ) 
Toute suite dénombrable d'élémen t s A1, A2, . . . , 
A,,, de ..1 est tel l e que A1 U Az U . . . U A,, U 
ê ~ 
(pour E, r éférentiel in fini) 
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2. On appelle fonction de pro'babilité une application de tJ dans 
IR+: tJ ➔ IR+ 
A ➔ p (A) 
(p(A) est une probabilité attachée à A) 
vérifiant les propriétés suivantes: 
1. p est positive : pour tout A é tJ : p (AJ 1 0; 
2. p est normée: pŒ) = 1; 
3. p est additive : pour tout (A,BJ é tJ 2 : 
A f) B = I ~ p (A U B> = p (A) + p (B). 
On peut donc en déduire: 
1. monotonie dep: A CE~ p(A) f pŒ) ; 
2. p(A") = 1 - p(A>; 
3. p(A U B> = p(AJ + pŒJ - p(A Q B>. 
2 . Rappels sur la théorie des sous-ensembles flous 
Considérons encore un référentiel E. Nous savons que la 
donnée d'un sous-ensemble est équivalente à la donnée de sa fonction 
caractéristique; soit ACE et µA une telle fonction: 
µA E ➔ L = {0,1) sous-ensemble classique 
µA E ➔ L = [0,11 sous-ensemble flou 
X ➔ µA (x) 
Donc, µA é APPL cE ➔ L::i , ensemble des applications de E 
dans L. On a ainsi identifié deux concepts: P (E) ensemble des parties 
classiques ou floues de E et APPL cE ➔ L::i, 
3. Différences probabilités - calcul flou 
Nous distinguerons deux aspects principaux par lesquels les 
notions de probabilités et de calcul flou diffèrent: l'un est purement 
pragmatique ou sémantique, l'autre définitionnel . 
L'aspect pragmatique du calcul des probabilités réside dans 
1 'analyse de faits aléatoires qu'ils soient de nature évidente ou 
floue: mais cette dernière caractéristique constitue une autre 
dimension face aux probabilités proprement dites. Par contre, le 
calcul flou, comme son nom l'indique, étudie les faits de nature vague 




1. situation probabiliste non floue : 
Nous disposons d'une urne contenant des boules blanches, 
rouges et noires parfaitement reconnaissables d'après leur 
couleur: cette situation est entièrement évidente puisqu'elle ne 
contient aucune donnée de nature imprécise . Si on dema.nde les 
chances de tirer 3 boules blanches d'affilée, alors cette 
situation définit un modèle p urement probabiliste. 
2 . situation déter11liniste non floue : 
Les boules blanches, noires et rouges forment des sous-
ensembles parfaitement défin i s et nous pouvons les observer à 
notre guise. 
3. situation déter11liniste floue 
On se trouve dans une p areille situation dans le cas où on 
se de.ma.nde co111111ent définir, au vu des trois sous-ensembles 
existants déjà, les sous-ensembles flous des boules claires et 
des boules foncées . 
4. situation probabiliste floue: 
Nous nous retrouvons devant notre urne du premier exemple 
comprenant à présent 5 sous-ensembles, 3 classiques: BB = {boules 
blanches}, EN= {boules noires}, BR= {boules rouges} et 2 flous: 
BF = {boules foncées}, BC = {boules claires}; nous désirons , dans 
cette situation, calculer la probabilité p de tirer une boule 
foncée: la réponse est: 
p = P (tirer BR> 
+ P (tirer BE> 
µeF <BR> + P ( tirer EN) . µ EiF <EN) 
µeF ŒB). 
La justification de ce calcul sera détaillée dans le 
paragraphe suivant. 
L'aspect définitionnel de la différence entre probabilités 
et calcul flou se situe à un niveau plus théorique, syntaxique et se 
ramène au fait qu'il est impossible de confondre fonction 
caractéristique d'un sous-ensemble flou et probabilité d'un sous-
ensemble classique: 
• la fonction caractéristique µA d'un sous-ensemble i..lJ:ll.L A 
est un élé111ent de APPL cE ... c: ~•, 1 ::i] ([ !lJ , 11 peut même être 
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remplacé en général par un ensemble partiellement ordonné 
L> et définit A de façon unique; 
• une fonction de probabilité p est un élément de APPL cP 
( E > ... co , 1.:i.J où P <E> est l'ensemble des parties 
classiques du référentiel E (en général , P <E> peut être 
remplacé par une tribu~ ). 
De plus, une probabilité p<A> est un nombre appartenant à 
[0,11 attaché au sous-ensemble classique A. Pour un ensemble A donné, 
il y a autant de probabilités que de fonctions p tandis que µA (x ) est 
le degré d'appartenance de l'élément x de Eau sous-ensemble flou A et 
il est unique. 
En conclusion, citons ZADEH: "Par flou , on désigne un type 
d'imprécision associée à l'utilisation de sous-ensembles flous, c'est-
à-dire des classes pour lesquelles la transition entre appartenance et 
non appartenance n'est pas brutale . " "L'aléatoire rend compte 
d'une méconnaissance relative à l'appartenance ou la non appartenance 
à un sous-ensemble non flou." 
§6. LOGIQUE FLOUE •XJIUS" PROBABILITE 
Kalgré les différences évidentes entre ces deux théories, 
abordées dans le paragraphe précédent, un exemple , lui aussi traité 
dans ce pr écédent paragraphe et représentant une situation 
probabiliste floue, nous a montré 1 'utilité flagrante de la réunion 
dans un seul modèle, des concepts de probabilité et de degré 
d'appartenance de la logique floue. De plus, une application de ce 
mé1110ire (cfr chapitre 6 §2 pg 74> est également détaillée dans le même 
esprit de pouvoir emmêler logique floue et probabilité. 
Les résolutions présentées, que ce soit pour l'exemple ou 
pour l'application, ont été proposées et réal i sées d'une façon 
correspondant entièrement à notre intuition; mais l'intuition est une 
chose, la justification théorique en est . une autre. C'est pourquoi, 
nous nous sommes plongés dans la littérature à la recherche d'un 
article pouvant justifier le mélange de ces deux notions distinctes 
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que sont probabilité et degré d'appartenance. Nous 1 'avons trouvé: 
CHISD821. 
Cet article nous suggère que les degrés d'appartenance à un 
ensemble flou A peuvent être identifiées par des probabilités 
conditionnelles c 'est-à-dire: µA <x> = P <A I x). L'auteur, E.HISDAL, 
nous propose même deux méthodes pour définir, de manière statistique, 
les degrés d'appartenance d'élément à un ensemble flou: la sienne 
ainsi que celle de B.R.GAINES. Ces deux méthodes sont brièvement 
décrites dans le chapitre 6 des applications de ce mémoire, deuxième 
paragraphe <cfr pg 81). 
Pour un lecteur qui désirerait avoir le détail d'une des 
deux méthodes ainsi que l'approche concernant l'autre, il lui suffit 
de consulter CHISD821. 
Nous n'irons pas plus loin dans la description . de ce 
"mixage", collusion entre probabilité et logique floue, étant donné 
que nous nous intéressons uniquement au côté purement applicatif de 
ces notions. Néanmoins, il nous paraissait raisonnable de présenter 
pour le moins les idées ainsi que les sources d'une justification 
plausible de ce "mixage". 
§7. CONCLUSION 
La princi"pale leçon à retenir de tout cet important chapitre 
est que, contrairement à la logique classique, la logique floue 
perJ11et 1 de part ses concepts, dans toute prise de décision, tout choix 
quelconque, de ne pas porter un et un _ seul jugement catégorique et 
sans appel mais de tirer plusieurs conclusions, chacune d'entre elles 
accouplée à son degré de plausibilité ou d'appartenance: cela permet 
un éventail de possibilités pl us grand ce qui, dans certains cas 
douteux ou "pathologiques", est grandement utile car la prise de 
décision est beaucoup plus nuancée; les compromis sont dès lors 
possibles. 
La logique floue est une logique qui est beaucoup plus 
accolée à l'esprit de la pensée humaine et du langage que les systèmes 
logiques conventionnels . Cette logique est donc promise à un bel 
avenir dans des domaines en constant développement, traitant de · la 
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prise de décision, des diagnostics :médicaux, de philosophie, 
linguistique, psychologie, sociologie, . .. 
Par conséquent, cette logique est également la plus adaptée 
au raisonnement qualitatif sur le comportement des systèmes physiques 
du fait de son aspect moins brut que la logique classique qui, elle , 
est mieux appropriée à l'analyse :mathématique. La log ique floue nous a 
d'ailleurs permis de définir des opérateurs flous discrets sur des 
variables prenant des valeurs linguistiques floues co1Z1111e valeurs de 
vérité; quand l'ensemble des valeurs de vérité est infini (par exemple 
[flJ, 11), on peut même aussi définir des opérateurs flous continus. 
Seulement , dans le cadre de ce mémoire, de tels opérateurs n'auraient 
été d'aucune utilité. Nous avons donc préféré les opérateurs flous 
discrets dans le but de pouvoir qualifier, d'une manière 
compréhensible et · directement interprétable, le comportement des 
systèmes physiques abordés. Par contre, un opérateur flou continu 
aurait nécessité encore une interprétation qua.li ta ti ve par la sui te: 
ce qui nous semble _totalement superflu . 
Xais, malgré tous ses avantages présentés, la logique floue 
ne permet pas de résoudre tous les cas de figure : en effet , certains 
modèles, renfermant des notions de "possibilité" , de "nécessité", 
ainsi que 1 ' idée "du temps qui passe", ne sont pas directement 
,formalisables en logique floue. Nous touchons ainsi à des modes de 
pensée encore plus détaillés et donc encore plus difficiles à exprimer 
à l'aide d'un langage logique. Pour y arriver IIJalgré tout , il nous 
faut faire un pas supplémentaire et étudier d'autres logiques qui 
permettent de formaliser ce genre de nuances de la pensée huIIJaine . 
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CHAPITRE 5 A PROPOS D'AUTRES LOGIQUES 
§1. INTRODUCTION 
Ce chapitre fera figure de "parent pauvre" de son contenu 
dans ce mémoire étant donné que très peu de concepts qui y seront 
présentés auront conduit à une application pratique (cfr chapitre 6 pg 
73). Néanmoins, il nous fallait, pour la culture générale du lecteur 
autant que pour la nôtre, au moins montrer d'autres formes importantes 
de logiques non standards permettant de modéliser des connaissances, 
d'une mBnière plus proche du raisonnement humain et donc ·encore plus 
nuancée que la logique floue. Par conséquent, nous ne présenterons 
quasiment que les idées théoriques de base de ces logiques et pas les 
moyens de les implémenter puisque ceci n'a été réalisé qu'en partie 
(cfr chapitre 6 § 3 et 4 pgs 83 et 90: concernant la logique 
temporelle) . 
Le contenu de ce chapitre sera formé de deux logiques non 
standards importantes que sont les logiques modale et temporelle. 
Quant aux autres formes de logiques ou raisonnements, comme la logique 
basée sur le raisonnement par défaut, logiques non monotones, 
raisonnements plausibles, raisonnements sur le raisonnement encore 
appelés méta-raisonnements, nous renvoyons le lecteur, pour un 
bref mBis clair aperçu de ces logiques, à l'excellent article fCFKP851 
ainsi que pour un approfondissement de ces notions, à fTURX841. 
La logique IIJOdale , que nous allons détailler ici, a été 
tirée principalement de f LUKA721 et est due à notre cher savant et 
logicien grec: Aristote. Cette logique, contrairement à celle du 1 ... .-
ordre qui, avec sa sé11Jantique standard, est uniquement adaptée aux 
vérités éternelles, s'applique très bien au raisonnement à propos de 
connaissances concernant les notions principales de "nécessité" , 
"possibilité" et "contingence" . Une vérité nécessaire est une vérité 
qui ne pourrait pas être autrement; une vérité contingente par contre 
le pourrait. La distinction est souvent expliquée en faisant référence 
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à la notion de ":monde possible": l a nécessité correspond à la vérité 
dans~ les :mondes possibles, tandis que la possibilité correspond à 
la vérité dans quelques mondes possibles et la contingence est une 
vérité dans le monde actuel <par exemple) JIJais pas dans :t.mJ..â les 
mondes possibles. 
La logique temporelle, quant à elle , tirée en grande partie 
de CTURN841, est propre au raisonnement de ce qui est, qui sera ou qui 
a été. Cette logique est donc très bien adaptée à la for:malisation du 
passé, présent et aven.ir ainsi que de pouvoir réaliser des 
conséquences à ce sujet et dans ce cadre, conséquences que la logique 
floue était incapable de :modéliser: par exemple, la logique floue peut 
facile:ment exprimer qu' "un bébé est très jeune et petit" mais elle ne 
pourra pas modéliser la déduction suivante: "le bébé va donc grandir 
et vieillir". Ce système logique traite le passé co111111e une séquence 
linéaire de points dans le temps <passé proche, lointain, . . . ) en deçà 
d'un point de référence qui se trouve être le présent . Le futur est 
considéré co.mme une structure de points dans le temps qui sont au-delà 
du point de référence. Cette logique comprend en outre un ensemble 
d'opérateurs complexes capables de quantifier des propositions vis-à-
vis des points définis dans le temps. 
Le plan du chapitre, vu la brève description de son contenu 
que nous venons de réaliser, est assez simple: il se composera de deux 
paragraphes traitant respectivement de la logique :modale d'Aristote et 
de la logique temporelle, en plus de cette introduction et d'une 
conclusion terminale. 
Les références, qui nous ont aidés à rédiger ce chapitre 
ainsi que celles que nous recoJ11111andons au lecteur, sont : [Tf/RN841, 
CLUK.A721 et CYEBB831 pour la logique modale ainsi que CTTJRN841, 
fVEBB831 et [BOJl0811 pour la logique temporelle. 
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§2. LA LOGIQUE NODALE D'ARISTOTE 
1. Syntaxe et dêfinitions de base 
La logique modale d'Aristote, du point de vue de sa syntaxe, 
repose sur 4 concepts fondamentaux que sont : les variables-
propositions ou propositions (qui peuvent être celles de la logique du 
1 • ..,,. ordre) , les termes modaux, les fonctions modales et les 
propositions modales. Aristote distingue 4 ter111es 1110daux, à savoir: 
• "nécessaire"; 
• "i.mpossi bl e"; 
• 
1
'possi bl e"; 
• "contingent" . 
D'après Aristote, les seules propositions modales correctes 
syntaxiquement sont de ces 4 types; 
~ "La variable-proposition p est nécessaire" ou encore "Il est 
nécessaire que p". 
Les propositions JEdales sont donc constituées de une ou 
plusieurs variables-propositions pouvant ,être interconnectées 
(connecteurs logiques) ainsi que des seuls ter.mes .modaux pré-cités. 
On appelle fonctions 111Ddales des expressions telles: "Il est 
nécessaire que p" ou "Il est possible que p" notées respective.ment Lp 
et Np. Let X sont appelés foncteurs JDDdaux et pleur argument. 
Les propositions qui co.mmencent par L, ou leurs équivalents, 
sont dites apodictiques, celles qui _ co.III111encent par K, ou leurs 
équivalents, sont problé111atiques. Les propositions non .modales seront 
appelées assertoriques. 
Par la suite, seuls les termes .modaux "nécessaire" et 
"possible" seront utilisés, le ter.me "i.mpossi ble" étant la négation de 
"possible" et le concept de contigence, dont la définition sera donnée 




2. Formules fondamentales de tout système de logique modale 
1 . "Il est possible que p .s.s.J.. il n'est pas nécessaire que 
non-p", c'est-à-dire: on peut avoir p à condition qu'on ne doive pas 
avoir (nécessairement) la négation de pet vice-versa . 
traduction symbolique: Q Xp NLNp (Q désigne~ et N la négation> 
2 . "Il est nécessaire que p ~ il n'est pas possible que 
non-p", c'est-à-dire: on doit (nécessairement> avoir p quand il n'est 
pas possible d'avoir sa négation et vice-versa. 
traduction symbolique: Q Lp N]r{}lp 
3. La logique modale de base 
Aristote connaissait, sans les avoir formulés de façon 
explicite, les deux célèbres principes scolastiques de la logique 
modales: 
3. "S'il est nécessaire que p, alors p": C Lp p 
désigne le "si . . . alors" . 
4 . "Si p, alors il est possible que p": C p Xp. 
où C 
Par conséquent, nous pouvons en déduire que: "l'existence 
implique la possibilité" et "la nécessité implique l'existence" mais 
les réciproques sont à rejeter: 
5 . "S'il est possible que p, alors p": C Mp p: à rejeter! 
6. "Si p, alors il est nécessaire que p": C p Lp: à rejeter! 
Les formules 1 à 6 sont admises à la fois par la logique 
traditionnelle et par l'ensemble des logiciens modernes. Cependant, 
ces formules ne suffisent pas à caractériser Xp et Lp en tant que 
fonctions modales, puisque ces formules sont satisfaites quand on 
interprète Xp comme toujours vraie (ici l'interprétation et la 
sémantique repose sur celle de la logique classique {vr.ai,faux}, 
logique classique à laquelle nous avons rajouter deux foncteurs 
modaux> et Lp comme toujours fausse. Dans cette interprétation, un 
système, construit sur les formules 1 à 6 cesserait d'appartenir à la 
logique modale et par suite, nous ne pouvons faire l'assertion de Xp 
(c'est-à-dire accepter pour vraies toutes les propositions 
problématiques>, ni celle de NLp (c'est-à-dire tenir pour fausses 
toutes les propositions apodictiques> . En fait, il faudrait tout 
simplement rejeter les deux expressions, car toute expression dont on 
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ne peut faire l'assertion devrait être rejetée (semblablement au 
principe du tiers excl u): 
7. Il Il est possible que p": Xp: j .r:e i e t e.r. ! 
8. "Il n'est pas nécessaire que p": Lp: à i::e i eter.! 
Nous disons d'un système qu'il est une logique 1110dale de 
base ~ il satisfait les formules 1 à 8. Il est possible 
d'axiomatiser cette logique modale de base en se fondant sur le calcul 
classique des propositions. 
exemples • prenons pour terme de base}[ et la formule 2 co11l111e 
définition de L, on obtient ainsi un ensemble 
d ' axiomes indépendants, appartenant à la logique 
modale de base: 
4. C p Xp 5. c Xp p: à .r:eieter.! 
7. Hp: à reieter! 
9. Q Hp HllNp (tiers exclu ). 
ou alors prenons le cas contraire: terme de base L 
et formule 1 définissant X, on a: 
3. C Lp p 6. c p Lp: à .r:eieter.! 
B. NLp: à reiete.r:! 
10. Q Lp LNNp (ti ers exclu>. 
La logique modale de base const i tue le fondement de tout 
système de logique modale et doit toujours faire partie d'un tel 
système. Les formules 1 à 8 sont en accord avec nos concepts intuitifs 
de nécessité et possibilité (d'ailleurs déjà présentés dans 
l'introduction>, sans pour autant représenter à elles seules la 
totalité des lois modales admises: 
exemvle .. s i une conjonction fil est possible (resp. 
nécessaire>, alors chacun de ses facteurs 1 'est 
aussi. 
Or cet exemple ne peut se déduire des formules 1 à 8: c'est pourquoi, 
la logique modale de base est un système incomplet requérant d'autres 
axiomes supplémentaires. Nous ne les détaillerons pas ici mais nous 
conseillons au lecteur [LUKA72J pour plus d'informations dans ce sens. 
4. Interprétation de la logique modale et contingence 
L'interprétation sémantique que nous avons abordé est celle 
de la logique modale du 1'""'' ordre. Le langage de la logique modale du 
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1.-..,- ordre est obtenu à partir de celui du calcul des prédicats auquel 
on a rajouté les deux nouveaux opérateurs Let K. Donc, si A est une 
formule bien formée wff, alors LA et KA sont des wff dans ce langage. 
La sémantique des c onnecteurs classiques n'est pas si 




Ainsi, MA est vrai si A est vrai dans quelques mondes 
et LA est vrai si A est vrai dans ~ les mondes 
Pour traiter cette matière de manière formelle, il nous 
faut introduire la notion de cadre 111Ddal : ce que nous ne ferons pas 
dans ce mémoire; pour le lecteur qui désire poursuivre une étude plus 
détaillée et plus rigoureuse de cet aspect de la logique IIJOdale, nous 
lui renseignons [TURNB41 à partir de la page 18. Pour notre part, nous 
nous contenterons de dire que cette notion de cadre modal fait 
intervenir le concept de mondes. possibles ainsi que les axiomes et 
règles d'inférence valides (vrai pour ~ les mondes possibles et 
pour toute interprétation). 
Encore un mot au sujet d'un concept à part de cette logique 
modale: la notion de contingence: on entend par contingence ce qui 
n I est pas nécessaire et ce dont 1 'existence hypothétique n'enveloppe 
rien d'impossible: "Il est contingent que p ~ il n'est pas 
nécess{!Jire que p et i 1 n I est pas nécessaire que non-p" ou encore "Il 
est contingent que p ~ il n'est pas nécessaire que pet il n'est pas 
impossible que p". Par conséquent, une "chose" 
elle n'est pas nécessaire et pas impossible 
sera contingente si 
et vice-versa. La 
contingence représente donc une possi bi 1 i té ambi val en te en ce sens 
qu'une chose conti ngente peut ou ne peut pas se produire. 
Ceci termine notre exposé su~ la logique modale, exposé pour 
lequel nous nous sommes restreints à présenter les grandes idées 
plutôt que développer une théorie approfondie. 
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§3. LA LOGIQUE TEXPORELLE 
Ce paragraphe s'intitule à logique temporelle ma.is il ne 
faut pas s'y tromper: cela ne veut pas pour autan t dire qu'il n'y a, 
de même que pour la logique modale, qu'une seule logique temporelle; 
souvenons-nous qu'on pourrait tout aussi bien imaginer une logique _· 
modale n'ayant exclusivement que les termes modaux de "possibilité" et 
"nécessité" sans faire intervenir la contingence . D'autre part, la 
logique modale faisant intervenir cette dernière notion ne perd pas 
pour cela son caractère modal. De la même façon, la logique 
temporelle, dont nous allons présenter les grandes lignes ici, ne 
constitue qu'un exemple de logique temporelle. Cependant, dans tous 
les exemples de logique te1Dporelle 1 les grandes idées demeurent. Nous 
pouvons citer une logique temporelle renferma.nt les notions de passé, 
présent et futur, une autre qui spécialise chacune de ces notions 
<passé lointain, passé proche, présent , futur proche, futur lointain), 
encore une autre qui ne considère que le moment présent et l'instant 
suivant, ou encore celle que nous allons développer qui ne considère 
que ce qui se passera <passait) à tout moment du futur (passé) ainsi 
que ce qui se passera (passait) à q.uelques mo1Dents du futur (passé), 
Un exemple de logique temporelle a été i1Dplémenté dans deux 
applications de ce mé1Doire (cfr chapitre 6 §3 et 4 pgs 83 et 90). 
Cette logique est séma.ntiquement temporelle ma.is elle a été forma.lisée 
sous for1De de variables floues prenant leurs valeurs dans des 
ensembles de vérité discrets et totale1Dent ordonnés (ensembles 
distincts suivant l'application). Le principe de la logique, 
implémentée dans l'application du N.R . U., est de considérer l'échelle 
du te1Dps divisée en 5 instants et de pointer sur cette échelle le 
temps qu'il faut pour parcourir, à une certaine vitesse, une distance 
donnée. Tandis que le principe de l a seconde application (circuit R-C-
Tube à néon ) est de considérer un instant temporel co.11l111e le départ 
d'un état du système et l'instant suivant co.11l111e le coJ111Dencement de 
l'état suivant (le te1Dps est ici fortement lié à la relation de causes 
à effets inter-états), la différence de te1Dps entre ces deux états 
étant définie sur l'échelle floue du te1Dps {TP, P, X, G, TG). 
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Ce paragraphe est bien évidemment · indispensable à ce 
mémoire, étant donné que 1 'objectif de celui-ci est de représenter 
qualitativement le fonctionnement des systèmes physiques. Or les 
systèmes physiques étant le plus souvent des systèmes dynamiques 
évoluant dans le temps, ce n'est vraiment pas gratuitement que nous 
allons écrire les lignes qui suivront. 
Face à la disparité des logiques temporelles, nous allons 
malgré tout essayer, à travers un exemple de ces dernières, de tirer 
quelques traits co1Il111uns et de les présenter co1I1111e formant la logique 
temporelle minimale. 
1. Notions de logique temporelle 
En logique temporelle, contrairement à la logique classique 
qui · est uniforme dans le temps, la même proposition peut avoir une 
valeur de vérité dift'érente selon le temps: c'est ce phénomène 
particulier sur lequel nous allons nous pencher. 
Nous nous restreindrons ici à la logique temporelle des 
proposi tians Dr c I est-à-dire que la syntaxe de notre langage LT est 
générée à partir d'une part du calcul propositionnel <logique des 
prédicats du 1'"''' ordre ) auquel on rajoute d'autre part les opérateurs 
temporels F, P, G et H. En d'autres termes, la logique temporelle 
constitue une extension du calcul propositionnel admettant co1DJI1e wff 
(formu les syntaxiquement. correctes), les formules FA, PA, GA et HA 
quelque soit la proposition A. 
opérateurs est: 
La sémantique de ces nouveaux 
• FA: A sera vrai en quelques moments futurs; 
• PA: A a été vrai durant quelques instants du passé; 
• GA: A sera vrai à tout moment du futur; 
• HA: A fut vrai à tout instant du passé . 
Pour prendre en compte cette variation de valeurs de vérité 
en fonction du temps, notre modèle de base doit inclure la notion de 
"points temporels" ainsi qu'une relat ion de "précédence temporelle". 
Définition : 
Un cadre te111p0rel Test formé de: 
• un ensemble non vide T de points temporels; 
• une relation R de "précédence temporelle"; 
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, une fonction h: T x LT ➔ {1,0), où {1,0) modélise 
la sémantique classique {vrai,faux) . 
La fonction h associe~ chaque formule atomique ses valeurs 
de vérité à travers le temps. 
Nous obtenons une retraduction de la sémantique des 
différents opérateurs logiques de LTi quelles que soient les formules 
atomiques A, B, on a: 
1. h (t, A tl B) = 1 filil. h(t,A) = 1 tl h (t, B> = 1. 1 
2. h ( t , .ru:m A) = 1 §fil h (t, A) = 0· 1 
3. h(t,FA> = 1 ~ <il e.xi s.te. t 1) (R(t,t') fil h(t',A> = 1>; 
4 . h(t,PA> = 1 ~ <il e.xi s.te. t 1) (R(t',t) tl h(t',A) = 1) , 
Les règles 3 . et 4. reflètent bien notre intuition à propos de FA et 
PA, où R<t , t') désigne le fait que l'instant t précède 1 'instant t'. 




5. h(t,GA> = 
6. h (t, HA> = 
GA # .rum F m;m A; 
HA # llQ1l P Jl.Q11 A . 
implique, en appliquant les règles de négation 
et la règle 2 . ci-dessus: 
1 ~ (QQ!.lr. tQu t t 1) (R(t , t') :; h (t',A> = 1> ; . 
1 ~ (QQ!J.Z: . tout t') (R(t',t) :; h (t',A> = 1 ). 
de la 
Nous dirons qu'une proposition est vraie dans un tel cadre 
si cette dernière prend la valeur 1 en tout point du temps. 
Ce contenu de LT constitue la logique temporelle de base. 
Les seules variations qu'on peut y apporter, sans tout modifier 
complètement , sont celles concernant les propriétés de la relation R 
de précédence temporelle. On obtient donc plusieurs logiques 
temporelles (du même style> en faisant varier R. 
2. Logique temporelle minimale 
La logique te:rrporelle :minimale, notée K, est obtenue en 
n'imposant aucune restriction sur la relation R de prëcédence 
temporelle . Nous dirons d'une proposi tion qu'elle est K-valide fil2..i._ 
elle est vraie dans tous les cadres temporels. La log ique temporelle 
minimale est précisément l'ensemble des propositions K-valides et est 
caractérisée par les axiomes qui suivent ainsi que le modus ponens 
coI111IJe règle d'inférence: 
1. A, où A est vrai dans tout cadre temporel ; 
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2. G<A ⇒ B> ⇒ (GA ⇒ GE>; 
3. H(A ⇒ E> ⇒ <HA ⇒ HE>; 




moments futurs à ce passé; 
A ⇒ GPA: à tout moment futur, on a eu A à quelques 1110111ents 
du passé de ce futur; 
GA, si A est un axiome; 
HA, si A est un axiome; 
Un axiome de la logique temporelle miniJDale est donc 
invariable dans le temps; 
8. Nodus Panens: A 
A ⇒ E 
E 
3. Autres logiques temporelles 
Tous les autres systèmes de logique temporelle sont le plus 
souvent des extensions de ce genre de logique temporelle 111inimale et 
son·t obtenus en imposant des contraintes supplémentaires sur la 
relation R de précédence temporelle, co111i11e par exemple la transitivité 
de R. 
Pour des inforlDâtions détaillées concernant ces différentes 
sortes de logiques te111porelles, le lecteur pourra consul ter f TUR1{841, 
livre présentant les grandes lignes des logiques temporelles de 
McDermott, Allen ainsi que Hanna & Pnueli (cfr aussi pour ces derniers 




A travers ce dernier chapitre sur les logiques, nous avons 
tenté de montrer que celles-ci, standards ou non, permettent de 
formaliser des idées et des raisonnements que nous effectuons 
coura111111ent sans plus y attacher aucune importance parce que cela nous 
semble tout naturel de penser de cette façon et pas d'une autre. 
Par contre, si nous voulons faire simuler un genre de 
raisonnement, propre à la race humaine, par une machine, alors nous 
nous trouvons devant un tout autre problème et à ce moment-là, nous 
so111111es capables de comprendre toute l ' utilité de la démarche, 
appliquée dans ce mémoire, qui est de présenter les outils logiques 
formels avant de les mettre en pratique sur des problèmes physiques ou 
autres. La première partie de cette démarche a pour but de mettre en 
évidence et décomposer notre façon de raisonner à travers des logiques 
formelles qui seront à la base de la seconde partie qui consistera en 
une simulation automatique de notre raisonnement par une machine . 
Les deux logiques abordées dans ce chapitre, à savoir les 
logiques modale et temporelle constituent ainsi chacune une 
formalisation de deux aspects importants de notre pensée. Leur place 
est donc tout-à-fait justifiée. Ce sont d'ailleurs elles qui terminent 
ici l'exposé des différentes logiques présentées dans le cadre de ce 
mémoire. 
Dans le prochain chapitre, nous aurons enfin droit à 
l'application de certaines des notions exposées, à des problèmes 
divers, physiques et probabilistes. Ceci constituera, après toute 




CHAPITRE 6 APPLICATIONS 
§1 . INTRODUCTION 
Ce chapitre constitue le réel travail personnel de ce 
mémoire. Il a pour but de mettre en pratique les nombreux articles lus 
pour clarifier et justifier les idées intuitives de départ sur les 
différentes petites applications proposées. 
Le contenu_ de cette partie "Applications" est structuré en 
trois paragraphes hormis, bien entendu, cette introduction et la 
conclusion qui suivra. 
Le premier traite, à 
différence entre logique floue 
travers une application , 





possibilité malgré tout de mélanger dans un problème qui s'y prête ces 
deux notions distinctes. 
Le paragraphe suivant présente 
réellement physique illustrant comment 
une première application 
les l ogiques floue et 
temporelle peuvent coexister. Ce problème physique constitue une 
application de départ pour lancer l es bases d'une méthode g énérale de 
résolution qualitative de systèmes physiques. C'est dans c e problème 
que nous utilisons pour la première fois le concept d'opérateur f lou . 
Enfin, le troisième paragraphe, quant à lui, résout un 
problème physique plus complexe de deux manières: l ' une analytique et 
l'autre de façon qualitative. Nous tenterons de montrer en quoi la 
seconde résolution permet de traiter le problème complètement et plus 
intuitivement et fait ainsi mi eux ressortir 1 e comportement physique 
du système. D'où 1 'intérêt didactique d'une tel l e présen t at i on du 
fonctionnement d'un système physique . Et de ce f ai t, c e t te méthode de 
résolution qualitative pourra prendre une larg e p l ace dans 
l'Enseignement Assisté par Ordinateur; enfin, c e dernier point , nous 
l'espérons; ceci devrait encore être justifié, preuves à 1 'appui, pour 
pouvoir réellement développer à grande échelle , dans le cadre 
d'apprentissages, de telles méthodes d'enseignement. 
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§2. PROBABILITE HJfJIUS" LOGIQUE FLOUE 
XODELE DES CADEAUX DE FIN D'ANNEE 
But poursuivi 
L'application proposée ici nous permet de .montrer co11111lent 
mettre en présence et même "mélanger" les notions fort différentes 
conceptuel] e.ment de probabilités et de degrés d'appartenance de la 
logique floue. 
Enoncé du problème 
Le problème à résoudre est le suivant: 
"Un :magasin de cadeaux nous de:mande d'étudier le pourcentage de 
chances qu'une personne d'âge donné entre dans ce ma.gasin et achète un 
article de cadeau donné , ceci afin de prévoir la quanti té en stock 
nécessaire par cadeau et aussi pour déterminer le profil de la 
clientèle du :magasin en fonction des cadeaux." 
Modélisation du problème 
Après avoir observé le fonctionnement du dit :magasin, 
nous décidons de .modéliser les données du problème de la façon 
sui vante : 
1 · ; nous so11l11les en présence d'un :magasin d'articles de 
cadeaux donc dans un uni vers, un ensemble de cadeaux 
répartis, à notre avis (une autre modél i sation pourrait 
certaine.ment être définie d'après une autre idée 
intuitive de base) , en 4 classes non définies de manière 
abrupte autre.ment dit en 4 sous-ensembles flous : 
* cadeaux de luxe (25 %); 
* cadeaux de super-luxe <33 %) ; 
* cadeaux de première nécessité (17-19 %); 
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* cadeaux utiles (6 Z>; 
la définition de ces sous-ensembles flous s'est plus ou 
moins inspirée par les taux de TVA en vigueur 
actuellement; ce sont les chiffres figurant entre 
parenthèses à côté du nom des classes ci-dessus. 
REMARQUE: nous pourrions peut-être appliquer le principe 
développé ci-dessous, identique à celui du problème 
initial, pour un ajustement plus honnête de la TVA par 
produit; :malheureusement, 1 'inconvénient :majeur est que 
cela entraînerait des manipulations comptables beaucoup 
plus difficiles. 
taux de TVA 
catégories 
boîte à savon 
(2000frs> 
Principe i 
Le nouveau taux de TVA pour un produit 
s'obtiendrait par pondération des taux 
actuels de TVA par les degrés d'appartenance 
du produit aux catégories définissant ces 
différents taux. 
exemple: 
25 ~ 33 ~ 17 ~ 
luxe super-luxe! 1•r~ née . 1 utile 
0 . 6 0 . 1 0 . 2 0 . 1 
Taux de TVA réajusté= 0.6 * 25 % + 0.1 * 33 % 
+ 0.2 f 17 % + 0 . 1 f 6 % 
= 22.3 Z 
2 ~> ces cadeaux ne sont pas les seules données; en effet, 
ces derniers sont susceptibles d'être achetés par des 
75 
APPLIC 
personnes. Nous distinguerons 4 classes précises de 
personnes dont l'âge se situe dans les ensembles de 
nombres entiers des intervalles: 
* 
J 60, ~ [ ; 
* 
[ 40, 60 ] · 
' 
-f [ 20, 4@ [. 1 
-f J ~ , 2@ [ . 
Ces classes d'âge ont été définies en f onction du concept 
bien connu de génération d'âge c'est-à-dire espace · de 
temps qui sépare chacun des degrés de filiation . Nous 
considérons ici ce dernier comme étant égal à 2@ ans. 
Les données du problème étant modélisées, il nous faut 
mintenant présenter la table des probabilités liant les données, 
c'est-à-dire les probabilités d'achat d'un t ype de cadeau en fonction 
de l'âge de la personne sachant que cette dernière est entrée dans le 
mgasin ; ces probabilités peuvent se calculer de :manière statistique à 
partir' d'un échantillon représentatif de la. population de personnes 
entrées dans le 111B.gasin ; nous supposons avoir obtenu , par notre étude 









0 . 1 
0 . 1 
0 .2 
0 . 5 
0 . 1 
0. 2 
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20~âge<40 âge<20 1 
0.3 0 . 1 
0 . 2 0 . 1 
0.2 0.4 
0 . 3 0. 4 
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Cette table se lit: "La probabilité qu'une personne âgée de 43 
ans achète un cadeau de première nécessité, sachant que cette personne 
est entrée dans le 1118.gasin, est de ilJ.1". C'est donc une table de 
probabilités conditionnelles: on peut d'ailleurs facilement le 
vérifier en observant les valeurs contenues dans cette table. 
Afin de pouvoir calculer la probabilité qu'une personne d'âge 
donné achète un cadeau de classe donnée, tout en ignorant le fait que 
cette personne soit entrée ou non dans le magasin, il est nécessaire 
de connaître la probabilité d'entrée dans le magasin d'une personne en 
fonction de son âge; de nouveau, par une étude statistique, il est 









0 . 25 0. 15 
A présent, il ne nous manque plus qu'une seule chose nécessaire 
au calcul donnant la solution du problème: c'est la table des degrés 
d'appartenance des cadeaux, répertoriés dans le 1118.gasin, aux 
différents sous-ensembles flous définissant les classes de ces 
cadeaux. 
A priori, définissons-la nous-mêmes, de manière intuitive, en 
nous basant essentiellement sur le coût du cadeau ainsi que sa raison 
première d'être acheté; nous verrons pl us tard une méthode 
systématique de calcul basée également sur des statistiques et qui 
permettra aussi de lever l'incompatibilité conceptuelle entre 
probabilité et degré d'appartenance défini à partir de cette méthode ; 





de cadeau ➔ luxe super-luxe 1•...-- née. utile 
article ,&. 
boîte à savon 
(2000frs) 0.6 0.1 0.2 0.1 
aftershave 
(600frs) 0.5 0.3 0.01 0. 19 
cafetière 
(500frs) 0.01 0.01 0.5 0.48 
eu redents 
(20frs) 0.01 0.01 0.1 0.88 
fourrure 
<150000frs) 0. 18 0.8 0.01 0.01 
sous-vête:mentsl 
(300frs) 0.01 0.01 0.68 0.3 
dentifrice 
<80frs) 0.01 0 . 01 0.9 0.08 
fauteuil 
(3000frs) 0.6 0. 1 0.01 0.29 
Cette table se lit de la manière suivante: "Le degré 
d'appartenance de l'article "aftershave (6!lJ!lJfrs ) " au sous-ensemble 
flou "super-1 uxe" est de !lJ. 3 " . 
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Résolution du problème 
• 
A partir de la modélisation des données du problème ainsi que 
des différentes relations entre ces dernières, nous soI11I11es 
techniquement capables de calculer la solution; voici le principe 
intuitif de ce calcul : 
P ( personne âgée de x ans entre dans le IIJagasin et 
achète un cadeau y) 
= E 
:z .,. .Iu:n: e 
u ·t. 1 J rii-.'I 
P ( personne âgée de x ans entre dans 1 e IIJagasi n 
et achète un cadeau de typez > 
., µz: ( y .> 
où • X € Ill:,; 
• y € inventaire des articles de cadeau = { boîte à 
savon (2000frs),aftershave (600frs ) ,cafetière 
(500frs), curedents (20frs>, fourrure (150000frs>, 
sous-vêtements (300frs),dentifrice (80frs), 
fauteuil (3000frs> J; 
( y > = degré d'appartenance du cadeau y au 
sous-ensemble flou de type de cadeau z . 
Or, par définition d'une probabilité conditionnelle, on a : 
P ( personne âgée de x ans entre dans le magasin et achète un 
cadeau de typez) 
= P < personne âgée de x ans achète un cadeau de type z I cette 
personne est entrée dans l e magasin > -f P ( personne âgée 
de x ans entre dans le JIJagasin } 
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Par conséquent, on obtient : 
P ( personne âgée de x ans entre dans le magasin et achète un 
cadeau y ) 
= r 
u't.1 .I • ) 
P ( personne âgée de x ans achète un cadeau de 
typez I cette personne est entrée dans le 
magasin> 
* P (personne âgée de x ans entre dans le 
111âgasin ) 
* µz ( Y ) 
Comme P ( personne âgée de x ans entre dans le magasin ) est supposée 
indépendante de la classez d'articles de cadeau, on a: 
P ( personne âgée de x ans entre dans le magasin et achète un 
cadeau y ) 
= P ( personne âgée de x ans entre dans le 111âgasin > 
* r 
% - .l U .">l'& 
8 Uç:1•r"" - l U.''1•~• 4ift , 
1 •re nQ-c . , 
ut . .i .l • .'> 
P ( personne âgée de x ans achète un cadeau de 
typez I cette personne est entrée dans le 
magasin ) 
* µz ( Y ) 
Cette dernière formule semble bien répondre à notre intuition,-
cependant il y a un "hic" : nous n'ignorons pas que probabilité et 
degré d'appartenance à un sous-ensemble flou sont deux concepts 
totalement différents (cfr chapitre 4 § 5 pg 56 ); ils sont donc 
normalement 
ari th:méti que. 
conceptuelle:ment inco:mpati bles dans une expression 
Or ici, nous ":multiplions ces deux concepts" ensemble ; cela 
semble donc étre tout-à-fait arbitraire :malgré qu' i ntuitive:ment , cela 
a l'air de correspondre à la réalité . 
C'est pourquoi, il faut se pencher dans la littérature pour 
voir s'il n'y a pas une justification théorique à ce principe intuitif 






concept de . degré d'appartenance et de probabilité conditionnelle. Or 
c'est justement l'idée qui a été développée par E. HISDAL, dans son 
article C HISD821, article qui fait référence à celui de B. R. GAINES'. 
Dans son article, HISDAL suggère que les degrés d'appartenance d'un 
élément à un sous-ensemble flou A peuvent être identifiés avec les 
probabilités conditionnelles P ( A u) obtenues par une expérience 
YN <Yes-No) qu'elle décrit également; c'est-à-dire , finalement: 
PA ( u ) = p ( A I u ) . 
GAINES suggère lui aussi une expérience YN pour calculer les 
degrés d'appartenance à partir des fréquences de réponses Yes. 
L'expérience de GAINES diffère de celle de E. HISDAL par le fait · qu'il 
suppose qu'un sujet donné donne toujours la même réponse YN concernant 
la vérité de l'affirmation qu'un élément donné appartient à une classe 
bien précise. Les degrés d'appartenance pour GAINES sont choisis co1111De 
des .movennes sur une vooulation de suiets . 
..r ~ ~ 
L'expérience YN de E. HISDAL, quant à elle , consiste à 
découvrir le degré d'appartenance que ressent un su jet unique devant 
plusieurs objets expérimentaux qu'on lui présente dans des conditions 
d'observation différentes et qui sont mesurables de manière exacte par 
l'expérimentateur pour pouvoir permettre le calcul de ces degrés 
d 'appartenan·ce co111111e des proporti ans du nombre de Y <Yes) dans un 
intervalle fixé sur le nombre total de réponses dans cet intervalle. 
Nous pourrions donc mainte·nant appliquer ces principes à la 
déterminàtion "rigoureuse" des degrés d'appartenance des articles de 
cadeau aux différentes classes floues de cadeaux, degrés 
d'appartenance décrits plus haut. Pour notre part, il nous semble plus 
facile et plus adapté de déterminer les degrés d'appartenance de notre 
problème par le principe de GAJNES p_uisque ce dernier ne fait pas 
appel à une mesure exacte concernant les cadeaux, pour pouvoir les 
qualifier. On pourrait malgré tout, si on le désire absolument, 
appliquer la méthode de E. HISDAL en prenant co1111De mesure de référence 
exacte le prix réel du cadeau. Hais, nous le répétons, elle nous 
semble, dans le cas qui nous occupe, moins bien adaptée que celle de 
GAINES. Finalement, voici pleinement justifiée et de manière théorique 
la formule de probabilité décrite plus haut ainsi que voici également 
décrites deux méthodes systématiques de détermination des degrés 
d'appartenance à un sous-ensemble flou . 
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.Implémentation de la résolution : 
La résolution présentée ci-dessus a été implémentée et le 
progra111II1e résultant est contenu dans le fichier CADEAU. LSP Le 
l i sting de c e fichier est présenté dans l'annex e 2 (cfr pg 119) . 
L'exécution de ce progra1I11De est assez simple: nous entrons l' âge de la 
personne et un article de cadeau susceptible d'être vendu dans 1 e 
magasin et le progra111II1e ressort la probabilité qu'a cette personne 
d',§.ge donné• d'acheter cet article de cadeau. Cette probabilité est 
évide1I11Dent calculée d'après la dernière formule décrite dans la 
résolution du problème. 
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§3. LOGIQUE FLOUE "XIXUS" LOGIQUE TEMPORELLE : 
MODELE DU HOUVE.KENT RECTILIGNE UNIFORJŒ ( X. R. U. > 
But poursuivi 
Cette application se propose à nous montrer coJ11I11ent traiter 
ensemble, "mélanger" des · concepts relevant à la fois des logiques 
floue et temporelle. En outre, elle permet également d'introduire une 
représentation floue du temps et de présenter le concept d'opérateur 
flou, notions qui nous seront utiles plus tard lors de l'étude 
qualitative de systèmes physiques plus complexes. 
Enoncé du problème 
Le problème se décrit comme suit: 
"Déterminer le temps de parcours d'un mobile se déplaçant ~ 
frottements à vitesse constante donnée pour une distance également 
donnée. On de.ma.nde de considérer les données ainsi que l e résultat 
coJ11I11e des variables prenant des valeurs floues." 
Modélisation du problème 
Le JIJOdèle sous-jacent à ce problème est simple et bien connu: 
c'est le 1110dèle .ma.thé.ma.tique du Jfouvement Rectiligne Uniforme (X.R. U.) 
qui se ré'suIDe à la formule sui vante : 
e = V f- t 
où • e = distance parcourue; 
• v = vitesse constante; 
• t = temps de parcours. 
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Les données, c'est-à-dire distance et vitesse, quant à el.les, 
sont modélisées comme des variables linguistiques floues prenant leurs 
valeurs parmi celles de l'ensemble : 
{ très petite,petite,mayenne,grande, très grande) . 
Le résultat est modélisé lui aussi par une variable linguistique 
fl oue prenant ses valeurs parmi celles de l'ensemble: 
{ très peu,peu , mayennement beaucoup, beaucaup, énormé:ment ) . 
Résolution du problème 
L'inconnue à rechercher est le temps de parcours . Il est donc 
très facile de l'extraire de la formule du Jl.R.U. : 
t = e I v . 
Le gras problème maintenant est de résoudre cette équation en ne 
disposant que de valeurs floues pour les données. Et , jusqu'à présent, 
diviser mathématiquement des valeurs floues entre elles, par exemple 
la division de "petite" par "grande", et cela de telle sorte que le 
résultat donne une autre valeur floue existante, n'a pas encore été 
clairement défini. 
C'est pourquoi, ca.mme, pour le moment , la division mathématique 
reste un opérateur s'appliquant unique111ent à des nombres, une première 
idée de résolution est apparue clairement à notre esprit: il nous 
suffit de traduire ces valeurs floues par des intervalles de nombres 
dans les espaces respectifs de distance, de vitesse et de temps, 
intervalles correspondant à 1 'idée . intuitive que nous possédons au 
suiet de la valeur floue (on pourrait tout aussi bien prendre une 
autre direction correspondant à une autre idée intuitive ). 
Nous obtenons ainsi les correspondances suivantes: 
84-
APPLIC 
espace des distances (km) valeur floue 
0 ~ distance ~ 40 très petite 
40 < distance < 60 petite 
60 ~ distance ~ 140 moyenne 
140 < distance < 310 grande 
310 ~ distance ~ 640 ou 
distance > 640 très grande 
espace des vitesses (km/h) valeur floue 
vitesse < 10 ou 
10 ~ vitesse ~ 20 très petite 
20 < vitesse < 80 petite 
80 ~ vitesse ~ 100 moyenne 
100 < vitesse < 140 grande 
140 ~ vitesse ~ 360 ou 














espace du temps (h> valeur floue 
0 ~ temps ~ 0 . 2 très peu 
0 . 2 < temps < 1 peu 
1 ~ temps ~ 2 1 moyennement beaucoup! 
2 < temps < 10 beaucoup -
temps ~ 10 énormément 
Seulement les tables associées aux distances et vitesses ne sont 
pas tout car di viser deux intervalles entre eux n'est pas encore 
ré~lisable; c'est pourquoi, par intervalle, nous choisissons ™ 
valeur de référence, qui sera, en général, le point milieu de cet 
intervalle, co111111e valeur numérique pour la division (à nouveau, ceci 
est arbitraire et nous pourrions nous décider pour une autre valeur 
qui tienne lieu de référence). 
La table de l'espace des temps, elle, servant de traduction en 
valeur floue du résultat de la · division, contrairement aux deux 
autres, ne sera · pas réduite à des valeurs de référence Jifais restera 
bien la table des fourchettes de temps, chacune de celles-ci étant 
associée à une valeur floue . 
Le schéma de la résolution est alors le suivant : 
entrée des données e et v sous forme 
floue 
traduction des données e et v en leurs 
valeurs de référence respectives 
valeur de t = valeur de référence de e 






traduction du résultat numérique "valeur 
de t" à l I aide des fourchettes de temps <4) 
de la table de l'espace du temps~ t 
"' 
sortie du résultat flou t (5) 
La deuxième idée de résolution part de l'observation du schéma 
ci-dessus: les étapes (2) et (4) de traduction de ce sché.ma ont été 
rendues indispensables du fait de la présence de l'ooérateur . 
arithmétique de division et que donc, nous ne pouvions diviser avec un 
1.tl opérateur des valeurs floues. Par conséquent, pour éviter ces . 
étapes de traduction, 1 'idée serait de définir un nouvel opérateur de 
division dont les opérandes seraient des valeurs floues; définissons 
un tel opérateur et appelons-le l'opérateur flou de division <noté 
/J). La représentation de cet opérateur est une table à deux entrées 
dans 1 'ensemble des valeurs floues, corre_spondant aux espaces des 
distances et des vitesses et dont le résultat est le contenu de cette 
table décrit par les valeurs floues associées à l'espace du temps . 
Voici notre choix de définition de _ cette table représentant 
l'opérateur flou de division /J d'après l I idée intuitive que nous 
possédons du résultat de cet opérateur en fonction des valeurs floues 
en entrée. Par conséquent, une autre définition pour If pourrait tout-
à-fait être aussi légitime que celle présentée. Quelques coI1J1I1entaires 
sur les opérateurs flous seront présentés à la fin de l I application 
suivante (cfr pg 104). 
NOTATIONS nous adopterons dès-à-présent les abréviations suivantes: 
TP pour "très petit (e) 11 ou "très peu"; 
p pour "petit (e) 11 ou "peu",· 
]tf pour "moyen (ne)" ou "moyennement beaucoup" ; 
G pour "grand (e)" ou "beaucoup"; 




a /f b lb-+I 
TP p JI G TG 
a \ 
+ \ 
______ \ I ____ ---- ---- ---- -----
TP M p p TP 
p G M p p 
JI G G M p 
G TG G G M 
TG TG TG G G 
Le schéma de la résolution devient: 
entrée des données e et v sous forme 
floue 
.1, 
t = e // V 
1 
.1, 









Nous avons bien court-circuité les étapes (2) et (4) de la · 
résolution précédente sans, malgré tout , en changer les résultats. 
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En résu;mé, nous sommes passés d'une résolution : 
traduction et traitement 
données floues ➔ quantitatifs, retraduction ➔ résultat flou 
floue 
à une résolution travaillant uniquement dans le flou : 
données floues ➔ traitement flou ➔ résultat flou . 
Implémentation de la résolution 
La résolution présentée ci-dessus a 
progra111I11es contenus dans les fichiers 
été implémentée par deux 
respectifs KRU. LSP et 
KRUBIS. LSP . Les listings de ces fichiers sont présentés dans l'annexe 
2 (cfr pgs 123 et 127) . 
Ces deux progra111I11es correspondent en fait de manière respective 
aux deux idées présentées dans la résolution. Les deux algorithmes 
d'exécution développés sont similaires respectivement aux deux schémas 
de la résolution. 
Il faut cependant noter que les étapes (2) et (4) du premier 
schéma, correspondànt au prograJ11I11e contenu dans le fichier KRU. LSP, 
étapes de traduction du flou en numérique et vice-versa restent 
transparentes pour l'utilisateur . Par conséquent , les exécutions des 




§4. LOGIQUE FLOUE "XIXUS- LOGIQUE TEHPORELLE 
HODELE DU CIRCUIT R-C-TUBE A NEON 
But poursuivi 
A.PPLIC 
L'application que nous allons traiter ici est largement plus 
complexe que celles étudiées jusqu'à présent. A nouveau, elle nous 
confirme les possibilités déjà découvertes de "mélanger" des notions 
relatives aux logiques floue et temporelle, ainsi qu'elle nous permet 
de définir et d'utiliser d'autres opérateurs flous. 
D'autre part, ce qu'elle nous apporte en plus, c'est un 
renforcement du bon déroulement de la méthode générale de 1110délisation 
qua li tati ve de systè.mes physiques (enfin nous 1 'espérons générale>, 
présentée dans le chapitre relatif à la Physique Qua li tati ve (cfr 
chapitre 1 pg 4). 
Enoncé du problème 
Le problème que nous avons l'intention d'étudier se présente 
de la façon sui vante: 
"Nous soJI1111es en présence d'un circuit électrique R-C-Tube à néon 
du type suivant: 
R 
E + c_ ...... __ T 
possédant les caractéristiques décrites ci-dessous: 




• R est la résistance présente dans le circuit; 
• C est là capacité présente dans le circuit; 
.. T est le tube é1 néon du circuit possédant deux seuils: 
•• seuil de ionisation du néon dans le tube: Si; 
•• seuil de potentiel insuffisant pour la 
ionisation: Spi. 
Ces caractéristiques sont supposées connues; les paramètres E, R, 
C, Si et Spi possèdent donc tous une valeur bien précise. Il nous 
est demandé d'étudier, d'une ,manière qualitative, la période et 
la fréquence de clignotement du tube à néon T, présent dans ce 
circuit, en fonction des paramètres décrits ci-dessus." 
Nodélisation du problè~e 
Nous allons réaliser la modélisa _tion du problème de deux 
manières distinctes pour clarifier le concept 
qualitative versus simulation numérique: 
de simulation 
• une modélisation quantitative faisant intervenir les 
formules analytiques traduisant les lois régissant les 
circuits électriques; 
• une modélisation quali tati.ve inspirée par la méthode 
utilisée par J. DE KLEER et J. S. BROWN dans leur article 
sur la Physique Qualitative f.KLBR841 et explicitée plus 
en détail dans le chapitre 1 (cfr pg 4) de ce mémoire . 
Xodélisation quantitative 
Cette modélisation nu111érique se ba·se sur les lois des courants et 
tensions ainsi que sur les lois de fonctionnement des condensateurs 
dans les circuits résistifs. 
Cette modélisation nécessite, pour le problème qui nous occupe, 
les hypothèses suivantes: 
• le générateur de courant continu possède toujours un 
potentiel E > 0; 
• le générateur possède une résistance interne négligeable; 








• la résistance du tube à néon T prend deux "valeurs": 
conduction et non-conduction. 
Cette dernière hypothèse traduit bien le fait que la résistance r 
du tube à néon T varie, d'une façon très abrupte à certains moments, 
avec le potentiel aux bornes du condensateur. 
A l'aide des définitions classiques ainsi que des lois de 
fonctionnement habituelles des circuits électriques, il nous est 
possible de réaliser une étude analytique quantitative sur le 
comportement de notre circuit R-C-Tube à néon. Cette étude ainsi que 
les co111111entaires qui y sont relatifs seront détaillés dans la section 
sui vante inti tuée: "Résolution du problème". 
Modélisation qualitative 
Cette modélisation qualitative, contrairement à l'application 
concernant le modèle du X.R.U. n'est plus une simple traduction de la 
modélisation mathématique en un modèle flou décrivant le comportement 
du système . Cela est dû à la complexité beaucoup plus nette du système 
à étudier, autant du point de vue quanti ta tif que qualitatif. Les 
hypothèses de cette modélisation qualitative sont identiques à celles 
de la modélisation .mathématique. 
La méthodologie développée ici , rappelons-le, s'inspire largement 
de celle employée par J . DE KLEER et J. S. BROWN dans leur article 
intitulé: " A Qualitative Physics based on Confluences" fKLBR841, tout 
en faisant intervenir en plus · le concept de "flou" , ce que ces deux 
auteurs ne font pas . 
Cette méthodologie se base sur les grands principes énoncés dans 
le chapitre sur la Physique Qualitativ~ (cfr chapitre 1 § 3 pg 13 ) et 
que nous rappelons en les adaptant à la situation présente: 
1. "découper" le système · physique en un ensemble d'états 
qualitatifs résumant les phases de son comportement global; 
2. pour ch_acun de ces états qualitatifs découverts au point 1., 
décrire un 1110dèle :mathématique le plus simple possible , 
représentant notre raisonnement qualitatif, et traduisible 
qualitativement à l'aide de variables et d'opérateurs flous 
définis à partir de ce dernier; ce modèle mathématique 
simple étant nécessaire pour expliquer le comportement 
intérieur à chacun des états; 
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3. discerner les candi tians de changement d'état qualitatif 
c'est-à-dire présenter le cmrrpartement inter-état du système 
physique; 
4. mémoriser toutes les données pertinentes calculées lors du 
cheminement inter-état du système physique et qui seront 
nécessaires aux calculs du ou des résultats demandés; 
5. calculer le ou les résultats demandés à l'aide des données 
collectées à l'étape 4 . . 
Comme dans 1 'application concernant le modèle du X. R. U. (cfr § 3 
pg 83), les données et les résultats sont modélisés par des variables 
linguistiques floues prenant leurs valeurs parmi celles de l'ensemble: 
{ TP, P, X, G, TG J; 
ces valeurs sont représentées en fait par des abréviations dont la 
signification a été décrite dans la résolution du problème concernant 
l'application à propos du modèle du X.R.U. (cfr § 3 pg 87). 
Résolution du problème 
Tout comme la modélisation du problème, sa résolution sera 
également séparée en deux parties différentes: 
• une résolution purement quantitative basée sur la 
modélisation quantitative correspondante; 
• une résolution qualitative reposant sur la méthodologie 
décrite lors de la modélisation qualitative associée . 
Il est à remarquer que la résolution mathématique donne déjà 
des indications non dépourvues d'intérêt quant à la résolution 
qualitative (découpe en phases par exemple> . Par conséquent, certaines 
étapes de la résolution qualitative reposeront en partie sur des idées 
déjà émises lors de la résolution analytique. Donc, il ne faut pas 
voir ces deux sortes de résolution totalement séparées, comme pourrait 





Pour débuter cette résolution, nous présentons à nouveau le 
circuit électrique R-C-Tube à néon complété par les éléments 




E + ---i....- C r 
Pour calculer la période ainsi que la fréquence de clignotement 
du tube à néon, il nous faut étudier la loi du potentiel V aux bornes 
du condensateur; en effet , pour que s'allume le tube à néon, le seuil 
Si de ionisation du gaz néon doit être atteint par le potentiel V aux 
bornes du condensateur qui est alors dans sa phase de charge; 
lorsqu'ensuite, le condensateur se décharge brusquement en .maintenant 
allumé le tube à néon (car les électrons, .malgré la fin de la 
décharge, prennent du temps à descendre de leurs étages d'énergie 
e.mmagasinée), son potentiel baisse rapidement jusqu'à atteindre le 
seuil de potentiel insuffisant Spi; à ce moment , malgré que le tube 
reste encore quelques instants allumé grâce à l'énergie accumulée par 
les électrons, la phase de décharge du condensateur est terminée, et 
la phase de recharge à l'aide du générateur est alors entamée à partir 
du seuil Spi jusqu'à atteindre Si où i~ y a à nouveau allumage du tube 
à néon et décharge brusque du condensateur ... et ainsi de suite. 
Ce bref raisonnement, déjà purement qualitatif, concernant le 
fonctionnement de ce circuit nous montre que le phénomène est pseudo-
périodique (car le tout premier laps de temps avant le clignotement 
est plus long que pour les autres périodes puisqu'au départ de la 
charge initiale V=0, pour les autres V=Spi >; il y a donc un sens à 
parler de période et de fréquence de clignotement. 
La période de clignotement est en fait définie coJill11e la mesure de 
l'intervalle de temps séparant deux instants où le tube à néon 
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s'allume. La fréquence de clignote.ment est, bien entendu, l'inverse de 
la période de clignote.ment. 
Etudions à présent la variable déclencha.nt le phénomène et qui 
n'est autre que le potentiel V; cette étude sera réalisée à travers 
les différentes phases de comportement du système. 
Potentiel V lors de la charge initiale du condensateur 
Par les lois de KIRCHHOFF, on a: 
E =V+ i R + i2 r 
i = i 1 + i2 
Or, pendant la charge, le potentiel de ionisation du gaz dans le 
tube à néon n'est pas atteint: 
~ i:2 = fl) i = i 1 
~ E=V+iR 












E - V 
-------
R 














De là, en divisant par C, tirons l'équation différentielle 
régissant la loi du potentiel de charge : 
• 




Nous obtenons ainsi une équation différentielle du l"''- ordre 
linéaire à coefficients constants; résolvons-la en utilisant la 
méthode habituelle: 
1 . résolution de l'équation homogène associée pour trouver la 
solution homogène: 
• 
V + 1 -------R C V = 






2. résolution de 1 'équation complète par 
variation des constantes pour 
particulière: 
Posons V ,=,a,. t. (t) = le (t) e 
particulière où le (t) est recherché; 
Injectons-la dans (1): 
1 










le(t) e R C + (-1) -------- k(t) e R C 
R C 1 






Il reste: le(t) e R C E = -------R C 
t 
• -------
c'est-à-dire: le(t) = 
En intégrant, on a: k(t) 
E 
R C 
= E e 





3. la solution générale de l'équation (1) est: 




V (t> = k e R C + E . (2) 
4. la solution du potentiel de la charge initiale s'obtient en 
déduisant la constante k de (2) à l'aide de la condition 
initiale: 
V (tlJ) = tlJ 
k = - E 
~ V c n. i ,, i t.. (t > = E ( 1 - e 
Potentiel Viors de la charge non initiale 
t 
-------
R C ) (3) 
La solution générale du potentiel est tout-à-fait identique à 
celui de la charge initiale donné par l'identité (2); le potentiel ne 
dit'fêre en fait ici que par la condition initiale et donc par la 
valeur trouvée pour la constante k: 
V (0) = Spi 
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V c:,., . ,, . i ,-. i t . . ( t > = Spi e R C + V ch . i,, .t t.. ( t ) ( 4 ) 
La résolution quantitative est coincée ici car la décharge 
est difficilement :modélisable à l'aide d'équations différentielles 
puisque la résistance du tube à néon , quand celui-ci est ionisé , passe 
d'une valeur infinie à une valeur quasi nulle: ce qui a pour 
conséquence que la décharge est i:m:médiate. Vu cette réaction 
tranchante de la résistance r, le comportement du système n'est pas 
traduisible qualitative.ment dans son entièreté. 
La décharge se produisant rapidement , on explique la 
persistance de l'allumage du néon par la nature :mé:me de l'origine de 
l a lumière dégagée. En effet, quand le potentiel entre les électrodes 
du tube néon augmente, des ions de gaz et des électrons libres sont 
mis en mouvement. Avec l'augmentation progressive de ce potentiel , il 
arrive un :moment où l'énergie des électrons est suffisante pour 
produire en moyenne au :moins un nouvel électron (et ion> après chaque 
choc avec une molécule de néon . A ce moment , il s'établit une réaction 
en chaîne. Des électrons qui reçoivent une énergie insuffisante pour 
se libérer, se trouvent alors, excités, à un ni veau d'énergie élevé. 
Le retour de ces électrons au niveau d'énergie stable se produit avec 
une émission d'énergie (après un temps de vie moy enne ) qui , dans le 
cas du gaz néon , est dans le spectre de la lumière visible. 
Ce genre de phénomène est to~t-à-fait impossible à :modéliser 
analytiquement d'une manière simple puisque l'explication de celui-ci 
relève de concepts de physique des radiations ainsi que de mécanique 
quantique. Tel n'est pas notre but ici d'exposer de telles théories! 
D'où un modèle qualitatif semble plus adapté étant donné que 
celui-ci pourra réussir, à partir de 1 'observation et de la 
connaissance du fonctionnement du système, à expl iciter ce dernier, là 
où le modèle quantitatif a échoué. 
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Calcul des période et fréquence de clignotement 
Nous avons obtenu, à travers les égalités (3) et (4), les lois 
suivies par le potentiel V aux bornes du condensateur et ce pour 
uniquement les phases de charge de ce dernier; nous pouvons déduire, 
de ces égalités ainsi que du raisonnement ci-dessus, que le potentiel 
possède, au cours du temps, l'allure graphique suivante: 
E 
Si 
V 0 f Spi .f Si ~ E 
Spi 
t 
La période de clignotement est égale à : FER= t4 - t 2 = t :2 - to; 
FER = t4 - t:2 = t4 - t .3 + t 3 - t :2 
c'est-à-dire: 
FER= temps de décharge t -=1 jusqu'au seuil Spi 
+ 
temps de charge non initiale t c.-li jusqu'au seuil Si 
calcul du te111p5 de décharge to ju~qu'au seuil Spi: 
D'après le raisonneJI1ent ci-dessus, la décharge est quasi 
instantannée puisque la résistance r est très petite quand elle 
conduit; d'où le temps de décharge en lui-même est négligeable: t-=1 est 
donc proche de flJ. 
calcul du te111p5 de charge non initiale tcn1 jusqu'au seuil Si: 
V ch, n , i.,,i. i:-, (t:3) = Spi 
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V e n . ,, . 1 ,,1 t. . (t .3) = Spi ~ t .3 = 0 est pris comme temps de 
départ de la charge; 
V cM , n . 'init. , (t-4) = Si 
t,4 
-------




R C Si - E 
e = ----------Spi - E 
tc,,.t = t-4 = - R C ln ( Si - E ----------) Spi - E 
+ E = Si 
(5) 
Par conséquent, nous avons obtenu la période de clignote111ent 
suivante : 
PER = to::1 + tc,,1 (6) 
De (6) et de la relation période-fréquence, on déduit la 
fréquence de clignotement/ : 
I = 1 PER t,::1 + tc ,, .t = -----------
1 (7) 
Vu les raisons déjà exposées plus haut, il nous semble préférable 
d'élaborer une étude qualitative permettant de décrire complètement et 
plus simplement le comporte.ment du système d'une manière telle que ce 
dernier soit aisément compréhensible par. le co.mmun des mortels. 
(Re.marque: le concepteur d'une telle étude, quant à 1 ui, doit déjà 
avoir au départ une bonne idée intuitive du comportement du système). 
Cependant, la critique concernant la démarche quantitative 
n'exclut pas entièrement tout côté pratique de certaines parties de 
cette dernière. En effet, les calculs analytiques développés ci-dessus 
peuvent déjà d'une part renforcer la découpe intuitive en états 
qualitatifs du système et d'autre part nous suggérer la nécessité 
d'avoir par la suite à définir certains opérateurs flous. 
Résolution qualitative 
Le raisonne.ment de départ sous-jacent à cette démarche de 
résolution est strictement identique à celui de l'étude analytique 
puisque celui-ci avait déjà été, dans cette partie mathématique, 
caractérisé de qualitatif. Le schéma du circuit et les notations 
concernant ses composants sont aussi strictement les mêmes. La seule 
différence vis-à-vis de la démarche antérieure est l'utilisation de la 
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méthodologie de résolution présentée dans la JDDdél i sation qualitative 
du problème . 
A présent, appliquons point par point cette méthodologie de 
résolution : 
1. Découpe en états qualitatifs 
RENARQUE: Pour des raisons de cohérence en regard avec le comportement 
du système, nous ad.mettrons la valeur nulle 0 co.m.me étant 
une valeur possible que prendront certaines variables 
floues: on obtient donc l'ensemble ordonné de valeurs 
suivant: 0 < TP < P < X < G < TG. Cependant, cette valeur 
nulle n'interviendra en rien dans les opérateurs flous. 
Voici les états qualitatifs du système: 
état 0: toutes les variables du circuit sont définies et le 
circuit est ouvert: rien ne se passe; le potentiel V est 
nul ainsi que les courants; 
état 1: le circuit est fermé: état ponctuel où le courant 
apparaît dans la résistance R et donc son intensité i 
augmente brusquement, i 2 est nul car le seuil de 
i onisation Si n'est pas atteint; c 'est pourquoi le 
courant i, vers le condensateur C vaut i; co1ll1I/e c'est un 
état ponctuel, sa durée est très courte: nous la 
modéliserons par une variable temporelle floue prenant la 
valeur TP; 
état 2: cet état correspond à la phase de charge du condensateur 
dans le système; les cour~nts i dans l a résistance et 1 1 
vers le condensateur diminuent: le potentiel V continue à 
augmenter puisque le condensateur se charge tandis que i z 
reste nul puisque le seuil de ionisation Si n'est pas 
encore atteint; la durée de cet état est le temps 
nécessaire pour que le potentiel V atteigne le seuil Si ; 
état 3: état ponctuel où le seuil Si est atteint par le potentiel 
V; apparition d'un courant i::z dans l e tube à néon; sa 
durée est donc TP; 
état 4: cet état correspond à la phase de décharge du 















potentiel V décroît br usquement tout en vérifiant: Spi < 
V < Si et l'intensité du courant L : à travers le tube à 
néon décroit également; la durée de cet état est le temps 
nécessaire pour que le potentiel V atteigne le seuil Spi; 
remarquons que le tube à néon reste allumé encore 
quelques instants après la décharge; 
état 5: état ponctuel 
potentiel V· I 
où le seuil 
disparition du 
Spi est atteint par le 
courant i :2 dans le tube à 
néon; sa durée est par conséquent TF; 
état 6: arrêt de l'étude avec résultat; 
état 7: arrêt complet (résultat ou pas). 
2. llodèle :mathématique simple pour chaque état 
état 0: circuit ouvert: V = 0· I 
état 1: circuit fermé: i = i 1 = 
TF 
------
V=E(l-e R C 
durée état 1 = TP; 
état 2: charge du condensateur: 
t 
- -----
R C i = E - V -------
R e 
i = i 1 = i ::;;: 
E i::z --- = R 
) . 
I 
: i 1 Î 
V=E(l-e 
t 
R C >; i :2 = 0; 
durée état 2 telle que v t 8 1 ; 
état 3: V= Si: durée état 3 = TF; 
état 4: décharge du condensateur: V= Si e 
car R + r vaut approximativement R; 
durée état 4 telle que v t s pi ; 





état 6: STOP étude et PER = durée état 2 + durée état 4; 
I = 1 /f FER; 
état 7: arr~t total. 
Re.marque: Les états 4 et 5 ont été modélisés d'une manière 
les résultats de la simulati on correspondent au 
telle que 
phénomène 
réellement observé, bien que ceux-ci ne correspondent pas à 
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l'explication de ce qui se passe à l'intérieur des éléments 
en présence; puisqu'ici, par la définition des états 4 et 5, 
on confond décharge et allumage. 
Ces modèles .mathématiques simples contenus dans les différents 
états renferment des opérateurs .mathématiques qu'il est impossible 
d'appliquer directement ici sur des opérandes à valeurs floues; c'est 
pourquoi, il nous faut traduire ces opérateurs .mathématiques en leurs 
homologues flous en fonction des paramètres prenant leurs valeurs dans 
l'ensemble ordonné: { TP, P, X, G, TG J. Ce seront ces opérateurs 
flous qui contiendront le raisonnement qualitatif sur le 
fonctionnement du système. 
En examinant les lois contenues dans les différents modèles, nous 
constatons le besoin de définir les opérateurs flous suivants: 
• division floue If correspondant à la division de deux 
nombres strictement positifs; 
• multiplication spéciale floue *'! correspondant à la 
multiplication d'un nombre strictement compris entre@ et 
1 par un nombre strictement positif; 
• opérateur flou 1- f correspondant à 1-x où x est un 
nombre strictement compris entre@ et 1; 
• opérateur flou 1/f correspondant à 1/x où x est un nombre 
strictement positif; 
• opérateur flou exp+ f correspondant à exp(+x) où x est un 
nombre strictement positif; 
• multiplication floue *f correspondant à la multiplication 
de deux nombres strictement positifs; 
• addition floue +f correspondant à l'addition de deux 
nombres strictement posi ti_fs,· 
• soustraction floue - f correspondant à la soustraction de 
deux nombres x-y strictement positifs et x > y . 
Les tables définissant ces opérateurs se trouvent dans l'annexe 1 
(cfr pg 111). Comme on ne cessera j amais assez de le dire, ces tables, 
étant le produit de notre intuition sur les différents opérateurs, ne 
sont en aucun cas la définition générale et unique de ces opérateurs 
flous. On aurait certainement pu construire d'autres tables tout aussi 
légitimes au point de vue intuitif. Nous présenterons encore d'autres 




3, Conditions de changement d'état 
Nous détaillerons ce point à travers un graphe orienté où les 



























4. Hé111Drisation des données oertinentes 1 
Nous avons pour but de calculer la période de clignote.ment du 
tube à néon qui est égale, comme nous l'avons vu, à la so:mme des temps 
de charge et décharge du condensateur c'est-à-dire ici à la somme des 
durées des états 2 et 4. Par conséquent, nous mémoriserons à travers 
le chemine.ment inter-état la durée de l'état 2 notée te et la durée de 
l'état 4 notée ta, 
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5. Calcul des résultats demandés 
Les résultats sont à présent très faciles à calculer: 
• la période de clignotement du tube à néon PER = te +f ta; 
• la fréquence de clignotement du tube à néon est l'inverse 
flou de la période:/= 1/f PER. 
CDlllŒXTAIRES 
Nous avons ainsi obtenu les résultats recherchés par une méthode 
finalement assez simple à appliquer et ne nécessitant aucun 
développe111ent mathématique co111pliqué. 
Concernant la modélisation du temps, elle est à nouveau assez 
si111ple; le te111ps est en effet représenté, co111111e dans l'application se 
rapportant au Xouvement Rectiligne Uniforme, par une variable floue 
prenant ses valeurs dans le même ensemble { TP, P, H, G, TG ) . A 
chaque état non ponctuel, cette variable évoluera dans cet ensemble 
ordonné de valeurs jusqu'à atteinte des conditions de changement 
d'état. Par conséquent, nous aurons une variable floue temps par état. 
A propos des opérateurs flous, nous aimerions que certains parmi 
ces derniers possèdent les mêmes propriétés agréables de groupe, 
groupe ,co111111utatif que leurs homologues màthématiques définis dans IR 
<par exe111ple) . . Hais ces opérateurs flous définis sur l'ensemble 
ordonné de valeurs { TP, P, H, G, TG ) permettent à oriori . 
difficile111ent de vérifier ces propriétés pratiques tout en gardant 
sémantiquement leur côté intuitif; c'est pourquoi, nous avons dû 
définir plusieurs sortes de multiplications, division <qui, dans /Ro, 
peuvent se définir à partir de la seule multiplication ) floues pour 
pouvoir conserver un sens intuitif aux résultats fournis par ces 
opérateurs dans { TP, P, H, G, TG } . Il est raisonnàble de penser que 
si le nombre de niveaux de valeurs des variables floues tendaient vers 
l'infini, les opérateurs flous et ma thé.ma tiques seraient entièrement 
confondus ainsi que leurs propriétés; on pourrait être tenté de faire 
un parallélisme entre les opérateurs flous définis sur un ensemble 
discret de valeurs { TP, P, X, G, TG) et les opérateurs ma.thémati ques 
en précision finie: 
exemple: la multiplication floue *f telle que définie dans l'annexe 1-
(cfr pg 112) n'est pas associative c'est-à-dire qu'il existe 
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x, y, z ê { TP, P, N, G, TG) t.q. ( x *J y J *f z ~ x *f ( 
y *f z) avec x = TP, y= TG, z = N, on a: ( x *J y J *J z = 
.M ~ P = x *I ( y *I z). 
De même, pour les opérateurs. +, - en précision finie, on a 
qu'il existe a, b, c t.q . (a+ b J - c ~a+ ( b - c J; 
soit une .ma.chine qui n'a que quatre chiffres: 0, 1, 2, 3: 
prenons a = 3, b = c = 1 ~ le 1..,." membre provoque un 
overflow tandis que le 2•m• membre égale 3. Alors qu'à 
nouveau, pour continuer le parallélisme, en précision 
absolue, on a l'associativité. 
Un beau problème à traiter serait donc de voir co111111ent redéfinir 
ces opérateurs flous de telle sorte qu'ils possèdent le plus possible 
de propriétés riches dès groupes, groupes co1I1111utatifs tout en gardant 
à travers leurs résultats le sens intuitif qu'ils possèdent. Ce 
problème n'est pas traité dans le cadre de ce mémqire. 
En outre, des problèmes de discontinuité dus à la discrétisation 
qualitative de 1 'espace des valeurs sont clairement mis en évidence 
pour des opérateurs tels que 1/ J, exp+ J mentionnés pl us haut. En 
effet, ces opérateurs flous correspondent en fait quantitativement à 
des fonctions continues sur un certain espace de réels: ce qui rend 
encore plus difficile une qualification du domaine d'un tel opérateur 
par un ensemble discret ordonné de 5 valeurs { TP, P, N, G, TG) tout 
en ayant le plus possible des propriétés intrinsèques de cet opérateur 
et tout en gardant son sens; de nouveau, si le nombre de niveaux de 
valeurs du domaine de l'opérateur tend vers l'infini, l'opérateur flou 
redevient la fonction continue classique. Un exemple de problème de 
discontinuité sera détaillé par la suite à travers l'implémentation de 
cette application. 
En conclusion, la définition des opérateurs flous qu'ils soient 
binaires ou unaires (foncti ons floues) est plus que délicate et 
nécessite le plus grand soin et la plus grande attention ainsi qu'une 
part importante du temps consacré à la résolution qualitative, si nous 
voulons garder une certaine cohérence intuitive des résultats fournis 




Implémentation de la résolution 
L'implémentation a été réalisée par un programme contenu 
dans le fichier CIRCUIT. LSP. Le listing de ce fichier est présenté 
dans l'annexe 2 (cfr pg 131). 
L'exécution du progra111II1e se déroule de la façon suivante: 
l'utilisateur, après quelques écrans explicatifs, est prié de rentrer 
des valeurs floues parmi { TP, P, X, G, TG ) pour les différentes 
variables, paramètres du problème que sont: E le potentiel du 
générateur de courant continu du circuit, R la résistance présente 
dans le circuit, C la capacité du condensateur présent dans le 
circuit, Si le seuil de ionisation du néon dans le tube et Spi le 
seuil de potentiel insuffisant pour la ionisation. Ensuite, un écran 
présentant l'état 0 est déroulé devant l'utilisateur et il lui est 
dema.ndé s'il désire oui ou non fermer le circuit; s'il répond "non" 
(état 6), il lui est donné la possibilité de sortir de l'exécution du 
prograJI11IJe (oui ➔ état 7; non ➔ retour introduction données; état 0 
... >; si par contre, c'est "oui", alors l'écran suivant détaille 
l'état 1 du système et ainsi de suite écran par écran, les différents 
états 2, 3, 4 et 5 sont décrits, les états 2 et 4 nécessitant parfois 
plusieurs écrans successifs. 
choix de passer à 1 'état 6 
Arrivé à l'état 5, l'utilisateur a le 
(STOP étude et sortie résultats) ou de 
reco111II1encer un cycle chargeldéch·arge en retournant à l'état 2. Si la 
première possibilité a été retenue, un nouveau choix, après la 
description des résultats, est soumis à l'utilisateur: 
• soit arrêt total désiré ➔ état 7; 
• soit réexécution pour ~'autres données ➔ état 0; 
pour passer d'un écran à l'autre, l'utilisateur pousse sur <SPACEBAR>. 
Lors d'exécutions sur une première version du progra111II1e, des 
problèmes de discontinuité pour les valeurs du potentiel V lors d'un 
changement d'état .furent rencontrés. Un exemple, dans la phase de 
charge (état 2), le potentiel V croît avec le temps jusqu'à atteindre 
la valeur floue G pour un temps TG; or 1 'utilisateur a introduit la 
valeur TG pour Si; par conséquent, cette valeur pour Si n'est pas 
atteinte et le processus explicatif resterait bloqué là: ce qui est 
tout-à-fait inexact face au comportement réel du système. Ce phénomène 




calculs et le choix des différentes tables pour les opérateurs flous: 
la discrétisation dè l'échelle des valeurs fait ressortir tôt ou tard 
des discontinuités dans un processus normalement continu. D'où, nous 
faisons naturellement 1 'hypothèse de continuité inter-état (_ii 
l'intérieur des états de charge ou décharge, il peut encore y avoir 
des sauts au-dessus d'une valeur f loue > et pour notre exemple cela 
signifie qu'après un temps TG (TG étant la valeur maxi.male dans < TP, 
P, H, G, TG}), quelque soit le résultat du calcul à ce moment, coIDJI1e 
le potentiel V croît strictement, la valeur du seuil Si est atteinte 
et on peut ainsi changer d'état et continuer le processus. Cette 
hypothèse de continuité inter-état a été implémentée dans la version 
définitive du progra11JI11e . 
Une remarque supplémentaire relative à ce prograJ11111e est que 
ce dernier est fort séquentiel et régul i er, à savoir qu'i l n'y a peu 
de moyens d'intervention dans le processus, pas de possibilités 
dynamiques de changement des données en cours d'exécution: cela est dû 
en grande partie à la simplicité du problème traité. De plus, un 
renforcement de ce point de vue est que le chemin inter-état est 
quasiment tracé une fois pour toute : il n'y _a donc aucun besoin 
d'expertise (ni de réaction de la part de l'utilisateur> pour passer 
d'un état à un autre. Le problème étant fort s i mple , on en connaît 
trop aisément le comportement global (i nter-état ) à ,1 'avance malgré 
qu'on puisse introduire d'autres données d'une exécution à l ' autre . 
Il reste encore à souligner que, si le modèle qualitatif 
étudié représente les mêmes phénomènes décri ts dans le modèle 
quantitatif, il serait possible de compléter le modèle qual i tat i f et 
d'y inclure les phénomènes quantiques mentionnés précédeI111Dent (cet 




Tout au long de ce chapitre, nous avons pu montré la 
puissance d'outils logiques non standards dans la résolution de 
problèmes divers: probabilistes et purement physiques. 
Ces outils, dans les deux applications physiques, permettent 
de mieux faire ressortir · 1e caractère intuitif du comportement d'un 
système. Ces applications, surtout la dernière (étude du circuit R-C-
Tube à néon), 
occasion, la 
nous ont donné la . possibilité de tester, par la même 
méthodologie générale de résolution qualitati~e de 
problèmes physiques que nous avions proposée dans le chapitre 1 (cfr § 
3pg13). 
Le traitement, l'implémentation de la résolution des divers 
problèmes ainsi que surtout l'exécution sur micro-ordinateur (OLIVETTI 
H24) des progra111111es qui en résultent (cfr listings en annexe 2 pg 118) 
nous ont fait apparaître clairement l'évolution. qualitative du 
comportement des systèmes et cela présenté dans un langage de valeurs 
simple et facilement compréhensible par tout en chacun (car 
suffisa111111ent proche du langage et raisonnement humains). Cela renforce 
ce que nous avions précisé dans l'introduction à savoir l'aide qu'une 
telle méthode peut apporter à 1 'Enseignement Assisté par Ordinateur. 
En effet, les applications présentées dans ce chapitre sont tout-à-
fait adaptées en tant que supports à un apprentissage en profondeur 
(car support intuitif) de notions sous-jacentes à celles-ci. Nous 
pensons que chacune de ces applications, qu'elles s'adressent à des 
élèves de primaire <X.R.U. >, de fin d'humanités (Circuit R-C-Tube à 
néon) ou encore à des étudiants d'Ecoles Supérieures (Logique floue et 
probabilités) , contient, par la présentation visuelle sur micro-
ordinateur du comportement du système qu'elle supporte, le pouvoir de 
faire "sentir" (feeling), à des apprenants, ce qui se passe réellement 
dans le système. C'est bien de pouvoir affirmer et défendre ce point 
de vue, encore faudrait-il le vérifier de visu lors d'expériences 
d'apprentissage, les unes avec la méthode exposée ici, les autres 
sans, et ainsi comparer les résultats d'après des critères qualifiant 
le meilleur apprentissage ... 
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CONCLUSION ET PERSPECTIVES 
A travers ce mémoire et les applications dé veloppées, 
nous avons montré la puissance de la représentation qualitative de 
systèmes physiques à l'aide des logiques non standards, vis-à-vis de 
la démarche analytique classique, 
d'appliquer les diverses méthodes 
Assisté par Ordinateur (E.A.O.> . 
le but premier sous-jacent étant 
exposées ici à l'Enseignement 
Cette démarche qualitative, co11JIDe nous avons pu nous en 
rendre compte à travers les quelques applications développées, fait 
mieux ressortir le caractère in.tui t if que nous pouvons avoir du 
comportement d'un système physique . Donc, cette représentation 
qualitative est adéquate quelque soit le niveau de spécialisation de 
la personne qui se penche sur le comportement du système et essaye de 
le comprendre . 
A . l'opposé, la démarche quantitative classique requiert 
un degré de connaissance mathématique assez élevé , étant donné que 
l' é tude des systèmes physiques fait g énéralement appel à la théorie de 
résolution d'équations différentielles . Lorsque ces dernières sont non 
linéaires , il devient, .même pour le spécialiste , difficile, si pas 
impossible, de les résoudre . A ce moment, une méthode de résolution 
qualitative est beaucoup plus appropriée (voir l'application 
concernant le modèle du circuit R-C-Tube à néon: chapitre 6 § 4 pg 
90). 
Par conséquent , co111111e nous 1 'a vi ans déjà annoncé pl us 
haut, nous venons maintenant de justifier brièvement 1 'idée que la 
démarche qualitative peut être adaptée aussi bien pour le spécialiste 
que pour l'étudiant apprenant . 
Cependant, il ne faut pas croire , au vu de cette 
conclusion optimiste, que ce mémoire a tout résolu. 
Il resterait à entamer une étude plus approfondie sur une 
définition peut-être plus systémati que, si c 'est possible , des 
opérateurs flous nécessaires à la démarche· qual i tat i ve ainsi que de 
leurs propriétés et relations entre eux. Cette é tude pourrait porter 
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nota111111ent sur l'extensibilité dynamique des valeurs arguments des 
tables définissant les opérateurs flous (exemple: création de valeurs 
arguments intermédiaires entre respectivement les niveaux Pet H pour 
avoir H- ainsi qu'entre H et G pour obtenir H+ ) et sur un contrôle 
automatisé de la cohérence des valeurs prises par 1 'opérateur en 
fonction de sa sémantique propre ainsi que de celle de l'opérande 
(exemple: contrôle de la croissance/décroissance des valeurs résultats 
d'un opérateur). Ce contrôle serait facilité si l'opérateur vérifie 
les lois de groupe (groupe co111111utatif). Le problème reviendrait alors 
à définir un opérateur_ vérifiant les lois de groupe (groupe 
co111111utatif) tout en conservant la sémantique que nous désirons lui 
faire porter. Reste à voir si tout ceci est utopique ou non! 
De plus, au vu de la motivation qui nous a poussé à 
réaliser ce travail (E.A.O.) , il serait intéressant de faire une étude 
pédagogique directement appliquée sur le terràin de l'enseignement 
pour voir les réactions réelles d'apprentissage d'étudiants par cette 
méthode. 
En outre, ·il faudrait encore développer d'autres 
applications pour vérifier convenablement si la :méthode qualitative, 
présentée dans ce mémoire, est suffisa111111ent générale pour la plupart 
des cas à traiter. 
Par ailleurs, ce· mémoire a fait apparaître à travers une 
de ses applications (voir l'application concernant le modèle des 
cadeaux de fin d'année) une perspective tout-à-fait inattendue: la 
redéfinition des taux de TVA par produit à l'aide de la logique floue. 
Pour approfondir ce sujet, il serait nécessaire de réaliser une étude 
économique et comptable sur cet ajustement des taux de TVA par produit 
en fonction des degrés d'appartenançe de ce produit aux classes 
définies par les différents taux en vigueur actuellement , ainsi qu'une 
étude statistique suffisa111111ent poussée pour définir de tels degrés 
d'appartenance (les principes de pareilles études statistiques sont 
décrits dans l'article de E. HISDAL fHISDB21> . 
Enfin, il nous reste, à présent, à remercier le lecteur 
d'avoir eu la patience et la volonté de parcourir ce mémoire jusqu'à 
. son terme. 
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ANNEXE 1 
ANNEXE 1 TABLES D'OPERATEURS FLOUS 
DIVISION FLOUE If 
Cet opérateur de division floue If correspond en fait à la 
division de deux nombres > 0; la table qui le représente est la 
suivante: 
a /f b lb-+I 
TP p 1( G TG 
a \ 
"' \ 
______ \ I ____ ---- ---- ---- ----
TP M p p TP TP 
p G M p p TP 
------ ---- ____ I· ___ --- ----
1( G G M p p 
G TG G G M p 





Cet opérateur de multiplication floue*! correspond en fait 
à la multiplication de deux nombres a, b > 0; la table qui le 
représente est la suivante: 
a *f b lb-il 
TP p ]( G TG I· 
a \ 
,&. \ 
______ \1 ____ ---- ---- ---- ----
TP TP TP p p M 
p TP p p M G 
]( p p M: G G 
G p M: G G TG 




Cet opérateur de multiplication floue*'! correspond en fait 
à la multiplication d'un nombre a, 0 < a < 1, par un nombre b > 0; la 
table qui le représente est la suivante: 
a -1' f b l~I 
TP p ]( G TG 
a \ . 1 
+ \ 
______ \1 ____ ---- ---- ---- ----
TP TP TP TP TP TP 
p TP TP TP TP p 
]( TP TP TP p M 
G TP TP p M G 
TG TP p M G TG 
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ADDITION FLOUE +f 
Cet opérateur d'addition floue +/ correspond en fait à 
l'addition de deux nombres a, b > 0; la table qui le représente est la 
suivante: 
a +f b l~I 
TP p 1l G TG 
a \ 
\ 
______ \1 ____ ---- ---- ---- ----
TP TP p G TG 
p p M G TG TG 
]( M G TG TG TG 
G G TG TG TG TG 
______ I ____ ---- ---- ---- ----
TG TG TG TG TG TG 
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SOUSTRACTION FLOUE - f 
Cet opérateur de soustraction floue - f correspond en fait à 
la soustraction (a-b) de deux nombres a, b tels que a > b > 0; la 
table qui le représente est la suivante: 
a - f b lb-tl 
TP p JI G TG 
a \ 
,1. \ 
______ \1 ____ ---- ---- ---- ----
TP 1 TP TP TP TP TP 
p p TP TP TP TP 
1( M p TP TP TP 
G G M p TP TP 
TG TG G M p TP 
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OPERATEUR FLOU 1/J 
Cet opérateur flou 1/ / correspond en fait à 1 'opérateur 
mathé:ma.tique 1/x où x > 0; la table qui le représente est la suivante: 
X TP p ]( G TG 
. I 1/f <x> TG G M p TP 
OPERATEUR FLOU 1- J 
Cet opérateur flou 1- J correspond en fait à l'opérateur 
mathé:ma.tique 1 - x où 0 < x < 1; il faut donc bien être conscient que 
le résultat est un nombre strictement compris lui aussi entre 0 et 1; 
la table qui le représente est la suivante: 
X TP . p 1( G TG 
1- f <x> TG G M p TP 
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OPERATEUR FLOU exp+ f 
Cet opérateur flou exp+ f correspond en fait à la fonction 
:mathé:matique exponentielle exp (x ) 
représente est la suivante: 
X TP p 
exp+ f <x> TP p 
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]( G TG 
G TG TG 
ANNEXE 2 
ANNEXE 2 LISTINGS DES PROGRAXXES 
Les implémentations des différentes résolutions 
d'applications, développées dans ce mémoire (cfr chapitre 6 pg 73), 
ont été réalisées au IIJCJyen d'un langage dérivé du LISP, KULISP de 
Ni crosoft Corporation [ XIC0861, par des progra11J.1Des dont 1 e 1 ecteur 
pourra trouver, dans les pages qui suivent, les listings. 
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1 ;••········································································ 2 ; * • 3 ;S KODELE DES CADEAUX DE FIN D'ANNEE S 
4 ;• ===================================== • 
5 ; • • 
6 ;i Ce progra11e fut concu et realise dans le cadre d'un 1e1oire de t 
7 ;i fin d'etudes en infor■atique {annee acade■ique 1986/1987) intitule * 
8 ;i 'Logiques non standards dans la representation qualitati',e de t 
9 ;S syste■es physiques' sous la direction de Kr J.BARRETO {Facultes t 
10 ;t Notre-Da■e de la Paix - Na■ur), • 
11 ; S l 
12 ;i B.DENDALLE t 
13 ; • • 















0.2 0.3 0.1) 
0.5 0.2 0.1) 
0.1 0.2 0,4) 
0.2 0.3 0.4) l) 
22 tSETQ degappart 
23 '((lboite a savon {2000frs)I 0.6 O.t 0.2 0,1 ) 
24 (!aftershave {600frs): 0.5 0.3 0.01 0.191 
25 1:cafetiere (500frs): 0.01 0.01 0.5 0.481 
26 t:curedents {20frsl: 0.01 0.01 0.1 0.88) 
27 (:fourrure {150000frs): 0.18 0.8 0,01 0,01) 
28 !:ssvete■ents {300frs): 0.01 0.01 0.68 0,3 l 
29 {:dentifrice {80frs): 0.01 0,01 0.9 0,08) 





































{SETQ probentree ' (0.35 0.25 0.25 0.151) 
tDEFUN spacebar {char READ-CHAR RDS WRSl 
tFOREGROUND-COLOR 5) 
!SET-CURSOR 20 16) 
!WRITE-STRIN6 '< SPACEBAR POUR CONTINUER)') 
!CLEAR-INPUTl . 
!LOOP !SETQ char !READ-CHARll 
( tEQUAL {ASCII char) 32) Tl 
{WRITE-BVTE 7) l l 
{DEFUN presentation {) 
(CLEAR-SCREEN) 
!KAKE-WINDOW 2 3 22 70) 
!FOREGROUND-COLOR 14) 
!BACKGROUND-COLOR 1) 
!SET-CURSOR O 16) 





:Le but de ce ■odele est de ' ■elanger' des ele■ents de la theorie des:) 
tWRITE-LINE 
:probabilites avec de la logique floue. Ce ■odele consiste a calculer :) 
tWRITFLINE 
:la probabilite d'achat d'un article de 'cadeau' pouvant appartenir a:) 
!WRITE-LINE 
:differentes classes floues d'articles (de luxe, de super-luxe, de:) 
!WRITE-LINE 
:pre■iere necessite, ou utile) par une personne de classe d'age fixee:) 
tWRITE-LINE 
: {parai age(20, 20(=age(40, 40(=age<=60, 60{age), qui est entree dans:) 
!WRITE-LINE 









































































t la probabilite d'achat d'une classe floue d'article enll 
fonction de la classe d'age de la personne, sachant quell 
cette derniere est entree dans le aagasin;ll 
t la probabilite qu'une personne entre dans le aagasin enll 
{IIRITE-LINE 
fonction de sa classe d'age;ll 
{WRITE-LINE 
l le degre d'app"°tenance des differents articles dell 
(WRITE-LINE 




{DEFUN ponder (1st llocal:Irsltl 
((NULL lstl Ol 
{SETQ rslt {CAR lstll 
!LOOP {SETQ 1st {CDR lstll 
((NULL lstl rsltl 
(SETQ rslt (+ rslt !CAR lstlllll 
(DEFUN listarticle (lstl Ilocal:Ilst2) 
{SETQ l st2 ' O l 
!LOOP ((NULL lstll ·lst2l 
(SETQ lst2 !CONS !CAR {CAR lstlll lst2ll 
(SETQ lstl (CDR lstlllll 
(DEFUN lstextractart (ata lstl 
{LOOP {{EQL ata {CAR (CAR lstlll (CAR lstll 
(SETQ 1st {CDR lstllll 
(DEFUN nuaage {age) 
(() age 60) ll 
((<= 40 age 60) -2) 
((<= 20 age 39) 3) 
{ {< age 20) 4l l 
!DEFUN lstextractage (age lstl Ilocal:llst2) 
!SETQ l st2 ' 0 l 
{LOOP (!NULL lstll lst2l 
{SETQ lst2 (CONS (NTH {NU"AGE age) {CAR lstlll lst2ll 
{SETQ lstl {CDR lstlllll 
!DEFUN 1br {ata lstl 
(LOOP ({NULL lstl nill 
{ ŒQL ah !CAR l stl l l 
!SETQ 1st !CDR lstll)) · 
(DEFUH ctrl-nbr (agel 
{SETQ lPRINT-ESCAPEl NILl 
(SETQ long {PRIHT-LEN6TH agell 
{SETQ i Ol 
{{CHAR= age \Ol NILl 
(((= long il NILl 
(LOOP {{OR {( (ASCII (CHAR age ill 48) 
I> (ASCII {CHAR age ill 57ll NILl 
{SETQ i (ADDl ill 
((<= long il Tlll 
!DEFUN de lai ( l 




































































----------------------- -----------(LOOP ISETQ i (ADDl il) 
( {) i 5000 l Tl ) ) 
( DEFUN err 1 ). 
(WRITE-BYTE 7l 
ISETQ lHISH-lNTENSITYS Tl 
ISETQ lBLINKS Tl 
IFORESROUND-COLOR 4)) 
IDEFUN nonerr Il 
ISETQ SBLINKS NIL) 
ISETQ lHISH-INTENSITYS NIL) 
IFORESROUND-COLOR 3ll 
(DEFUN effacelignes lnbrl 
ISET-CURSOR nbr 15) 
IDELETE-LINES 1) 
ISET-CURSOR 1- nbr 5) 15) 
IDELETE-LINES ll) 
(DEFUN lectage IREAD-LINE RDSl 
(LOOP ICLEAR-INPUTl 
ISET-CURSOR 5 15! 
IPRINC :ASE DU CLIENT=:) 
-ISETQ age IREAD-LINEl l 
IICTRL-NBR age) age) 
ISET-CURSOR 10 15) 
IERRl 




(SETQ lstart ILISTARTICLE degappart)) 
IDEFUN catprod llstl 
ICLEAR-SCREENl 
(FORESROUND-COLOR 14) 
(SET-CURSOR 2 3) 
(WRITE-LINE 
:Voici la liste des articles de •cadeau• disponibles au catalogue::) 
(FOREGROUND-COLOR 3) 
(TERPRI 2) 
ISETQ SPRINT-ESCAPES NIL) 
ISETQ i 0) 
ILOOP ( INULL 1 stl (SPACEBAR) l 
ISET-CURSOR (+ i 4l 10) 
(PRINT !CAR lst)) 
ISETQ i IADD1 i)) 
(SETQ 1st ICDR lst)))) 
!DEFUN lectarticle (age READ-LINE RDS) 
ILOOP (SET-CURSOR 5 15! 
(PRINC :AGE DU CLIENT=:) 
IPRINT age) 
! CLEAR- INPUTl 
ISET-CURSOR 10 15! 
IPRINC :ARTICLE DEMANDE= !) 
ISETll article ISTRINS-DOWNCASE IREAD-LINEl l l 
ISETll SPRINT-ESCAPES NIU 
((NBR article lstart) article) 
ISET-CURSOR 15 15) 
!ERRl 




199 !CATPROD !REVERSE lstartll ANNEXE 2 
200 !CLEAR-SCREENl 
201 !FORE6ROUND-COLOR 3lll 
202 
203 (SETQ tabcor ' ( (\0 • 0) (\1 • 1l (\2 . • 2) (\3 • 3) (\4 , 4) 
204 (\5. 5) (\6. 6) (\7 , 7) (\8. 8) (\9 . 9))) 
205 
206 (DEFUN strval (strl 
207 !SETQ SPRINT-ESCAPES NIL) 
208 !SETQ long !PRINT-LEN6TH strll 
209 !SETQ i (SUBl longll 
210 !SETQ rslt Ol 
211 !LOOP !SETQ auxl !CDR !ASSOC !CHAR str il tabcorll l 
212 !SETQ aux2 !EXPT 10 (- !SUBl longl illl 
213 (SETQ rslt (+ (l auxl aux2l rsltl) 
214 !SETQ i !SUBl il l 
215 (({ i Ol rsltlll 
216 
217 (DEFUN proba (age article choixop Ilocal:llstrslt Ilstage llstdartl 
218 !FORE6ROUND-COLOR 3) 
219 !CLEAR-SCREENl 
220 !SETQ age !STRVAL !LECTA6Elll 
221 !SETQ article !LECTARTICLE agell 
222 (SET-CURSOR 15 15) 
223 !PR INC l PROBABILITE D'ACHAT = l l 
224 !SETQ lstrslt '!li 
225 (SETQ lstage !REVERSE !LSTEXTRACTA6E age probachatl l l 
226 (SETQ lstdart !CDR !LSTEXTRACTART article degappartlll 
227 !LOOP ((AND (NULL lstdartl !NUlL lstagell 
228 (PRINT(l . (NTH !SUBl (NUNÀ6E agell probentreel 
229 (PONDER lstrsltllll 
230 !SETQ lstrslt (CONS (l (CAR lstdartl !CAR lstagell lstrsltll 
231 (SETQ lstdart (CDR lstdartll 
232 !SETQ lstage !CDR lstagellll 
233 
234 !DEFUN arret !l 
235 !NAKE-WINDOW O O 25 80) 
236 (BACKSROUND-COLOR Ol 
237 !FORE6ROUND-COLOR 3l 
238 (CLEAR-SCREENll 
239 
240 !DEFUN cadeau (age article choixop llocal:lcontl 
241 !PRESENTATION) 
242 !LOOP (CATPROD !REVERSE lstartl l 
243 (PROBA age article choixop l 
244 (SET-CURSOR 18 15) 
245 !FORE6ROUND-COLOR 5l 





2 ; • • 
3 ;i NODELE DU NOUVEMENT RECTILIGNE UNIFORME N.R.U. l 
4 ;• ================================================== • 
s ; * * 
o ;S Ce progra11e fut concu et realise dans le cadre d'un 1e1oire de l 
7 ;l fin d'etudes en inforaatique (annee acadeaique 1986/1987) intitule S 
8 ;l "Logiques non standards dans la representation qualitative de S 
9 ;t systeaes physiques• sous la direction de Mr J.BARRETO (Facultes l 
10 ;l Notre-Date de la Paix - Naaur), * 
11 ; • • 
12 ;S B.DENDALLE * 
13 ; * * 



















































(SEHI classvd ' ( :tres petite: : petite: :aoyenne: : grande: : tres grande:)) 
(SETQ classt '(:tres peu: :peu: :1oyenne1ent· beaucoup: :beaucoup: 
: enor1e1ent:)) 
(SETQ 1oyv '(15 40 90 120 2SOll 
!SETQ 10yd '(20 50 100 225 475)) 
(DEFUN calteaps (at11 at12) 
(/ atal ata2l l 
(DEFUN posteaps (res) 
(((= 0 res 0.20) 0) 
((( 0.20 res 1) 1) 
(((= 1 res 2) 2) 
((( 2 res 10) 3) 
( O= res 10) 4)) 
(DEFUN spacebar (char READ-CHAR RDS WRSl 
(FOREGROUND-COLOR 5) 
(SET-CURSOR 20 1ol 
(WRITE-STRING "< SPACEBAR POUR CONTINUER>") 
(CLEAR-INPUTl 
!LOOP (SETQ char (READ-CHARll 
((EQUAL !ASCII char) 32) Tl 
(WRITE-BYTÉ 7lll 
(DEFUN presentation () 
(CLEAR-SCREENl 
(MAKE-WINDOW 2 3 22 70) 
(FOREGROUND-COLOR 14) 
(BACKGROUND-COLOR ll 
!SET-CURSOR O 12) 





:ce aodele est base sur une loi connue depuis toujours a savoir la loi ll 
(WRITE-LINE 
:que verifie un 1obile parcourant a vitesse constante v une certaine: ) 
(WR ITE-LINE 





e = V , t , : ) 
:Le but de ce progra11e est le calcul du teaps de parcours d'un espace:) 




































































:donne par un 1obile se deplacant a vitesse constante donnee.:l 
OIRITE-LINE 
:A priori, ceci ne presente en rien aucune difficulte: une si1plell 
OIRITE-LINE 
:calculatrice pourrait le realiser aussi facile1ent. "ais il faut:! 
(WRITE-LINE 
:souligner que ce. 1odele n'est pas utilise exterieure1ent de 1anierell 
(WRITE-LINE 
:quantitative aais bien qualitative, c'est-a-dire que les donnees etll 
(WRITE-LINE 





(SET-CURSOR O Bl 





INeanaoins, interieureaent, ce 1odele reste un 1odele quantitatif:ll 
(WRITE-LINE 
Iles donnees introduites floues sont traduites en un chiffre 1oyenll 
(WRITE-LINE 
:associe, le calcul est effectue et ensuite i l y a a nouveaull 
(WRITE-LINE 
:retraduction du resultat en une valeur floue, Donc nous passons dull 
(WRITE-LINE 




!Nous verrons dans le principe du progra11e contenu dans le fichierll 
(IIRITE-LINE 
INRUBIS.LSP qu'il y a un 1oyen facile et agreable de court-circuiter Il 
(WRITE-LINE 
: cette etape transitoire quantitative.: l 
(IIRITE-LINE 
lPresentons a present les differentes valeurs que peuvent prendre lesll 
(WRITE-LINE 
:variables l1nguistiques floues: Il 
(WRITE-LINE 





tres petite,petite,1oyenne,grande,tres grande;ll 
pour le te1ps: Il 





(DEFUN extractelt (ata 1st Ilocal:Iil 
(SETQ i Ol 
(LOOP ( (EQL i atal (CAR 1 stl l 
(SETQ i !ADD1 il l 
(SETQ 1st !CDR lstllll 
(DEFUN 1br (at1 lstl 
(LOOP ((NULL lstl NIL! 
((EQL at1 (CAR lstlll 
(SETQ 1 st !CDR 1st l l l l 124 
ANNEXE 2 
133 
134 (DEFUN pos(at■ 1st %local:%i) 
135 (SETQ i 0) 
136 (LOOP ((CQL at■ (CAR lstl) i) 
137 (SETQ i (ADDl i)l 
138 (SETQ 1st (CDR lst)lll 
139 
140 (DEFUN err (l 
141 (WRITE-BYTE 7l 
142 (SETQ lHI6H-INTENSITYl Tl 
143 (SETQ lBLINKl Tl 
144 (FOREGROUND-COLOR 4)l 
145 
146 (DEFUN nonerr (l 
147 (SETQ lBLINKl NIL! 
148 (SETQ iHl6H-INTENSITYt NIL! 
149 (FORE6ROUND-COLOR 3)l 
150 
151 (DEFUN delai () 
152 (SETQ i 0) 
153 (LOOP (SETQ i (ADD1 ill 
154 (() i 5000) Tlll 
155 
156 (DEFUN arret (l 
157 (nAKE-WINDOW O O 25 80) 
158 (BACKGROUHD-COLOR 01 
159 (FORE6ROUND-COLOR 3) 
160 (CLEAR-SCREENll 
161 
162 (DEFUN valpera (l 
163 (CLEAR-SCREENl 
164 _(FORE6ROUND-COLOR 14! 
165 (SET-CURSOR 2 3l 
166 !WRITE-LINE 
167 :Voici les seules valeurs per ■ises pour les variables floues:! 
168 !SET-CURSOR 3 3l 
169 (WRITE-LINE 
170 :de vitesse et distance: :l 
171 !FORE6ROUND-COLOR 3l 
172 (TERPRI 2) 
173 !SETQ iPRINT-ESCAPES NIL! 
174 !WRITE-LINE 













185 !TERPRI l 
186 (WRITE-LIHE 
187 tres grande:) 
188 (SPACEBARll 
189 
190 !DEFUN lectvit (READ-LINE ROS) 
191. ( LOOP (CLEAR- INPUT) 
192 !SET-CURSOR 5 15! 
193 !PRINC :VITESSE DU NOBILE= :l 
194 (SETQ vitesse (STRIN6-DOWNCASE (READ-LINElll 
195 (SETQ lPRINT-ESCAPEl NIL) 
196 ((nBR vitesse classvdl vitesse) 
197 !SET-CURSOR 10 15! 























































IDEFUN lectdist <v READ-LINE RDSl 
ILOOP (SET-CURSOR 5 15) 
IPRINC :VITES.SE DU l'IOBILE = : l 
IPRINT vl 
ICLEAR- INPUTl 
(SET-CURSOR 10 15) 
IPRINC :DISTANCE A PARCOURIR= ll 
ISETQ distance ISTRIN6-DOWNCASE (READ-LINElll 
ISETQ iPRINT-ESCAPEi Nlll 
((l'!BR distance classvdl distance) 
ISET-CURSOR 15 15) 
!ERR) 






(DEFUN exec(Ilocal:Iv Id Iposv Iposd Idv Idxl 
IFOREGROUND-COLOR 3l 
ICLEAR-SCREEN) 
(SETQ v ILECTVITll 
(SETQ d (LECTDIST v'l l 
(SETQ posv (POS v classvdll 
(SETQ posd (POS d classvdll 
(SETQ dx (EXTRACTELT posd 1oydll 
(SETQ dv (EXTRACTELT posv 1oyvll 
ISET-CURSOR 15 15) 
(PRINC lTEl'IPS NECESSAIRE= ll 
(PRINT (EXTRACTELT (POSTEl'IPS (CALTEHPS dx dvll classtlll 
IDEFUN 1ru () 
(PRESENTATION) 
(LOOP (EXECl 








2 ; * * 
3 ;S KODELE DU KOUVENENT RECTILIGNE UNIFORKE K.R.U. S 
4 ;S =-==-===-==============-=---====================- t 
5 ; * * 
b ;f Ce progra11e fut concu et realise dans le cadre d'un 1e1oire de t 
7 ;t fin d'etudes en infor1atique (annee acade1ique 198b/1987l intitule t 
8 ;S 'Logiques non standards dans la representation qualitative de * 
9 ;S syste1es physiques• sous la direction de Nr J.BARRETO (Facultes * 
10 ;S Notre-Da1e de la Paix - Ha1url 1 * 
11 ; * * 
12 ;t B.DENDALLE l 
13 ; t t 




















































'((:1oyenne1ent beaucoup: :peu: :peul :tres peul :tres peu:l 
!:beaucoup: l1oyenneaent beaucoup: :peu: :peul :tres peu:l 
!:beaucoup: :beaucoup: l1oyenne1ent beaucoup: :peu: :peu:l 
!: enor1eaent: : beaucoup: : beaucoup: : 1oyenneaent beaucoup: ·:peu: l 
1:enor1e1ent: :enor1e1ent: :beaucoup: :beaucoup: 
:1oyenne1ent beaucoup:lll 
(SETQ classvd 't:tres petite: :petite: :1oyenne: :grande: :tres grande:ll 
(DEFUN spacebar (char READ-CHAR RDS WRSl 
(FOREGROUND-COLOR 51 
(SET-CURSOR 20 lbl 
!WRITE-STRING "< SPACEBAR POUR CONTINUER >"l 
(CLEAR-INPUTl 
!LOOP (SETQ char !READ-CHARll 
·((EQUAL !ASCII char) 321 Tl 
(WRITE-BYTE 71 l l 
(DEFUN presentation (l 
!CLEAR-SCREENl 
(NAKE-WINDOW 2 3 22 701 
(FOREGROUND-COLOR 141 
(BACKGROUHD-COLOR 11 
!SET-CURSOR O. 121 





:ce 1odele est base sur une loi connue depuis toujours a savoir la loi:l 
!WRITE-LINE 
:que verifie un 1obile parcourant a vitesse constante v une certaine:) 
!WRITE-LINE 





e = V , t , l) 
:Le but de ce progra11e est le calcul du te1ps de parcours d'un espace:) 
(WRITE-LINE 
:donne par un 1obile se .deplacant a vitesse constante donnee.:l 
!WRITE-LINE 
:A priori, ceci ne presente en rien aucune difficulte: une siaplell 
!WRITE-LINE 
:calculatrice pourrait le realiser aussi facile1ent. Nais il faut:l 
(WRITE-LINE 
:souligner que ce 1odele n'est pas utilise exterieure1ent de 1aniere:1 
(WRITE-LINE 
:quantitative ■ais bien qualitative, c'est-a-dire que les donnees et:l 
127 
ANNEXE 2 
67 {WRITE-LINE ANNEXE 2 
68 lle resultat sont des -variables linguistiques floues.:) 
69 ISP.ACEBARl 
70 {CLEAR-SCREENl 
71 {FOREGROUND-COLOR 14) 
72 {BACKGROUNO-COLOR ll 
73 ISET-CURSOR O 8) 
74 {WRITE-LINE lNOOELE DU NOUVENENT RECTILIGNE UNIFORNE N.R.U. lsuitelll 
75 {BACKGROUNO-COLOR Ol 
76 {FOREGROUNO-COLOR 3) 
77 {TERPRI 2) 
78 {WRITE-LINE 
. 79 :oe plus, contraire■ent au principe du progra11e contenu dans le:) 
80 IWRITE-LINE 
81 :fichier "RU.LSP, ce 1odele reste egale■ent qualitatif interieure■ent,:l 
82 IWRITE-LINE 
83 lc'est-a-dire que l ' etape quantitative de traduction est court-Il 
84 IWRITE-LINE 
85 lcircuitee. Le principe developpe ici, dans le progra11e contenu dansll 
86 {WRITE-LINE 
87 Ile fichier NRUBIS.LSP, est de definir un operateur flou,:) 
88 {WRITE-LINE 
89 : corre':ïpondailt a l 'operateur 1athe1ati que, sur les variables l l 
90 {WRITE-LINE 
91 ll i ngui sti ques fl eues. :l 
92 {WRITE-LINE 
93 IPresentons a present les differentes valeurs que peuvent prendre les :) 
·94 {WRITE-LINE 
95 :variables linguistiques floues ::l 
96 {TERPRll 
97 {WRITE-LINE 
98 - pour la distance et la vitesse::) 
99 IWRITE-LINE 
100 tres petite,petite,1oyenne,grande,tres grande; il 
101 {WRITE-LINE 
102 - pour le te1ps::l 
103 IWRITE-LINE 
104 tres peu,peu,1oyenne1ent beaucoup,bèaucou_p,: l 
105 IWRITE-LINE 
106 enor1e1ent. :1 
107 {SPACEBARl 
108 ICLEAR-SCREENl 
109 !FOREGROUND-COLOR 3)) 
110 
111 IOEFUN extractelt !at1 1st Ilocal:Iil 
112 !SETQ i Ol 
113 !LOOP IIEQL i atal !CAR lstll 
114 ISETQ i !AOOl ill 
115 !SETQ 1st !COR lstllll 
116 
117 !OEFUN ■br !at1 lstl 
118 1LOOP l{NULL lstl NILl 
119 {{EQL at■ !CAR lstlll 
120 ISETQ 1st !COR lstllll 
121 
122 IDEFUN pos {at ■ 1st Ilocal:Iil 
123 !SETQ i Ol 
124 !LOOP IIEQL at ■ (CAR lstll il 
125 ISETQ i IAOD1 il l 
126 ISETQ 1st ICDR 1st))) 1 
127 
128 IDEFUN err !l 
129 !WRITE-BYTE 7l 
130 !SETQ iHIGH-INTENSITYt Tl 
131 ISETQ iBLINKS Tl 
132 !FORESROUND-COLOR 4l) 
128 
133 ANNEXE 2 
134 IDEFUN nonerr Il 
135 ISETQ lBLINKl NILl 
13b ISETQ lHl6H-INTENSITYS NIL! 
137 IFOREGROUND-COLOR 3ll 
138 
139 IDEFUN delai Il 
140 !SETQ i Ol 
141 ILOOP ISETQ i IADDl il l 
142 (() i 50001 Till 
143 
144 !DEFUN arret Il 
145 IMAKE-WINDOW O O 25 80) 
14b !BACKGROUND-COLOR Ol 
147 IFOREGROUND-COLOR 31 
148 !CLEAR-SCREENll 
149 
150 IDEFUN valper1 (l 
151 ICLEAR-SCREENl 
152 IFOREGROUND-COLOR 141 
153 ISET-CURSOR 2 3l 
154 !WRITE-LINE 
155 :Voici les seules valeurs peraises pour les variables floues:) 
15b !SET-CURSOR 3 3) 
157 (WRITE-LINE 
158 lde vitesse et distance :ll 
159 IFOREGROUND-COLOR 3l 
lbO ITERPRI 2l 
lbl ISETQ lPRINT-ESCAPEl NIL! 
lb2 IWRITE-LINE 












175 tres grandell 
176 ISPACEBARll 
177 
178 IDEFUN lectvit IREAD-LINE RDSl 
179 (LOOP ICLEAR-INPUTl 
180 !SET-CURSOR 5 15) 
181 !PRINC : VITESSE DU NOBILE = : l 
182 ISETQ vitesse {STRING-DOWNCASE (READ-LINElll 
183 !SETQ lPRINT-ESCAPEl NILl 
184 l(MBR vitesse classvdl vitesse) 
185 ISET-CURSOR 10 15) 
186 !ERR! . 





192 IFOREGROUND-COLOR 3))) 
193 
194 IDEFUN lectdist lv READ-LINE RDSl 
195 ILOOP !SET-CURSOR 5 151 
196 (PRINC lVITESSE DU MOBILE= ll 






































(SET-CURSOR 10 15! 
(PRINC :DISTANCE A PARCOURIR= :) 
(SETQ distance (STRING-DOWNCASE (READ-LINE))) 
(SETQ tPRINT-ESCAPEt NIL! 
(("BR distance classvdl distance) 
(SET-CURSOR 15 15) 
ŒRRl 






(DEFUN exec (llocal:lv ld Iposv lposd li lj) 
(FOREGROUND-COLOR 3l 
(ClEAR-SCREENl 
(SETQ v (lECTVITll 
(SETQ d (LECTDIST v)) 
(SETQ posv (POS v classvd)) 
(SETQ posd (POS d classvdll 
(SETQ i !EXTRACTELT posd divtablell 
!SETQ j !EXTRACTELT posv ill 
!SET-CURSOR 15 15) 
!PRINC :TE"PS NECESSAIRE= :l 
!PRINT j l l 
(DEFUN 1rub i s () 
(PRESENTA TI ON l 
(LOOP (EXECl 








2 ; l l 
3 ;l NODELE DU CIRCUIT R-C-TUBE A NEON S 
4 ;S ===================================== S 
s ; t t 
6 ;l Ce progra11e fut concu et realise dans le cadre d'un 1e1oire de l 
7 ;l fin d'etudes ·en infor■atique (annee acade■ique 19B6/19B7) intitule l 
8 ;l "logiques non standards dans la representation qualitative de S 
9 ;l systeaes physiques• sous la direction de Nr J.BARRETO (Facultes t 
10 ;l Notre-Da■e de la Paix - Na■url, l 
11 ; * • 
12 ;l B.OENDALLE i 





























(SETQ valeurs ' (TP P N 6 TGll 
{SETQ opdiv '((N P P TP TPl 
(6 N PP TP) 
(6 6 N P P l 
(T6 6 6 N P l 
(T6 T6 6 6 N lll 
(SETQ op1ultpri1 '((TP TP TP TP TPl 
(TP TP TP TP Pl 
(Tp TP TP P N l 
(TP TP P N 6 l 
(TP P N 6 TGl l l 
(SETQ opun1oinspri1 '(T6 6 NP TPll 
(SETQ opundiv '(T6 6 NP TPll 
(SETQ opexpplus '(TP P 6 TG T6ll 
(SETQ op ■ult '!tTP TP PP N l 
(Tp P P 11 6 l 
(P P N 6 G l 
tP N G 6 .TSl 
(11 6 G TG TGlll 
42 tSETQ opplus ' !!TP P 11 6 T6l 
43 {P N 6 TG TGl 
44 (11 6 TG TG TGl 
4S (6 TG TG TG TGl 
46 {TG TG TG TG TGlll 
47 
48 !SETQ op■oins ' ((TP TP TP TP TPl 
49 !P TP TP TP TPl 
SO (11 P TP TP TPl 
Sl (6 11 P TP TPl 
S2 (TG 6 N P TPlll 
S3 
S4 !DEFUN entete !) 
SS (FOREGROUND-COLOR 141 
56 (BACKSROUND-COLOR ll 
S7 !SET-CURSOR O 12l 
SB (WRITE-LINE lNODELE OU CIRCUIT R-C-TUBE A NEON (sui tel ll 
S9 (BACKGROUND-COLOR 01 
60 (FOREGROUND-COLOR 3) 
bl !TERPRI 2ll 
62 
63 !DEFUN spacebar (char READ-CHAR RDS WRSI 
64 (FORESROUND-COLOR Sl 
65 !SET-CURSOR 20 lbl 
66 {WRITE-STRIN6 "< SPACEBAR POUR CONTINUER )"l 
131 
ANNEXE 2 
b7 (CLEAR-INPUTl ANNEXE 2 
68 (LOOP (SETQ char (READ-CHARll 
69 ((EQUAL (ASCII char! 32) Tl 
70 (WRITE-BYTE 7)1) 
71 
72 (DEFUN tracehoriz (x y long) 
73 (SETQ i 01 
74 (LOOP (SET-CURSOR x (+ y il) 
75 (PRINC (ASCII 196)! 
7b (SETQ i (ADD1 i 11 
77 (()= i long! Tlll 
78 
79 (DEFUN tracevert (x y long) 
80 (SETQ i Ol 
81 (LOOP (SET-CURSOR (+ x il yl 
82 . (PRINC {ASCII 17911 
83 (SETQ i (ADD1 il) 
84 (()= i long) T)II 
85 
Sb IDEFUN graphcircui t ( l 
87 (FORE6ROUND-COLOR 14! 
88 (SET-CURSOR 7 8) 
89 (PRINC (ASCII 218ll 
90 (TRACEVERT 8 8 4l 
91 (SET-CURSOR 12 8l 
92 (PRINC (ASCII 193)1 
93 (TRACEHORIZ 12 4 4l 
94 (TRACEHORIZ 12 9 4l 
95 {TRACEHORIZ 13 6 2l 
96 (TRACEHORIZ 13 9 2l 
97 {SET-CURSOR 13 81 
98 (PRINC {ASCII 1941 l 
99 (TRACEVERT 14 8 4) 
100 (SET-CURSOR 18 81 
101 (PRINC {ASCII 192ll 
102 tTRACEHORIZ 18 9 39! 
103 (SET-CURSOR 18 481 
104 (PRINC (ASCII 193ll 
105 (TRACEHORIZ 18 49 14! 
106 (SET-CURSOR 18 63! 
107 (PRINC (ASCII 21711 
108 (TRACEHORIZ 7 9 91 
109 (SET-CURSOR 7 18! 
110 (PRINC (ASCII 47ll 
111 (SET-CURSOR b 19! 
112 (PRINC {ASCII 47)) 
113 (TRACEHORIZ 7 20 8l 
114 (SET-CURSOR 6 28) 
115 (PRINC (ASCII 218)1 
116 {SET-CURSOR 7 281 
117 {PRINC {ASCII 180!1 
118 (SET-CURSOR 8 28) 
119 (PRINC (ASCII 192)! 
120 !TRACEHORIZ 6 29 9) 
121 (TRACEHORIZ 8 29 9) 
122 (SET-CURSOR 6 38) 
123 (PRINC (ASCII 19111 
124 (SET-CURSOR 7 381 
125 (PRINC (ASCII 195)1 
126 (SET-CURSOR 8 381 
127 (PRINC {ASCII 217ll 
128 !TRACEHORIZ 7 39 9) 
129 (SET-CURSOR 7 48! . 
130 (PRINC (ASCII 194ll 
131 (TRACEHORIZ 7 49 14l 
132 (TRACEVERT 8 48 4l 
132 
133 (SET-CURSOR 12 48! ANNEXE 2 
134 (PRINC (ASCII 193ll 
135 (TRACEHORIZ 12 44 4l 
136 (TRACEHORIZ 12 49 4l 
137 (TRACEHORIZ 13 44 4) 
138 (TRACEHORIZ 13 49 4) 
139 ISET-CURSOR 13 48) 
140 (PRINC (ASCII 1941) 
141 (TRACEVERT 14 48 4) 
142 (SET-CURSOR 7 63) 
143 (PRINC (ASCII 191) l 
144 (TRACEVERT 8 63 21 
145 (SET-CURSOR 10 63) 
146 (PRINC (ASCII 197ll 
147 ISET-CURSOR 11 63) 
148 IPRINC (ASCII 219)) 
149 (SET-CURSOR 14 63) 
150 IPRINC !ASCII 219)) 
151 ISET-CURSOR 15 63) 
152 (PRINC !ASCII 197)) 
153 (TRACEVERT 16 63 2l 
154 (SET-CURSOR· 10 62) 
155 (PRINC (ASCII 218)) 
156 (TRACEVERT 11 b2 4l 
157 (SET-CURSOR 10 b4l 
158 (PRINC (ASCII 191)) 
159 (TRACEVERT 11 b4 4l 
lbO ISET-CURSOR 15 62) 
161 IPRINC (ASCII 192)) 
162 (SET-CURSOR 15 64l 
1b3 (PRINC !ASCII 217)) 
164 (SET-CURSOR 12 2l 
165 (PRINC (ASCII b9ll 
166 (SET-CURSOR 11 12) 
167 (PRINC (ASCII 43ll 
168 (SET-CURSOR 14 10) 
169 (PRINC (ASCII 45)1 
170 (SET-CURSOR 8 23) 
171 (PRINC (ASCII 1051) 
172 (SET-CURSOR 7 33) 
173 IPRINC (ASCII 82ll 
174 ISET-CURSOR b 48) 
175 IPRINC (ASCII 8bll 
176 ISET-CURSOR 10 451 
177 IPRINC lit: l 
178 (SET-CURSOR 8 561 
179 IPRINC : i2ll 
180 !SET-CURSOR 12 58) 
181 !PR INC :r (Vl: l 
182 ISET-CURSOR 12 42) 
183 !PRINC (ASCII 67ll 
184 ISET-CURSOR 11 65) 
185 IPRINC :N: l 
186 (SET-CURSOR 12 65) 
187 IPRINC (ASCII 69ll 
188" !SET-CURSOR 13 65) 
189 IPRINC :o: 1 
190 !SET-CURSOR 14 65) 
191 (PRINC · :Nl l 
192 !SPACEBARl l 
193 
194 (DEFUN presentation () 
195 ( CLEAR-SCREEN l 
19b (NAKE-WINDOW 2 3 22 70) 
197 (FORE6ROUND-COLOR 14) 
198 (BACK6ROUHD.::COLOR ll 
133 
(SET-CURSOR O 16) 

















:ce aodele nous aontre les liaites ·de la deaarche 1athe1atique:) 
(IIRITE-LINE 
:pureaent quantitative et la aaniere dont celles-ci sont go11ees:l 
(WRITE-LINE 
:par une aethode qualitative. Le probleae sous-jacent au aodele est:) 
(IIRITE-LINE 
211 :un classique du genre a savoir l'etude de la periode et de la:) 
212 (WRITE-LINE 
213 :frequence de clignoteaent d'un tube a neon dans un circuit R-C-Tube:l 
214 (WRITE-LINE 
215 :a neon en fonction de differents paraaetres ::l 
216 (IIRITE-LINE 
217 • E, le potentiel du generateur du circuit;ll 
·218 (IIRITE-LINE 
219 • R, la resistance presente dans le circuit;:) 
220 (WRITE-LINE 
221 • C, la capacite presente dans le circuit;ll 
222 (WRITE-LINE 
223 • Si, le seuil d'ionisation du neon dans le tube; :l 
224 (WRITE-LINE 
225 • Spi, le seuil de potentiel insuffisant du neon:l 
226 (WRITE-LINE 
227 dans le tube.:) 
228 (WRITE~LINE 
229 :ces differents paraaetres ne seront autres que des variables:) 
230 (WRITE-LINE 
231 :linguistiques floues du probleae et pourront prendre des valeurs:) 
232 (IIRITE-LINE 
233 :parai : TP, P, 11, 6, TG, respectiveaent abreviation de tres petit(el,:) 
234 (IIRITE-LINE 





240 :D'autres variables linguistiques floues a part les donnees et lesll 
241 (IIRITE-LINE 
242 :resultats interviennent egaleaent dans la resolution; ce sont lesl) 
243 (IIRITE-LINE 
244 :variables internes suivantes::) 
245 (TERPRll 
246 (IIRITE-LINE 
247 - i, l'intensite du courant debite dans lal) 
248 (IIRITE-LINE 
249 resistance R; :) 
250 (WRITE-LINE 
251 - il, l'intensite du courant dans la branche du:l 
252 !WRITE-LINE 
253 circuit contenant la capacite c;:l 
254 (WRITE-LINE 
255 - i2, . l'intensite du courant dans la branche dul) 
256 !WRITE-LINE 
257 circuit contenant le tube a neon;:) 
258 !WRITE-LINE 
259 - V, le potentiel aux bornes du condensateur. :1 
260 !TERPR I ) 
261 (WRITE-LINE 
262 :Les variables linguistiques floues resultats sont les variables::) 




























- PERIODE, la periode de clignoteaent du tube a neon;:) 
!WRITE-LINE 





:La situation exacte et precise du circuit ainsi que de tous ses:) 
(WRITE-LINE 
lpara1etres fonda1entaux est decrite sur le sche1a graphique suivant::) 




lUne des caracteristiques pre1ieres d'un tel circuit est son caracterel l 
lWRITE-LINE 
lnon lineaire au point de vue des equations differentielles qui:l 
OIR ITE-U NE 
lregissent son co1porte1ent. Cela est du au fait de la dependance:l 
IWRITE-LINE 
:fonctionnelle de la resistance r(Vl du tube a neon vis-a-vis dull 
IWRITE-LINE 
:potentiel V aux bornes du condensateur. ll 
(WRITE-LINE 
289 :or de telles equations n'ont pas toujours des solutions analytiques:) 
290 !WRITE-LINE 
291 :faciles a expriaer, encore plus quand la dependance fonctionnelle estll 
292 (WRITE-LINE 
293 ldifficile a traduire, ce qui est le cas ici. li 
294 (WRITE-LINE 
295 lD'ou l'interet d'une etude qualitative qui per1et d'eviter cetll 
296 lWRITE-LINE 
297 :obstacle pure1ent technique qu'entraine une de1arche quantitative.li 
298 (WRITE-LINE 
299 INean1oins, on peut lineariser les equations differentielles du .1odele:l 
300 (WRITE-LINE 
301 len supposant la resistance du tube a neon constante et ainsi resoudrell 
302 (WRITE-LINE 
303 lces dernieres.ll 
304 lWRITE-llNE 
305 :Nalgre tout, cela conduit a des calculs qui ne sont pas si si1ples:l 
306 lWRITE-LINE 





312 lPar consequent, on s'en re1et entiere1ent a l 'etud·e qualitative dull 
313 (WRITE-LINE 
314 :co1porte1ent du syste1e dont on peut enoncer les grands principes :Il 
315 (TERPR!l 
316 (WRITE-LINE 
317 1. 1 decouper 1 le syste1e en etats qualitatifs de son:) 
318 !WRITE-LINE 
319 co1porte1ent;:l · 
320 lWRITE-LINE 
321 2. pour chaque etat decouvert au point 1., decrire un:l · 
322 lWRITE-LINE 
323 1odele 1athe1atique siaple traduis1ble qualitative1ent:l 
324 (WRITE-LINE 
325 par des operateurs flous definis a partir de ce:l 
326 lWRITE-llNE 
327 dernier; ceci pour expliquer le co1porte1ent interieur:l 
328 lWRITE-LINE 

















3. discerner les c.anditians de changement d'etat au encore: l 
<WRITE-LINE 
presenter le ca1parte1ent inter-etat du syte■e;:l 
lWRITE-LINE 





du che1ine1ent inter-etat et qui sont necessaires aul) 
calcul du resultat;:l 
5. calcul du resultat de■ande.ll 
344 !DEFUN extractelt (at■ 1st llacal:lil 
345 lSETQ i Ol 
346 !LOOP !(EQL i at■ l !CAR lstll 
347 !SETQ i !ADDl il l 
·349 (SETQ 1st (CDR lstllll 
349 
350 (DEFUN ■br lat■ lstl 
351 !LOOP !(NULL lstl NIL) 
352 !!EQL at■ (CAR lstlll 
353 (SETQ 1st (CDR lstllll 
354 
355 (DEFUN pas lat■ 1st llacal:lil 
356 (SETQ i Ol 
357 !LOOP (!EQL at ■ !CAR lstl) il 
358 (SETQ i !ADDl il l 
359 (SETQ 1st (CDR lstllll 
360 
361 !DEFUN elttable (1 c table) 
362 !EXTRACTELT c (EXTRACTELT 1 tablelll 
363 
364 (DEFUN calculli (pasE pasR) 
365 !ELTTABLE pasE pasR apdivl) 
366 
367 lDEFUN expoRC (pasR pose posîpsl 
368 !SETQ RfoisC (ELTTABLE pasR posC op■ultll 
369 !SETQ tdivRC (ELTTABLE posîps !POS RfoisC valeurs) opdivll 
370 !SETG exptdivRC !EXTRACTELT !POS tdivRC valeurs) opexpplusll 
371 !EXTRACTELT !POS exptdivRC valeurs) opundivll 
372 
373 !DEFUN calcullv (posE posR pose posîps) 
374 (SETQ un■ainsundivexptdivRC (EXTRACTELT !POS !EXPORC posR pasC posTpsl 
375 valeurs! 
376 opun1oinspri1)) 
377 (ELTTABLE posE !POS un■oinsundivexptdivRC valeurs) op1ultpri1)) 
378 
379 !DEFUN calcul2i (posE posV posR pose posTpsl 
380 (SETQ E■oinsV <ELTTABLE posE posV op ■oinsll 
381 <SETQ E■oinsVdivR (CALCULll !POS E■oinsV valeurs) pasRll 















!DEFUN calcul2v (posE posR pose posîpsl 
- !CALCULlV posE pasR pose posîpsll 
!DEFUN calcul4v (posSi posR posC posîpsl 
!SETQ exptdivRC !EXPORC posR pose posîpsll 
!ELTTABLE posSi !POS exptdivRC valeurs) op1ultpri1ll 
!DEFUN fer ■er () 
!SET-CURSOR 18 15) 
!FOREGROUND-COLOR 51 
!Y-OR-N-P • Voulez-vous fer ■er le circuit ?'ll 
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397 ANNEXE .2 
398 !DEFUN i1pri1pot !vl 
399 !SET-CURSOR 12 15) 
400 !PRINC :v = :l 
401 !PRINT vll 
402 
403 (DEFUN continuitel (v posSi tpsl 
404 ((OR()= !POS v valeurs) posSil 
405 ()= tps 4)) 
406 !INPRINPOT !EXTRACTELT posSi valeurslll 
407 !INPRINPOT vil 
408 
409 !DEFUN continuite2 (v posSpi tpsl 
410 ((OR (<= (POS v valeurs) posSpil 
411 ()= tps 411 
412 (INPRINPOT !EXTRACTELT posSpi valeurslll 
413 (111PRINPOT vll 
414 
415 (DEFUN soulignel (nbrl 
416 !FOREGROUND-COLOR 14) 
417 !SETQ i Ol 
418 !LOOP !PRINC (ASCII 19611 
419 !SETQ i (ADD1 i 11 
420 (()= i nbrl !FOREGROUND-COLOR 3llll 
421 
422 (DEFUN souligne2 (nbrl 
423 !FOREGROUND-COLOR 14) 
424 !SETQ i Ol 
425 !LOOP !PRINC (ASCII 205ll 
426 !SETQ i (ADD1 il l 
427 (()= i nbrl !FOREGROUND-COLOR 3llll 
428 
429 !DEFUN etat0 () 
430 !FOREGROUND-COLOR 1) 
431 !CLEAR-SCREENl 
432 !SET-CURSOR 1 32) 
433 !PRINT :ETAT O:l 
434 (SET-CURSOR 2 31) 
435 (SOUL16NE1 BI 
436 !SET-CURSOR 5 15) 
437 (PRTNT :v = O:l 
438 !SET-CURSOR 10 15) 
439 (PRINT :1 = 11 = 12 = Oil 
440 !SET-CURSOR 15 15) 
441 !PRINT :CIRCUIT OUVERTlll 
442 
443 (DEFUN etatl (posE posR pose Ilocal:Icrt Ivl 
444 (FOREGROUND-COLOR 11 
445 (CLEAR-SCREENl 
446 (SETQ crt (CALCULll posE posRll 
447 !SETQ v (CALCUL1V posE posR posC Oll 
448 !SET-CURSOR 1 20) 
449 (PRINT :ETAT 1 PONCTUEL: CIRCUIT FERl1Ell 
450 (SET-CURSOR 2 19) 
451 (SOULI6NE1 33) 
452 (SET-CURSOR 6 15) 
453 (PRINC li= :l 
454 !PRINT crtl 
4.55 !SET-CURSOR B 15) 
456 !PR INC lI1 = : l 
457 !PRINT crt) 
458 (SET-CURSOR 10 15) 
459 (PRINT :12 = Oil 
460 (SET-CURSOR 12 ·15) 
461 !PRINC :v = :1 
462 (PRINT vl 
137 
----
463 !SET-CURSOR 14 15) ANNEXE 2 




46B {DEFUN etat2 (posE posV posR pose posSi PERl 
469 {FORESROUND-COLOR 1l 
470 !CLEAR-SCREENl 
471 {SET-CURSOR 1 32) 
472 (PRINT :ETAT 2ll 
473 (SET-CURSOR 2 31) 
474 (S0ULI6NE1 Bl 
475 (SETQ tps 0l 
476 !L0OP <SETQ v (CALCUL2V posE posR posC tpsll 
477 (SETQ crt {CALCUL21 posE posV posR pose tpsll 
47B !SET-CURS0R 6 15! 
479 {PRINC : I = :l 
4B0 {PRINT crtl 
4B1 {SET-CURSOR B 15l 
4B2 tPRINC : 11 = :l 
4B3 tPRINT crtl 
484 {SET-CURSOR 10 15) 
4B5 <PRINT : 12 = 0l l 
4B6 (C0NTINUITE1 v posSi tpsl 
487 {SET-CURSOR 14 15) 
488 <PRINC :DUREE= :l 
489 !PRINT tEXTRACTELT tps valeursll 
490 {(OR{ )= {P0S v valeurs) posSil 
491 O= tps 4) l 
492 <ELTTABLE <POS PER valeurs! 
493 tps 
494 opplusl l 
1 
495 {SETQ tps <ADD1 tpsll 
496 {SPACEBARl 
497 <F0RESR0UND-C0LOR 1l 
498 <CLEAR-SCREENl 
499 (SET-CURS0R 1 28) 
500 (PRINT lSUITE ETAT 2ll 
501 {SET-CURS0R 2 27) 
502 {50ULI6NE1 14))) 
503 
504 (DEFUN etat3 (Sil . 
SOS <SPACEBARl 
506 {FORESROUND-C0LOR 1l 
507 <CLEAR-SCREENl 
508 <SET-CURS0R 1 28) 
509 <PRINT lETAT 3 PONCTUEL:) 
510 (SET-CURSOR 2 27! 
511 !S0ULISNEl 17) 
512 !SET-CURS0R 10 15! 
513 !PRINC lV = ll 
514 !PRINT Sil 
515 (SET-CURSOR 15 15) 
516 {PRINT lDUREE ETAT 3 = TP:l 
517 tSPACEBARl l 
518 
519 (DEFUN etat4 (posE posR pose posSi posSpi PERt 
520 !F0RESR0UND-COL0R 1) 
521 !CLEAR-SCREENl 
522 (SET-CURS0R 1 32) 
523 !PRINT lETAT 4: l 
524 !SET-CURSOR 2 31) 
525 (S0ULI6NE1 8) 
526 (SETQ tps 0l 
527 !L00P (SETQ v (CALCUL4V posSi posR posC tpsll 
528 (C0NTINUITE2 v posSpi tpsl 
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530 (PRINC :DUREE= :) 
531 (PRINT (EXTRACTELT tps ·valeursll 
532 (( OR ({= (P0S v valeurs! posSpil 
533 O= tps 411 
534 (ELTTABLE (P0S PER valeurs! 
535 tps 
536 opplus)) 
537 (SETQ tps (ADD1 tpsll 
538 (SPACEBARI 
539 !F0RESR0UND-COLOR 11 
540 !CLEAR-SCREENI 
541 !SET-CURS0R 1 281 
542 (PRINT :SUITE ETAT 4:1 
543 (SET-CURS0R 2 27) 
544 . (S0ULl6NE1 14)11 
545 
546 (DEFUN etat5 (Spi! 
547 (SPACEBARI 
548 (FORESROUND-COLOR 11 
549 !CLEAR-SCREENI 
550 !SET-CURS0R 1 281 
551 (PRINT :ETAT 5 PONCTUEL:) 
552 !SET-CURS0R 2 271 
553 !S0ULl6NE1 171 
554 (SET-CURS0R 6 151 
555 (PRINC :V= :l 
556 (PRINT Spi! 
557 (SET-CURS0R 9 15) 
558 (PRINT :12 = 0:1 
559 (SET-CURSOR 12 151 
560 !PRINT :DUREE ETAT 5 = TP:ll 
561 
562 !DEFUN RESULT (ER C Si Spi T2 T4l 
563 (FORESROUND-C0L0R 11 
564 !CLEAR-SCREENl 
565 !SET-CURS0R 1 311 
566 (PRINT :RESULTATS:! 
567 !SET-CURSOR 2 301 
568 (SOULIGNE2 .111 
569 !SET-CURSOR 4 10) 
570 !PRINC :E = :1 
571 (PRINT El 
572 !SET-CURS0R 4 351 
573 (PRINC lR = li 
574 (PRINT RI 
575 (SET-CURSOR 4 601 
576 !PRINC :c = :1 
577 (PRINT Cl 
578 !SET-CURS0R 8 201 
579 !PRINC :Si= :1 
580 !PRINT Sil 
581 (SET-CURS0R 8 501 
582 !PRINC :Spi= :1 
583 !PRINT Spi 1 
584 (FOREGR0UND-COL0R 41 
585 (SET-CURSOR 12 151 
586 (PRINC :PERIODE DE CLISN0TEHENT DU TUBE A NEON= :1 
587 !SETQ PERIODE !ELTTABLE !POS T2 valeurs! (POS T4 valeurs) opplusl 1 
588 !PRINT PERIODE) 
589 (SET-CURSOR 16 151 
590 !PRINC :FREQUENCE DE CLIGNOTEHENT DU TUBE A NEON= :1 
591 !SETQ NU (EXTRACTÈLT !P0S PERIODE valeurs! opundivll 
592 (PRINT NUll 
593 








(SETQ 1HI6H-INTENSITYl Tl 
(SETQ 1BLINK1 Tl 
(FORE6ROUND-COLOR 4ll 
600 (DEFUN nonerr (l 
bOl (SETQ 1BLINKl NIL) 
602 (SETQ 1HI6H-INTENSITV1 NILl 
603 (FORE6ROUND-COLOR 3)) 
604 
605 lDEFUN delai (l 
606 (SETQ i Ol 
607 (LOOP (SETQ i (ADDl il l 
608 ( () i 5000 l Tl l l 
609 
610 lDEFUN valper1 (l 
bll (CLEAR-SCREENl 
612 (FORE6ROUND-COLOR 14) 
613 (SET-CURSOR 2 3) 
614 (WRITE-LINE 
615 :Voici les seules valeurs per1ises pour les variables floues:) 
616 (SET-CURSOR 3 3) 
617 (WRITE-LINE 
618 ldu proble1e ::l 
619 (FORE6ROUND-COLOR 3) 
620 (TERPRI 2) 
621 (SETQ 1PRINT-ESCAPE1 NIL) 
· 622 lWRITE-LINE 
623 TP co11e abreviation de •tres petit(el 1 :l 
624 (TERPRil 
625 (WRITE-LINE 



















638 !DEFUN errval (l 
639 ŒRRl 
640 (PRINT l! VALEUR INCONNUE !:l 





646 (DEFUN effacelignes (nbrl 
647 (SET-CURSOR nbr 15l 
648 (DELETE-LINES ll 
649 (SET-CURSOR (- nbr 3l 15l 
650 (DELETE-LINES lll 
651 
652 lDEFUN efflign (nbrl 
653 !SET-CURSOR nbr 15l 
654 lDELETE-LINES 11 
655 (SET-CURSOR (- nbr 3l 151 
656 lDELETE-LINES lll 
657 
658 (DEFUN error (nbrl 
659 !ERRVALl 




661 ANNEXE 2 
662 !DEFUN entdonnees () 
663 <FOREGROUND-COLOR ll 
bb4 (SET-CURSOR 1 20) 
665 !PRINC :INTRODUCTION DES DONNEES:) 
666 !SET-CURSOR 2 191 
667 !SOULl6NE2 26)) 
668 
669 !DEFUN lectE <READ-LINE RDS) 
670 !LOOP !ENTDONNEES) 
671 <CLEAR-INPUT) 
672 !SET-CURSOR 4 15) 
673 !PRINC :E (potentiel du generateur) = l) 
674 . !SETQ E (STRIN6-UPCASE !READ-LINE)l) 
675 !SETQ iPRINT-ESCAPEl NIL) 
676 !!"BR E valeurs) El 
677 !SET-CURSOR 7 15) 
678 (ERRVAL) 
679 !EFFACELIGNES 7)ll 
680 
681 <DEFUN lectR !E READ-LINE RDS) 
682 !LOOP <ENTDONNEESl 
683 !SET-CURSOR 4 15) 
684 (PRINC lE (potentiel du generateur) = :) 
685 <PRINT El 
686 <CLEAR-INPUT) 
687 !SET-CURSOR 7 15) 
688 (PRINC :R (resistance) = :) 
689 !SETQ R (STRIN6-UPCASE !READ-LINE)ll 
690 (SETQ lPRINT-ESCAPES NILl 
691 !(NBR R valeurs) Rl 
692 !SET-CURSOR 10 15) 
693 (ERRVAL) 
694 !EFFACELISNES 10lll 
695 
696 !DEFUN lectC !ER READ-LINE RDSl 
697 !LOOP !ENTDONNEES) 
698 !SET-CURSOR 4 15) 
699 !PRINC lE !potentiel du generateur) = :) 
700 !PRINT El 
701 !SET-CURSOR 7 15) 
702 !PRINC :R (resistance) = :) 
703 !PRINT R) 
704 !CLEAR-INPUT) 
705 <SET-CURSOR 10 15) 
706 (PRINC :c (capacite du condensateur)=:) 
707 (SETQ C (STRIN6-UPCASE (READ-LINE)l) 
708 (SETQ iPRlNT-ESCAPES NIU 
709 ((HBR C valeurs) Cl 
710 (SET-CURSOR 13 15) 
711 !ERRVAL) 
712 (EFFACELISNES 13))) 
713 
714 !DEFUN controlSi !Si) 
715 !SET-CURSOR 16 151 
716 ( (NOT !NBR Si valeurs) l !ERROR 161 l 
717 !ERR) 
718 (PRINT l! VALEUR INVALIDE---> Si <= E ! :) 
719 !DELAI l 
720 !NONERR) 
721 !EFFLISN 16) ) 
722 
723 !DEFUN lectSi <ER C READ-LINE RDS) 
724 <LOOP !ENTDONNEES) 
725 (SET-CURSOR 4 15) 
726 !PRINC lE !potentiel du generateur) = :) 
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!PRINT El 
!SET-CURSOR 7 15) 
(PRINC :R (resistancel = :l 
(PRINT Rl 
(SET-CUR?OR 10 15l 
(PRINC :e (capacite du condensateur) = :l 
(PRINT Cl 
(CLEAR-INPUTl 













(PRINC :Si (seuil de ionisation du neon dans le tube) = ll 
(SETQ Si !STRIN6-UPeASE (READ-LINElll 
!SETQ tPRINT-ESeAPEl Nlll 
739 ( (AND (l'IBR Si valeurs) ({= (POS Si valeurs) 
740 (POSE valeurs lll Sil 
741 (eONTROLSI Silll 
742 
743 (DEFUN controlSpi (Spil 
744 (SET-CURSOR 19 15) 
745 ((NOT !l'IBR Spi valeurs)) (ERROR 19ll 
74b ŒRRl 
747 (PRINT :! VALEUR INVALIDE---> Spi<= Si !:) 
748 lDELAil 
749 (NONERR) 
750 !EFFLIGN 19ll 
751 
752 (DEFUN lectSpi (ER C Si READ-LINE RDSl 
753 !LOOP !ENTDONNEESl 
754 lSET-CURSOR 4 15l 
755 (PRINC :E (potentiel du generateurl = :l 
75b !PRINT El 
757 lSET-CURSOR 7 15) 
758 lPRINC IR (resistancel = Il 
759 !PRINT Rl 
7b0 !SET-CURSOR 10 15) 
7bl (PRINC :c (capacite du condensateur) = :l 
7b2 !PRINT Cl 
7b3 !SET-CURSOR 13 15) 
7b4 (PRINC 1Si (seuil de ionisaticin du neon dans le tube) = :l 
7b5 !PRINT Si) 
7bb !CLEAR-INPUTl 
7b7 !SET-CURSOR lb 15l 
7b8 (PRINC :Spi (seuil de potentiel insuffisant pour le neonl = :l 
7o9 (SETQ Spi !STRIN6-UPCASE !READ-LINEl l l 
770 (SETQ lPRINT-ESCAPEI NIL) 
771 ((AND (l'IBR Spi valeurs) ((= (POS Spi valeurs) 
772 (POS Si valeurs )li Spi) 
773 (CONTROLSPI Spil)) 
774 
775 (DEFUN prog !ER C Si Spi PERl 
770 !CLEAR-SCREENl 
777 <SETQ E (LEeTEll 
778 !SETQ R !LECTR Ell 
779 <SETQ e (LECTe E Rll 
780 (SETQ Si (LEeTSI ER e ll 
781 !SETQ Spi !LEeTSPI ER C Sill 
782 !SETQ posE !POSE valeurs)! 
783 (SETQ posR (POS R valeurs! l 
784 (SETQ pose (POS e valeurs)) 
785 (SETQ posSi (POS Si valeursll 
780 !SETQ posSpi !POS Spi valeursll 
787 !ETATOl 
788 ((NOT (FERl'IERll Tl 
789 <SETQ posV !POS (ETAT! posE posR pose) valeurs)) 
790 (LOOP (SETQ T2 (ETAT2 posE posV posR pose posSi PERll 
791 (ETAT3 Sil 
792 !SETQ T4 (ETAT4 posE posR posC posSi posSpi PERll 
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793 !ETATS Spi) ANNEXE 2 
794 (SETQ posV posSpil 
795 (SET-CURSOR 15 15) 
79b (FOREGROUND-COLOR 5) 
797 ({NOT (Y-OR-N-P • Voulez-vous continuer ?"ll 
798 ŒESULT ER C Si. Spi T2 T4ll 
799 (CLEAR-SCREENlll 
800 
801 !DEFUN entèi rcui t () 
802 (FOREGROUND-COLOR ll 
803 !CLEAR-SCREENl 
804 !SET-CURSOR 2 13) 
805 (PRINC :RAPPEL DE LA CONFIGURATION GENERALE DU CIRCUITll 
80b !SET-CURSOR 3 12> 
807 (SOULI6NE2 48)) 
808 
809 !DEFUN arret (l 
810 (NAKE-WINDOW O O 25 80) 
811 !BACK6ROUND-COLOR 0) 
812 (FORE6ROUND-COLOR 3l 
813 (CLEAR-SCREEN)l 
814 
815 !DEFUN circuit (ER C Si Spi) 
81b !PRESENTATION) 
817 !LOOP !ENTCIRCUITl 
818 (6RAPHCIRCUITl 
819 (SETQ PER 'TPl 
820 !PROS E R C Si: Spi PERl 
821 !SET-CURSOR 20 151 
822 (FORE6ROUND-COLOR 5) 






Remarque: Au sujet des quelques références, présentées dans cette 
· bibliographie, que nou~ n'avons pas ou peu consultées et qui sont ou 
ne sont pas reprises dans le texte de ce mémoire, nous 
qu'elles seront d'une aide efficace pour le lecteur 
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