Abstract. We show that the stopping criteria used in many support vector machine (SVM) algorithms working on the dual can be interpreted as primal optimality bounds which in turn are known to be important for the statistical analysis of SVMs. To this end we revisit the duality theory underlying the derivation of the dual and show that in many interesting cases primal optimality bounds are the same as known dual optimality bounds.
Introduction
Given a labeled training set (x 1 , y 1 ), . . . , (x , y ) ∈ X × {−1, 1} on an input space X the standard L1-SVM for binary classification introduced by Vapnik et. al in [1] solves an optimization problem of the form arg min 
where H is the reproducing kernel Hilbert space (RKHS) of a kernel k : X × X → R and C > 0 is a free regularization parameter. Instead of solving this problem directly one usually applies standard Lagrange techniques to derive the following dual problem 
where K := (y i y j k(x i , x j )) 1≤i,j≤ is the so-called kernel matrix, e ∈ R is the all ones vector, and y := (y 1 , . . . , y ). Since the kernel is symmetric and positive semi-definite (2) is a standard convex quadratic optimization problem, which is more simple to solve as the primal problem (1).
The motivation for this procedure is usually given by the well known fact from Lagrangian Duality Theory, that for the special convex optimization problems (1) and (2) the strong duality assumption holds (see for example [2, Chapter 5] ) in the sense that primal and dual optimal values coincide. Therefore starting from optimal dual solutions one can calculate optimal primal solutions using a simple transformation. However, due to the usually large and dense kernel matrix it is not easy to solve (2) directly. To address this issue several techniques based on sequentially solving small subproblems have been proposed [14, 7, 15, 13, 5, 11, 21] . Of course, all these methods have in common that they only produce an approximate solution to the dual problem (2) . However, recall that in order to establish guarantees on the generalization performance of (f, b, ξ) one needs to know that R(f, b, ξ) approximates the minimum of (1) up to some pre-defined ε P > 0 (see e.g. [20] ). But unfortunately, it is not obvious why the above transformation should produce ε P -optimal primal points from ε D -optimal dual points. Consequently, the usual statistical analysis of SVMs does not apply to the learning machines applied in practice. This lack of theoretical guarantees has first been addressed by [6] were the authors showed that ε D -optimal dual points can be transformed to O( √ D )-optimal primal points using specific transformations. In this paper we will show, that certain dual optimality bounds transform directly to primal optimality bounds in the sense of ε P = ε D . Let us note, that there has already been a similar argumentation for the special case of L1-SVMs in [18, Sec. 10.1]. The authors there, however, ignore the influence of the offset parameter b which leads to ambiguous formulas in Proposition 10.1. Besides that the approach we describe here is far more general and promises to give a unified approach for analyzing approximate duality.
In addition, we will show, that the above dual optimality bounds coincide with the well known σ-gaps that are used to analyze the convergence behaviour of certain algorithms working on the dual problem (2) . Because of this connection, the results of this paper make it possible to combine convergence rates for certain L1-SVM algorithms and oracle inequalities (see e.g. [20] ) describing the statistical performance of the resulting classifier.
The rest of this work is organized as follows: In Section 2 we revisit duality theory and introduce certain gap functions. We then illustrate the theory for convex quadratic optimization problems. In Section 3 we apply our findings to L1-SVMs. In particular, we there consider σ-gaps and a stopping criterion for maximal violating pairs algorithms.
Let U be a nonempty set and let ϕ : U → R and c i : U → R, i = 1, m be real valued functions. Let c : U → R m denote the function with components c i . Consider the primal constrained optimization problem
The set C := {u ∈ U | c(u) ≤ 0} is called feasibility region of (3) and each u ∈ C is called a (primal) feasible point. We define the Lagrangian
and write (R + ) m := {λ ∈ R m : λ ≥ 0}. Note that although it is customary to define the Lagrangian to be ∞ when λ / ∈ (R + ) m the definition (4) will be convenient when applying the subdifferential calculus. Now the dual function to (3) is defined by
and for fixed λ ∈ R m the maximizers of L(·, λ) are denoted by
Since the latter equation amounts to one of the two inequalities defining a saddle point we refer to any (u, λ) ∈ U λ × R m as a semi-saddle. The following lemma attributed to Uzawa from [12, Lemma 5.3 .1] provides sufficient conditions for u ∈ U to be an optimal primal solution:
The second condition is the feasibility of u the third one is called complementary slackness.
The next lemma shows that without any assumptions on ϕ and c the dual function has some remarkable properties.
Lemma 2. The dual ψ : R m → R ∪ {+∞} is convex and for u ∈ U λ we have −c(u) ∈ ∂ψ(λ), where ∂ψ(λ) denotes the subdifferential of ψ at λ.
Proof. Since ψ is a pointwise supremum of affine functions it is convex. Moreover, U = ∅ implies ψ(λ) = sup u∈U L(u, λ) > −∞ for all λ. Finally, for λ ∈ R m and u ∈ U λ we obtain
Given the Lagrangian L of the problem (3) the corresponding dual problem is defined by inf
Note that this a convex optimization problem by Lemma 2. We define the feasibility region of the dual to be (R + ) m and any λ ≥ 0 is called a (dual) feasible point. Now, for any primal feasible u and any dual feasible
and hence we obtain
Let us write
for the values of the primal and dual problem, respectively. Then ψ * − ϕ * is the smallest possible gap in (7) and is called the duality gap. However, in this work we also need the gap for arbitrary primal-dual pairs, i.e. for not necessarily feasible u ∈ U and λ ∈ R m we consider
The following lemma computes gap(u, λ) for semi-saddles.
we have c(u) ≥ 0 and λ ≥ 0 and hence Lemma 3 shows that gap(u, λ) = 0 is equivalent to the complementary slackness condition of Lemma 1. This fact leads to the following simple and natural optimality bounds:
Definition 2 (Backward Gap). The backward gap of a feasible λ is defined by
Furthermore, for any feasible primal u ∈ U we define its suboptimality to be
and analogously for any feasible dual λ we define its suboptimality to be
The following simple lemma shows that the gaps control suboptimality:
Lemma 4. Suppose that u and λ are feasible. Then we have
Proof. Using (7) we obtain
By Lemma 3 we then obtain the assertion.
Forward gap and dual optimality
The forward gap is of particular utility if we have a closed formulation of {λ ≥ 0 : u ∈ U λ }. In this section we illustrate this for the forward gap of the dual problem. To that end we write (6) as a maximization problem by changing ψ to −ψ. The corresponding Lagrangian is then
Since ψ is convex we observe that
which occurs if and only if
µ ∈ ∂ψ(λ). In other words we have
we see that the forward gap of (6) can be computed by
The following two results establish important properties of (11).
Lemma 5. Given a feasible λ ≥ 0. The minimum value − → G (λ) in (11) is finite and attained.
Proof. The objective function λ·µ and the constraint set {µ ≥ 0 | λ ∈ U µ } have no direction of recession in common. Moreover {µ ≥ 0 | λ ∈ U µ } = ∂ψ(λ) ∩ (R + ) m is closed and convex and hence we obtain the assertion by [16, Theorem 27.3] . (6) . On the other hand if λ ≥ 0 is optimal for (6) and
where ri A denotes the relative interior of a set A.
Proof. The first assertion follows directly from Lemma 4. For the second suppose that λ ≥ 0 is optimal for (6). We write (6) as an unconstrained maximization of the function −ψ(λ) − 1 (R + ) m (λ) where we note that for λ ≥ 0 we have
so that we conclude that there exists a µ ∈ ∂ψ(λ) such that µ ≥ 0 and µ i = 0 for all i such that λ i > 0. This implies − → G (λ) = 0.
Backward gap and the duality gap
Suppose we have a feasible dual variable λ and we ask for the best possible associated primal u ∈ U λ . A simple calculation reveals, that for each feasible primal u and each feasible dual λ we have
and therefore the duality gap is obviously a lower bound on the backward gap:
To calculate the backward gap of a given λ recall that Lemma 2 implies that {−c(u) | u ∈ U λ } ⊆ ∂ψ(λ). Since ∂ψ(λ) is convex it then follows that
satisfies − co C λ ⊆ ∂ψ(λ). The reverse inclusion will prove to be extremely useful so we recall the following definition from [3, Def. 2.3.1]:
Definition 3. We say the filling property holds for λ, iff
If in addition C λ is convex we say, that the strict filling property holds for λ.
We will present some conditions under which the strict filling property holds in Section 2.4. We end this section by the following theorem which shows the importance of the (strict) filling property for the connection between the primal and dual problems. Since this theorem is not needed in the following we omit its elementary proof. Moreover if the strict filling property holds for an optimal λ, then the duality gap is 0 and the solutions of the primal problem are given by the feasible u ∈ U λ , for which gap(u, λ) = 0. Since (u, λ) ∈ U λ × (R + ) m the latter is equivalent to complementary slackness.
Relation between the gaps
Given a dual feasible point for which only approximate optimality can be guaranteed, our main question in this work is how this can be translated into approximate optimality guarantees for "associated" primal points. Fortunately, using forward and backward gaps as optimality bounds, the answer is quite simple, as the following theorem shows: Theorem 3. Let λ ≥ 0 be a dual point for which the strict filling property holds. Then we have
In addition there exists a feasibleû ∈ U λ such that −λ · c(û) = − → G (λ). Moreover,û is an optimal solution of
Proof. Since the strict filling property implies that the infima in (10) and (11) range over the same set, we obtain equality of the gaps. Lemma 5 and the strict filling property then imply, that there exists feasibleû ∈ U λ such that
. Consequently, we see that for fixed λ ≥ 0 maximizing ϕ is equivalent to minimizing −λ · c(·) and therefore ϕ(û) is also the maximal value ϕ attains on {u ∈ U λ | c(u) ≤ 0}.
Sufficient Conditions for Filling
We now show that for concave quadratic optimization problems the strict filling property holds for any feasible dual point in the effective domain of the dual function (see [19] for more general settings). To that end let U be a Hilbert space, w ∈ U , d ∈ R m , Q : U → U be a nonnegative selfadjoint operator such that Q : ker(Q) ⊥ → ker(Q) ⊥ has a continuous inverse Q −1 and A : U → R m be continuous and linear. Then the convex quadratic problem
is of the form (3) for ϕ(u) := − 1 2 Qu, u + w, u and c(u) := Au − d. The next lemma, which includes the linear programming case, shows that the strict filling property holds: Lemma 6. Consider the convex quadratic programming problem (13) . Then the strict filling property holds for all λ in the domain of the Lagrangian dual criterion function.
Proof. The associated Lagrangian is
Qu, u + w − A * λ, u + λ · d and its dual criterion function is defined by (5) . If w − A * λ is not orthogonal to ker Q then it is easy to see that ψ(λ) = ∞. Now suppose that w − A * λ ∈ (ker Q) ⊥ = img Q.
Then we can solve 0 = ∂ u L(u, λ) = −Qu + w − A * λ for u and hence we obtain
The latter formula for dom ψ implies
for all λ ∈ dom ψ. Moreover, for λ ∈ dom ψ we also obtain
From Lemma 2 it suffices to show that (A ker Q) ⊥ ⊂ {µ|A * µ ∈ img Q} to complete the proof. To that end suppose that µ ⊥ A ker Q. Then we have A * µ, z = µ, Az = 0 for all z ∈ ker Q which implies A * µ ∈ img Q.
Let us denote the gradient of the dual criterion function (14) restricted to its domain by
Using this notation the following corollary follows immediately from (15) , the definition of the backward-gap and Theorem 3:
Corollary 1. Given a dual feasible point λ ∈ dom ψ, λ ≥ 0, we have
Applications to SVM optimization
In this section we we apply our results to SVMs. We begin by showing, that in this case (16) is a generalization of the well known σ-gap which has been used in [5, 11] both as stopping criterion for the dual problem and as an important quantity in the construction of algorithms which possess convergence rates. We then calculate the forward-gap for L1-SVMs in Subsection 3.2. Finally, in Section 3.3 we show that the stopping criteria used in MVP dual algorithms can directly be derived from this gap leading to primal optimality guarantees.
The σ-gap
Let λ * denote an optimal solution to the dual problem (6) . From the convexity of ψ it then follows that ψ(λ) − ψ(λ * ) ≤ ∂ψ(λ) · (λ − λ * ). Consequently σ(λ) := sup{∂ψ(λ) · (λ −λ) |λ ∈ dom ψ,λ ≥ 0} satisfies ψ(λ)−ψ(λ * ) ≤ σ(λ) and hence σ can be used as a stopping criteria for the dual. For quadratic convex programs the σ-gap amounts to that defined in [11] , namely
It was shown in [5] for L1-SVMs that iterative schemes which choose a successor λ n+1 of λ n that satisfies ∂ψ(λ n )·(λ n −λ n+1 ) ≥ τ σ(λ n ) converge to optimal with a rate depending upon τ . This result was improved and extended to general convex quadratic programming problems in [11] . Our next results relate the σ-gap to G QP (λ):
Proof. Lemma 6 ensures that the strict filling property holds for any dual point λ ∈ dom ψ = {λ | w − A * λ ⊥ ker Q}. Let P : R m → A ker Q denote the orthogonal projection onto A ker Q. Since the duality gap for linear programming is zero (see for example [3] [Cor. 2.3.6]) we have
Since (λ − µ) = P ν is equivalent w − A * µ ⊥ ker Q the right hand is equivalent to the σ-gap defined in (17) and the claim follows.
The next corollary follows directly from Theorem 3 and Lemma 7:
Corollary 2. Let λ be feasible such that w −A * λ ⊥ ker Q and σ(λ) < ∞. Letẑ optimize the gap G QP (λ) defined in (16) . Thenû := w − A * λ +ẑ is a σ(λ)-optimal solution of the primal problem, i.e
L1-SVMs
To represent the L1-SVM optimization problem (1) as a quadratic programming problem (13) we write U := H × R × R where H is the RKHS associated with a kernel k. Recall that the canonical feature map Φ : X → H is given by Φ(x) = k(x, ·), x ∈ X, and that the reproducing property states f (x) = f, Φ(x) , f ∈ H, x ∈ X. We further write
where 0 denotes the zero vector in R and e denotes the vector of all 1's in R . Let us solve (2) using Corollary 1. To that end let us write λ = ( 
For feasible λ satisfying (18) elementary calculations show that
where W (α) is given as in (2) . Since ker Q equals the last two components of U = H × R × R it follows from (16) that the gap 
(19) Note, that G(α) can be computed solely in terms of the dual problem since it is the forward gap on the dual. The connection to the backward gap given in Theorem 3 however leads to a nice consequence:
Corollary 3. Let ε D > 0, let 0 ≤ α ≤ C·e be a vector satisfying y α = 0, and letb be an optimal solution of (19) . Assume that α is ε D -optimal in the sense that
optimal primal solution, and consequently the above corollary substantially improves this earlier result.
Optimality criteria and maximal violating pairs
The most popular SVM algorithms are maximum-violating pair algorithms (MVP), which are implemented for example in SVM light and SMOtype algorithms. Often this selection strategy has been motivated directly from Karush-Kuhn-Tucker (KKT) conditions on the dual [8] [9] [10] , but there has been no justification in terms of optimality guarantees. Let us first introduce some notation to be able to formulate the stopping criterion used in MVP algorithms. To that end recall the well known top-bottom candidate definition of Joachims and Lin [7, 9] :
Any pair (i, j) ∈ I top (α) × I bot (α), such that y i ∇W (α) i > y j ∇W (α) j is called a violating pair, since it forces at least one of the summands in (19) corresponding to i or j to be non-zero for any choice of b. For the maximal violating pair definê
It is well known, that whenevert ≤b the dual variable α is optimal. This lead to the heuristic dual stopping criteriont −b ≤ ε. We now show that our results do also provide primal optimality guarantees:
Lemma 8. Given a final solutionα of a MVP-algorithm which terminated with accuracy ε, i.e.t −b ≤ ε, then for any
Proof. Using the definition (20) the gap G(α) given in (19) can be computed by
where
Indeed note, that for any i ∈ I top (α) such that y i ∇W (α) i ≤ b we either have i ∈ I bot (α) too, and the contribution of index i is counted by the second sum, or i is a top-only candidate, i.e. α i = 0 and y i = −1 or α i = C and y i = 1. In both cases the contribution of index i to (19) , given by 
Conclusion and Open problems
We have presented a general framework for deriving primal optimality guarantees from dual optimality bounds. We improve the results given in [4] insofar as we can directly transform dual in primal optimality guarantees without loosing by an order of O( √ ε). In addition our results are easily extensible to more general cases whenever the strict filling property can be proven. The main advantage in the framework of support vector optimization is however the fact, that important dual optimality bounds which are used in practice could directly be derived from the abstract forward-backward gaps. This closes a main gap in analysis of support vector machine algorithms since now optimality guarantees for approximately optimal dual points can be transfered to generalization guarantees for an associated classifier using the results from statistical learning theory.
We point out, that using results from [19] , the generalization of tight relation of dual and primal problem even for approximately optimal points should be straight forward but was beyond this work. The question if the strict filling property is also a necessary condition for this relation is however an open question.
We leave it as an objective for future research, whether the deeper knowledge about the optimality bounds presented here can be used to extend known convergence guarantees from quadratic optimization to more general optimization problems.
