Abstract In order to predict the impact of pollution incidents on rivers, it is necessary to predict the dispersion coefficient and the flow velocity corresponding to the discharge in the river of interest. This paper explores methods for doing this, particularly with a view to applications on ungauged rivers, i.e. those for which little hydraulic or morphometric data are available. An approach based on neural networks, trained on a wide-ranging database of optimized parameter values from tracer experiments and corresponding physical variables assembled for American and European rivers, is proposed. Tests using independent cases showed that the neural networks generally gave more reliable parameter estimates than a second-order polynomial regression approach. The quality of predictions of temporal concentration profiles was heavily influenced by the accuracy of the velocity prediction.
INTRODUCTION
The modelling of pollutant transport in rivers has attracted a great deal of attention among scientists throughout the world. These models are increasingly complex tools that require a high level of understanding from users and moreover require extensive data inputs. In principle a prerequisite for running one of these models is detailed information about the hydraulic and morphometric conditions of the considered river. The models are usually also based on the results of in situ tracer tests (Rutherford, 1994; Rowinski & Chrzanowski, 2011) . However, such models tend to be unreliable when applied to river reaches in which not-so-detailed information is available. In practice, the worst case is an unexpected spillage of a pollutant to an ungauged river in which no tracer tests had been performed in the past, and the model (as part of a Decision Support System) is expected to provide some evaluation of the pollution fate.
The goal of the present paper is to propose an approach that would allow the prediction of temporal concentration distributions (referred to as breakthrough curves in the rest of the paper) below the site of an anticipated release of a given mass of a pollutant to an ungauged river.
The presented work is an extension and generalization of previous studies (Kashefipour et al., 2002; Toprak & Cigizoglu, 2008) including some works of the authors (Wallis & Manson, 2004; Rowinski et al., 2005) in which predictions of dispersion coefficients were made based on previous tracer experiments performed in similar river reaches. In Piotrowski et al. (2007) neural network predictions of the whole breakthrough curves on a single river under various river conditions were studied. The proposed new approach predicts concentration curves using analytical and routing solutions of the classical advection-dispersion equation (ADE). The major novelty of the paper is the determination of two necessary parameters-the reach-averaged longitudinal dispersion coefficient and the reach-averaged water velocity-using a data-based neural network approach when very little information about the considered river reach is available. The neural networks (Haykin, 1999) , once optimized based on data collected from a sufficient number of different rivers, can be expected to be applicable for determining the necessary parameters for comparable river types. Their successful application to various hydrological problems has been shown in many papers (Jain et al., 1999; Maier & Dandy, 2000; Cigizoglu, 2003; Partal & Cigizoglu, 2009; Rezaei et al., 2009) . Following standard practice, the testing of the proposed approach uses a set of breakthrough curves not used during the model building process. The approach has been tested with encouraging success using data from dozens of tracer tests collected from the literature. The available data come mostly from lowland and low mountainous river reaches of USA and Middle Europe-areas classified according to Köppen climate classification mostly into temperate/mesothermal climates (Group C) and continental/microthermal climates (Group D) and, hence, the proposed method has been employed only for such conditions.
MODELLING APPROACH
The classical advection-dispersion equation still constitutes the basic tool in the evaluation of pollution transport over long distances in rivers. Despite many limitations (see, e.g. Rutherford, 1994; Sukhodolov et al., 1997) , its use is dictated by relatively small requirements in terms of the knowledge of model parameters. For channels in which an assumption about constant cross-sectional area and constant longitudinal velocity is a reasonable approximation, the ADE takes the form:
where t is time, x is distance from injection point, C is the cross-sectional average pollutant concentration, U is the cross-sectional average water velocity and K L is the longitudinal dispersion coefficient.
Other approaches that account for the pronounced long tails sometimes found in observed concentration distributions are extensively used in the literature (e.g. Nordin & Troutman, 1980; Bencala & Walters, 1983; Czernuszenko & Rowinski, 1997; Worman, 2000) , but they require estimation of too many parameters to be used efficiently for ungauged reaches.
In the case of instantaneous releases of a pollutant the following boundary and initial conditions may be used:
where M is the total mass of pollutant released to the river and δ is the Dirac function. Considering the simplest case, the breakthrough curve at the first site of interest downstream of a pollutant source was evaluated from the well-known analytical solution (Rutherford, 1994) :
where A is the cross-sectional area. Each parameter is assumed constant along the river reach between the release point and the first site of interest (henceforth this reach is denoted as the initial reach, and the parameters in this reach have subscript 0). For subsequent reaches the popular Frozen Cloud Routing Method (Rutherford, 1994) was used to apply equation (1). Hence the breakthrough curves at other sites are given by:
where x i and x i+1 are the locations of the crosssections that define the upstream and downstream boundaries, respectively, of the ith reach, t is time, t ci and t ci+1 are the centroid passage times at crosssections x i and x i+1 and τ is a dummy argument. The centroid passage time t ci+1 is computed as:
The use of equations (3) and (4) requires that the values of U and K L are known for each river reach. This problem constitutes the main aim of further considerations in the paper-it is the goal for the data-based neural network model. The proposed procedure requires a substantial data set of U and K L and relevant physical variables for training and testing the neural network method. Whereas dispersion data in the literature usually embrace breakthrough curves, we need to know the parameters of the models described by equations (3) and (4), which, more often than not, are unavailable. Hence, the necessary parameters have to be extracted from the breakthrough curves, as described in the next section.
SOURCES OF THE BREAKTHROUGH CURVES
A data set comprising 377 breakthrough curves from 89 experiments was used herein. These experiments are described in Nordin & Sabol (1974) , Godfrey & Frederick (1970) , Sukhodolov et al. (1997) , Rowinski et al. (2004) , Burke (2002) and .
The work of Nordin & Sabol (1974) contains detailed temporal tracer data, including conservative concentrations with discharge adjustment from 40 experiments on different US rivers in the 1960s and 1970s, numbered 1-39 and 51. Unfortunately the data from experiment 51 lack the longer tail; hence they cannot be used to study pollutant transport. The experiments were performed in river reaches of lengths ranging between 3 and 300 km. Since the Nordin & Sabol report is a major source of data, the numbering of experiments introduced from Nordin & Sabol (1974) is retained in the present paper and all other data are prepared in a similar fashion, namely as conservative concentrations with discharge adjustment. Godfrey & Frederick's (1970) data include 11 small-scale experiments (reach lengths of 4-7 km), performed in 1959-1960 on five US rivers and on one artificial canal, numbered herein as experiments 40-50. In most of the tracer tests described by Nordin & Sabol (1974) , Rhodamine was spilled instantaneously in the river at a single point, whereas the experiments by Godfrey & Frederick (1970) were performed with the use of a gold isotope (Au 180 ), injected over a duration of 1 minute, linearly across the river width. This caused some initial mixing across the river width and increased artificially the dispersion between the spillage site and the first cross-section of interest.
In the large-scale experiment in the Narew River in Poland (experiment 52 herein), described in , Rhodamine WT was injected instantaneously into the river at a single point in the middle of the river, and the concentrations were measured at 13 cross-sections located along a 90-km reach.
The other experiments in the data set were of a rather small scale. In the three experiments on the Wkra River (Poland) described in Rowinski et al. (2004) , denoted as experiments 53-55, Rhodamine B was injected instantaneously into the river at a single point. In the case of the experiments performed in Moldova, described in Sukhodolov et al. (1997) and denoted as experiments 56-71, sodium chloride (NaCl) was injected into the river over a period of 20 seconds. The experiments denoted as 72-90, performed on the Murray Burn (UK) (Burke, 2002) , embraced the fate of Rhodamine WT instantaneously injected into the river at a single point.
Using all the 89 experiments described above, the optimum values of velocity and dispersion coefficient for a total of 377 river reaches were found, as described below. These values, together with relevant physical characteristics of the reaches, were then used to build parameter estimation models using both neural networks and least-squares regression. First, the velocity U was computed directly from the centroid travel time and the reach length. Then, the longitudinal dispersion coefficient K L was evaluated by minimizing the following objective function that measures the misfit between the measured and the corresponding predicted (using equations (3) or (4)) peak concentrations:
where C m and C o are the measured and the predicted peak concentrations at the downstream boundary of each reach, respectively. The quality of some of the breakthrough curves may be disputable, due to missing values, low percentages of recovered tracer and increases of peak concentration with distance-these include experiment numbers 4, 11, 22, 32-36, 50, 58 . These data were excluded from further consideration.
DEVELOPMENT OF PARAMETER ESTIMATION MODELS
The literature is rich in empirical approaches (e.g. Wallis & Manson, 2004) , or neural network-based models (Kashefipour et al., 2002; Rowinski et al., 2005; Tayfur, 2006; Toprak & Cigizoglu, 2008) for estimating dispersion coefficients, but they all require relatively detailed knowledge about the characteristics of the considered river reaches. In this study, an attempt is made to determine the reach average longitudinal dispersion coefficient, K L , and the velocity, U, when the results of tracer tests and/or detailed hydraulic studies are not available; hence, the methods suggested in the papers cited above cannot be applied.
In Piotrowski et al. (2006) , it was shown that the use of multi-layer perceptron (MLP) neural networks is efficient in the prediction of longitudinal dispersion coefficients and, therefore, they are applied for the evaluation of both K L and U in the present study. The idea underlying this approach is that a neural network, once trained on a chosen number of (multiple) input and (single) output data pairs, may be used for prediction of the output variable for different sets of input data. The version of the MLP technique with sigmoidal transfer function, described in detail in Piotrowski et al. (2006) is applied herein, but with a minimized number of input variables, a different objective function, different numbers of input and hidden nodes, and optimized by means of a differential evolution algorithm (DEA, Storn & Price, 1995) as described in Rowinski & Piotrowski (2008) . Note that the DEA turns out to be very successful in a number of real-world problems (Price et al., 2005) and is still an inspiration for a number of successful modifications (Das et al., 2009; Weber et al., 2009; Piotrowski & Napiorkowski, 2010) .
Numerous tests led to the conclusion that, in the proposed approach, the minimum required input variables should comprise: the discharge, Q; the crosssectional average water velocity, Vs, corresponding to the tracer release site; the distance X between the tracer release site and the considered reach; the average bed slope in the reach, SL; and the sinuosity index for the reach, SIN. Note that only one Vs and Q per experiment are required and that Vs may differ significantly from the optimal U within each considered reach. The required geometrical data in this approach can generally be obtained from topographic maps or satellite images. Instead of using the values of SL directly, the use of the ratio of the bed slope along the given reach, SL i , to the bed slope just downstream of the release point, SL 0, is advantageous, given by:
The required data from the 89 experiments (U, K L , Q, Vs, RS, SIN, X) were compiled into a database, which was divided into four data sets: training, validation, testing and remaining data. The training data were used to optimize the neural network, whereas the validation data were used to construct the stopping criteria for the optimization algorithm (Rowinski & Piotrowski, 2008) . The testing data provided a reliable and independent evaluation of prediction performance. The remaining data were those contaminated by errors, which were not considered in the computation of the overall modelling statistics discussed later. Based on the training data, the values of K L and U were calculated in two steps (see Fig. 1 ). In the first step, based on four input variables (Q, RS, SIN and Vs) and with the number of hidden nodes experimentally set to 3, U was estimated by means of the first neural network MLP_U, which sought to minimize the following objective function:
where U f is the estimated water velocity and n is the total number of training input-output data pairs. Note that the distance from the injection site X is unimportant in this case. In the second step, based on five input variables-three of the four used to estimate U (Q, RS, SIN), X and the velocity U calculated by means of MLP_U from the first step-K L was determined by means of a second neural network MLP_K L , with the number of hidden nodes experimentally set to four, and with the following objective function to be minimized:
where K L f is the estimated dispersion coefficient. This objective function takes into account that dispersion coefficients may vary by a few orders of magnitude between small and large rivers.
For both neural networks the input variables were normalized to the [0,1] range according to: (10) where u initial , u max and u min are initial, maximum and minimum values, respectively, of variable u i , the latter two being derived from the whole available database. The maximum and minimum values of each variable are given in Table 1 .
For comparison with the results obtained from the neural networks, polynomials were also used to predict U and K L from the same set of physical variables. We selected second-order polynomials as they are able to capture simple nonlinearities and are quite robust to data uncertainties (comparing to higher order ones). The polynomials were fitted to both the training and the validation data (using least squares regression) to allow a fair comparison with the neural networks. For U a second-order polynomial using the same input variables as before was used (Q, RS, SIN and Vs), whilst for K L , a secondorder polynomial using three input variables was used (Q, Vs, X). Some initial tests showed that including SIN and RS in the polynomial input variables resulted in over-fitting to noisy data, so this option was not considered any further.
RESULTS
In this section the results of the estimated model parameters (U and K L ) and the breakthrough curves computed with them (see Fig. 2 ) using equations (3) or (4) are discussed. For both of these, two scenarios, in particular, are considered: one in which the velocity for each considered reach is estimated by means of the MLP_U neural network, and that in which it is known exactly (i.e. by using the values in the database). Table 2 summarizes goodness-of-fit statistics for the predicted velocity and dispersion coefficient. For the velocity, two sets of results are shown-from the neural network (denoted MLP) and from the second-order polynomial (denoted R2) approaches. For the dispersion coefficient, four sets of results are shown: neural network and polynomial approaches for both methods of specifying the velocity introduced above. Thus K L (Upred) refers to the use of velocities predicted by the MLP_U neural network, whilst K L (Uopt) refers to the use of the optimal velocities in the database. In all cases, three statistics are provided: values of the appropriate function, J U or J K , defined by equation (8) 
Evaluation of velocity U
Consideration of the statistics in Table 2 and the scatter plot of predicted vs measured values (Fig. 3) suggests that, for the training and validation data, the water velocity U determined by means of the neural network is of a similar accuracy to that estimated using the second-order polynomial regression. For the testing data set, however, the neural network gives better predictions. In this respect, note some negative values of NSC, suggesting that the average value would outperform second-order polynomial based approach prediction, and also a number of significant outliers (Fig. 3) . Those better predictions are confirmed by low one-sided significance of the difference between the two measured correlation coefficients (U measured with U estimated by means of polynomial regression and U measured with U estimated by MLP) for training and testing data. This means that the probability that the lower of the two values, when sample size is N, would be larger for the whole population, is very small (Press et al., 1992) . Both correlation coefficients are higher for MLPestimated data. Although the result seems different for the validation data set, the one-sided significance for validation data is high; hence the difference between the two coefficients is not meaningful.
Although unreliable experiments were excluded from the database, a few anomalies remain which are highlighted by the predictions. For example, in Experiment 48 (Coachella Canal) the optimal velocities at Site 6 seem unusually small compared to the other sites, particularly in view of the relative slope being 0.92. Also, there are no such anomalies in Experiment 47, which, according to Nordin & Sabol (1974) was undertaken under similar flow conditions in the same reaches. In contrast, the predicted velocities from both the neural network and the polynomial are much more consistent. This suggests there might be errors in the information for Experiment 48.
The results for the 19 experiments performed in the Murray Burn (experiments 72-90) suggest that this might be a difficult stream to model. Note that the discharges for these experiments were often lower by one to two orders of magnitude than in the other experiments in the database (often being less than 0.1 m 3 /s, see www.igf.edu.pl/∼adampp and Wallis et al., 2007) . Although the correlation coefficient between the optimal velocity and that estimated by the neural network for the testing data (0.93) suggests that predictions are generally good, the predicted velocities for the very low flows are rather poor, being three to four times too high. A similar pattern was also observed in the velocities predicted with the polynomial. There are several things to note, however, that might have a bearing on this issue. Firstly, none of the Murray Burn data were used in the training or validation data, so the models have no knowledge of the characteristics of the Murray Burn. Secondly, there is some uncertainty in the channel slope for the initial reach of this river. Readers may be interested in an alternative neural network-based modelling strategy for this case that is described in Piotrowski et al. (2007) .
Evaluation of longitudinal dispersion coefficient when the velocity is known K L (Uopt)
For estimating K L (Uopt), the neural network clearly outperforms the polynomial model (see Table 2 and Fig. 4) , as confirmed by very low one-sided significance of differences between both regression coefficients (especially for training and testing data). Although, in many cases, the estimated values differ Table 2 The values of objective functions (J U and J K ), Nash-Sutcliffe efficiency coefficient (NSC) and correlation coefficient with observed dispersion values (R) obtained for MLP neural networks and regressed polynomials (R2), with sample size, N, and significance (erfc) of R (R2 -MLP) between the correlation coefficients (R2-measured and MLP-measured), i.e. the probability that the smaller observed value of the two should be larger than the higher observed value of the two. significantly from the optimized ones in the database, the nature of the variability of K L (Uopt) from reach to reach and, more importantly, between experiments, is generally correct.
Evaluation of longitudinal dispersion coefficient when the velocity is predicted K L (Upred)
The results discussed above concern the estimation of K L for cases when U is known, which is rarely the case in practice for ungauged reaches. Now the evaluation of K L using U estimated by means of the neural network MLP_U or the polynomial model are compared (see scatter plots on Fig. 5 ). Note that, in such cases, the evaluation of the dispersion coefficient is affected significantly by the estimated velocity. For the testing and training data, all criteria (J K , NSC and R) show much better performance of the neural network approach compared to the regression approach (Table 2) , which is consistent with the earlier discussion on K L (Uopt) In contrast, for the validation data, the neural network seems to be surprisingly poor compared to the polynomial. However, the validation data contain one optimized velocity that appears to be anomalous (Site 6 of Experiment 48-one of the potential errors identified before). This does not affect significantly the linear J U criterion (equation (8)), but it does influence the predicted value of K L because the optimized dispersion coefficient in the database significantly depends on the optimal velocity. Hence the J k criterion is affected. When these anomalous data were excluded from the analysis, the J K criterion for the neural network results obtained for the validation data was much improved (7.54 instead of 318.67; Table 2 ). This single error highlights the difficulty in making predictions for ungauged rivers. The values of K L (Upred) obtained for the Murray Burn experiments discussed above are roughly appropriate; however, in general, the neural network tends to give underestimates, whilst the polynomial tends to give overestimates. 
Prediction of breakthrough curves when velocity is known
Some examples of predicted breakthrough curves obtained when U is known and K L (Uopt) is estimated from the neural network are presented on the lefthand side of Fig. 2(a)-(c) . All the experiments shown are from the testing data and illustrate the quality of predictions that is possible if good information on velocity is available.
The results are generally satisfactory for the testing experiments performed on American rivers, with the exceptions of Reach 1 of Experiment 31 and reaches 3 and 4 of Experiment 44 (see Fig. 2(b) ). The predictions for the Polish rivers (Narew, Experiment 52; and Wkra, experiments 53-55) are of reasonable quality; however, for the Wkra River experiments, an overestimation of the peak by 50% is noted for the initial reach, which progressively changes to an underestimation for the last two reaches (see Experiment 53, Fig. 2(b) ).
A similar characteristic is evident for the Moldovan experiments (56-71), in which the greatest problem is the frequent overestimation of concentration at the more upstream sites, with results being better at the more downstream sites in almost all cases (see, for example, Experiment 57 in Fig. 2(c) ). However, overall, the neural network method performs quite well for these rivers (see, for example, experiments 69-71 in Fig. 2(c) ).
The results for the 19 experiments performed in the Murray Burn (cases 72-90) are slightly disappointing (we show an example on Fig. 2(c) ; for more results, see www.igf.edu.pl/∼adampp). In general, peak concentrations are overestimated (in many cases by 50-100% at the first site and by 0-50% at the last one). Note that this is consistent with the neural network underestimating the dispersion coefficient, as commented on above.
It is noticeable that several cases (e.g. experiments 3, 43, 44 and 52 in Fig. 2(a)-(b) ) show significant asymmetry of the observed breakthrough curves most likely due to the existence of transient storage or hyporheic zones, which tend to create long tails of low concentration (see Rutherford, 1994) .
Prediction of breakthrough curves when velocity is unknown
The breakthrough curves computed when both K L and U are estimated by means of neural networks are presented on the right-hand side of Fig. 2(a) -(c) (alongside the results discussed above). As might have been expected, the results are generally poorer than when better velocity information is available. Although the prediction of U seems to be reasonably good when considering the J U or R criteria, even small errors, together with the resulting unrepresentative values of longitudinal dispersion that ensue (see earlier discussion), frequently have serious effects on the breakthrough curves. Indeed, only a few of the predicted curves are close to being satisfactory (e.g. one or two sites in experiments 3, 30, 53, 70, 71 and 86 in Fig. 2(a)-(c) ), whilst some are clearly affected by a poor velocity estimation (e.g. experiments 8, 69 and 86 in Fig. 2(a) and (c) ). Clearly, this limits the confidence in the results obtained from the proposed approach.
Some of the breakthrough curves are poorly estimated, due mostly to a poor prediction of velocity from the initial reach (see, for example, experiments 8 and 31). Unfortunately, this initial error tends to be propagated down the river. When little information about a considered river is available, the proposed approach seems to be useful if good estimates of velocity are available. Clearly, if velocity estimates, especially close to a spillage site, are thought to be very imprecise, the resulting computed breakthrough curves should be treated with great care. However, if velocity estimation is considered trustworthy, the proposed method should provide reasonable results without the use of more detailed hydraulic and morphometric data.
CONCLUSIONS
The paper proposes an approach to evaluate temporal contaminant concentration profiles for rivers where neither tracer experiments nor detailed hydraulic measurements have been performed. The use of an analytical solution of the advection-dispersion equation to obtain concentration profiles at the first location of interest, and the frozen cloud routing procedure to estimate profiles further downstream was proposed. In both cases, knowledge of two parameters-the longitudinal dispersion coefficient and the crosssectional average velocity-is required. These parameters were evaluated by means of neural networks, trained on a wide-ranging database of parameter values derived from tracer experiments and corresponding physical variables assembled for American and European rivers. In an effort to make the method widely applicable to a broad set of rivers, only readily available variables were used. Note that, in the case of a pollution accident, the slope and river sinuosity may usually be quickly evaluated from satellite pictures. Discharge and water velocities at a spillage site should rather be estimated on-site, which-in the case of ungauged rivers-requires additional costs, is time consuming and not always technically easy in practice. However, some ideas of coupling radar images with ground measurements to identify algorithms for water flow assessment at ungauged rivers have been suggested for selected types of rivers (Smith et al., 1996; Durand et al., 2010) . Whether in the future such techniques could be applied in practice with reasonable performance is still an open question (Tang et al., 2009) .
Aiming to use the minimum necessary information about a river as input data to the neural networks, satisfactory predictions of the parameters were made in many, but not all, cases. In order to put the quality of these predictions into context, parameter predictions were also made using second-order polynomial regression. Generally, the neural network approach outperformed the polynomial regression approach.
Predictions of concentration profiles were then attempted for tracer experiments that had not been used for training the neural networks. Two approaches were tried. Using a predicted dispersion coefficient and a known velocity (i.e. the one in the database), reasonable predictions of concentration profiles were generally made. However, when a predicted velocity was used, although the velocity predictions were reasonable at first glance, they gave limited success in predicting the concentration profiles. This highlights the fact that successfully predicting the impact of pollution incidents on rivers is heavily dependent on being able to estimate the velocity.
