An explicit expression for the Harish-Chandra c-function for the homogeneous space SO(2,n)/S(O(2)×O(n)), n∈{2,4,6}  by El Wassouli, Fouzia
Journal of Computational and Applied Mathematics 235 (2011) 5333–5341
www.elsevier.com/locate/cam
An explicit expression for the Harish-Chandra c-function for the
homogeneous space SO(2, n)/S(O(2)× O(n)), n ∈ {2, 4, 6}
Fouzia El Wassouli∗
Department of Mathematics, Faculty of Sciences, University Ibn Tofail, Kenitra, Morocco
Available online 6 January 2008
Abstract
This paper is devoted to presenting an explicit expression for the Harish-Chandra c-function for the Lie ball. Our computation
technique is based on the expression for the generalized spherical function and its asymptotic behavior.
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1. Introduction
The Harish-Chandra c-function and its profound role in harmonic analysis are well known to anyone who has any
connection to harmonic analysis on Riemannian symmetric spaces.
The c-function shows up in a most natural way either as the coefficient of the leading term in the asymptotic
expansion of the spherical function, or as an integral over a nilpotent group. More precisely, let X = G/K be the
Riemannian symmetric space of non-compact type of rank r◦ and let PΞ be a maximal parabolic subgroup of G with
Langlands decomposition PΞ = MΞ AΞ N+Ξ .
On the one-dimensional Lie algebra aΞ = RX◦ of AΞ we define the linear form ρ◦(X◦) = r◦.
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According to the generalized Iwasawa decomposition G = KMΞ AΞ N+Ξ each element g in G can be written as
g = κ(g)m(g)eHΞ (g)n(g). Then the Harish-Chandra c-function for the root system Ξ is given by
CΞ (λ) =
∫
N−Ξ
e−(iλ+η)ρ◦(HΞ (n¯))dn¯,
where 2η is the genus of X , and N−Ξ = θ(N+Ξ ) with θ the Cartan involution of G. Also the Harish-Chandra c-function
CΞ governs the asymptotic behavior of the Ξ -spherical function (see [1])
CΞ (λ) = limt−→∞ e
(η−iλ)ρ◦(HΞ (at ))Φλ,m(at ), at ∈ AΞ ,
where
Φλ,m(at ) =
∫
K
e−(iλ+η)ρ◦(HΞ (a−t k))φm(k)dk
is the generalized spherical function with φm the zonal spherical function.
In this paper, we give the explicit formula for CΞ for the Lie ball.
For the exact statement of the main result, we fix below some needed notation. Let
D = {z ∈ Cn/1− 2zzt + |zzt |2 > 0 and |zzt | < 1}
be the Lie ball in Cn , n ∈ {2, 4, 6}, and let P(z, u) be its Poisson kernel with respect to the Shilov boundary S of D,
given by (see [6])
P(z, u) = (1− 2z¯z
t + |zzt |2) n2
|(z − u)(z − u)t |n .
Since CΞ governs the asymptotic behavior of the Ξ -spherical function (see [4]) we are allowed on one hand to
compute explicitly the following Hua type integral:
Φλ,m(r) =
∫
S
[P(re, u)]
iλ+ n2
n φm(u)du, e = (1, 0, . . . , 0),
and on the other hand to establish its asymptotic behavior, as r −→ 1− uniformly in m ∈ ∧ = {(m1,m2) ∈
Z2/ m1 ≥ m2}. Here the function φm is the zonal spherical function given by
φm(x) =
∫
SO(n−1)
∆m(kx)dk,
where dk is the normalized Haar measure on SO(n − 1) and ∆m is the conical polynomial defined in [5] by
∆m(z) = (z1 − i zn)m1−m2(z21 + · · · + z2n)m2 .
Such functions φm had been introduced by Hua who posed the problem of finding explicit analytic formulas for them.
In [7], Lassale and Schlosser gave a complex explicit analytic development for φm , and more generally for
the Macdonald polynomial; they have used combinatoric analysis but the explicit expressions obtained are very
complicated. Hence Hua’s problem remained open except for the case of the matricial ball where the zonal
polynomials are Schur functions. In the case of the two-dimensional Lie ball we found that the zonal polynomial
φm coincides with the conical polynomial∆m . In the case of the n-dimensional Lie ball we are not yet able to give an
explicit analytic expression for φm .
The main result of this paper can be stated as follows.
Theorem 1.1. Let m ∈ ∧. Then:
(i) The explicit expression for Φλ,m(r) is given by
Φλ,m(r) = 4π2(1− r2)iλ+1ϕλ,|m1|(r)ϕλ,|m2|(r), n = 2
Φλ,m(r) = 4π
3(1− r2)iλ+2
(m1 − m2 + 1)
 ϕλ,|m1|(r) ϕλ,|m1+1|(r)ϕλ,|m2−1|(r) ϕλ,|m2|(r)
 , n = 4
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Φλ,m(r) = −8π5(1− r2)iλ+3 1m1 − m2 + 1
[
1
2(m1 − m2 + 2)
 ϕλ,|m1|(r) ϕλ,|m1+2|(r)ϕλ,|m2−2|(r) ϕλ,|m2|(r)

− 1
m1 − m2 + 3
ϕλ,|m1+1|(r) ϕλ,|m1+2|(r)ϕλ,|m2−2|(r) ϕλ,|m2−1|(r)
] , n = 6.
(ii) For λ ∈ C such that Re[iλ] > n2 − 1 and every m ∈ ∧, we have
CΞ (λ) = lim
r−→1−
(1− r2)iλ− n2Φλ,m(r) = Cn Γ
2(iλ+ n2 − 1)
Γ 4

iλ+ n2
2

×
n−2
j=0
(−1) j

2−iλ− n2
2

j

2−iλ− n2
2

n−2− j
(2− iλ− n2 ) j

2− iλ− n2

n−2− j (n − 2− j)! j !
≠ 0
with Cn a constant depending only on n and
ϕλ,k(r) = (1− r2)(
iλ+ n2
2 )rk
(
iλ+ n2
2 )k
(1)k
F

iλ+ n2
2
,
iλ+ n2
2
+ k, 1+ k; r2

,
where (a)k = a(a + 1)(a + 2) . . . (a + k − 1) is the Pochammer symbol and F(a, b, c; x) is the classical Gauss
hypergeometric function.
2. Preliminary results
In this section, we review some well known results of harmonic analysis on the Lie ball D in Cn (referring the
reader to [6] for more details on this subject).
For any matrix a we denote by ta and a¯ the transpose and the conjugate of a respectively. Let G = SO(2, n) be
the group of all matrices g in SL(n + 2,R) such that tgJg = J , where J =

I2 0
0 −In

. Let
D = {z = (z1, z2, . . . , zn−1, zn) ∈ Cn/1− 2zzt + |zzt |2 > 0 and |zzt | < 1}
be the Lie ball in Cn ; here z is viewed as a 1 × n matrix and |w|2 = ww¯ for any w ∈ Cn . The Shilov boundary of D
is given by
S = {u = eiθ x ∈ Cn; 0 ≤ θ < 2π, x ∈ Sn−1},
with
Sn−1 = {(x1, x2, . . . ., xn−1, xn) ∈ Rn; x21 + x22 + · · · + x2n−1 + x2n = 1}.
The group G = SO(2, n) acts transitively on D via (see [6])
g : z −→ g.z =
[
zzt + 1
2

, i

zzt − 1
2

At + zBt
]
1
i
−1
×

zzt + 1
2

, i

zzt − 1
2

C t + zDt

for g =

A B
C D

∈ G = SO(2, n). Thus for a homogeneous space, we have the identification D = G/K , where K is
the stabilizer in G of 0 given by K = S(O(2)× O(n)).
3. Proof of Theorem 1.1
In order to prove Theorem 1.1 we can use the following proposition.
For m = (m1,m2) such that m2 ≥ 0 let Vm be the finite linear span {∆m ◦ k−1, k ∈ K }. For m2 < 0, put
m′ = (m1 − m2, 0). Then Vm = {∆m2 .P/P ∈ Vm′}, where ∆ is Koecher’s determinant.
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Proposition 3.1 ([4]). Let m = (m1,m2) ∈ ∧ and let f ∈ Vm . Then, we have
(Pλ f )(ru) =
∫
S
[P(ru, v)]
iλ+ n2
n f (v)dv = Φλ,m(r) f (u). (3.1)
Taking ∆m ◦ k−1 as test functions in (3.1), we get
Φλ,m(r) =
∫
S
Pλ(re, v)∆m ◦ k−1(v)dv.
Here the fixed element k ∈ K is given by
k =

I2 0n,2
02,n Rn

∈ K
where the n × n matrix Rn is given by
Rn =

1 0 · · · 0 0
0 0 · · · 0 1
...
... In−4
...
...
0 0 · · · 1 0
0 1 · · · 0 0
 .
The choice of k in the above form is for technical reasons.
Now, for the proof of the first part of Theorem 1.1, we need the following lemma:
Lemma 3.1. For every even integer l the integral
J =
∫ 2π
0
∫ π
0
eiθ(m1+m2)eiθ1(m1−m2+l)dθdθ1
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+ n2
is equal to
J = 2π2ϕ
λ,|m1+ l2 |(r)ϕλ,|m2− l2 |(r).
Φλ,m(re) = (1− r2)iλ+ n2
∫
S
∆m ◦ k−1(u)du
|(re − u)(re − u)t |iλ+ n2
= (1− r2)iλ+ n2
∫ 2π
0
∫
Sn−1
(x1 − i x2)m1−m2eiθ(m1+m2)dθdx
|1− 2r x1e−iθ + (re−iθ )2|iλ+ n2
= (1− r2)iλ+ n2
∫ π
0
sinn−4 θ3dθ3 . . .
∫ π
0
sin θn−3dθn−3
∫ 2π
0
dθn−2
×
∫ 2π
0
∫ π
0
∫ π
0
eiθ(m1+m2)(cos θ1 − i sin θ1 cos θ2)m1−m2 sinn−2 θ1 sinn−3 θ2dθdθ1dθ2
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+ n2 .
Therefore:
For n = 2 (see [3])
Φλ,m(r) = 4π2(1− r2)iλ+1ϕλ,|m1|(r)ϕλ,|m2|(r).
For n = 4, we get
Φλ,m(r) = 2π(1− r2)iλ+2
∫ 2π
0
∫ π
0
∫ π
0
eiθ(m1+m2)(cos θ1 − i sin θ1 cos θ2)m1−m2 sin2 θ1 sin θ2dθdθ1dθ2
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+2
= 2π(1− r2)iλ+2
∫ 2π
0
∫ π
0

eiθ(m1+m2) sin θ1
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+2
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×
∫ π
0
(cos θ1 − i sin θ1 cos θ2)m1−m2 sin θ1 sin θ2dθ2

dθdθ1
= π(1− r
2)iλ+2
(m1 − m2 + 1)
∫ 2π
0
∫ π
0
eiθ(m1+m2)[eiθ1(m1−m2) − eiθ1(m1−m2+2)] sin θ1dθdθ1
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+2
= π(1− r
2)iλ+2
(m1 − m2 + 1)
×
∫ 2π
0
∫ π
0
eiθ(m1+m2)[eiθ1(m1−m2) − eiθ1(m1−m2+2) + e−iθ1(m1−m2) − e−iθ1(m1−m2+2)]dθdθ1
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+2 .
Applying Lemma 3.1, we have
Φλ,m(r) = 4π
3(1− r2)iλ+2
(m1 − m2 + 1)
 ϕλ,|m1|(r) ϕλ,|m1+1|(r)ϕλ,|m2−1|(r) ϕλ,|m2|(r)
 .
Now, to give Φλ,m(r) explicitly for n = 6, we compute the following integral:
Jm(θ1) =
∫ π
0
(cos θ1 − i sin θ1 cos θ2)m1−m2 sin θ41 sin θ32 dθ2.
Integrating by parts, we obtain
Jm(θ1) = 2m1 − m2 + 1
[
cos θ1
∫ π
0
(cos θ1 − i sin θ1 cos θ2)m1−m2+1 sin2 θ1 sin θ2dθ2
−
∫ π
0
(cos θ1 − i sin θ1 cos θ2)m1−m2+2 sin2 θ1 sin θ2dθ2
]
= 2
m1 − m2 + 1
[
2
m1 − m2 + 2 cos θ1(e
iθ1(m1−m2+1) − eiθ1(m1−m2+3))
− 2
m1 − m2 + 3 (e
iθ1(m1−m2+2) − eiθ1(m1−m2+4))
]
.
Therefore
Φλ,m(r) = −2π3(1− r2)iλ+3
∫ 2π
0
∫ π
0
eiθ(m1+m2) J nm(θ1)dθdθ1
|(1− re−i(θ−θ1))(1− re−i(θ+θ1))|iλ+3
= −4π3(1− r2)iλ+3
×
∫ 2π
0
∫ π
0
eiθ(m1+m2)

1
m1 − m2 + 2 cos θ1
(eiθ1(m1−m2+1) − eiθ1(m1−m2+3))
|(1− re−i(θ−θ1))(1− e−i(θ+θ1))|iλ+ n2
− 1
m1 − m2 + 3
(eiθ1(m1−m2+2) − eiθ1(m1−m2+4))
|(1− re−i(θ−θ1))(1− e−i(θ+θ1))|iλ+ n2

dθdθ1.
Then, by using the Lemma 3.1 we conclude without difficulty that
Φλ,m(r) = −8π5(1− r2)iλ+3 1m1 − m2 + 1
[
1
2(m1 − m2 + 2)
 ϕλ,|m1|(r) ϕλ,|m1+2|(r)ϕλ,|m2−2|(r) ϕλ,|m2|(r)

− 1
m1 − m2 + 3
ϕλ,|m1+1|(r) ϕλ,|m1+2|(r)ϕλ,|m2−2|(r) ϕλ,|m2−1|(r)
] .
Now, we prove the second part of Theorem 1.1:
For the case n = 2, see [3]. For the case n = 4, let us note that the generalized spherical function Φλ,m(r) involved
is exactly the generalized spherical function of the space SU (n, n)/S(U (n) × U (n)) for n = 2, whose asymptotic
behavior is given in [2]. Hence we will prove the (ii) of Theorem 1.1 for n = 6.
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First, we use the following identity on hypergeometric functions (see [8]):
F(a, b, c; x) = Γ (c)Γ (c − a − b)
Γ (c − a)Γ (c − b) F(a, b, a + b − c + 1; 1− x)+
Γ (c)Γ (a + b − c)
Γ (a)Γ (b)
(1− x)c−a−b
× F(c − a, c − b, c − a − b + 1; 1− x),
The function (1− r2) iλ+32 ϕλ,k(r) can be rewritten as
(1− r2) iλ+32 ϕλ,k(r) = (1− r2) iλ+32 rk

iλ+3
2

k
Γ (−(2+ iλ))
Γ

k + 1− iλ+32

Γ

1− iλ+32

× F

iλ+ 3
2
,
iλ+ 3
2
+ k, iλ+ 3; 1− r2

+ rk(1− r2)−( iλ+12 ) Γ (iλ+ 2)
Γ 2

iλ+3
2
 F k + 1− iλ+ 3
2
, 1− iλ+ 3
2
,−(1+ iλ); 1− r2

.
Therefore for −(2+ iλ) ∉ Z− and sinceRe[iλ] > 2, we have
(1− r2) iλ+32 ϕλ,k(r) ∼ (1− r2)−(1+iλ)2 Γ (iλ+ 2)
Γ 2( iλ+32 )
F

k + 1− iλ+ 3
2
, 1− iλ+ 3
2
,−(1+ iλ); 1− r2

,
as r goes to 1−.
However for −(2+ iλ) ∈ Z− we use another identity (see [8]) to rewrite the function ϕλ,k(r) as follows:
F

iλ+ 3
2
+ k, iλ+ 3
2
, k + 1; r2

= πΓ (1+ k)
sin(π(iλ+ 1))
×
 1Γ k − iλ+32 Γ (−(iλ+ 2))
F

iλ+3
2 + k, iλ+32 , iλ+ 3; 1− r2

Γ (iλ+ 3)
− (1− r
2)−(iλ+2)
Γ

iλ+3
2

Γ

iλ+3
2 + k
 F

1− iλ+32 + k, 1− iλ+32 ,−(1+ iλ); 1− r2

Γ (2− iλ− 3)
 .
Thus, by the use of the Hospital rule andRe[iλ] > 3 we get again
(1− r2) iλ+32 ϕλ,k(r) ∼ (1− r2)−(1+iλ)2 Γ (iλ+ 2)
Γ 2

iλ+3
2
 F k + 1− iλ+ 3
2
, 1− iλ+ 3
2
,−(1+ iλ); 1− r2

,
as r goes to 1−.
Hence, for each m = (m1,m2) ∈ ∧, we get
Φλ,m(r) ∼ −8π5(1− r2)−(iλ+1)Γ
2(iλ+ 2)
Γ 4

iλ+3
2
 1
m1 − m2 + 1
[
1
m1 − m2 + 2
 φλ,|m1|(r) φλ,|m1+2|(r)φλ,|m2−2|(r) φλ,|m2|(r)

− 1
m1 − m2 + 3
φλ,|m1+1|(r) φλ,|m1+2|(r)φλ,|m2−2|(r) φλ,|m2−1|(r)
]
as r goes to 1−, with φλ,k(r) = F(1+ k − iλ+32 , 1− iλ+32 ,−(1+ iλ); 1− r2).
Next, we use the following identity on hypergeometric functions (see [8]):
F(a, b, c; x) = (1− x)c−a−bF(c − a, c − b, c; x)
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from which it is clear that for every k ∈ Z, we have
F

1− iλ+ 3
2
+ |k|, 1− iλ+ 3
2
,−(1+ iλ); 1− r2

∼ F

1− iλ+ 3
2
+ k, 1− iλ+ 3
2
,−(1+ iλ); 1− r2

as r goes to 1−.
Then, the above sum can be rewritten without absolute values.
Now substituting each hypergeometric function into the above sum its series expansion, we find
Φλ,m(r) ∼ −8π5(1− r2)−(1+iλ)Γ
2(iλ+ 2)
Γ 4

iλ+3
2
 ∞−
q=0
(1− r2)q
×
q−
j=0
(−1) j

1− iλ+32

j

1− iλ+32

q− j
(−(1+ iλ)) j (−(1+ iλ))q− j (q − j)! j !h(λ,m; q, j)
as r goes to 1− where
h(λ,m; q, j) = 1
m1 − m2 + 1
[
1
2(m1 − m2 + 2) ((x − 3)q− j (y + 3) j + (x − 3) j (y + 3)q− j
− (x − 1)q− j (y + 1) j − (x − 1) j (y + 1)q− j )
− 1
m1 − m2 + 3 ((x − 2)q− j (y + 2) j + (x − 2) j (y + 2)q− j
− (x − 1)q− j (y + 1) j − (x − 1) j (y + 1)q− j )
]
where x = m1 + 4− iλ+32 and y = m2 − 2− iλ+32 .
To complete the proof of (ii) of Theorem 1.1, we are going to compute h(λ,m; q, j).
For this we will establish the following lemma:
Lemma 3.2. Let λ be a complex number. Then for every m = (m1,m2) ∈ ∧ and every j ∈ N, 0 ≤ j < q, we have
h(λ,m, n; q, j) =

0 if q < 4
(−1) jνn if q = 4
where νn is a constant depending only on n.
Proof. The proof relies on the fact that
h(λ,m; q + 1, j + 1) = (x + y + q)h(λ,m; q, j)− h(λ,m; q + 1, j)
combined with the following technical lemma.
Lemma 3.3. Let λ be a complex number. Then for every m = (m1,m2) ∈ ∧ we have
h(λ,m; q, 0) =

0 if q < 4
νn if q = 4.
Now, we turn to proving that CΞ (λ) does not vanish. By using the fact that
R[iλ] > n
2
− 1, n ∈ {2, 4, 6},
we have:
5340 F. El Wassouli / Journal of Computational and Applied Mathematics 235 (2011) 5333–5341
For n = 2
CΞ (λ) = C2 Γ
2(iλ)
Γ 4

iλ+1
2
 ≠ 0.
For n = 4
CΞ (λ) = C4Γ
2(iλ+ 1)
Γ 4

iλ+2
2
 2−
j=0
(−1) j −iλ2  j −iλ2 2− j
(−iλ) j (−iλ)2− j (2− j)! j !
= C4Γ
2(iλ+ 1)
Γ 4

iλ+2
2
  −iλ2 2
(−iλ)2 −
−iλ
2
2
(−iλ)2

= C4Γ
2(iλ+ 1)
Γ 4

iλ+2
2
 1
4(1− iλ) ≠ 0.
For n = 6
CΞ (λ) = C6Γ
2(iλ+ 2)
Γ 4

iλ+3
2
 4−
j=0
(−1) j
−iλ−1
2

j
−iλ−1
2

4− j
(−iλ− 1) j (−iλ− 1)4− j (4− j)! j !
= C6Γ
2(iλ+ 2)
Γ 4

iλ+3
2

 2
−1−iλ
2

4
4!(−1− iλ)4 −
−1−iλ
2

3
3!(−1− iλ)3 +
−1−iλ
2

2
−1−iλ
2

2
4(−1− iλ)2(−1− iλ)2

= C6Γ
2(iλ+ 2)
Γ 4

iλ+3
2
 [ (3− iλ)(5− iλ)
4!(iλ)(iλ− 2) −
1
3!
iλ− 3
iλ
+ 1
8
(1− iλ)2
(iλ)2
]
= C6Γ
2(iλ+ 2)
Γ 4

iλ+3
2
 iλ− 1
25(iλ)2(iλ− 2) ≠ 0. 
Proof of Lemma 3.1. Use the binomial formula (1− x)−α =∑k∈N (α)kk! xk for |x | < 1.
Then, the integral J can be rewritten as
J =
−
( j,k,p,q)∈N4

iλ+ n2
2

j

iλ+ n2
2

k

iλ+ n2
2

p

iλ+ n2
2

q
j !k!p!q! r
j+k+p+q
×
∫ 2π
0
∫ π
0
e−iθ(( j−k)+(p−q)−(m1+m2))eiθ1(( j−k)−(p−q)+(m1−m2+l))dθdθ1
It is clear that the integral vanishes unless
( j − k)+ (p − q)− m1 − m2 = 0
( j − k)− (p − q)+ m1 − m2 + l = 0.
Thus
J = 2π2
−
( j,k,p,q)∈N4

iλ+ n2
2

j

iλ+ n2
2

k

iλ+ n2
2

p

iλ+ n2
2

q
j !k!p!q! r
j+k+p+q
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with 
j = k + m2 − l2
q = p + m1 + l2 .
Hence, for m2 − l2 > 0, we replace j by its value k +m2 − l2 = k + |m2 − l2 | in the above sum. For m2 − l2 < 0, we
may replace k by j − (m2 − l2 ) = j + |m2 − l2 |. Thus in the above sum it is the same to replace j or replace k.
Also, one can apply the same argument for 2-tuple (p, q). Then, for this reason the integral J can be rewritten as
J = 2π2
−
(p,q)∈N2

iλ+ n2
2

m

iλ+ n2
2

q

iλ+ n2
2

m+|m2− l2 |

iλ+ n2
2

q+|m1+ l2 |
p!q!(q + |m2 − l2 |)!

q + |m1 + l2 |
! r2p+2q+|m1+ l2 |+|m2− l2 |
= 2π2r |m1+ l2 |+|m2− l2 |

iλ+ n2
2

|m1+ l2 |

iλ+ n2
2

|m2− l2 |
(1)|m1+ l2 |(1)|m2− l2 |
F

iλ+ n2
2
,
iλ+ n2
2
+
m1 + l2
 , m1 + l2
+ 1; r2
× F

iλ+ n2
2
,
iλ+ n2
2
+
m2 − l2
 , m2 − l2
+ 1; r2 . 
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