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Abstract
Monitoring gene expression proﬁles is a novel approach to cancer diagnosis. Several studies have showed that the sparse logistic
regression is a useful classiﬁcation method for gene expression data. Not only does it give a sparse solution with high accuracy,
it provides the user with explicit probabilities of classiﬁcation apart from the class information. However, its optimal extension to
more than two classes is not obvious. In this paper, we propose a multiclass extension of sparse logistic regression.Analysis of ﬁve
publicly available gene expression data sets shows that the proposed method outperforms the standard multinomial logistic model
in prediction accuracy as well as gene selectivity.
© 2006 Elsevier B.V.All rights reserved.
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1. Introduction
Constructing a classiﬁcation rule for tissue samples based on gene expression proﬁles has received much attention
recently due to emerging microarray technology. A new challenge is that the number of genes (i.e. the dimension of
inputs) is much larger than the number of tissue samples, in which case standard classiﬁcation methods either are
not applicable or perform badly. Also, identifying a small subset of informative genes, called marker genes, which
discriminate types of tumors or tumor versus normal tissues, has become an important subject. Hence, good learning
algorithms with gene expression data should provide a classiﬁcation rule which not only yields high accuracy but
also has the ability to identify marker genes. In related literature, Guyon et al. (2002) proposed a recursive feature
elimination technique with support vector machines, Li et al. (2002) introduced two Bayesian approaches with the
technique of automatic relevance determination, and Shevade and Keerthi (2003) and Roth (2002) applied the sparse
logistic regression, to name just a few.
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Amongthesetools,sparselogisticregressionisausefulclassiﬁcationmethodforgeneexpressiondata.Itgivesasparse
solution with high accuracy and also it provides the user with explicit probabilities of classiﬁcation apart from the class
information. However, its optimal extension to more than two classes is not obvious. A standard multiclass extension
of sparse logistic regression might be sparse multinomial logistic (SML) regression (Krishnapuram et al., 2004), which
is a sparse version of the multinomial logit model—a popular multiclass formulation in statistics (see, for example,
Agresti,1990).SML,however,hasaproblemingeneselection.Sincetheestimatesoftheregressioncoefﬁcientsdepend
on the choice of the baseline class (see Section 2 for deﬁnition), and so do the selected genes. Hence, some important
genes are dropped in the ﬁnal model, which in turn degrades the prediction accuracies. Empirical results in Section 4
conﬁrms this observation.
In this paper, we propose a new multiclass extension of sparse logistic regression called sparse one-against-all
logistic (SOVAL) regression, whose main idea is to reduce a multiclass problem to multiple binary problems and to
construct a classiﬁer using the reduced multiple binary problems simultaneously. By analyzing ﬁve real data sets of
gene expressions, we show that SOVAL outperforms SML in prediction accuracy as well as gene selectivity.
The paper is organized as follows. In Section 2, SOVAL as well as SML are presented. A computational algorithm
based on the gradient LASSO algorithm of Kim et al. (2005) is given in Section 3. Results of numerical experiments
are presented in Section 4 and concluding remarks follow in Section 5.
2. Models
Let {(x1,y 1),...,(xn,y n)} be input–output pairs of a given data set where xi ∈ Rp is a gene expression level and
yi ∈{ 1,2,...,J} is a type of cancer of the ith tissue sample. Here, n is the number of tissues, p the number of genes
and J the number of classes (i.e. tumor types). We ﬁrst present SML and then propose SOVAL.
2.1. SML regression
SML starts with the multinomial logit model
Pr(yi = j|xi) =
exp
 
fj (xi)
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  . Here, >0 is a regularization parameter, which should be selected in
advance using cross validation or any other method.
Once the regression coefﬁcients 0 and  are estimated, the classiﬁer is constructed as follows. Let c(i|j)be the cost
of classifying an observation to the ith class when the true class is j.Then, a new tissue sample with gene expression
x is classiﬁed into class C(x) where
C(x) = arg min
j
J  
i=1
c(i|j)Pr(y = j|x).
If c(i|j)are all equal, which is most frequent in practice, C(x) becomes arg maxj Pr(y = j|x).Y. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655 1645
The importance of the kth gene for classiﬁcation of tumor types is measured by k where
k =
J−1  
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 .
The larger k is, the more important the kth gene is for classifying the tumor type and so genes with sufﬁciently large
k can be considered as marker genes. Using k, we can reformulate SML as
fj (xi) = 
(j)
0 + 1
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1 xi1 +···+p(j)
p xip
with
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  = 1,k0 for k = 1,...,p and
 p
k=1 k. Hence, SML can be considered as a garrot type
estimate (Breiman, 1995) for k, and so we expect that the solution of k is sparse.
In SML, we set 
(J)
k =0 for k =1,...,pfor identiﬁability of the model, and the regression coefﬁcient 
(j)
k ,j = J
can be interpreted as the log odds ratio of the jth group versus the Jth group for the kth gene. In this sense, we call
the Jth class the baseline class. This convention has a problem that the estimates depends on the choice of the baseline
class. For an example, consider the following simple situation. Let p = 1,J= 3 and  = 1. Suppose x1 is binary (i.e.
x1 ∈{ 0,1}). Let Odd(k,j) be the odds ratio of the kth group versus the jth group. That is,
Odd(k,j) =
 n
i=1 I (yi = k,x1i = 1)
 n
i=1 I (yi = j,x1i = 0)
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.
Suppose logOdd(1|3) = 0.5 and logOdd(2|3) =− 0.5. Then, the estimates of the regression coefﬁcients from SML
become
(1)
1 =0.5and
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class to the second class. Then since logOdd(1|2)=1.0 and logOdd(3|2)=0.5, in order for the class probabilities to
remain the same, the estimates of 
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1 have to be 1.0 and 0.5, respectively, which is impossible since it violates
the constraint (i.e.
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 >1). Hence, there is a danger that some important genes may be dropped in the ﬁnal
model due to the choice of the baseline class, which results in poor prediction accuracy. Empirical results in Section 4
conﬁrms this observation.
Instead of choosing the baseline class, there are other ways to resolve the identiﬁcation problem. An example is to
let
J  
j=1

(j)
k = 0 (2)
for all k. This constraint, however, makes the computation harder. A main technical difﬁculty of sparse logistic re-
gression is that computation is relatively demanding. This is mainly because the objective function to be optimized
is not differentiable due to L1 constraint, and hence special optimization techniques are required. Within the authors’
knowledge, there is no special optimization algorithm for sparse logistic regression which can deal with the constraint
(2), in particular for large number of genes.
2.2. Sparse one-against-all logistic regression
For given yi, the standard one-against-all (OVA) approach makes J many binary outputs y
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for j = 1,...,J where
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  j.There are multiple regularization parameters 1,...,J, which should be selected simul-
taneously in advance using cross validation or any other method. Note that selecting multiple regularization parameters
is computationally very hard since computational complexity is exponentially proportional to the number of regular-
ization parameters.
To resolve this problem, SOVAL estimates 0 and  by maximizing the following (pseudo) log-likelihood
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  . Note that there is a single regularization parameter . Moreover, SOVAL is equally
ﬂexible to the standard OVA approach in the sense that if the optimal model is constructed using the standard OVA
approach with the regularization parameters 1,...,J, the same model can be constructed using SOVAL with the
regularization parameter  =
 J
j=1 j.
Once the regression coefﬁcients are estimated, the class probabilities are estimated by
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.And the corresponding classiﬁer can be constructed similarly to the SML case.
Also, the gene importance measure is deﬁned similarly (that is, k =
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 ).
3. A computational algorithm
We ﬁrst present a general version of the gradient LASSO algorithm developed by Kim et al. (2005), and explain
how to modify it for SOVAL as well as SML. Let z ∈ Rq and L(z) be a convex function deﬁned on Rq. The
objective of the gradient LASSO is to ﬁnd the minimizer of L(z) over z ∈ D where D is the subset of Rq deﬁned by
D =
 
z ∈ Rq :
 q
k=1 |zk| 1
 
. Let ek be the vector in Rq with the kth component equal 1 and the others 0. Fig. 1 is
the gradient LASSO algorithm for this problem.
The hardest part of the gradient LASSO is the step (a)(ii) and (b)(iv) for obtaining ˆ  and ˆ , but it can be done using
standard optimization techniques such as the Newton–Raphson algorithm.That is, the gradient LASSO algorithm does
not require any special non-linear optimization algorithms.Also, Kim et al. (2005) proved that the convergence rate of
the gradient LASSO is 1/mwhere m is the number of iterations under some regularity conditions.A surprising result
is that this convergence rate does not depend on the dimension of inputs which is very large for gene expression data.
This feature makes the gradient LASSO algorithm well suited for analyzing gene expression data.
In SOVAL as well as SML, the intercept term 0 is not constrained, and hence the gradient LASSO algorithm
cannot be applied directly. For this, we propose to estimate the intercept term 0 by letting  = 0, and maximizeY. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655 1647
Fig. 1. Gradient LASSO algorithm.
the log-likelihood functions L1 and L2 with respect to  only. For SML, 0 becomes

(j)
0 = log
¯ y(j)
¯ y(J)
for j = 1,...,J− 1 where ¯ y(j) =
 n
i=1 I (yi = j)/n.Similarly, for SOVAL, we have

(j)
0 = log
¯ y(j)
1 −¯ y(j)
for j = 1,...,J.The gradient LASSO algorithm can be modiﬁed for two multiclass sparse logistic regressions by
letting z = / and replacing L by either L1 or L2.
Remark. ThegradientLASSOalgorithmpresentedhereisasimplerversionoftheoriginalgradientLASSOalgorithm
of Kim et al. (2005). In fact, using a more complicated version of the gradient LASSO algorithm, we can estimate
0 and  simultaneously. But, the algorithm for this is much more involved, and the results from estimating 0 and 
sequentially as is done here are not much different from those that result from estimating 0 and  simultaneously.1648 Y. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655
4. Numerical experiments
We compare the two multiclass extensions of sparse logistic regressions on ﬁve publicly available data sets.
4.1. Data description
Leukemia: The data set for this project is the gene expression data from leukemia patients used in Golub et al.
(1999). This data set comes from a study of gene expressions in two types of acute leukemias, acute lymphoblastic
leukemia (ALL) and acute myeloid leukemia (AML). There are two key subclasses ofALL, those arising from T-cells
and those arising from B-cells. This data set is composed of 38 samples classiﬁed as ALL T cell or ALL B cell or
AML in the training set and an independent test set of 34 samples. The training set contains 8ALL T-cell and 19ALL
B-cell samples and 11 AML samples. The independent test set consist of 1 ALL T cell and 19 ALL B cell samples
and 14 AML samples. Each sample contains 7129 gene expression values obtained from Affymetrix oligonucleotide
microarrays. In this paper, we combine the training and test samples and analyze them together. This data set can be
downloaded at http://waldo.wi.mit.edu/MPR/data_set_ALL_AML.html.
Lymphoma: This data set is available at http://llmpp.nih.gov/lymphoma/ and contains gene expression levels of the
3 most prevalent adult lymphoid malignancies: 42 samples of diffuse large Bcell lymphoma (DLBCL, class 0), 9
observations of follicular lymphoma (FL, class 1), and 11 cases of chronic lymphocytic leukemia (CLL, class 2). The
total sample size is n=62, and the expression of p=4026 well-measured genes, preferentially expressed in lymphoid
cells or with known immunological or oncological importance, are documented. More information on these data can
be found in Alizadeh et al. (2000). We imputed missing values and standardized the data as described in Dudoit et al.
(2002).
Small, round blue-cell tumors:This data set about the small, round blue cell tumors (SRBCTs) of childhood includes
63samplesclassiﬁedasneuroblastoma,rhabdomyosarcoma,non-HodgkinlymphomaandtheEwingfamilyoftumors.
Gene-expressiondatafromthecDNAmicroarrayexperimentcontains6567genes.Fordatapreprocessing,wefollowed
the protocol detailed in the supplementary information to Khan et al. (2001). This data set can be downloaded at
http://research.nhgri.nih.gov/microarray/Supplement/Images/supplemental_data.
Brain cancer: This data set, presented in Pomeroy et al. (2002), contains n=42 microarray gene expression proﬁles
fromﬁvedifferenttumorsofthecentralnervoussystem,thatis,10medulloblastomas,10malignantgliomas,10atypical
teratoid/rhabdoidtumors(AT/RTs),8primitiveneuro-ectodermaltumors(PNETs)and4humancerebella.Therawdata
were originated using theAffymetrix technology and are publicly available at http://www-genome.wi.mit.edu/cancer.
For data preprocessing, we followed the protocol described in the supplementary information to Pomeroy et al. (2002).
After thresholding, ﬁltering, applying a logarithmic transformation and standardizing each expression proﬁle to zero
mean and unit variance, a data set comprising p = 5597 genes remained.
NCI60:NCI60isadatasetofgeneexpressionproﬁlesof60NationalCancerInstitute(NCI)celllines.These60human
tumorcelllinesarederivedfrompatientswithleukemia,melanoma,lung,colon,centralnervoussystem,ovarian,renal,
breast and prostate cancers. The data set is comprised of gene-expression levels of p = 7129 genes for n = 60 human
tumor cell lines which can be divided into 8 classes: eight breast, six CNS, seven colon, six leukemia, eight melanoma,
nine non-small-cell lung carcinoma, six ovarian and eight renal tumors.A more detailed description of the data can be
found at Staunton et al. (2001). This data set can be downloaded at http://discover.nci.nih.gov/datasetsPnas2001.jsp.
4.2. Prediction accuracy
We evaluated the prediction accuracy of the two sparse multiclass logistic regression models using random partition.
This means that we divided the data set at random such that 70% of the data set becomes training samples and the other
30% test samples. We repeated this procedure 100 times and the averaged misclassiﬁcation errors were reported. For
selecting , we used the ﬁve-fold cross validation.
We used a number of preprocessing steps as was done by Guyon et al. (2001) that included: taking the logarithm
of all values, normalizing sample vectors, normalizing feature vectors, and passing the results through a squashing
function of the type f(x)= c arctan(x/c) to diminish the importance of outliers.
Along with the prediction errors, we investigated the effect of prescreening of genes to the prediction accuracy. One
of the standard approaches for analyzing gene expression data is to pick out relevant genes using simple prescreeningY. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655 1649
Table 1
Average test errors
Data Method Number of covariates
(The number of classes) p = 10 p = 50 p = 100 p = 500 p = 1000 Full
Leukemia SML 0.040 0.044 0.053 0.066 0.065 0.067
(3) SOVAL 0.044 0.046 0.041 0.041 0.043 0.043
Lymphoma SML 0.070 0.054 0.023 0.020 0.022 0.029
(3) SOVAL 0.073 0.033 0.022 0.009 0.013 0.020
Small, round blue-cell SML 0.029 0.024 0.032 0.043 0.043 0.044
(4) SOVAL 0.007 0.017 0.017 0.020 0.020 0.021
Brain SML 0.293 0.209 0.191 0.224 0.276 0.392
(5) SOVAL 0.231 0.121 0.103 0.113 0.149 0.279
NCI60 SML 0.500 0.476 0.373 0.373 0.429 0.543
(8) SOVAL 0.481 0.426 0.334 0.256 0.286 0.477
measures to reduce computational costs as well as to improve prediction accuracy (see for example, Golub et al., 1999;
Dudoit et al., 2002). Since multiclass problems are of current concern in this paper, we used the F-ratio of between
class sum of squares to within class sum of squares for each gene, following Dudoit et al. (2002). For gene l, the F-ratio
is deﬁned as
BSS(l)
WSS(l)
=
 n
i=1
 J
j=1 I (yi = j)
 
¯ x
(j)
·l −¯ x·l
 2
 n
i=1
 J
j=1 I (yi = j)
 
xil −¯ x
(j)
·l
 2,
where ¯ x
(j)
·l indicates the average expression level of gene l for class j samples, and ¯ x·l is the overall mean expression
level of gene l in the training set. We use the F-ratio for its simplicity, and there are different types of the F-ratio.
Table1andFig.2reportsthetesterrorswithdifferentgenesubsetsizesobtainedbytheprescreeningwiththeF-ratio,
which shows that SOVAL is more accurate in most cases than SML. In some cases, the improvements are larger than
50%.
Second, we can see from Tables 1 and 2 that the prescreening affects the accuracy signiﬁcantly. The optimum test
errors are achieved around p = 100 or p = 500 (except for the data set small, round blue-cell where the optimum
error is achieved when p = 10). From this ﬁnding, we may conclude that the purpose of prescreening is not to select
relevant genes but to eliminate irrelevant genes. This result somehow contrasts with that of Dudoit et al. (2002) where
ﬁnding small numbers of relevant genes by prescreening affects prediction accuracies signiﬁcantly in some cases. A
reason for this difference would be that we use sparse methods while Dudoit et al. (2002) do not. For non-sparse
methods, the classiﬁer depends on all genes used as inputs and so prescreening would be important. However, sparse
methods automatically select genes while they construct a classiﬁer, and so prescreening is not necessary. Moreover,
the prescreening may drop some informative genes in an early stage, and the resulting model would be suboptimal.
In this view, for sparse methods, efﬁcient computational algorithms for dealing with large dimensional inputs without
prescreening are necessary, and our algorithm is such an algorithm.
4.3. Performance of gene selection
Table 2 presents the average number of genes selected from the two sparse methods. It shows that SML tends to
yield more sparse models than SOVAL, in particular when the number of classes is large.Along with the error rates in
Table 1, we can conclude that SML fails to detect some important genes, which results in higher error rates.
To conﬁrm our conclusion, we did the following experiment. The effectiveness of gene identiﬁcation was tested on
miniaturedatasetssynthesizedfromtheoriginaldata.Theminiaturedatasetsof100geneswereconstructedasfollows.
First,usingtheF-ratioasameasureofmarginalassociationbetweeneachgeneandthetumortype,werankedthegenes
andselectedthetop20genesasvariablestrulyassociatedwiththeclass.Asirrelevantvariables,weincludedthebottom
80 genes with the class label corresponding to each covariate vector of 80 genes randomly mixed together, so that they1650 Y. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655
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Fig. 2.Average test errors.
were genuinely unrelated to the class, but the potential correlations between those genes were intact. Ten replicates of
synthetic training data were obtained by the 10-fold cross validation from these miniature data sets, keeping the class
proportions in each sample the same as these in the original data. See Lin (2005) and Jung and Jang (2006) for similar
experiments.
We applied the two sparse multiclass logistic regression models to these 10 replicates, and the optimal regularization
parameters were selected with the 10 test data sets constructed from the 10 fold cross validation. Fig. 3 is the boxplot
of the number of selected genes and the number of the selected genes among the 20 informative genes from the 10
replicates of the miniature data sets by the 10-fold cross validation of the original data sets. It shows that SOVAL
includes more informative genes than SML when the number of classes is large.Y. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655 1651
Table 2
The averaged numbers of genes selected
Data Method Number of covariates
(The number of classes) p = 10 p = 50 p = 100 p = 500 p = 1000 Full
Leukemia SML 4.78 12.46 14.23 17.50 18.80 21.62
(3) SOVAL 5.42 17.03 22.31 32.82 33.96 34.54
Lymphoma SML 8.55 14.55 13.76 16.09 17.65 18.19
(3) SOVAL 9.12 18.77 22.65 36.14 39.33 46.57
Small, round blue-cell SML 9.59 22.02 27.67 30.74 32.73 33.44
(4) SOVAL 9.80 24.26 31.02 33.86 35.29 35.16
Brain SML 8.72 20.10 22.89 25.66 26.81 32.32
(5) SOVAL 9.54 28.20 38.22 55.12 59.04 63.27
NCI60 SML 9.06 27.18 37.97 46.01 45.85 60.52
(8) SOVAL 9.65 29.69 49.06 89.14 102.65 118.58
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Fig. 5. The boxplots of the expression levels of the two genes having the highest F-ratio and highest importance according to the class labels in the
NCI data set.
Finally, we compared genes selected from SOVAL and genes selected from the marginal F-ratio. Fig. 4 shows the
plots where the x-axis displays the gene ranks obtained by the marginal F-ratio and the y-axis is gene importance
measured by the SOVAL. The results are striking, in particular when the number of classes is large (i.e. in the data sets
Brain and NCI). There are many genes having simultaneously lower ranks of the marginal F-ratio but having larger
importance.
To understand why this happens, we select the two genes from the NCI data sets, one which have the largest F-ratio
and the other which has the largest importance. The rank of the F-ratio of the gene with the highest importance is 132,
and the importance of the gene with the highest F-ratio is 0.That is, these two genes have signiﬁcantly different F-ratio
and gene importance values. Fig. 5 presents the boxplot of the gene expression levels of these two genes according
to the class labels. First of all, the distributions of the expression levels of the two genes are similar. They have large
positive expression levels at the seventh class and negative expression levels for the other classes. An exception is the
third class, where the gene with the highest F-ratio has expression levels around 0 while the gene with the highest
importance has negative expression levels. This difference partially explains why the ranks from the F-ratio and from
gene importance are quite different. The F-ratio measures the variation of the mean expression levels of the classes,
and so the gene with the highest F-ratio has additional variation due to the third class compared to the gene with the
highest importance. In contrast, SOVAL basically measures the difference of the means from one class to the other
classes. For the seventh class, this difference is larger for the gene with the highest importance than for the gene with1654 Y. Kim et al. / Computational Statistics & Data Analysis 51 (2006) 1643–1655
the highest F-ratio. So, we conclude that if we want to detect genes which affect all the classes, the F-ratio would be
more appropriate. However, if we want to detect genes which affect a certain class, sparse logistic regression would be
more appealing.
5. Concluding remarks
In this paper, we proposed a multiclass extension of sparse logistic regression, so called SOVAL, compared it with
SML,anddevelopedtheefﬁcientcomputationalalgorithmsuitableforgeneexpressiondata.Thenumericalexperiments
showed that SOVAL outperforms SML in many aspects. The former: (i) gives better accuracies in particular; (ii) has
higher power of detecting important genes and (iii) does not require the choice of a baseline class.
ThemainideaofSOVALissomehowrelatedtotheScott’smethodofestimatingamixturemodel(Scott,2001,2004).
The Scott’s method relaxed a constraint of the density function and focused on a particular component rather than all
components. SOVAL also relaxed a constraint that the sum of the probabilities of the classes is 1 and implicitly found
genes important for a speciﬁc class rather than all classes. This similarity would partially explain the good prediction
performance of SOVAL. We leave this conjecture as a future work.
We have seen that the selected genes by SOVAL are much different from those selected by the marginal F-ratio.
This is partly because SOVAL measures the classiﬁcation power of genes for a speciﬁc class while the marginal F-ratio
measures the overall effect of genes on all classes. Hence, if one wants to detect genes which affect a speciﬁc class,
SOVAL is more suitable. In this view, SOVAL can be considered as a new way of detecting relevant genes and can be
used as a preprocessing procedure for more complicated non-linear classiﬁcation methods such as the support vector
machine or boosting. For this purpose, however, efﬁcient computational algorithms are required since we should work
with large numbers of genes without prescreening, and the algorithm proposed in this paper can serve for this purpose.
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