Abstract: Generally, predicting whether an item will be liked or disliked by active users, and how much an item will be liked, is a main task of collaborative filtering systems or recommender systems. Recently, predicting most likely bought items for a target user, which is a subproblem of the rank problem of collaborative filtering, became an important task in collaborative filtering. Traditionally, the prediction uses the user item co-occurrence data based on users' buying behaviors. However, it is challenging to achieve good prediction performance using traditional methods based on single domain information due to the extreme sparsity of the buying matrix. In this paper, we propose a novel method called the preference transfer model for effective cross-domain collaborative filtering. Based on the preference transfer model, a common basis item-factor matrix and different user-factor matrices are factorized. Each user-factor matrix can be viewed as user preference in terms of browsing behavior or buying behavior. Then, two factor-user matrices can be used to construct a so-called 'preference dictionary' that can discover in advance the consistent preference of users, from their browsing behaviors to their buying behaviors. Experimental results demonstrate that the proposed preference transfer model outperforms the other methods on the Alibaba Tmall data set provided by the Alibaba Group.
Introduction
Collaborative filtering (CF) is the mainstream technology for recommender systems. The main task in CF in general is to predict how much an item will be liked or disliked by active users. For instance, many previous CF studies have focused on the explicit types of data such as user-ratings data, e.g., a 1-5 score (Mnih and Salakhutdinov, 2007; Salakhutdinov and Mnih, 2008; Koren et al., 2009; Koren, ‡ 2010). However, in real-world scenarios most feedback is not explicit but implicit. Implicit feedback is tracked automatically, such as by monitoring clicks, view times, purchases, and other user activities. Recently, predicting most likely bought items for a target user based on the implicit feedback data, which is a subproblem of the rank problem of CF, has become a hot research topic in CF (Rendle et al., 2009; Shi et al., 2012; Rendle and Freudenthaler, 2014) .
Implicit feedback data is often modeled by the random triplet (U , I, F ), where U is the user identifier, I is the item identifier, and F is the item browsing/buying frequency. Analogous to the construction of the user item co-occurrence matrix (the socalled 'rating matrix') in CF (Su and Khoshgoftaar, 2009 ), we assemble the frequency of a user's browsing/buying preference of items into the matrix. Each element X ij in the co-occurrence matrix indicates the number of times user j browses/buys item i. Given the user's past behavior of browsing/buying items, our task is finding which item will be most likely bought by the user in the next time period.
To tackle the prediction problem, the early memory-based methods of CF use the user's demographic information, such as gender, educational background, and hobby, to depict the user's profile of preference. The groups were made by identifying a set of similar users' preference profiles. Then, the item is recommended to the user who has never bought it, but which has been bought by another user in the same group. However, this type of profile is very difficult to obtain as it requires a large amount of extra information. Here, we are interested in building effective models by considering only the user item co-occurrence matrix.
From the user item co-occurrence data, we can cluster users into one or more latent user groups that reflect their buying preferences (Savia et al., 2009) . Knowing the user's buying preference in advance is a key point for the prediction. The accuracy of buying preference depends largely on the density of the given user buying co-occurrence matrix. However, in realworld recommender systems, users can buy a very limited number of items but browse a relatively large number of items. Thus, we ask: can we establish a bridge between the two domains and transfer useful preference patterns from the browsing matrix to the buying matrix?
One of the common shopping behaviors for people is the so-called 'look and then buy' approach. Generally, the more often a customer browses the items, the more likely the customer will buy the items. However, there is no linear relationship between the browsing frequency and the buying probability. By exploring the relationship between browsing frequency and buying probability using Alibaba's Tmall data, we observed that the possibility of the items being pursued declines after being browsed more than 50 times (Fig. 1) . It indicates that if a customer likes to browse an item, it does not necessarily mean that the customer will buy it. In other words, the interest-driving factors behind the browsing of items and the buying of items for the customer might be different, and therefore we cannot use only the browsing frequency to predict the customer's buying behavior.
In this study, we transfer user preference from one task to other related tasks to solve the prediction task. We name the prediction task the 'target task' and the related task the 'auxiliary task'. Suppose we have M items and N users. The target task is represented as a sparse M ×N buying matrix X, containing few observed buying data which would result in poor prediction results. Meanwhile, we obtain an auxiliary task from another domain, which is related to the target one and has a dense M × N browsing matrix Y . Then, we adopt a variant of non-negative matrix factorization (NMF) to project user's item browsing or buying data from the original matrix into the preference space and to transfer preference from the browsing domain to the buying domain, which might enable better prediction results in the target task. We refer to this preference of patterns to be transferred as a preference transfer model (PTM), which is an N × K (K M, K N ) user-factor matrix that factorizes from X and Y . By capturing the consistency of preference patterns, we can reconstruct the target buying matrix and pick up the most likely recommended items to a certain user.
Related work
Recently, latent factor models have been successfully used in document modeling and data rating in CF (Hofmann and Puzicha, 1999; Si and Jin, 2003; Savia et al., 2009) . Most researchers have used latent factors to model the groups of similar users, which represent their preferences behind the users' behaviors. For instance, a probabilistic matrix factorization (PMF) model was proposed where latent factors have been used to represent user's similar preference on rating items such as movies (Mnih and Salakhutdinov, 2007) . Similar to grouping highfrequency words into different latent factors (topics), a probabilistic latent semantic analysis (PLSA) model was proposed to group similar users for predicting the unknown rating data (Hofmann, 2004) . However, the static latent factors model cannot track the varying user's preference (Blei and Lafferty, 2006; Ju et al., 2015) . Furthermore, a joint PLSA probabilistic hypertext-induced topic selection (JPP) model was proposed to perform a simultaneous decomposition of the contingency tables associated with word occurrences and citations/links into a topic, which can bring forth cluster information, from relationships between documents to those inside documents (Cohn and Hofmann, 2000) . However, one of the assumptions of the JPP-'the same latent factor in the cross domain'-is too hard. Because, in most cases, users' browsing and buying preferences are not necessarily required to be the same. Obviously, the assumptions need to be loosened. Unfortunately, a follow-up method for the JPP model does not appear in the literature for CF.
Another widely used approach to CF is NMF (Lee and Seung, 1999) . It constitutes a rich body of algorithms that have found applications in a variety of machine learning fields, from document clustering to recommender systems (Zhang et al., 2006; Chen et al., 2009; Gu et al., 2010) . Historically, PLSA and NMF were developed independently, but researchers later proved that PLSA solves the problem of NMF with KL-divergence (Gaussier and Goutte, 2005; Ding et al., 2006) . Specifically, the non-negative constraint of NMF in the latent factors space can be used to model a user's preference. To tackle the one-side factor that JPP assumes, some researchers outlined a novel sentiment transfer mechanism based on constrained non-negative matrix trifactorizations of term document matrices in the source and target domains (Li et al., 2010; Zhuang et al., 2011; Xie et al., 2012) . Similarly, in CF, a little research has been conducted on rating data by transferring rating knowledge across multiple domains (Singh and Gordon, 2008; Li et al., 2009a) . Specifically, to pool together the rating data from multiple rating matrices in related domains for knowledge transfer and sharing, a rating-matrix generative model (RMGM) was proposed to learn latent user-cluster variables which can be viewed as a user's preference (Li et al., 2009b) .
We have not seen any method based on a dense auxiliary user item co-occurrence matrix in other domains to facilitate a sparse user item co-occurrence matrix in a target domain. Motivated by JPP's assumption of the same latent factor and RMGM's assumption of different latent factors, we hypothesize that projecting the user behavior into the latent factor space is more stable than in the original user item co-occurrence data space, and knowing the browsing preference in advance is more helpful for predicting buying preference for the next time period. Furthermore, inspired by Poisson matrix factorization (Ma et al., 2011; Gopalan et al., 2013) , we propose a novel method of transferring user preference from the browsing matrix to the buying matrix by extending NMF.
Non-negative matrix factorization
In NMF, the goal is to find entrywise nonnegative matrices W and H such that
where X is the observation data matrix and L(·) is a suitable loss function which can be the Euclidean distance or divergence (Lee and Seung, 1999; Devarajan et al., 2015) . Since X is fixed, we can use the divergence function
and write the equivalent optimization problem with problem (1):
In general, finding the global optimum cannot be guaranteed because this optimization problem is not convex with respect to both W and H. However, the problem is convex with respect to W and H separately, which allows for the finding of locally optimal solutions. Because of their computational effectiveness and simplicity, the multiplicative updates (MU) proposed in Lee and Seung (2000) are as follows:
This alternative iterative algorithm had been proved to converge (Lee and Seung, 2000) .
4
The proposed method
Preference transfer model
Here, we formulate the problem via NMF. Suppose X ∈ R M×N + is the buying matrix and Y ∈ R M×N + is the browsing matrix. An element X ij = x in the buying matrix represents user j buying x instances of item i. An element Y ij = y in the browsing matrix represents user i selecting y instances of item j. Because the data in the buying and browsing matrices comprises the occurrence of events in a period of time, X and Y are thought to conform to a Poisson distribution.
In our model, the buying matrix X is factorized into the item-factor matrix (or basis matrix) W ∈ R M×K + and the user-factor matrix (or coefficient matrix) H ∈ R K×N + , where K represents the dimension of the latent factor space. The itemfactor matrix W represents the projection from the item space to the latent factor space, whereas the user-factor matrix H represents the coefficients for a user's preferences for the corresponding factors (Lathia et al., 2009) . Furthermore, each column of H, which is normalized, represents the distribution of user's preference in the latent factor space. The larger the element of a column of H is, the more probably the user's preference is dominated by the corresponding latent factor. Because X and Y are factorized simultaneously into the same factor space, the resulting user-factor matrices U and V can be viewed as the user preference in terms of browsing behavior or buying behavior. Meanwhile, the property of items is relatively stationary, and X and Y are thought to share a common basis matrix W . The probabilistic graph of PTM is shown in Fig. 2 . Accordingly, we have the following:
where PO is the Poisson distribution, defined as follows:
Graphical model for preference transfer modeling where Γ(x) denotes the Gamma (generalized factorial) function which is defined as
Assuming that the observed data is independent and identically distributed, we define the conditional distribution of the buying matrix as follows:
and the conditional distribution of the browsing matrix as follows:
We assume that the observations of X and Y are independent. Thus, we obtain the decomposition of the joint likelihood distribution:
(11) We also assume that the prior factorizes as
Because Gamma distribution is the conjugate prior to Poisson distribution, we further assume that the elements of U , V , and W are Gamma distributed with hyperparameters Θ U , Θ V , and Θ W , respectively. Typically, we do not use many free hyperparameters and set them to be the same. Thus, we define the priori probability as follows:
where G(x; a, b) is the Gamma distribution for x with shape parameter a and scale parameter b. Based on the condition distribution and the prior distribution, the joint posterior distribution is given by Bayes' rule p(U ,
The maximum a posteriori (MAP) state can be found as arg max
Algorithm
To solve Eq. (13), we substitute the terms in Eq. (13) with the expressions in Eqs. (2), (9), (10), and (12) and have the loss function as follows:
Since the logarithm posterior probability is now written as a sum of the divergence functions, the MAP estimator can be derived directly by applying the MU (Lee and Seung, 2000) on the sum of the terms in Eqs. (15)- (17). To simplify the notation, we define
The MU rule for each of the parameters is given as follows:
(17) It can be seen that the update rules differ from the basic NMF updates only by the additive terms in the numerator and denominator, which are caused by the prior probabilities. According to the Appendix, the value of the loss function is guaranteed to be nondecreasing under each of the updates. To ensure the normalization of U and V without impact to nondecreasing under each of the updates, according to the method in Liu et al. (2013) , we multiply k U kj and k V kj to each row of W .
After U representing the user's buying preference and V representing the user's browsing preference were obtained, we can set the largest element of each column of U and V to be one and the others to be zero. Then the so-called 'preference dictionary' is constructed by performing P = U V (' ' represents element-wise multiplication), which captures the consistency of users' preference from the buying matrix and the browsing matrix. Because recommending the most suitable item i to a certain user j is equivalent to choosing max i,j ( k W ik P kj ), we obtain the reconstructive matrix R = W P . Moreover, it is greatly helpful to filter the 'noise' data in R with some rules. For example, we simply construct a rule function
which indicates that item i ever bought more than θ times in the buying matrix X is regarded as a popular item. Subsequently, we can select the sorted elements in the filtering matrix S = R F with values greater than threshold τ to recommend. We summarize our method in Algorithm 1.
Complexity analysis
The computational cost of the algorithm is dominated by matrix factorization. In the PTM
model, Eq. (15) costs O(2M N K) time, Eq. (16) costs O(M N K) time, and Eq. (17) costs O(M N K)
time. In summary, the total time complexity of Algorithm 1 is O(T MNK), where T is the number of iterations and is often set as a constant. Since our algorithm will converge after 5 to 10 iterations (see the details in experiments), this complexity analysis shows that our proposed approach is very efficient and can scale up with respect to very large datasets. The space cost of the algorithm is dominated by Fix U and W , and update V with MU rule (17)
5:
Fix U and V , and update W with MU rule (15) 6: until the change of loss function (14) in this iteration is less than the threshold 7: The largest elements from each column of U and V are set to be 1 and others to be 0 8: P = U V 9: R = W P // reconstructive matrix
0, otherwise.
// The popular items in X are picked out to mask the // reconstructive matrix 11: S = R F // The sorted elements in the S whose values // are greater than the threshold τ are recommended matrices X, Y , R, F , S, U , V , W , and two temporary matrices. Therefore, the space complexity is O(5M N + 6K(M + N )).
Experiments
In this section, a simulation and a real experiment were conducted to demonstrate the effectiveness of the proposed PTM in predicting which items a user would buy in his/her next purchase based on his/her previous buying and browsing behaviors.
Simulation
Given the buying matrix of past time and the browsing matrix of the current time in a simulation, where the row represents the item and the column represents the user, we investigate the performance of our model. As shown in Fig. 3 , after matrix factorization from step 1 (the dimension of the latent space is two), we obtain user preference matrices for both browsing and buying. After finding the element whose value is greater than 0.5 in both userfactor matrices, which means user preference is over 50% on some components of latent factors, we obtain the primary component matrix of user preference in the latent space. After performing the element-wise multiplication of the two matrices in step 3, which is based on the consistency of the main user preference in browsing behavior and buying behavior, the 'preference dictionary' is constructed. From the prediction matrix P reconstructed in step 4, we pick up the elements whose value is greater than 0.5, i.e., P 51 , P 13 , and P 15 , which represent the items that have been visited and purchased frequently and may Fig. 3 Simulation of the preference transfer model for predicting user preference. By using the latent factor-user matrix, the simulation explains how to construct the consistent preference dictionary be bought in the next time period. If the threshold is set at 0.4, P 21 and P 41 are also picked up. It is interesting that element P 21 is selected. Although item 2 was not bought by user 1, it was visited in the current time. Furthermore, we can see the popularity of item 2 and activity of user 1 from the browsing matrix and the buying matrix. Thus, item 2 is considered to have greater possibility of being bought by user 1 in the future.
Real datasets: Tmall data
The Alibaba Group launched a recommendation algorithm competition based on Alibaba Tmall data designed to motivate researchers to improve the accuracy of the recommender system in the Tmall web site (Tmall Recommendation Prize 2014 of Alibaba Group, http://tianchi.aliyun. com/competition/index.htm?pageIndex=2).
Alibaba provides four-month consumption records in the Tmall web site, including the browsing history and the purchasing behavior, to aid participants in predicting what brands of goods the consumer will buy in the following month. There are a total of 182 880 records related to 884 users and 9531 types of branded goods. Because the records of the buying and browsing behaviors for the fifth month are not available, we take the records of the buying matrix of the first three months as the target matrix in the training set, and the records of the browsing matrix for the last week in the third month as the auxiliary matrix. Likewise, we take the records of the first week in the fourth month as the test set.
Evaluation metrics
The prediction performances of all of the algorithms are measured by their precision and recall scores. The precision, P , of an algorithm is the fraction of the recommended set that is correct and is defined as follows:
where L is the number of all users who are in the recommended set, pItems i the number of items recommended to user i, and hitItems i the number of items that are actually selects from the recommended set. The recall, R, of an algorithm is the fraction of the correct set that is recommended and is defined as
where B is the number of all users in the correct set and bItems i the number of items that user i actually selects from the correct set. If more items are recommended, the precision will decrease, but the recall will increase. The harmonic mean is called the F1 score, as shown in Eq. (21). The higher the F1 score is, the better the prediction performance is (Herlocker et al., 2004) .
Competing methods
Although we lack direct methods to transfer preference for implicit data, we choose the following similar methods to compare:
1. NMF: Without the auxiliary matrix, NMF is the baseline of single domain information for experiments. After matrix completion by multiplying the two factorized matrices, the top-n sorted elements in the reconstructive matrix X with values greater than 0.5 are recommended.
2. PMF: We use PMF as another kind of matrix factorization technique (different from non-negative factorization) to compare. After matrix completion by multiplying the two factorized matrices, the top-n sorted elements in the reconstructive matrix X with values greater than 0.5 are recommended.
3. JPP: Because the algorithm is designed primarily for document classification, we have to calculate p(v i |u j ) = z p(v i |f z )p(f z |u j ) and select the top-n p(v i |u j ) for the prediction (v i represents item i, u j user j, and f z latent factor z) (Cohn and Hofmann, 2000) . The parameter of relative weight in this algorithm is set to 0.3 as suggested.
4. RMGM: In accordance with Li et al. (2009b) , we modify the shared cluster-level rating model to the common cluster-level preferences model of the buying and browsing matrices. Because the user preference in the two domains can be viewed as the same structure, we set K = L. Finally, we use the user item bivariate probability as the prediction probability.
5. PTM: This is the proposed algorithm. In our experiments, we empirically set prior parameter a u = 1.01, a v = 1.01, a w = 1.01, b u = 0.1, b v = 0.1, b w = 0.1, and threshold τ = 0.1. The parameter study will be discussed later.
Parameter and hyperparameter setting
In our algorithm, there are three parameters: dimension size K, popularity θ, and threshold τ in the PTM. Fig. 6 shows that the predictive performance approaches an optimum when K = 90. As the dimension size K increases, overfitting occurs. Considering the most popular item's frequency to be single digit and a few popular items' frequencies to be more than 100, the popular θ is simply set to be the median value of the frequency set. The threshold τ controls the number of recommended items. The smaller the τ is, the larger the number of recommended items is. However, the F1 score does not have a direct linear relation with τ . We choose τ from 0.05 to 0.14 with a step size of 0.01. As shown in Fig. 4 , the threshold is optimal at 0.07. The Gamma distribution G(x; a, b) has the shape parameter a and the scale parameter b. To ensure that Eqs. (15)- (17) are non-negative, the shape parameter a must be set greater than one due to the occurrence of a − 1 in the numerator. Qualitatively, small values of a (for a → 1) enforce sparse representations, and large values of a > 2 tie all values to be close to the nonzero mean (nonsparse representation) (Fig. 5) . We hope the elements in the basis matrix W are close to nonzero mean and the elements in the coefficient matrices U and V are sparse, so the hyperparameters are set empirically: 
Results and analysis
1. Prediction performance: To reduce the effect of randomness, we repeat each trial 50 times using different methods mentioned above and compare these algorithms based on their average performances (Fig. 6 ). PMF and NMF are inferior to the cross-domain algorithms, such as JPP, RMGM, and PTM, due to no clue of purchase preference in the next period being considered. In contrast, PTM significantly outperforms the other algorithms mainly because it constructs the 'preference dictionary', which in advance captures the user preference of buying behavior hiding in the browsing behavior. 2. Prediction effectiveness: We hypothesize that the browsing behavior before purchasing will benefit the prediction. To evaluate this hypothesis, we investigate the prediction of PTM by increasing the gap between the buying time in the testing set and the browsing time in the training sets (Table 1 ). The performance drops by 50% when the time gap increases to two weeks. Furthermore, the performance drops to the level which is similar to that of NMF when the gap increases to four weeks, which implies that there is no information transferred from the browsing interest to the buying interest. Taken together, the results show that PTM is sensitive to the time intervals between browsing and buying. 3. Algorithm convergence: We investigate the convergence of our PTM. Fig. 7 shows the convergence curve of PTM. The values of the cost function L with dimension size K being 10, 30, and 50 are plotted. As shown, the nonincreasing nature of L is obvious, and the loss function value drops very fast after a few iterations. However, the PTM model cannot ensure that the global minimum of the cost function can be obtained. Therefore, there may be multiple local minima, depending on the initial points. Nevertheless, our numerical experiments show that different initial values generate very similar results, which implies that the initial value might have only a small impact on the performance of the algorithm.
In terms of computing time, we compare our method with others on the same computer with the configuration of 2.13 GHz Intel Fig. 7 The nonincreasing nature of the cost function for Alibaba Tmall data (i3330M) and 2.0 GB RAM. All these models are implemented using Matlab 2011a, and running times are listed in Table 2 . PTM is better than RMGM but worse than others, which is mainly due to the larger costs on matrix computation in each iteration whilst solving the optimization problems. 6 Conclusions and future work
In this study, we propose a novel method called the preference transfer model (PTM) for collaborative filtering with implicit data, especially for the extremely sparse implicit data. Different from existing analogous models based on Gaussian prior, our model is based on Poisson prior for multi-task nonnegative matrix factorization, which can capture the transition of users' preferences from browsing behavior to buying behavior. It incorporates homogeneous but cross-time-domain data sources. The experimental results demonstrate that the proposed PTM method outperforms the compared methods on Alibaba Tmall data.
Three parameters need to be learned, and they can be determined by performing grid searching on the training dataset. We found that PTM is sensitive to the time intervals between browsing time and buying time due to simply using element-wise multiplication of finding the consistent preference. In future work, we will investigate how to statistically quantify the relatedness between user-factor matrices in different domains. Furthermore, the preference transfer model can be applied to other problems, such as predicting the frequency of users visiting sites and the frequency of users visiting advertisements, which will be another focus for us in the future.
