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Abstract
Brown and Reichel recently established the existence of eigenvalues for the p-Laplacian on R+ when the potential q is either (i)
large and positive or (ii) sufﬁciently large and negative (“limit-circle” case) at inﬁnity. Their methods imposed extra restrictions on
q. In this paper, these restrictions are removed. In addition, the case where q decays at inﬁnity is also shown to produce negative
eigenvalues, and a condition is given under which there are only a ﬁnite number of such eigenvalues.
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1. Introduction
In a recent paper [2], Brown and Reichel initiated a spectral theory for the radial p-Laplacian on (0,∞) in the two
cases where (i) the potential q(r) → ∞ as r → ∞ and (ii) q(r) = −r with >p/(p − 1). They established the
existence of a countable inﬁnity of eigenvalues in analogy with the classical case p = 2. The method developed in [2]
is a new one based on Prüfer-type transformations which involve p-generalisations of the sine and cosine functions. It
does however also involve additional growth and differentiability conditions on q in case (i), while case (ii) is more or
less conﬁned to −q being a power of r. In [2, Section 5], the question was raised whether these restrictions can be lifted.
Our purpose in this paper is to show that these restrictions can indeed be dispensed with and also to deal similarly with
the situation where q(r) → 0 as r → ∞.
As explained in [2], the eigenvalue problem arising from the spherically symmetric p-Laplacian in Rn is
−(rn−1u′(p−1))′ + rn−1q(r)u(p−1) = rn−1u(p−1) (1.1)
on (0,∞) with the boundary condition
u′(0) = 0. (1.2)
Here p> 1 and, with f as either u or u′, the power notation is
f (p−1) = |f |p−2f (1.3)
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[7, p. 175]. The potential q is continuous on [0,∞), and both u and u′(p−1) are C1[0,∞). Finally,  is said to be a
eigenvalue if u is non-trivial and
u ∈ Lp(0,∞; rn−1). (1.4)
We require the same p-generalisation Sp(r) of the sine function which was discussed in [2, Section 2.1]. Brieﬂy, Sp is
the solution of
(s′)p + sp/(p − 1) = 1
in [0, p/2] such that s(0) = 0 and s′(0) = 1, where
p = 2(p − 1)1/p/{p sin(/p)}.
Then
Sp(r) =
{
Sp(p − r), p/2rp,
−Sp(2p − r), pr2p.
Outside [0, 2p], Sp is deﬁned by 2p-periodicity. Thus Sp and S′p have the same signs as sin x and cos x in the
corresponding parts of (0, 2). Also, for all r,
|S′p|p + |Sp|p/(p − 1) = 1 (1.5)
and
(S
′(p−1)
p )
′ + S(p−1)p = 0. (1.6)
A full account of Sp is given in [5].
2. The case q → ∞
This case was discussed in [2, Section 3] using the generalised Prüfer transformation
u(p−1) = {Sp()}(p−1), (2.1)
rn−1(u′)(p−1) = {S′p()}(p−1), (2.2)
which leads to the ﬁrst-order differential equations for  and 
′ = r
n−1
p − 1 (−q + )|Sp()|
p + r(1−n)/(p−1)|S′p()|p, (2.3)
′/= {rn−1(q − ) + r(1−n)/(p−1)}{Sp()}(p−1)S′p(). (2.4)
Note however that the method of proof in [2] depends on the construction of quite intricate sub- and super-functions
for (2.3) which entail supplementary conditions on q of the type
q(r)r, q ′/q1+1/p = o(1) (r → ∞). (2.5)
Here we prove the same theorem as [2, Theorem 1] but without these conditions.
Theorem 2.1. Let q(r) → ∞ as r → ∞. Then the problem (1.1)–(1.2) has a countable number of simple eigenvalues
0 < 1 < · · · with k → ∞ as k → ∞, and no other eigenvalues. The corresponding eigenfunction uk has k simple
zeros in (0,∞).
We give the proof after the following four lemmas which are basically in [2], but we wish to make it clear that they do
not require (2.5).As in [2, Remark 7], we consider only tamed solutions(r) of (2.3), meaning that(r)=p/2+O(rn)
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or, more precisely,
(r) = p/2 +
{
1
n
(−q(0) + ) + o(1)
}
rn (2.6)
as r → 0 [1, Lemma 9], [2, Lemma 6].
Lemma 2.2. Let q(r) → ∞ as r → ∞. Then
(r) → Np (2.7)
as r → ∞, where N is a non-negative integer depending on .
Proof. Let [R,∞) be an interval in which q > . Then, as noted in [2, Lemma 10], the constant function
(r) = (M + 12 )p
is a superfunction for (2.3) in [R,∞) for a suitable integer M. Also, the zero function is a subfunction in [0,∞). Hence
0<(r)< (M + 12 )p in [R,∞), and so
L = lim sup(r), l = lim inf (r) (r → ∞)
are both ﬁnite. We have to show that L = l = Np.
We recall that, as usual with Prüfer equations such as (2.3),  cannot decrease through a value mp (m an integer)
because ′ = r(1−n)/(p − 1)> 0 at such a point. Similarly, in [R,∞), cannot increase through a value (m + 12 )p
because
′ = rn−1(−q + )< 0
at such a point. It follows that
0L − lp/2. (2.8)
If L> l, we can let r → ∞ in (2.3) through a sequence of values where ′ =0. This gives Sp(L)=Sp(l)=0. Hence,
by (2.8), we have the contradiction L = l. Thus the only possibility in (2.8) is L = l with Sp(L) = 0, proving (2.7).
For each N, there are two cases of (2.7) to consider, depending on . Since  cannot decrease through the value Np,
(2.7) means that, in a neighbourhood of ∞, either
(a)
(r)>Np (2.9)
or
(b)
(r)<Np.  (2.10)
In the next lemma, we consider case (a) and we indicate the dependence of  on both r and .
Lemma 2.3. Let 	N denote the set of values of  for which (2.7) holds with a given N, and (r, )>Np in a
neighbourhood of ∞. Then 	N is an open interval.
Proof. Let  ∈ 	N and choose R so that q >  in [R,∞) and so that Np <(R, )< (N + 12 )p. Then, for all
′ sufﬁciently close to , (R, ′) satisﬁes the same inequalities, and q > ′. Hence, as noted above, (r, ′) cannot
decrease through the value Np nor increase through the value (N + 12 )p. By Lemma 2.2, the only possibility for
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(r, ′) is that (r, ′) → Np from above. Hence ′ ∈ 	N as required. The conclusion that 	N is an interval follows
from the monotonicity of (r, ) as a function of . 
Now we move on to case (b).
Lemma 2.4. For a given N, there is at most one value of  for which (2.7) holds and(r, )<Np in a neighbourhood
of ∞.
The proof of this result is given in [2, Proposition 14] without the need (we note) for the extra conditions (2.5).
Lemma 2.5. The open interval 	0 has the form (−∞, 0).
Proof. Consider any <min q(r) (0r <∞). Then, by (2.6), (r, )< p/2 in some interval (0, r0). Further, as we
have noted already, the fact that q >  for all r means that (r, ) cannot increase through the value p/2 in (0,∞).
Thus the only possibility in (2.7) is N = 0 with (2.9) holding since always (r, )> 0 in (0,∞). 
Proof of Theorem 2.1. The intervals 	k (k = 0, 1, 2, . . .), being open and disjoint, cannot cover the whole of the
-range (−∞,∞). The complement of the intervals can only consist of isolated points, by Lemma 2.4. Thus the 	k
have the form (k−1, k) with −1 =−∞ by Lemma 2.5. We note that the solution uk corresponding to k has precisely
k zeros in (0,∞), by (2.10) with N = k + 1.
Now we show that uk is an eigenfunction, satisfying (1.4). The argument is similar to that used in [6, p. 110]. By
(2.10 ) we have (r, k)< (k + 1)p in a neighbourhood of ∞, and hence
Sp()> 0, S′p()< 0 (2.11)
when k is even. (When k is odd, these inequalities are reversed and similar reasoning to what follows is applicable.)
Recalling the deﬁnition (1.3), we deduce from (2.1), (2.2) and (2.11) that
uk > 0, u′k < 0
near ∞. Hence
uk(r) → l (0) (2.12)
as r → ∞. Next, again for r1 and r2 suitably large, integration of (1.1) gives∫ r2
r1
rn−1(q − k)up−1k dr = [rn−1u′k(p−1)]r2r1
= − [rn−1|u′k|p−1]r2r1 <rn−11 |u′k(r1)|p−1.
Then, letting r2 → ∞, we have
rn−1(q − k)up−1k ∈ L(r1,∞) (2.13)
and a fortiori |uk|p−1 ∈ L(0,∞). It follows that l = 0 in (2.12) and then, in turn, it follows from (2.13) that (1.4) holds
for uk as required.
To complete the proof of the theorem, we have to show that u does not satisfy (1.4) when  is not any of the k . In
this situation (2.9) holds and, considering for example N to be odd, we have
Sp()< 0, S′p()< 0
in place of (2.11). It then follows from (1.3), (2.1), and (2.2) that
u< 0, u′ < 0
near ∞. Hence certainly (1.4) cannot hold and therefore  is not an eigenvalue. This completes the proof of
Theorem 2.1. 
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3. The case q → 0
There is a corresponding result to Theorem 2.1 which again generalises the classical p= 2 situation when q(r) → 0
as r → ∞.
Theorem 3.1. Let q(r) → 0 as r → ∞. Then problem (1.1)–(1.2) has a ﬁnite or countably inﬁnite number of negative
eigenvalues 0 < 1 < · · ·< 0, and no other negative eigenvalues. The corresponding eigenfunction uk has k simple
zeros in (0,∞).
Proof. We are now considering < 0 and therefore, as above, we have q − > 0 in some interval [R,∞). Hence we
have the same conclusion that  cannot increase through a value (m + 12 )p. In addition, when n> 1, the second term
on the right of (2.3) is negligible compared to the ﬁrst when r → ∞, and we can therefore argue precisely as before to
prove Theorem 3.1 when n> 1. When n = 1, however, the two terms on the right of (2.3) are of comparable size, and
we have now to re-examine our use of (2.3).
Considering now n = 1, we can use (1.5) to write (2.3) as
′ = 1 − 1
p − 1 (1 + q − )|Sp()|
p
. (3.1)
As in the proof of Lemma 2.2, we can prove again that (r) → L, a ﬁnite limit, as r → ∞ and, by (3.1),
|Sp(L)| =
(
p − 1
1 − 
)1/p
. (3.2)
Then also (1.5) gives
|S′p(L)| =
( −
1 − 
)1/p
. (3.3)
There are now two possibilities, in analogy with (2.9) and (2.10).
(a)
kp <L< (k + 12 )p, (3.4)
(b)
(k + 12 )p <L< (k + 1)p. (3.5)
Here k is a non-negative integer. In case (a), Sp() and S′p() have the same sign near to ∞, in case (b) opposite signs.
Consider now the set 	k of values of  for which (3.4) holds with a given k. Then, much as in the proof of Lemma
2.3, it follows again that 	k is an open interval. We do however give a word of proof that there is a unique value of 
for which (3.5) holds.
Suppose then that there are two such values 1 and 2 with 1 < 2. By (3.1), (r, 1)<(r, 2) as usual. If, for
example, k is even in (3.5), we then have
Sp((r, 1))>Sp((r, 2))> 0
near ∞. Letting r → ∞ and using (3.2), we obtain
(p − 1)/(1 − 1)(p − 1)/(1 − 2),
giving the contradiction 12; similarly if k is odd.
The proof of Theorem 3.1 now continues to a conclusion in the same way as Theorem 2.1. 
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In the next theorem we give a condition on q which guarantees that there are only a ﬁnite number of negative
eigenvalues. This condition is a direct generalisation of a familiar non-oscillation criterion when p = 2 [4, p. 96].
Theorem 3.2. Let p>n and let
q(r) − kr−p (3.6)
in some interval [r1,∞), where
k = {(p − n)/p}p. (3.7)
Then there are only ﬁnitely many negative eigenvalues.
Proof. We continue to use the solution (r, ) of (2.3) and (2.6), and we note that, as usual, (2.3) gives
(r, )<(r, 0) (3.8)
in (0,∞) for < 0. Now consider the example
−(rn−1u′(p−1))′ − krn−1−pu(p−1) = 0 (r1r <∞) (3.9)
of (1.1) with the solution
u(r) = r1−n/p. (3.10)
The Prüfer equation (2.3) corresponding to (3.9) and (3.10) is
′ = {k/(p − 1)}rn−1−p|Sp()|p + r(1−n)/(p−1)|S′p()|p. (3.11)
The initial condition at r1 given by (2.1), (2.2) and (3.10) is
tanp (r1) := (Sp/S′p)((r1)) =
(
1 − n
p
)−1
r
(p−n)/(p−1)
1
with
0<(r1)< p/2.
Since u and u′ have no zeros in [r1,∞), we have
0<(r)< p/2 (r1r <∞). (3.12)
Now deﬁne
1 = + Mp, (3.13)
where the integer M is chosen so that
(r1) + Mp >(r1, 0).
Then 1 also satisﬁes (3.11) and, by (3.6) and (2.3), (r, 0) is a subfunction to 1 in [r1,∞). Hence
(r, 0)<1(r)< (M + 12 )p
by (3.12) and (3.13). Hence again, by (3.8),  is bounded independently of , thus precluding an inﬁnity of eigenvalues
as characterised by Theorem 3.1. 
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4. The case q → −∞
We turn now to the second main situation considered in [2] where q(r) → −∞ as r → ∞, and the question is
whether all solutions of (1.1) satisfy (1.4). In the following theorem, we answer the open question (2) in [2, Section 5]
by allowing a broader class of potentials much as in the classical p=2 case. We do this by choosing a more appropriate
Prüfer transformation than the one in [2, Section 4, (2.5) and (2.6)]. This choice is governed by the simple formula
|S′p|p − |Sp|p = (SpS′(p−1)p )′ (4.1)
which follows from (1.6) and (1.3) when the product on the right-hand side is differentiated. When p=2, (4.1) reduces
to cos2 r − sin2 r = cos 2r .
Theorem 4.1. Let q(r) → −∞ as r → ∞. Also, for some r1 > 0, let q ′ be ACloc(r1,∞) and let
q ′2/q2+1/p ∈ L(r1,∞), q ′′/q1+1/p ∈ L(r1,∞). (4.2)
Finally, let
q−(p−1)/p ∈ L(r1,∞). (4.3)
Then all solutions of (1.1) satisfy (1.4).
Proof. For any given  we work in an interval (r1,∞) where q(r)< , and we introduce the Prüfer transformation
u(p−1) = Qr
{Sp()}(p−1), (4.4)
rn−1(u′)(p−1) = Qr{S′p()}(p−1) (4.5)
in which Q =  − q (> 0) and the constants , , 
 and  are to be chosen. This is of course a generalisation of
(2.1)–(2.2), and we note that the (inefﬁcient) choice in [2, Section 4] is  = −(p − 1)/p, 
 = −(n − 1),  =  = 0.
Now (4.4) and (4.5) lead to ﬁrst-order differential equations for  and  which correspond to (2.3) and (2.4), and to
[2, (9) and (10)]. We write
A = n − 1 + 
− . (4.6)
Then, omitting the details of the calculations, we obtain
′ = Q(−)/(p−1)r−A/(p−1) + 1
p − 1 {Q
−+1rA − Q(−)/(p−1)r−A/(p−1)}|Sp|p
− 1
p − 1
{
(− )Q
′
Q
+ (
− )1
r
}
SpS
′(p−1)
p , (4.7)
′

= {Q(−)/(p−1)r−A/(p−1) − Q−+1rA}S(p−1)p S′p
−
{

p − 1 |Sp|
p + |S′p|p
}
Q′
Q
−
{


p − 1 |Sp|
p + |S′p|p
}
1
r
. (4.8)
We can now move on to our choice of , , 
 and . First, we arrange that the coefﬁcient of |Sp|p in (4.7) is zero.
Then − = (p − 1)/p and A = 0, i.e. − 
= n − 1 by (4.6) Then, in (4.8), we arrange for the appearance of (4.1)
in the coefﬁcients of Q′/Q and 1/r . Thus we require /(p − 1) = − and 
/(p − 1) = −. Hence, altogether, the
choice is
= −(p − 1)2/p2, = (p − 1)/p2, 
= −(n − 1)(p − 1)/p, = (n − 1)/p. (4.9)
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Now (4.7) and (4.8) simplify to
′ = Q1/p + F
′
F
, (4.10)
′

= −p − 1
p
F ′
F
′, (4.11)
where
F = Q1/pr(n−1)/(p−1) (4.12)
and
= SpS′(p−1)p . (4.13)
We aim to show that  is bounded as r → ∞, and we denote byL any term which is L(r1,∞) as a result of (4.2). We
also recall that, since Sp is a function of , the primes on terms involving Sp in (4.10) and (4.11) denote differentiation
with respect to . Thus, by (4.10), we can write (4.11) as
′

= −p − 1
p
Q−1/p F
′
F
′
(
′ − F
′
F

)
.
Now Sp and its derivatives are bounded [2, Lemma 5], and it then follows from (4.2), (4.12) and (4.13) that
′

= −p − 1
p
Q−1/p F
′
F
′′ +L.
Integrating over (r1, r) and integrating by parts on the right, we obtain
log = p − 1
p
∫ r
r1
(
Q−1/p F
′
F
)′
 dt + (const.) + o(1)
= (const.) + o(1) (4.14)
as r → ∞ by (4.2) again. It now follows from (4.4) and (4.9) that
|u|p−1(const.)|q|−(p−1)2/p2r−(n−1)(p−1)/p
and hence
|u|prn−1(const.)|q|−(p−1)/p.
Hence, ﬁnally, (4.3) shows that (1.4) is satisﬁed by all solutions u.
In the case p = 2, Theorem 4.1 becomes the standard limit-circle result which is obtained from the Liouville–Green
asymptotic formulae [3, Corollary 2.2.1 and Theorem 2.5.1] and the simplest example is q(r) = −rc (c > 2). With a
little more work we can also obtain the complementary “ limit-point ” result where (4.3) does not hold and 0<c2.
This situation is not covered in [2]. 
Theorem 4.2. Let (4.2) hold with, in addition, q ′0, and let
q−(p−1)/p /∈L(r1,∞). (4.15)
Then no non-trivial solutions of (1.1) satisﬁes (1.4).
Proof. From (4.4) and (4.9) we have
|u|p = p/(p−1)Q−(p−1)/pr−(n−1)|Sp|p
and hence, by (1.5) and (4.1),
rn−1|u|p = {(p − 1)/p}(p/(p−1)Q−(p−1)/p − V ),
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where
V = p/(p−1)Q−(p−1)/p′. (4.16)
By (4.14) and (4.15), the theorem will be proved if we show that ∫∞ V dr converges.
By (4.10) and (4.11), we write (4.16) as
V = d
dr
(p/(p−1)Q−1) + p/(p−1)Q′Q−2.
Now the second term on the right is L(r1,∞) because Q′(= − q ′)> 0 and  and  are bounded. Thus,
∫∞
V dr
converges as required. 
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