Abstract-In this paper, the problem of stabilizing two scalar plants across a Gaussian multiple access channel (MAC) is addressed. Both states are encoded separately and sent across a shared MAC channel to a joint decoder/controller. A necessary condition for stabilizing such a system in the mean square sense is obtained using information-theoretic tools. This condition establishes the relationship between the magnitude of the unstable eigenvalues and the capacity region of Gaussian feedback multiple-access channel. A time-division encoding scheme along with a switched linear control law is proposed to achieve a rate region that is sufficient for stabilizability. The problem is studied both under the assumption that the two encoders can cooperate by sharing information and that they cannot.
I. INTRODUCTION
The stabilizability of networked control systems has attracted much attention. Much work has considered systems whose components (plant, controller, sensor and actuator) are connected using point-to-point channels. The stabilizability of such systems is influenced by communication constraints such as packet drops, channel delay, limited data rate, and so on. Particularly relevant to this paper is the stream of work that has considered stabilization across additional white Gaussian noise (AWGN) channels. For such channels, a tight data rate bound has been obtained for stabilizability in the mean square sense [2] , [3] . This bound relates the eigenvalues of the open loop plant to the minimal signalto-noise ratio of the AWGN channel that is required for stabilizability. In [4] , a necessary condition on the Shannon capacity of the AWGN channel needed to achieve almost sure asymptotic stability was presented. Sufficient conditions for stability over Gaussian product channel [5] , Gaussian relay channel [6] , Gaussian MAC and broadcast channel [7] have also been presented.
In this paper, we consider the case when two processes need to be controlled across a shared Gaussian multiple access (MAC) channel. A MAC channel has two encoders, but the channel output is the sum of two channel inputs and an additive white Gaussian noise. While distributed control has been considered for some channel models [8] , [9] , [10] , typically these works assume the communication network to be a collection of point to point channels. There is much less work available for control across MAC channels, in which transmission from one source interferes with the transmission from another source. While one obvious possibility is to perform some scheduling for the two sources, it is known that such a strategy leads to rate loss [11] . We are aware of only one work that considers control across a MAC channel. In [7] , the authors proved that a specific point in the plane defined by the rates at which the two encoders transmit is sufficient for stabilizability.
In this paper, we characterize more fully the rate region for the MAC channel required for stabilizability of the two plants. We consider two cases: one in which the two encoders can cooperate by exchanging information and another in which no information is exchanged between the encoders. We provide necessary and sufficient conditions for stabilizability that provide inner and outer bounds on the rate region required for stabilizability. In particular, for the case with information exchange, the two bounds coincide. On the other hand, if no information is being exchanged, there is still a gap between the two bounds 1 . As was pointed out in [12] , the Shannon capacity of a communication channel may not be sufficient to characterize the rate required to stabilize a control system across it. Rather, the notion of anytime capacity, which is in general less than the Shannon capacity, is needed. For control across a point to point AWGN channel, the two capacities are equal and the Shannon capacity characterization of the AWGN channel suffices to provide necessary and sufficient conditions for stabilizability. For the case when the encoders exchange information, our results, thus, indicate that the anytime capacity region of the MAC channel is indeed the same as the Shannon capacity region. For the case without information exchange, we obtain necessary conditions by considering the Shannon capacity region. However, the fact that there is a gap between the necessary and sufficient conditions leads to the conjecture that anytime capacity in this setting may not be the same as the Shannon capacity.
The rest of the paper is organized as follows. Section II formulates the problem and presents the main results. Section III provides the proofs for the case when there is no information exchange between the encoders. Section IV proves the results under the assumption that the encoders exchange information. Section V concludes the paper.
II. PROBLEM STATEMENT AND MAIN RESULTS
Consider two scalar plants, with state equations given by
where x i,t ∈ R is the state of the i-th plant at time t and u i,t ∈ R is the corresponding control input. The eigenvalues Figure 1 , the state of each plant is encoded and transmitted across a shared MAC channel. In particular, we assume that the state value x i,t is observed at each step t. This state value is encoded into the value X i,t = f i (t, x i,t ) and transmitted. We consider an average power constraint of the form lim sup T →∞
The channel output is given by
with zero mean white Gaussian noise Z t ∼ N (0, N ) that is independent of the other random variables in the system. This output is observed by the two decoders. Since the decoders and the controllers are collocated, they can be considered to be effectively a single decoder or controller. The controller computes two control inputs
The control input u i,t , i = 1, 2 is transmitted and applied to plant i. For such a system, we define stability as follows.
Definition 1: (Mean Square Stability) The system (1) is stable in the mean-square sense if and only if
If there exist design parameters f i (·), g i (·), for i = 1, 2 such that the above equation holds, the system is said to be stabilizable. For this set-up, we consider two cases. In the first case, called no information exchange, the encoders design functions of the form X i,t = f i (t, x i,t ) as explained above. The transmission from each plant is a function only of its own data. In the second case, called information exchange case, the encoders design functions are assumed to be of the form X i,t = f i (t, x 1,t , x 2,t ). In other words, the encoders can exchange the information that they have access to and jointly encode the two state values.
The following are the main results of the paper. For the no information exchange case, we have the following characterization of the stability region.
Theorem 1: (No information exchange)
Consider the problem formulated above for the no information exchange case. If the system (1) is stabilizable in the mean square sense through any choice of the design parameter f i (·), g(·), the following inequalities must be satisfied,
for some ρ such that 0 ≤ ρ ≤ 1.
Under the same no information exchange assumption, the system (1) is stabilizable in the mean square sense if
for M ≥ 1, M ∈ N, where the parameter ρ ′ is a root of the equation
.
Proof: See Section III. Remark 1: Ozarow [11] proved that for the Gaussian MAC channel with no information exchange between the encoders, the achievable rate region is given by
If we use the data rate theorem [13] that implies that a system of the form (1) can be stabilized only if data is transmitted at a rate R to the controllers such that R > log λ, then the region (6) can be interpreted as an extension of the necessity of the data rate theorem to the MAC setting. Since there is a gap between the sufficient condition in (5) and the necessity condition in (4), the sufficiency of the data rate theorem may not extend in a similar manner. Remark 2: The condition in [3] includes in particular the point proved to be sufficient for stability in [7] . This is the only point for which the regions described by (5) and (6) intersect and is given for the value ρ = ρ * , where ρ = ρ * is the solution of the nonlinear equation
This point is obtained if we set M = 1 in (5).
On the other hand, for the case when information exchange is allowed between encoders, we have the following result. Theorem 2: (Information exchange allowed ) Consider the problem formulated above, for the case when information exchange is allowed between the two encoders. The system (1) is stabilizable in the mean squared sense if and only if log |λ 1 | + log |λ 2 | ≤ 1 2 log 1 +
(7) Proof: See Section IV. Remark 3: The region described by (7) coincides with the region described by (4) for ρ = 1 (see Figure 2) . It is intuitive that this region is bigger in general than the region described by (4).
III. PROOF OF STABILIZABILITY CONDITION WITH NO INFORMATION EXCHANGE
In this section, we prove Theorem 1. We begin by proving the necessity of (4) for stabilizability of system (1). The proof is information theoretic and an extension of the proof given for point to point channels in [2] .
Lemma 1 (Lemma 3.2, [8] ): For continuous random sequence {x t } ∞ t=0 , x t ∈ R that converges to 0 in the mean square sense, lim t→∞ Ex
Definition 2: Define the average rate of information transmitted for stabilizing the plant i as R i,t , for i = 1, 2 and every t > 0,
where u t i represents {u i,0 , u i,1 , . . . , u i,t }. Lemma 2: For the problem formulation stated in section II, if the system (1) is mean-square stable, the following inequality holds,
for t large enough. Proof: Consider the differential entropy of x 1,t conditioned on x 2,0 .
where the inequality (a) holds because conditioning does not increase the entropy, the equality (b) holds because the property of differential entropy that h(Ax) = log |A| + h(x), and (c) holds because
and the entropy is conditioned on u 1,t . Adding h(x 1,0 |x 2,0 ) to both sides of the inequality (11) and rearranging the terms, we obtain
Divided by t on both sides, (12) can be written as
Since the system (1) 
for t large enough ( when t > T 1 ). Thus, we obtain
By symmetry, we can see that there also exits a number T 2 > 0 large enough, such that
Select t > max{T 1 , T 2 }, so that both inequalities (14) and (15) hold simultaneously. Now, we consider the state vector
T of the system (1). Denote the initial condition as x 0 = [x 1,0 x 2,0 ] T , and the input u t = [u 1,t u 2,t ] T . Definition 3: Define the average rate for the state vector at t as
where u t represents {u 0 , u 1 , . . . , u t }. Lemma 3: For the problem formulation stated in section II, if the system (1) is mean-square stable, the following inequality holds,
for t large enough.
Proof: Define A = λ 1 0 0 λ 2 . The entropy of x t satisfies the following inequality,
Thus, the following inequality holds.
which can be written as
The system is assumed to be stabilized in the mean square sense, i.e. lim t→∞ x 2 i,t = 0 for i = 1, 2. By Lemma 1 and the fact that h(x t ) ≤ h(x 1,t ) + h(x 2,t ), there exists an M 12 > 0, such that for t > T 12 (T 12 is a positive integer), h(x t ) < −M 12 and h(x 0 ) − h(x t ) ≥ h(x 0 ) + M 12 ≥ 0. From (19) and with large enough t, the following inequality holds.
for t large enough (t > T 12 ). Lemma 4: When t is large enough,
where P 1 and P 2 are power constraint of the channel input as mentioned in section II. ρ = 1 t t k=1 µ k /σ 1,k σ 2,k , which is the average correlation coefficient of X 1,k and X 2,k .
The proof is based on Ozarow's proof on the converse of the Gaussian feedback MAC channel capacity [11] . Due to the space limitations, the proof is omitted. Now, we can proceed to prove the necessary condition in Theorem 1.
Proof: [Proof of the necessary condition of Theorem 1] Combining Lemma 2, 3 and Lemma 4, we can prove the necessary condition (4).
While one may conjecture that the region described by (4) is also sufficient for stabilizing system (1), proving this is not easy. In [11] , the other points in (4) besides the point with ρ = ρ * are shown to be achievable by allowing one transmitter to send two independent messages m is sent directly using a block code, with symbols drawn i.i.d. from a zero mean Gaussian distribution with variance αP 1 , 0 < α < 1. By using successive decoding, m (2) 1 can be decoded at a higher signal-to-noise ratio. Thus, the correlation coefficient ρ can be varied by adjusting the power allocated to m and m (2) 1 , and the other points in the region (6) can be achieved. In a control scenario, however, such a successive decoding scheme may not be used since block codes are known to be insufficient for stabilizing an unknown plant [12] .
Here, a periodic control algorithm and a time-division communication scheme are proposed to achieve more points besides the point with ρ = ρ * as in [7] . The entire rate region described by (4) cannot be shown to be sufficient for stability. This algorithm is used to prove the sufficient condition stated in Theorem 1.
Proof: [Proof of the Sufficient Condition in Theorem 1]
Although the initial condition x i,0 , i = 1, 2 is arbitrarily distributed, the states can be whitened to be Gaussian by first two steps by using the method in [7] . For notational ease, we assume the system starts at the third step. The control-communication scheme operates in a period of M steps. In the kM -th step, both transmitters transmit an input according to Ozarow's scheme [7] [11] . The channel inputs and output are
where
is the correlation coefficient of the two channel inputs. The function sgn is the signum function with sgn(ρ) = 1 for ρ non-negative and sgn(ρ) = −1 for ρ negative. At the decoder, the MMSE estimates of x i,KM can be obtained by computing the following quantities.
The estimates are used as control feedback. We choose a minimum variance control law u i,t = −λ ixi,t , for any t ≥ 0. Under this control law, the state variance evolves as
At the first step of each period, i.e., t = kM , by (22) and (23), the state variances are obtained as
At the next M − 1 steps in the same period, t ∈ [kM + 1, (k + 1)M − 1], transmitter 1 sends information about state x 1 and transmitter 2 keeps silent, i.e.
During t ∈ [kM + 1, (k + 1)M − 1], the variances evolve as
By considering the two cases above, the state variances evolve over a period as
Now, let us consider the evolution of ρ kM , the correlation coefficient of x 1,kM and x 2,kM . During [kM +1, (k +1)M ],
The correlation Ex 1,kM +1 x 2,kM +1 is shown to be [7] 
Then we obtain the evolution of ρ over a period as
By (27), the evolution of ρ kM can be further written as
Let ρ (k+1)M = ρ kM . By taking square of both sides of (28) and then subtracting 1, we obtain
If M = 1, ρ kM converges to (−1) k ρ * , where ρ * is the parameter mentioned in Remark 2. Setting m > 1, ρ kM converges to (−1) k ρ ′ , with |ρ ′ | < |ρ * |. From (27), with k large enough, α 1,kM evolves as The sufficient condition for α 1,kM → 0 as k → ∞ is obtained,
Similarly, using (27)(29), we obtain
Thus, α 2,kM → 0 as k → ∞ if the following condition holds.
By taking log to both sides of (30)(31), a sufficient region for log |λ i |, i = 1, 2 is obtained,
the following relationship holds,
Thus, by choosing different values for M , we are able to obtain a series of points lying outside the region with ρ = ρ * . These points lie on the down-right to the point achieved in [7] in Figure 2 . By symmetry, if we switch the role of transmitter 1 and 2 in the scheme, points lying on the upper-left can also be achieved. The points achieved with this time division method are plotted in Figure 2 , with different values of M . We can see that these points lie between Ozarow's capacity bound (6) and the achievable region in [7] . 
Then the channel output is
At the time step when x i,t is transmitted, the decoder computes the MMSE estimate. We also apply the minimum variance control law. Using (23), the variance of x i,t+1 is
When the other state is transmitted, Under this periodic control law, the sufficient condition of the mean square stability is
This leads to the condition below.
log |λ 1 | < 1 2 m M log 1 + P 1 + P 2 + 2 √ P 1 P 2 N , log |λ 2 | < 1 2 M − m M log 1 + P 1 + P 2 + 2 √ P 1 P 2 N .
Adjusting the value m and M , all of the points on the cooperative bound line can be achieved. Therefore, we proved that the condition (4) in Theorem 2 is also sufficient. Next, we prove that the condition (4) is also necessary. Notice that in dealing with sum rate bound of log |λ 1 | + log |λ 2 | in the necessity proof of Theorem 1, there is no dependence on the information exchange assumption, i.e. there is no requirement on the exact form of encoding function f i and feedback control law. So Lemma 3 and the third inequality in (21) still hold in this case. Combining them, we obtain log |λ 1 | + log |λ 2 | ≤ 1 2 log 1 + P1+P2+2ρ √ P1P2 N , which is the third inequality in (4). Since 0 ≤ ρ ≤ 1 , the following naturally holds log |λ 1 | + log |λ 2 | < 1 + P 1 + P 2 + 2 √ P 1 P 2 N , which completes the proof.
V. CONCLUSIONS
In this paper, we consider the problem of stabilizing two linear scalar plants over a Gaussian multiple access channel. A necessary condition is obtained, with a region for logarithms of eigenvalues that coincides with the capacity region of Gaussian multiple access feedback channel. For the sufficiency, we achieve new points in the capacity region by using time switching algorithms. Furthermore, under the assumption that two transmitters can exchange information with each other, a tight data rate bound for stabilizability is obtained.
