A classical field approximation to the finite temperature microcanonical thermodynamics of weakly interacting Bose gases is applied to the idealized case of atoms confined in a box with periodic boundary conditions. The whole isolated system is described by a set of classical amplitudes. We show that if the system is in equilibrium the classical amplitudes follow the equipartition theorem which allows us to assign a unique temperature to each given energy state. We also analyse the spectral properties of classical amplitudes and obtain nonperturbative results for the chemical potential as well as temperaturedependent Bogoliubov frequencies and their damping rates. Where available, we make comparison with the analytical estimates of these quantities.
Introduction
Since the achievement of Bose-Einstein condensation in dilute atomic gases [1] , there has been remarkable experimental activity in this area of physics. Quantum properties of the weakly interacting Bose gas are studied both close to and away from thermal equilibrium. While in most cases experiments are performed with as cold a gas sample as possible, some experiments test the dependence of these properties on temperature. The central role in theoretical studies of this system is played by the collective excitations. At and near zero temperatures these collective excitations are described very well by the Bogoliubov approximation. Much less is known about the collective excitations at higher temperatures.
More generally, quantum theory of weakly interacting Bose gas at finite temperatures is still a challenge. To answer this challenge most researchers describe the system as consisting of two different, mutually interacting components: the condensate and the thermal cloud [2] . In this way significant progress has been achieved in explaining experimental observations such as temperature shifts and damping rates of various oscillation modes of the two-component system [3] . The two-component approaches, although successful, are unsatisfying in their underlying assumptions. The splitting of the gas at nonzero temperature into the condensate and the thermal cloud should be the result of the Bose statistics and of interactions.
In a series of papers several groups formulated the so-called classical field approximation [4] [5] [6] [7] [8] [9] [10] . Within this formulation there are, however, two slightly different approaches. The group of ENS [10] developed the so-called truncated Wigner method for Bose condensed gases. The main idea is to describe the total system by a classical field obeying the Gross-Pitaevskii equation. The classical field, except for a condensate component, also contains a stochastic part representing a thermal cloud. Mean values of observables are calculated as averages over an ensemble of classical fields which are chosen according to the Wigner quasi-distribution function of the initial thermal equilibrium density operator of the gas. This approach corresponds to the canonical description of a system where temperature and not energy is a control parameter.
The approach that we use has been formulated in [5, 6] and corresponds to the closed system description. This approximation, drawing from quantum optics, consists of replacing the quantum mechanical operators of highly occupied modes of the Bose field with complex c-number amplitudes. The idea of replacing the annihilation (creation) operators by c-number amplitudes is a straightforward generalization of the Bogoliubov hypothesis to a case when a large number of modes is macroscopically occupied. This approximation, similar to the Bogoliubov one, is not rigorously justified. It is rather based on analogy drawn from electrodynamics where intense electromagnetic fields are commonly described by classical time-dependent amplitudes. It is the aim of this paper to show that the classical field method can be satisfactorily used for description of a Bose system in a wide range of temperatures ranging from zero to the critical one.
The present status of understanding of the classical field approach can be summarized as follows:
1. Modes whose occupation is much larger than 1 can be described by c-number amplitudes.
This statement is not very precise and ought to be quantitatively specified. All quantitative predictions can be made only if one introduces a well-defined cut-off of high-momentum modes. 2. After some transient time, the system reaches a state of equilibrium characterized by the total energy, the number of particles and the interaction strength but not by a particular choice of the initial condition. Equilibrium state is reached not because of coupling to an external reservoir but as a result of internal interactions. 3. The particle number enters dynamical equations through the sum of squared amplitudes of classical modes. Inevitably it depends on the number of classical fields. Therefore, for each choice of physical parameters one has to choose the correct number of classical low-momentum modes, i.e. to introduce a high-momentum cut-off. Only then can the total number of particles described by classical fields and the temperature of the system be uniquely determined. In [8] the cut-off momentum is kept constant for all energies, which does not allow the authors to determine the number of particles as well as the absolute temperature. 4. The whole system is described by a single wavefunction (classical field). In the equilibrium this wavefunction fluctuates strongly both in space and in time. The finite time detection process averages over this rapid time variations. The single-particle density matrix averaged over observation time has a single dominant eigenvalue (even close to a critical point) related to the occupation of a condensate mode. The corresponding eigenvector is the condensate wavefunction. All other eigenvalues-relative occupations of excited modes-are smaller by orders of magnitude, although corresponding modes still have macroscopic occupation.
Our goal in this paper is twofold. Firstly, we want to show that the equilibrium state is a thermal one. Relating energy of the system to an absolute temperature is a very important and difficult issue of classical field formalism. This difficulty is not present in the canonical formulation of [10] . Second, we want to analyse the spectrum and damping rates of excitations of the system in a wide range of temperatures and interaction strength. We want to test the predictions of classical field approach against the standard Bogoliubov results and Landau damping formula valid at temperatures approaching zero. Our aim is to show that the classical field method not only reproduces well-known results but also has a potential allowing for exploration of a regime of parameters not yet accessible to theoretical studies. We believe that the results presented in this paper provide strong arguments for the usefulness of the classical field approach.
This paper is organized as follows: in section 2, for the sake of completeness, we briefly describe the classical field approximation. In section 3, we analyse the dynamical equations of the approximation from the point of view of underlying spectra. In section 4, the numerical results are discussed to support the analysis of section 3. In particular we show that the Bogoliubov energies at high temperature follow the gapless formula derived in [11] . We also analyse the thermal damping rates of the modes. We find that they are proportional to momenta for the phonon excitations. The dependence of damping rates of particle-like modes on momentum is more complex, showing the existence of bending points. We present some concluding remarks in section 5.
Classical field approximation
We consider N identical atoms subject to Bose-Einstein statistics, confined to a cubic box of volume V , with their atomic wavefunctions satisfying periodic boundary conditions. The atoms interact via contact potential characterized by the scattering length a s . We use the method of second quantization. Our dynamical variable is a bosonic field operatorˆ (r, t) that destroys a particle at position r and obeys standard bosonic commutation [ˆ (r, t),ˆ † (r , t)] = δ(r−r ) relations. The Hamiltonian of the system reads
The Heisenberg equation of motion for the field operator follows:
We do not know how to solve this nonlinear operator equation. However, a natural simplification is possible for the degrees of freedom (modes) of the field, which are occupied by a large number of atoms. Just like the corresponding highly occupied modes of an electromagnetic field, they can be described by c-number complex amplitudes rather than by their creation and annihilation operators. On the other hand, the modes that are sparsely populated and require full quantum treatment may be neglected in the crudest approximation. The symmetry of the box with periodic boundary condition determines a natural set of modes for the thermal equilibrium states of atoms. The natural modes are simply the plane waves, with quantized momentum p = 2πh(n 1 , n 2 , n 3 )/L (n i being an integer). Therefore, the field operator can be expanded in these modes:
Substituting expansion (3) into (2) we get a set of nonlinear equations for the creation and annihilation operators of the plane wave modes:
where the coupling g is equal to
At this point we identify the set of highly occupied modes. By definition these are all long wavelength degrees of freedom up to a maximal cut-off momentum p max . For these modes we replace the operators with complex amplitudes:
in such a way that the square of the modulus of the amplitude gives the fraction of atoms in a given mode. The above replacement is a direct generalization of the Bogoliubov hypothesis.
Confining our attention to the highly occupied modes we are reducing the dynamical equations to the set of nonlinear differential equations for the amplitudes:
which may be solved numerically. Note that summation over momenta is truncated at |q 1 | = |q 2 | = p max , where p max is the value of momentum of the highest mode in which occupation is still macroscopic. In numerical implementation of the method the value of p max has to be determined self-consistently. Equation (7) is a momentum representation of the standard Gross-Pitaevskii equation. For numerical purposes it is convenient to switch to position representation which corresponds to the c-number version of the operator (2) on a rectangular grid with the grid spacing defined by a cut-off momentum x = π/p max . In the classical field method, a finite grid version of the Gross-Pitaevskii equation describes a total system-the Bose-Einstein condensate and a thermal cloud.
This interpretation is shared by other groups which apply the classical field method for microcanonical description of a cold Bose system [6] [7] [8] . In a recent paper [8] the value of the cut-off momentum has been chosen arbitrarily. It means that only a fraction of all macroscopically occupied modes is taken into account, therefore in such a treatment there is no simple method of determination of a number of particles in the whole system. Note that our version of the classical field method (in contrast to [10] ) is a direct realization of the microcanonical ensemble. The control parameters are the number of particles N and the total energy E. This is unlike in the canonical ensemble, where the control parameters are still the number of atoms and instead of the energy we have temperature T.
We think that the microcanonical approach is closer to experimental reality since in the experiment there is no external heat reservoir determining the temperature. Nothing is as cold as the atomic condensate. Strictly speaking, we do not have an ensemble at all. We follow the dynamics of a single copy of our mesoscopic system. To invoke the ensemble, some form of ergodicity would be needed. However, even if ergodicity is hard to check, the dynamics of a single system is what is available in the laboratory, so, in our opinion, the method described here closely matches experimental reality. Keeping this in mind, however, there arises a legitimate question. What, if any, is the temperature of our system? Following [7] we are going to use equipartition of energy between the modes to define temperature. Ambiguity of the cut-off value, mentioned above, makes absolute determination of temperature in the classical field method difficult. The authors of [8] calculate scaled temperature T /N rather than T.
We treat the problem of a cut-off momentum differently. In the present approach a number of classical modes, or equivalently the cut-off momentum, is an important physical parameter. We determine its value by requiring that an occupation of the cut-off momentum mode is equal to 1. This is a kind of compromise as the validity of approximation is limited to modes with occupation large compared to 1, but on the other hand we want to describe the whole system. Such a choice of the cut-off momentum ensures that the total occupation of modes with momenta not included in our computations is only a few per cent even close to critical temperature. Moreover, we are able to determine the absolute (not scaled) value of the temperature of the system.
The most important finding is [5, 6] that almost any initial condition of a given number of atoms and given energy, after the transient thermalization period, leads to a steady state that does not depend on the particular choice of initial conditions. In this way we are able to produce a numerical version of a fluctuating, weakly interacting Bose gas in the quantum degenerate region. Of course, at temperatures close to the critical one there are many highly occupied modes of the Bose field. All authors using the classical field approximation identify the zero momentum component of the wavefunction with the condensate and all other components as a part of the thermal cloud. In a recent paper [9] we have investigated this problem and come to the conclusion that the coarse graining due to the finite resolution of the realistic measurement, both in time and in space, reduces the pure state described by a single wavefunction of the method to a mixed state in which there is no coherence between various momentum components of the field. Only with this interpretation may the perfectly isolated system of a microcanonical approach be viewed in quantum mechanics as a mixed state. In the following sections, we are going to spectrally analyse the long time solutions of equations (7) to generalize the celebrated Bogoliubov approximation to higher temperatures.
Excitation spectrum: approximate treatment
In this section we present an approximate analytical treatment of dynamical equations of the classical field method. Under the assumption of a steady-state evolution we discover some constants of motion that allow us to linearize the equations and find an excitation spectrum of the system. We shall show that the Hamiltonian can be approximately diagonalized and its eigenmodes are superpositions of k and −k waves. This way we discover that the famous Bogoliubov quasiparticles and characteristic Bogoliubov spectrum are embedded into the classical field approach.
The equations for complex amplitudes originating from the many-body Hamiltonian are given by (7) and in particular units of length (the size of the box L) and time (mL 2 /h) arė
The set of nonlinear equations (8) has two constants of motion. The first is the total energy of the system, E = N k (k 2 /2)n k + (gN/2) k,l,m α * k α * l α m α k+l−m , and the second is the number of particles N = k n k , where n k = α * k α k . As we have already mentioned, the system reaches thermal equilibrium [5] after some transient time, which depends on constants of motion only. In this state, a condensate occupation undergoes small fluctuations around a well-defined mean value. Neglecting these small fluctuations we assume that n 0 = α * 0 α 0 is constant. The value of n 0 depends on the energy of the system and is close to 1 for small energies and decreases with increasing energy.
By rearranging terms in equation (8), we obtain the following equation for the amplitude of the condensate (p = 0) mode:
where
plays the role of an external force. Equations (9) and its complex conjugate describe a pair of coupled harmonic oscillators driven by external forces. The coupling term, k =0 α k α −k , is an anomalous density. In general, time dependence of both the anomalous density and driving force can be very complicated. However, in a steady state both these quantities simply oscillate in time:
where µ plays the role of chemical potential (as can be seen later), φ is the constant phase while δ and κ are (real) constants of motion depending on the energy and number of particles only.
To support the assumed ansatz in figure 1 we show the Fourier transforms of the anomalous density and the driving force for three different values of the total energy. Indeed, independent of the energy, the Fourier transform of the anomalous density is sharply peaked at a frequency which is larger by a factor of 2 than the frequency corresponding to a peak in the spectrum of the driving force. This is a striking result which is hard to guess when looking into the very erratic dynamics of each single mode separately. Because of equations (11) and (12), the equation for condensate amplitude has a simple solution:
which is consistent with our assumption that condensate population n 0 does not depend on time. Evidently, µ plays the role of a single-particle energy in a condensate phase. Equation (9) also gives the relation between chemical potential µ and other parameters introduced above:
We checked numerically that the anomalous density δ is small at low energies and also close to the critical energy, having a maximum in between. The parameter κ is very small at low energies but it increases continuously and gives a significant correction to the chemical potential at large energies. Our result can be compared to that obtained from the two-gas model µ = gN(2 − n 0 ). Only at very small energies does this model predict the value of the chemical potential correctly.
In figure 2 we present the chemical potential as a function of the interaction strength g at fixed condensate fraction n 0 = 0.55 (temperature) and fixed effective coupling gN = 731.5. According to the two-gas model the chemical potential should be constant in such a case and its value, for the chosen parameters, is µ = 1060. This value is indicated in figure 2 by the horizontal dashed line. Our results show that chemical potential depends on the interaction strength not only through the product gN. We expect that the two-gas model result can be reached in the limit of g → 0; however, calculation in this regime is a demanding task. In the inset we show chemical potential versus condensate population for fixed values of particle number N and interaction strength g. The difference between the two-gas model prediction and our result increases with temperature. Now, we rearrange terms in the dynamical equation (8) for amplitudes of excited modes to get the following expression:
is a driving force of the α p mode. Guided by previous experience, we expect that the driving force f p becomes important at larger energies. However, its time dependence is not as simple as that of f 0 . In the first approach we omit this force in our analytical treatment. We are well aware that in doing this we lose a very important contribution to the dynamics, nevertheless even this oversimplified analysis gives an interesting physical insight. After all the above simplification we get the set of coupled equations for amplitudes of α p and α * −p modes. They describe excitation of the system by creation of a correlated pair of particles with momentum p and a hole in the condensate with opposite momentum. The solution of this set reminds us of the famous Bogoliubov transformation:
where amplitudes β p and β * −p are constants, and p is the temperature-dependent Bogoliubov frequency:
and ω p is
The amplitude of the α p mode is a superposition of two components: one oscillating with frequency µ + p and the second with frequency µ − p . Excitations are Bogoliubov quasiparticles. We see that this well-known fact is reproduced by the classical field method and is also valid at higher temperatures and for large interaction strength (in fact it is valid up to a critical temperature which we will show in the following section). At low momenta both frequency components of the amplitude α p are comparable while at high momenta the amplitude of the negative frequency component vanishes. Equation (18) predicts a gap, i.e. the energy of excitation does not become zero with the momentum p. This result violates the Hugenholtz-Pines [13] theorem which shows that the excitation spectrum is gapless. The reason is that in our analysis we have neglected the term f p . Inclusion of this term gives the correct gapless spectrum and allows for the determination of Landau damping rates of excitations.
Excitation spectrum: numerical results
In this section we show the results obtained from the numerical solution of the dynamical equations (8) and compare them with approximate analytical solutions. We focus on the thermodynamics of a uniform weakly interacting Bose gas in equilibrium. Knowing the spectrum of the elementary excitations (quasiparticles) as well as their populations we deliver a scheme which assigns the temperature to the system. After that most of the thermodynamic properties of the system can be derived, for example, the condensate occupation as a function of temperature. On the other hand, the width of the quasiparticle spectrum originating from the finite lifetime of the elementary excitations allows one to investigate dissipative processes in the system. As we have already mentioned in section 2, instead of solving equations (8) , it is more convenient to transform them to the position representation which leads us to the finite-grid version of the time-dependent Gross-Pitaevskii equation for a system of particles in a box with periodic boundary conditions. The equation is written as
This equation has to be solved on a rectangular grid and the grid spacing x determines the value of the cut-off momentum p max = π/ x. The initial wavefunction is generated from the ground-state solution by its random disturbance followed by normalization. The strength of the disturbance determines the total energy per particle. Both the energy and the number of particles are preserved during the evolution of the Gross-Pitaevskii equation and the system reaches the same stationary state independent of the choice of the initial wavefunction provided that the energy and the number of particles are kept constant. We propagate the high energy solution of the Gross-Pitaevskii equation and, at each time step, do the decomposition into plane waves by using the Fourier transform technique in spatial domain. In such a way we gain the time dependence of natural modes. Their spectrum (Fourier transform with respect to time) is plotted in figures 3 and 4 in the case of low and high temperatures, respectively, for modes (0, 0, 1) and (3, 3, 3) . Typically, two groups of frequencies are visible in the spectrum and the separation between them increases with the mode energy. Moreover, increasing the energy of the mode leads to the suppression of the lower frequency group. Another important property is that the width of each group gets broader when the temperature of the system increases.
The mean frequency of each group of frequencies is well described by the gapless Bogoliubov-like formula:
where n 0 is the condensate fraction. This simple generalization of the Bogoliubov formula is known as the Popov approximation [11] . The excellent agreement between the Bogoliubovlike expression (21) and the numerical spectrum manifests itself in figure 5 , where we plot the quasiparticle energies for various temperatures (condensate populations) and interaction strengths. Numerical points (marked by boxes, circles and triangles) are calculated as the mean frequency values (with respect to µ) corresponding to higher frequency groups, whereas the solid lines are due to (21).
Approximate analytical solutions show that amplitudes α p and α * −p oscillate with two frequencies. By taking appropriate linear combination of these amplitudes, one can find normal modes of the system, i.e. modes oscillating with only one frequency. This transformation is just the transformation to Bogoliubov quasiparticle amplitudes. They can be regarded as elementary excitations of the system. The centre of the higher frequency group defines the energy of quasiparticle while the width of this group is related to its lifetime. By integrating over the quasiparticle spectrum, one can get the occupation of the quasiparticle mode. In the phonon range the occupation of the quasiparticle must be obtained with the help of the Bogoliubov transformation. Having energies of elementary excitations and their populations we can assign the temperature to the system [7] . Since the modes are macroscopically occupied we expect that the equipartition relation is fulfilled, i.e. Nn p ( p − µ) = k B T for each mode. This is shown in figure 6 where we plot the energy of quasiparticles as a function of inverted population. Due to the equipartition relation this dependence should be linear and the slope of the line is just the temperature of the system. Finally, in figure 7 we plot the condensate occupation for various temperatures for the system built of N = 235 000 atoms. The dashed line in figure 7 shows the population of an ideal condensate of the same density. Although we cannot precisely determine the value of critical temperature of a finite size interacting gas, figure 7 clearly shows that the shift of the critical temperature is positive. Finally, we would like to discuss the damping of the quasiparticle modes. There exists an analytical result for the decay rates of elementary excitations in a uniform Bose gas. At high temperatures (k B T gN/V ) Landau processes dominate and the decay rate for the phonon-like part of the spectrum follows the formula [14] γ p = 3π 3/2 2
Since phonon energies depend linearly on the momentum, so do the decay rates. The ratio γ p /p is a function of temperature given by ∼ √ n 0 T , where n 0 is the condensate fraction.
In figure 8 we compare numerical results with the analytical expression (22). In order to determine the damping rates we average the spectrum of phonon-like modes over the angles in the momentum space and fit to the Lorentzian curve. The FWHM of the Lorentzian fit is just the damping rate. We see that both approaches agree quite well except for the first two points. These points correspond to very low temperatures (approximately 2000 and 4000 in units ofh 2 /(mL 2 )) and certainly the condition of the validity of the analytical formula (22) is not fulfilled in this case since gN/V is as high as 731.5. However, in our method we can go beyond phonon-like excitations and find the decay rates for the particle-like part of the spectrum. In figure 9 we plot the damping rates for all momenta in the case of higher temperature. The solid line follows the analytical expression (22). The numerical results and formula (22) agree only for small momenta as should be expected (see figure 8 ). The damping rates of particle-like excitations show nonlinear dependence on the momentum.
Conclusions
We have applied the classical field approach to the weakly interacting Bose gas in a box with periodic boundary conditions. By Fourier transform we analyse the frequency dependence of amplitudes of eigenmodes of the system. We observe that the zero-momentum component of the field oscillates with a single frequency which is identified as a chemical potential. We have obtained nonperturbative results for the chemical potential. For the physically relevant parameters it differs strongly from the simple two-gas formula. All other modes have much more complicated time evolution. Their spectra consist of two groups of frequencies displaced symmetrically with respect to chemical potential. The centre of gravity of each group of frequencies agrees perfectly with a simple formula known as the Popov formula [11] . The low-momenta excitations have a phonon-like dispersion while for high momenta components the dispersion is of the particle kind. Knowing the excitation spectrum of quasiparticles we are able to also find their populations and can test the equipartition of the energy between the modes and then determine the temperature. The width of the spectrum is identified as the damping rate of quasiparticles. We observe that our nonperturbative results agree reasonably well with the analytical estimates for the phonon damping rates for high temperatures.
