Abstract | This paper studies approximations for a class of nonlinear lters known as Volterra lters. Although the Volterra lter provides a relatively simple and general representation for nonlinear ltering, often it is highly over-parameterized. Due to the large number of parameters, the utility of the Volterra lter is limited. The over-parameterization problem is addressed in this paper using a tensor product basis approximation (TPBA). In many cases a Volterra lter may be well approximated using the TPBA with far fewer parameters. Hence, the TPBA o ers considerable advantages over the original Volterra lter in terms of both implementation and estimation complexity. Furthermore, the TPBA provides useful insight into the lter response. This paper studies the crucial issue of choosing the approximation basis. Several methods for designing an appropriate approximation basis and error bounds on the resulting mean-square output approximation error are derived. Certain methods are shown to be nearly optimal.
Let fX j g m j=1 be real-valued random variables. The output of an nth order homogeneous Volterra lter applied to fX j g m j=1 is a random variable Y = m X k 1 ;:::;kn=1 h(k 1 ; : : :; k n )X k 1 X kn ; (1) where h, referred to as an nth order Volterra kernel, is deterministic and is real-valued. If E X 2n j ] < 1; j = 1; : : :; m, then it follows from H older's inequality that E Y 2 ] < 1. Throughout this paper, such moment conditions are assumed whenever necessary. Without loss of generality h is assumed to be symmetric. That is, for every set of indices k 1 ; : : :; k n and for every permutation ( (1); : : :; (n)) of (1; : : :; n), h(k (1) ; : : :; k (n) ) = h(k 1 ; : : :; k n ); and hence there are ( n+m?1 n ) degrees of freedom or parameters in h, where ( n+m?1 n ) is the binomial coe cient.
The large number of parameters associated with the Volterra lter limit its practical utility to problems involving only modest values of m and n. Therefore, it is desirable to reduce the number of free parameters in the Volterra lter in situations when m and/or n is large. E orts to reduce Volterra lter complexity are proposed in 1, 4, 6, 9, 10, 11, 14, 20] . Each of these references adopt one of two basic approaches.
In the rst approach 6, 9] , the Volterra lter is approximated using a cascade structure composed of linear lters in series with memoryless nonlinearities. The output of such cascade models is not linear with respect to the parameters and therefore identifying the globally optimal model parameters is a nonlinear estimation problem. Both 6, 9] suggest algorithms for estimating cascade model parameters, however neither method guarantees globally optimal solutions. This is a drawback of the cascade structure.
The second approach, which is the focus of this paper, is termed the tensor product basis approximation TPBA method. The TPBA represents the Volterra lter as a linear combination of tensor products of simple basis vectors. In contrast to the cascade methods, the output of the TPBA is linear in the parameters. Therefore, estimation of the TPBA parameters is a linear estimation problem and hence conditions for global optimality and uniqueness of the estimate are easily established. There are several motivations for the TPBA.
1. Tensor product arises naturally in Volterra lters 2. Provides e cient implementation 3. Reduced parameterization for adaptive ltering and identi cation problems 4. Provides useful insight into lter behavior
The use of such approximations is not new. Originally, Wiener 20] proposed using a tensor product of the Laguerre functions as a multidimensional basis for representation of the Wiener kernels of a nonlinear system. Implementations and representations of discrete Volterra kernels using the discrete Laguerre basis has been recently examined in 1, 10, 11] . Although the Laguerre basis has many desirable properties, other basis choices are possible. Hence, it is of interest to determine appropriate bases for di erent nonlinear ltering problems. Choosing a basis for the TPBA is analogous to choosing a lter structure and hence the choice of basis and parameter estimation are separate issues. The focus of this paper is choosing a basis. Methods to determine optimal bases for quadratic lters are given in 4, 11] . In 4] an SV-LU quadratic kernel decomposition is used to implement quadratic lters in an e cient fashion. The notion of the \principal dynamic modes" of a quadratic system is introduced in 11]. The principal dynamic modes are obtained from the eigendecomposition of a matrix composed of the rst and second order kernels. Both methods 4, 11] apply only to quadratic Volterra lters.
The basis design methods of this paper are not restricted to quadratic lters and hence extend existing results. They are based on complete or partial characterization of the lter or input and are related to two distinct nonlinear optimization problems. The use of input information in the design process appears to be a new contribution. The design methods are based on suboptimal procedures aimed at solving the two optimization problems. Bounds on the approximation error are derived for each method. Two of the design methods are shown to be nearly optimal in the sense that the resulting approximation error is within a factor of the global minimum and conditions that guarantee global optimality are given. The TPBA also provides a practical framework in which to address the trade-o between model complexity and performance. The error performance of the TPBA can be bounded for a speci ed model complexity (basis dimension) using the approximation error bounds. Alternatively, given a desired error performance, the the required complexity of the TPBA can be deduced.
The paper is organized as follows. The TPBA is introduced in section II and two design criteria for determining an appropriate basis, based on a lter or input error, are proposed. In section III, the lter error criterion is examined. Two basis design methods aimed at minimizing the lter error are developed and the approximation error is bounded for each case. One method is shown to be nearly optimal. The input error criterion is studied in section IV. Two methods are proposed that attempt to minimize the input error and error bounds are derived. One of the input error methods is also shown to be nearly optimal. The implementational complexity of the TPBA is compared to the homogeneous nth order Volterra lter in section V. In section VI, some illustrative examples of the proposed methods are given.
II. Volterra Filter Approximation via Tensor Product Bases
The following convenient notation is employed. If A 2 IR q p , then de ne A (1) = A and recursively de ne A (n) = A (n?1) A for n > 1, where is the Kronecker (tensor) product 3]. If A i 2 IR q i p i ; i = 1; : : :; n; then N n i=1 A i = A 1 A n . Next let h be an m n -vector composed of the elements in the kernel h and X = (X 1 ; : : :; X m ) T so that (1) is re-written as Y = h T X (n) :
Now let P denote the orthogonal projection matrix corresponding to an r < m dimensional \ap-proximation" subspace U IR m and consider approximating h byĥ = P (n) h. This approximation is called a rank r n TPBA to h. Note that Y =ĥ T X (n) = h T P (n) X (n) = h T (PX) (n) : (2) Hence, the output of the approximated Volterra lter is equivalent to the output of the original lter driven by the approximation PX of the input. This interpretation of the TPBA is useful in designing the basis using knowledge of the input.
Expressing P as P = UU T , where U is m r, shows that
where h U = (U (n) ) T h and X U = U T X is r 1. Also note thatĥ is constrained to lie in the space spanned by the columns of U (n) . Both the vector h U and X (n) U possess the same types of symmetry as h and X (n) . Therefore, the Volterra lter h T U X (n) U may be implemented in an e cient fashion that accounts for these symmetries. The key point is thatĥ has only ( n+r?1 n ) degrees of freedom, far fewer degrees of freedom than h. The degrees of freedom a measure of lter complexity. This complexity a ects lter estimation as well as lter implementation. In section V (15), it is shown that, for m; r n, the ratio of degrees of freedom inĥ to degrees of freedom in h
Clearly, the reduction in complexity can be dramatic. Several possible applications of the TPBA are outlined next.
Filter Implementation
From an implementation perspective, the cost of computing the transformation X U = U T X, forming the products in X (n) U , and computing h T U X (n) U is often much less than the cost of forming the products in X (n) and computing h T X (n) . Note that both lters, h T X (n) and h T U X (n) U , possess the symmetries discussed previously and therefore may be computed in an e cient fashion that accounts for these symmetries. The implementation complexity is examined in section V.
Adaptive Filtering and System Identi cation
If U is determined from prior knowledge, the TPBA is useful for adaptive ltering and identication problems. In adaptive ltering applications, the TPBA provides an exible lter structure with far fewer adaptive degrees of freedom than the original Volterra lter. In nonlinear system identi cation problems, the TPBA has fewer parameters than the original Volterra lter structure and hence more reliable parameter estimates are obtained from nite, noisy data records. Methods for determining an appropriate basis based on incomplete prior knowledge of the lter or input are discussed in sections III and IV respectively. The application of the TPBA to system identi cation is discussed in the examples of section VI.
Filter Analysis
Note that U also determines a null space of the TPBA lter. That is, any input X lying in the linear subspace that is orthogonal to the columns of U produces zero output. Hence, given a lter h, a good approximating basis U provides information about the lter response and thus the TPBA is also a useful analysis tool. For example, if the basis U spans a bandpass subspace in the frequency domain, then it may be inferred that h only responds to the input component in the passband and hence is bandlimited. Another interesting application is demonstrated in Example 1 of section VI of this paper where it is shown that if the basis U consists of a single vector, then h has a cascade structure.
The main goal of this paper is to suggest several methods for choosing an appropriate basis for the TPBA and to bound the corresponding approximation errors. Several design methods are studied. The methods are based on complete or partial knowledge of either the lter or the input process. Speci cally, the design methods for the basis U attempt to minimize the lter error: e f 4 = kh ?ĥk 2 = k(I (n) ? P (n) )hk 2 ; (4) where k k 2 denotes the l 2 vector norm, or the input error: (5) where E is the expectation operator and tr is the trace operator. The input error arises naturally from the input interpretation (2) of the TPBA. It is easily veri ed that the mean square output error is bounded by E (Y ?Ŷ ) 2 ] e 2 f e 2 i : (6) Hence, minimizing either error reduces the bound on the mean-square output error of the lter approximation.
From (6) it is easily seen that if null(I (n) ? P (n) ) denotes the null space of I (n) ? P (n) , then the error is zero if either of the following conditions hold:
Of course, in practical situations A1 and A2 may not be exactly satis ed. Deviations in both conditions result in a non-zero output error that is characterized by h, P, and the 2nth order moments of the input process.
The next two sections consider the following two optimizations problems:
1) Find P to minimize e f = k(I (n) ? P (n) )hk 2 subject to rankP r < m.
2) Find P to minimize e i = kX (n) ? (PX) (n) k subject to rankP r < m.
One could try to solve both optimization problems and then choose a nal basis for the TPBA by combining these results, however this approach is not pursued in the present work.
Can an optimal projection matrix be found in either case? Since the set of rank r orthogonal projection operators on IR m is compact and because the errors are continuous functions of the projection matrix there is no problem with the existence of a minimizer (see Appendix B, proof of Theorem 1). However, both optimizations are nonlinear and a closed form expression for a minimizer is not known to exist. The optimizations may be approached numerically; however, in general the problems are non-convex. Hence, nding a globally optimal solution may not be feasible. In this paper, several suboptimal approaches are considered. The methods vary in computational complexity and required prior knowledge. Bounds are obtained on the approximation error in each case and two methods are shown to be nearly optimal.
III. Filter Error Designs
In this section, two approaches to designing the tensor product basis based on the lter error are examined. The rst approach is in general suboptimal and only requires prior knowledge of the lter's support in the Fourier domain. The second approach requires complete knowledge of the lter and is shown to be nearly optimal in the sense that the resulting lter error k(I (n) ? P (n) )hk 2 is within a factor of p n of the global minimum.
A. 
and let f = (f 1 ; : : :; f n ).
Proposition 1:
The proof of Proposition 1 involves some simple Kronecker product manipulations and is not given here. A complete proof of the proposition is found in 15]. Proposition 1 leads to the bound,
where the second norm on the right hand side of (8) is the matrix 2-norm. Thus, for this approximation a logical choice for P is an orthogonal projection matrix that minimizes
Theorem 1: The orthogonal projection matrix P r;W corresponding to the subspace spanned by r eigenvectors associated with the r largest eigenvalues of W minimizes
over all orthogonal projection matrices of rank r. Furthermore, kW (n) + P (n) r;W W (n) P (n) r;W ? P (n) r;W W (n) ? W (n) P (n) r;W k 2 = kWk n?1 2 kW ? WP r;W k 2 :
A proof is given in Appendix B. If w 1 = 0, then the eigenvectors of W are the discrete prolate spheroidal sequences 18] and it can be shown that for large m the rst 2mw 2 eigenvalues of W are close to unity and the remainder are approximately zero. Hence, in such cases a rank r n , r = 2mw 2 , TPBA is possible with negligible error. In general, the rank of W is proportional to the time-bandwidth product 2m(w 2 ?w 1 ). Note that the results easily extend to more general sets than those with the form of B. 
Theorem 2 is proved in Appendix C and is an extension of the SV-LU quadratic lter decomposition of 4] to the general Volterra lter case. Note that choosing P r;H in this fashion results in an approximation error k P (n) r;H h ? h k 2 that is within a factor of p n of the global minimum. The following three corollaries summarize some important properties of the approximation P (n) r;H h. Corollary 2.1: There exists a rank r orthogonal projection matrix P such that P (n) h = h if and only if rankH r. Moreover, if rankH r, then P (n) r;H h = h. The proof of Corollary 2.3 involves some Kronecker product identities and is given in 15]. Notice that because the quadratic kernel is a symmetric matrix, Corollary 2.3 implies that in the quadratic case P (2) r;H h is always a best approximation. The special case of a quadratic lter was previously treated in 4, 11].
C. Discussion of Methods I and II Method I (frequency domain design) only requires knowledge of the lter's support in the Fourier domain. In some applications, this prior information may be available without complete knowledge of the lter. Hence, in such cases, this approximation may be used prior to an identi cation experiment (see Example 1 in section VI). In general, Method I is suboptimal. In contrast, Method II (SVD design) requires complete knowledge of the lter. Method II also has the desirable characterization of near optimality in the sense of Theorem 2. It should be noted that Method II can be also applied in practice to initial kernel estimates obtained using other methods. This may improve the accuracy of the initial estimates by removing basis vectors corresponding to small singular values that may re ect errors in the estimate. Also notice that the use of such initial estimates obviates the need for \exact" knowledge of the lter.
The two lter error methods in this section are easily extended to a non-homogeneous nth order Volterra lter composed of n homogeneous lters (linear through nth order homogeneous). In terms of Method I (frequency domain design), the error bound given in Corollary 1 is extended by computing the error for each homogeneous component separately and using the sum of these bounds as a bound for the error for the complete non-homogeneous Volterra lter. Method 2 (SVD design) has an elegant generalization to the non-homogeneous case. Separately form the H matrix for each homogeneous kernel (e.g., linear is a 1 m vector, nth order is an m n?1 m matrix) and stack them to obtain a single ( P n i=1 m i?1 ) m matrix. The dominant right singular vectors of this matrix form a single basis for the complete nth order non-homogeneous Volterra lter.
IV. Input Error Designs
De ne the norm of any q 1 real-valued random vector Z, q 1, as kZk 4 = tr(E ZZ T ]) 1=2 . Recall that the input error is de ned as e i = kX (n) ? (PX) (n) k = tr(E (X (n) ? (PX) (n) )(X (n) ? (PX) (n) ) T ]) 1=2 : (9) The objective of this section is to nd a rank r orthogonal projector P so that PX is a good approximator of X in the sense of (9) . Two suboptimal approaches are considered. The rst approach utilizes the optimal mean-square rank r approximation of X. That is, the rank r orthogonal projec-tion matrix P r;R that minimizes kX?PXk over all orthogonal projection matrices P of rank r is computed to obtain the approximation (P r;R X) (n) to X (n) . This method is particularly appropriate when X has a linear correlation structure (i.e., X is a linear transformation of independent random variables). The second approach is based on the singular value decomposition and is closely related to Method II in the lter error section. The second design is also shown to be nearly optimal in the sense of (9).
A. Method III: Correlation Matrix Based Input Error Design Theorem 3: Let P be an orthogonal projection matrix on IR m . If X is an m-dimensional random vector with nite 2nth order moments, then there exists a constant 0 n < 1 such that kX (n) ? (PX) (n) k 2 n n kXk 2 (10) where k k F is the Frobenius matrix norm. It is easily established (using Theorem A1 in Appendix A) that a rank r orthogonal projection matrix minimizing (10) is the projection matrix P r;R onto the subspace spanned by the eigenvectors associated with the r largest eigenvalues of C or equivalently R. Theorem 3 implies that if P r;R X is a good approximation to X, in the mean-square sense, then (P r;R X) (n) may be a good approximation of X (n) in the same sense. Of course, \how good" depends on n and kXk. In general, to determine n , knowledge of the 2nd and 2nth order moment of the each individual random variable in the vectors X and (I ? P r;R )X is necessary. However, if X is a linear transformation of independent, symmetric random variables, then n is determined independent of P r;R .
Theorem 4: If X is a linear transformation of a vector U of independent r.v.'s U 1 ; : : :; U q with symmetric distributions F 1 ; : : :; F q , then a constant satisfying the inequality in Theorem 3 is given by n 4 = max j=1;:::;q n;F j , where n;F j is a positive number satisfying E U 2n j ] n;F j E U 2 j ] n ; j = 1; : : :; q:
The proof of Theorem 4 is also in Appendix D. Notice that under the assumptions of Theorem 4, the bounds in Theorem 3 are computed using only the second order moments of X and the bounds (11) relating the 2nd and 2nth order moments of the independent U process. The next corollaries illustrate three important applications.
Corollary 4.1: If X is jointly Gaussian mean-zero, then n = (2n)! n!2 n : (12) Proof: If X is jointly Gaussian mean-zero, then there exists a matrix C such that X = CU, where U is a vector of independent zero-mean Gaussian r.v.s. For a zero-mean Gaussian distribution F, irrespective of the variance, it is well known that n;F = (2n)! n!2 n . This nearly optimal design method requires complete knowledge of the 2nth order moments of X and does not make any assumptions regarding the correlation structure. The following theorem is proved in Appendix E. Recall that the vec operator applied to a matrix stacks the columns of the matrix into a vector.
Theorem 5: Let R n = E X (n) X (n) T ] and let C n be a matrix square root satisfying C 2 n = R n . Let C be an m (2n?1) m matrix of the m 2n elements in C n appropriately ordered so that vec(C) = vec(C n ). 
The following corollary is analogous to Corollary 2.1 and can be proved using Corollary 2.1 and Theorem 5.
Corollary 5.1: There exists a rank r orthogonal projection P such that k X (n) ? P (n) X (n) k 2 = 0 if and only if rankC r. Moreover, if rankC r, then k X (n) ? P (n) r;C X (n) k 2 = 0.
A condition for the global optimality of the projector P r;C , similar to Corollary 2.3, is also easily established and is not given here.
C. Discussion of Methods III and IV Method III utilizes knowledge of the second order correlation of X. The design method and error bound only involve second order moments of the X process, except for the bounding constant n .
Under the assumption of linearity, n is determined using only the 2nd and 2nth order moments of the underlying independent, symmetric process. In general, Method III is suboptimal.
Method IV requires the 2nth order moments of X and does not make any linearity assumptions on X process. Also, Method IV is nearly optimal in the sense of Theorem 5. The 2nth order moments are generally more di cult to compute or estimate than the second order correlations. Also, the design method involves computing the square root of an m n m n matrix, requiring O(m 3n ) oating point operations, and hence is much more computationally intensive than Method III. However, note that the complexity of Method IV is similar to the complexity of the least squares identi cation of the original Volterra kernel h.
V. Implementational Complexity
The main source of computational burden for the Volterra lter arises in the number of multiplications required per output. To study the relative computational e ciency of the TPBA, the number multiplications required per output using the rank r n TPBAĥ and original Volterra lter h is compared.
Two cases are considered. First, the \parallel" implementation of h, in which all products of the input are computed for every output. To form all unique n-fold products of X requires (n ? 1)( n+m?1 n ) multiplications and another ( n+m?1 n ) multiplications are required to compute the output. Second, consider the \serial" implementation, in which the input is a time-series. In this case, after initialization, only products involving the new input need be computed at each time step. The number of such products is given by the number of ways n 1 1; n 2 ; : : :; n m 0 may be chosen so that P m i=1 n i = n or equivalently the number of ways n 1 ; n 2 ; : : :; n m 0 may be chosen so that P m i=1 n i = n ? 1 which is ( n?1+m?1 n?1 ). Hence, the number of multiplications required for a \serial" implementation of h is ( n+m?1 n ) + (n ? 1)( n+m?2 n?1 ).
To study the complexity of the TPBAĥ recall that the output is computed with a ( n+r?1 n )
parameter Volterra lter h U and the transformed data vector X U = U T X, where the columns of U span an r-dimensional subspace U IR m (3). To form X U and all unique products in X (n) U requires rm + (n ? 1)( n+r?1 n ) multiplications (the rst term corresponds to the transformation and the second corresponds to formation of the necessary products). With these products in hand, the output is computed with an additional ( n+r?1 n ) multiplications. Note that due to the required transformation, no savings is available in the serial implementation using the TPBA.
The exact ratios, denoted p and s , of the number of multiplications usingĥ versus h, for parallel and serial implementations respectively, are given below. p = #mults(ĥ) #mults(h) = rm + n( n+r?1 n ) n( n+m?1 n ) ; (13) and s = #mults(ĥ) #mults(h) = rm + n( n+r?1 n ) ( n+m?1 n ) + (n ? 1)( n+m?2 n?1 ) : (14) To gain some insight into the behavior of these ratios as a function of subspace dimension, consider the following large m asymptotic analysis. Assume that n 2 and let 0 < 1 be xed. Let r = d me, the smallest integer greater than or equal to m. The number is the ratio of the approximation subspace dimension to m. n! m n?2 :
Hence, p = #mults(ĥ) #mults(h) (n ? 1)! m n?2 + n ; (16) and s = #mults(ĥ) #mults(h) n! m n?2 + n n = n p : (17) The above expressions show how the reduction in complexity is related to the ratio of the approximation subspace dimension to m, r m . In the special case of quadratic lters, further simpli cation is obtained by applying the method proposed in 4].
VI. Numerical Examples
Two examples are studied in this section. The rst example demonstrates the lter error design methods applied to a simulated system identi cation problem. The second example studies the input error design methods for a Laplacian noise input.
A. Example 1 { Filter Error Design
In this example, the performance of the lter error design methods is studied. To accomplish this, the third order nonlinear system given in Fig. 1 is simulated. The system is a cascade of an FIR linear lter L, whose impulse response is depicted as the solid curve in Fig. 2 , followed by memoryless, cubic polynomial p, represented by the curve in Fig. 3 . The complete system is denoted as F. Cascade systems of this form are often called \Wiener" models 7] . The memory length of L is 40. The input x is i.i.d. uniform on ?1; 1]. This input is applied to the system and 2000 input and output samples are collected. The goal is to identify the \unknown" system F from the input and output data.
It is assumed that prior information is available that suggests:
1. The e ective memory of the unknown system F is 40. 2. The response of F to sinusoidal inputs with frequency higher than 0:15 times the sampling frequency is negligible. 
where w(f) = (1; e i2 f ; : : :; e i(39)2 f ) H . Theorem 1 shows that by using this basis the TPBA represents the low-frequency response of F with negligible error. Since the high-frequency response of F is itself negligible, it is reasonable to expect that the TPBA will model F quite well. Using this basis, the third order TPBA (sum of linear, quadratic, and cubic homogeneous TPBA's) has 454 parameters. For comparison, the number of parameters in a third order Volterra lter with memory 40 is 12; 340. From the input and output data records the least squares estimate of the linear, quadratic, and cubic Volterra kernels using the TPBA are obtained. 
For this simulation, the errors are e 2 1 = 3:8751 10 ?2 , e 2 2 = 1:6813 10 ?1 , and e 2 3 = 1:7587 10 ?1 .
The estimated and true kernels are also visually compared. The dashed curve in Fig. 2 shows the estimated linear kernel. Fig. 4 and 5 depict the true and estimated quadratic kernels respectively. = 5(g (3) ) T x (3) ? (g (2) ) T x (2) + g T x:
Written this way, it is easy to see that the vectorized second and third order kernels of F are proportional to g g and g g g respectively. Using Theorem 2 and Corollary 2.2, g may be recovered exactly (up to a constant scale factor) from either the second or third order kernels. For example, in the third order case the m 2 m matrix H, formed according to Theorem 2 using the third order kernel, is proportional to (g g)g T . Hence, in this case H is rank 1 and the normalized right singular vector associated with the non-zero singular value is g=kgk. The second order kernel produces the same result. Hence, given only the true system kernels, using Theorem 2 one can deduce the cascade structure of F. The use of Theorem 2 to deduce the cascade structure from a general order Volterra kernel is an extension of the quadratic kernel rank criterion proposed in 7] . If the estimates of the Volterra kernels are su ciently accurate, then applying Theorem 2 to the estimated kernels should reveal the special structure of the true system F. Using the estimates obtained from the system identi cation simulation above, an m m matrixĤ 2 is formed from the estimate of the second order kernelĥ 2 , and an m 2 m matrixĤ 3 is formed from the estimate of the third order kernelĥ 3 , both according to Theorem 2. Because the kernels are estimated using a 12 dimensional TPBA,Ĥ 2 andĤ 3 each have at most 12 non-zero singular values. The a plot of the rst 12 singular values ofĤ 2 is given in Fig. 8 . The rst 12 singular values ofĤ 3 are plotted in Fig.  9 . Note that bothĤ 2 andĤ 3 are nearly rank 1 matrices indicating that both the second and third order kernels are well represented as a tensor product of a single basis vector. Furthermore, the right singular vectors corresponding to the single largest singular values ofĤ 2 andĤ 3 are nearly the same. These singular vectors also match up well with the normalized estimate of the linear kernel as shown in Fig. 10 . On the basis of this comparison, one may infer that the underlying true system is well represented by a cascade of a linear lter with impulse responseĥ 1 (linear kernel estimate) followed by a memoryless polynomial transformation.
B. Example 2 { Input Error Design
In this example, the input error design methods are examined. Let fU k g be an i.i.d. sequence of Laplace random variables, with density f U (u) = e ?2juj . An MA sequence fX k g is generated by passing fU k g through a 10-tap FIR lter whose impulse response is shown in Fig. 11 . Let X = X k = (X k ; : : :; X k?9 ) T be the input to a 2nd order homogeneous Volterra lter.
The eigenvalues of R = E XX T ], normalized by the largest and arranged in descending order, are depicted in the solid curve of Fig. 12 . Note that the last 5 eigenvalues are approximately zero.
Since X is a linear, symmetric process, Theorems 3 and 4 suggest that the rst 5 eigenvectors of R (associated with the largest eigenvalues) provide an excellent basis for X. If P 5;R is the projection matrix corresponding to these ve eigenvectors, then Theorems 3 and 4 produce the error bound (for Laplacian distributed random variables the bounding coe cient 2 = 6) e R = kX (2) ? (P 5;R X) (2) k kX (2) 
The actual error in this case is e R = 9:5386 10 ?4 . The bound of Theorem 3 overestimates the error by an order of magnitude, but is useful in that it indicates that the worst case error is approximately 1 percent. A nearly optimal TPBA is obtained by forming the matrix C, as in Theorem 5, from the 4th order moment matrix E X (2) X (2) 
Again, X = X k = (X k ; : : :; X k?9 ) T is the input to an 2nd order homogeneous Volterra lter. The singular values of R and C for this case are depicted in the solid and dashed curves of Fig. 13 respectively. The rank 5 approximations of both methods in this case produce the errors e R = kX (2) ? (P 5;R X) (2) k kX (2) 
e C = kX (2) ? (P 5;C X) (2) k kX (2) k = 3:0432 10 ?2 :
Notice that the nearly optimal SVD method does produce a slightly lower approximation error than Method III. As a point of interest, in this case the projections are quite di erent and kP 5;R ?P 5;C k 2 = 3:6018 10 ?1 . In the two previous examples, the di erence in performance between the two input error methods is slight. However in 16], it is shown that Method IV can perform arbitrarily better than Method III.
VII. Conclusions
The TPBA dramatically reduces the complexity of Volterra lters. Four methods for choosing the approximation basis for the TPBA are studied. The methods vary in computational complexity and required prior knowledge. Two methods are shown to be nearly optimal. In all cases, the approximation error of the TPBA is bounded to quantify the performance of the approximation. It is shown that the TPBA o ers a much more e cient implementation than the original Volterra lter. Also, because certain design methods are based on incomplete prior knowledge of the lter (i.e., frequency support) or input (i.e., moments only) such approximations are also useful in reducing the estimation complexity of Volterra lters for identi cation and modelling problems. Furthermore, the approximation subspace provides useful insight into the response of the Volterra lter. In particular, the approximation subspace may be used to model or detect bandpass behavior and cascade structure as demonstrated in the examples.
Appendix A Preliminaries
The following classical result regarding low-rank matrix approximations is used in several of the proofs. kW (n) + P (n) W (n) P (n) ? P (n) W (n) ? W (n) P (n) k 2 ; (25) where } r is the set of all orthogonal projection matrices on IR m of rank r. To show that } r is compact suppose that fQ j g j 1 is a convergent sequence in } r . Then Q 2 j = Q j , Q T j = Q j , and rankQ j r; 8 j, and hence } r is closed. Also, since each element in } r is a projection matrix, } r is bounded. Therefore, since } r is nite dimensional, closed, and bounded, it is compact. The error is continuous with respect to P and hence a minimizer exists. Theorem A1 implies that P r;W , as de ned in the statement of Theorem 1, minimizes kC ? CPk 2 and hence P r;W minimizes kW + PWP ? PW ? WPk 2 . It is easily veri ed that kW + P r;W WP r;W ? P r;W W ? WP r;W k 2 = r+1 . Note that P r;W WP r;W = P r;W W = WP r;W = UD r U T , where D r = diag( 1 ; : : :; r ; 0; : : :; 0). Kronecker product property (P3) implies that P (n) r;W W (n) = (P r;W W) (n) .
Since P r;W W = P r;W WP r;W , applying (P3) again shows that P (n) r;W W (n) = P (n) r;W W (n) P (n) r;W . Therefore,
The matrix (D (n) ? D (n) r ) is diagonal and positive semide nite. Furthermore, it is easily veri ed that the largest element of (D (n) ? D (n) r ) is equal to n?1 1 r+1 . Therefore,
Hence, to prove the theorem it su ces to show that for every orthogonal projection matrix P with rank r there exists a unit norm vector e such that e T (W (n) + P (n) W (n) P (n) ? P (n) W (n) ? W (n) P (n) )e n?1 1 r+1 :
Let v P maximize v T Wv subject to Pv = 0, kvk 2 = 1. Let u 1 denote the unit norm eigenvector of W associated with 1 and set e = u (n?1) 1 v P . Using (P3) it follows that e T e = 1 and P (n) e = (Pu 1 ) (n?1) (Pv P ) = (Pu 1 ) (n?1) 0 = 0:
Hence, e T (W (n) + P (n) W (n) P (n) ? P (n) W (n) ? W (n) P (n) )e = e T W (n) e; From (26), (27), and (28) it is easily established that e k e k?1 +e 1 and k h?P (n) r;H h k 2 2 = e n n e 1 . Notice that vec(H) = h, where the vec operator stacks the matrix columns to form a column vector. The Kronecker product vec identity (P6) shows that vec(H ? HP r;H ) = h ? (P r;H I (n?1) )h. The Frobenius norm, denoted k k F , is the square root of the sum of the square of every element in the argument. Hence, k h?(P r;H I (n?1) )h k 2 2 = kH?HP r;H k 2 F . The Frobenius norm is unitarily invariant and therefore Theorem A1 and Corollary A1 imply that HP r;H is a best rank r approximation to H and e 1 = kH ? HP r;H k 2 is an m-dimensional random vector with nite 2nth order moments, then there exists a constant 0 n < 1 such that kX (n) ? (PX) (n) k 2 n n kXk 2(n?1) kX ? PXk 2 :
De ne e k = X (n) ?(I (n?k) P (k) )X (n) , for k = 1; : : :; n. Then using Kronecker properties (P2) and (P3) ke k+1 k 2 = kX (n) ? (I (n?k?1) P (k+1) )X (n) k 2 = kQ k e 1;k+1 + Q ? k X (n) k 2 ; (29) where Q k = I (n?k) P (k) , Q ? k = I (n) ? Q k , and e 1;k+1 = X (n) ? (I (n?k?1) P I (k) )X (n) . Since Q k and Q ? k are projectors onto orthogonal subspaces, it follows that kQ k e 1;k+1 + Q ? k X (n) k 2 = tr(E (Q k e 1;k+1 + Q ? k X (n) )(Q k e 1;k+1 + Q ? k X (n) ) T ]); = tr(Q k E e 1;k+1 e T 1;k+1 ]Q k ) + tr(
where the facts tr(Q k E e 1;k+1 (X (n) ) T ]Q ? k ) = tr(E e 1;k+1 (X (n) ) T ]Q ? k Q k ) = 0 and similarly tr(Q ? k E X (n) e T 1;k+1 ]Q k ) = 0 are used. Also, since Q k is a projection matrix, tr(Q k E e 1;k+1 e T 1;k+1 ]Q k ) tr(E e 1;k+1 e T 1;k+1 ]). By symmetry tr(E e 1;k+1 e T 1;k+1 ]) = k e 1;k+1 k 2 = ke 1 k 2 . To see this let P ? = I?P.
Then using Kronecker property (P2) e 1;k+1 = X (n?k?1) P ? X X (k) and properties (P3) and Finally, note that Q ? k X (n) = e k and therefore ke k+1 k 2 ke 1 k 2 +ke k k 2 and ke n k 2 n ke 1 k 2 . Hence, kX (n) ? (PX) (n) k 2 = ke n k 2 n ke 1 k 2 = n kX (n) ? (I (n?1) P)X (n) k 2 ; = n kX (n?1) (X ? PX)k 2 ; by (P2):
Now let X 1 ; : : :; X n?1 = X and let X n = (X ? PX) and let X i;j denote the jth element of the vector X i . Since X has nite 2nth order moments there exists a constant 0 n < 1 such that E X 2n i;j ] n E X 2 i;j ] n . Therefore, kX (n?1) (X ? PX)k 2 = kX 1 X n k 2 ; Hence, kX (n) ? (PX) (n) k 2 n n kXk 2(n?1) kX ? PXk 2 .
The ratio kX (n) ?(PX) (n) k 2 kX (n) k 2 quanti es the quality of the approximation (PX) (n) . The numerator is bounded from above as using the previous argument. The denominator kX (n) k 2 is bounded from below using Jensen's inequality.
= E (X T X) n ]; (E (X T X)]) n ; by Jensen's inequality; = kXk 2n : 2 Proof of Theorem 4: Theorem 4 asserts that if X is a linear transformation of an independent, symmetric process U, then the bounding constant n can be determined from the 2nd and 2nth order moments of U alone. Consider a random variable If C is an arbitrary m q matrix and P is a projection matrix on IR m , then the elements of X = CU and (I ? P)X are simply linear combinations of the U process. Hence n as de ned may be used in Theorem 3 (see proof of Theorem 3).
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Appendix E Method IV: SVD Based Input Error Design Proof of Theorem 5: This theorem is proved using an approach similar to the proof of Theorem 2. Three identities are established rst. Let R n = E X (n) X (n) T ], C n be the square root of R n (i.e., R n = C 2 n ), and let fQ i g n i=1 be an arbitrary collection of orthogonal projection matrices. Because each Q i is an orthogonal projection matrix, so is the Kronecker product ( The three identities (37),(38), and (39) are used several times in the subsequent analysis. Now to establish the upper bound k X (n) ? P (n) r;C X (n) k 2 n P m i=r+1 2 i or equivalently using identities To see this, use (P3) to establish tr(R n ? (I (n?k) P r;C I (k?1) )R n ) = tr(E X (n) X (n) T ] ?(I (n?k) P r;C I (k?1) )E X (n) X (n) T ]); = tr(E X (n) X (n) T ] ?E (X (n?k) P r;C X X (k?1) )X (n) T ]); = E tr(X (n) X (n) T )]
?E tr((X (n?k) P r;C X X (k?1) )X (n) T )]:
Because the trace of a matrix is the sum of the eigenvalues and since (P5) implies that the eigenvalues of (X (n?k) P r;C X X (k?1) )X (n) T are the same as the eigenvalues of (X (n?1) P r;C X)X (n) T .
Therefore, tr(R n ? (I (n?k) P r;C I (k?1) )R n ) = E tr(X (n) X (n) T )] ?E tr((X (n?1) P r;C X)X (n) T )]; = tr(E X (n) X (n) T ] ?E (P r;C X X (n?1) )X (n) T ]); = tr(R n ? (P r;C I (n?1) )R n ):
(42) Now using the identities (38), (39), and (42), kc ? (I (k?1) P r;C I (2n?k) )ck 2 2 = kC n ? (I (n?k) P r;C I (k?1) )C n k 2 F ; = tr(R n ? (I (n?k) P r;C I (k?1) )R n ); = tr(R n ? (P r;C I (n?1) )R n ); = kC n ? (P r;C I (n?1) )C n k 2 F ; = kc ? (P r;C I (2n?1) ))ck 2 2 = e 1 :
Hence, combining this with (40) and (41) produces the bound e n n e 1 . Kronecker property (P6) shows that vec(CP r;C ) = (P r;C I (2n?1) )c. Hence, using the Frobenius norm k c ? (P r;C I (2n?1) )c k 2 2 = kC ? CP r;C k 2 F . The Frobenius norm is unitarily invariant and therefore Theorem A1
and Corollary A1 imply that CP r;C is a best rank r approximation to C and e 1 = kC ? CP r;C k 2 
