This article is devoted to the study of the existence of an exponential attractor for a family of problems, in which diffusion d λ blows up in localized regions inside the domain,
INTRODUCTION
The existence of exponential attractors is an important feature for a nonlinear systems of differential equations, although not unique, thanks to the exponential rate of attraction exponential attractors are more robust under perturbations than the global attractor. Several authors has been studied the existence of an exponential attractor, see [4, 5, 12] . Málek and Prazák in [1] introduced the method of ltrajectories, which enables us to discuss the existence of exponential attractor for a nonlinear system of differential equations written as an abstract evolutionary problem, Date: December 19, 2019. ⋆ Research partially supported by CAPES, Brazil. u ′ (t) = F (u(t)), t > 0, in X, u(0) = u 0 , where X is an infinite dimensional Banach space, F : X → X is a nonlinear operator, and u 0 ∈ X.
In [10] the authors used the method of ltrajectories to construct an exponential attractor for a dynamical system associated with equation
, (x, t) ∈ Ω × (0, +∞) u(·, t)| ∂Ω = 0, t ∈ (0, +∞) u(x, 0) = u 0 (x),
x ∈ Ω,
where a : Ω × R 1 × R n → R n satisfies some properties, among them
which a typical example is
where p ∈]1, 2[, ε > 0, q > r 0.
In the literature, several authors have studied variations of the p(x)-Laplacian equations, in [19] , under suitable conditions, the problem u t − div(|∇u| p(x)−2 ∇u) + f (x, u) = g admits an infinite-dimensional global attractor. Simsen, in [20] , proves the existence of a global attractor for a p(x)-Laplacian inclusion of the form u t − div(|∇u| p(x)−2 ∇u) + α|u| p(x)−2 u ∈ F (u) + h, α = 0, 1. In [3] the autors assure continuity of the dynamics in a localized large diffusion problem u ε t − div(p ε (x)∇u ε ) + λu ε = f (u ε ) subjected to nonlinear Neumann boundary conditions.
In [2] the authors study the asymptotic behavior of the solutions of the family of equations
on ∂Ω u λ (0) = u λ 0 ∈ L 2 (Ω). The existence of an exponential attractor to the problem (1.3) is still an unresolved issue. We will prove the existence of an exponencial attractor for a perturbation of the problem (1.3), in the more general case, where the constant p is replaced by a function p(x).
Let Ω ⊂ R n be an open, bounded, connected and smooth subset, with n 1. Consider the following family of problems
is globally Lipschitz and η > 0.
Let
Ω 0,i where m is a positive integer and Ω 0,i are smooth subdomains of Ω satisfying Ω 0,i ∩ Ω 0,j = ∅, for i = j.
Define
Γ 0,i as the boundaries of Ω 0,i and Ω 0 , respectively. Notice
In addition, the diffusion coefficients d λ : Ω ⊂ R n → (0, ∞) are bounded and smooth functions in Ω, satisfying
for all x ∈ Ω and 0 < λ 1. We also assume that the diffusion is large in Ω 0 as λ → 0, or more precisely,
If in a reaction-diffusion process the diffusion coefficient behaves as expressed in (1.5) we expect that the solutions of (1.4) will become approximately constant on Ω 0 . For this reason, suppose that u λ converges to u as λ → 0, in some sense, and that u takes, on Ω 0 , a time dependent spatially constant value, which we will denote by u Ω 0 (t).
In this context we will obtain the equation that describes the limit problem. Notice that, since the limit function u is in W 1,p(x) (Ω), its constant value in Ω 0 , u Ω 0 (t) cannot be arbitrary. Also, in the boundary Γ 0 = ∂Ω 0 , we must be u | Γ 0 = u Ω 0 (t).
In Ω 1 ,we have
Integrating (1.6) on Ω 0 , from Gauss's Divergence Theorem it follows that
where n denotes the unit inward normal to Ω 0 in the surface integral. Taking the limit as λ → 0, we get the following ordinary differential equatioṅ
With these considerations we can write the limiting problem in the following way
The notion of exponential attractor has been proposed in [13] :
, and N E ε (A) denotes the minimal number of εballs in the space E with centers in A needed to cover the subset A ⊂ E. Here, dist H (·, ·) is the Hausdorff
Compared with the global attractor, an exponential attractor is expected to be more robust to perturbations. However that, differently from to the global attractor, an exponential attractor is not necessarily unique, so that its construction relies upon an algorithm. Our contribution in this paper is to ensure, via the l-trajectory method, the existence of an exponential attractor for (1.4)-(1.7) or, more generally, for evolution equations of the form
is the rate of linear diffusion, while d(·) and p(·) allows for capturing the nonlinear diffusion. This problem involves variable exponents which often appears in applications in electrorheological fluids [15, 16] and image processing [17, 18] .
Although the property (1.2) is not satisfied for a(x, u, ∇u) = d(x)(|∇u| p(x)−2 + η)∇u, since p(x) > 2, it is possible to estimate |∇u| and |u| for almost all (t, x) ∈ [0, T ] × Ω, where u is solution of (1.7) and still use the method of l-trajectories to ensure the existence of an exponential attractor for the problem (1.7), similarly to (1.4) .
With this in mind, the paper is organized as follows. In Section 2 we define the operators A λ and A 0 , from the main part of equations, and their properties allows us to ensure the existence of a strong solution to (1.4) and (1.7). We find uniform estimates for the solutions in Section 3, in special the Lemma 3.4 which gives us the conditions to proof Propositon 4.1, a fundamental importance result on Section 4 to guarantee the finite fractal dimension of the attractor.
In section 4 we prove the main result of the paper.
EXISTENCE OF SOLUTIONS
In this section we present the operators associated with the problems (1.4) and (1.7), establish some of its properties and we assures the existence of a unique solution for (1.4)-(1.7).
We will consider the following spaces and notations.
it is important to emphasize the following estimates
Following the same ideas from [2] , we can prove that
We define the sets
It follows from Proposition 2.1 that A H λ and A H 0 0 are maximal monotones operators. In addition, these operators can also be seen as subdifferential type, meaning that, A H λ = ∂ϕ λ , where ϕ λ : H → (−∞, ∞] are lower semicontinuous convex functions, defined by
The problems (1.4) and (1.7) can be written abstractly as
ESTIMATES INVOLVING THE SOLUTION
The estimates of the solution represents a important step for assure the existence of an absorbing ball in H for the dynamical system ({T λ (t)} t 0 , H) this is one of the purpose of this section. Lemma 3.1. Let λ, µ be arbitrary nonnegative numbers. Then for all α, β, α β 0
Proof. See the Proposition 3.1 in [21] . 
3) . Then
(1) There is a positive constant r 0 such that u(t) H r 0 , for all t 1.
(2) There is a positive constant r such that u(t) V r, for all t 2.
We obtain the same estimates if u λ is a solution of (2.2), uniformly in (0, 1].
Proof. Let u be a solution of (2.3) with u V 0 1. Taking the scalar product with u(t) in (2.3), we get
Now, applying [12, Lemma 5.1], we get
Consequently, u(t) H r 0 , ∀t 1, where r 0 = max{k 1 , η}.
On the other hand,
With this, we ensure that
It follows from the definition of subdifferential that
Using the Uniform Gronwall Lemma, [12, Lemma 1.1], for y = ϕ(u), g = 0 and h = 1 2 k 2 2 we conclude that ϕ(u(t + 1)) k 3 + 1 2 k 2 2 := k 4 , ∀t 1.
Thus, we have
1, there is nothing to prove. If u V 1 we have two cases :
(1) u p(x) 1 and ∇u p(x) 1, using (2.1) we obtain
. Follows from Lemma 3.1 that
Thanks to (3.4) and (3.5) we conclude that
(2) u p(x) 1 and ∇u p(x) 1. Follows similarly to item (1) .
The nexts results assures about the estimate of |∇u λ (t, x)| and |u λ (t, x)|, for almost all (t, x) ∈ [0, T ] × Ω and for all λ ∈ [0, 1], this will help prove a strong continuity of a shift operator defined in the next section.
Proof. Fixed β > 0, we consider the set
Using Hölder's inequality we have
where q(x) = p(x) p(x)−1 . By property (2.1) follows that
In its turn ρ q (1) = A β 1 q(x) dx dt = |A β | and
which implies that Proof. Since u is a solution of (2.3), then
coming back to (3.6) we get 1 2
and,
Now integrating (3.7) with respect to t ∈ [0, T ], we have
Neglecting the second term on the left-hand side of (3.7) and integrating over [s, t], where 0 s < t, we obtain
Using the Gronwall's inequality, [14, Corollary 6.6] , in (3.10) we have
In particular for s = 0,
Returning the equation (3.9) we can write
The result follows from do Lemma 3.3.
EXISTENCE OF EXPONENTIAL ATTRACTOR VIA L-TRAJECTORY METHOD
The aim of this section is to prove that ({T 0 (t)} t 0 , H 0 ) has an exponential attractor. In particular, this also implies that ({T 0 (t)} t 0 , H 0 ) has a global attractor with finite fractal dimension.
Consider
we have to B 0 is positively invariant with respect to {T 0 (t)} t 0 , and is compact in H, since B 1 is compact. Let us denote by X the set of all the solutions of (1.7) defined in the interval [0, 1] equipped with the topology of space L 2 (0, 1; H).
Consider {L(t)} t 0 the semigroup shift of 1-trajectories, that is, given χ ∈ X, we defined
where u is the only solution with χ = u| [0,1] . We will show that the semigroup {T 0 (t)} t 0 associated with (2.3) admits exponential attractor via the l-trajectories method, for this, we will consider
follows from Aubin-Lions Lemma, see [11] , that Y ֒→֒→ L 2 (0, 1; H 0 ). The Y space is equipped with the norm u Y = ∇u L 2 (0,1;L 2 (Ω)) + u t L 2 (0,1;V ′ 0 ) . Define B 0 = {χ ∈ X; χ(0) ∈ B 0 }, by definition B 0 is positively invariant with respect to {L(t)} t 0 . In addition, it follows from Poincaré inequality that
As
Thus,
Consider {χ n } n∈N ⊂ B 0 such that χ n → χ in L 2 (0, 1; H 0 ), restricting to a subsequence if necessary we have to χ n (t) → χ(t), for almost all t ∈ [0, 1]. Additionally χ n (t) = T (t)χ n (0) ∈ B 0 , ∀n ∈ N, ∀t ∈ [0, 1] and χ(t) ∈ B 0 for almost all t ∈ [0, 1], in particular there is a sequence {t n } n∈N such that t n → 0 and χ(t n ) ∈ B 0 , ∀n ∈ N. As χ : [0, 1] → L 2 (Ω) is continuous then χ(0) ∈ B 0 = B 0 from which we conclude that B 0 it is closed in L 2 (0, 1; H 0 ). [8] , page 80, we get the Tartar inequality. Let x, y ∈ R n , then
Remark 4.2. An adaptation of the demonstration in
(4.1)
We will now demonstrate the property of Lipschitz for L(1) : 
Proof. Let u and v solutions of (2.3) such that u(0) = u 0 ∈ B 0 and v(0) = v 0 ∈ B 0 , then
making the difference of the equations and denoting w = u − v we get
where
Using the Lemma 3.4 and the fact z → |z| p(x)−2 z be locally lipschitz, since p(x) > 2, there exists β > 0 so that
almost all (t, x) ∈ [0, 1] × Ω. By Hölder's inequality, in H 0 , we have
and so in space H 0 we obtain
It follows from Poincaré's inequality there exists α > 0 such that
where α 1 is the constant of continuous immersion L p(x) (Ω) ֒→ L 2 (Ω). Therefore
In order to estimate the term ∇w(1 + ·) L 2 (0,1;H 0 ) we make the product (·, w) H 0 in the equation (4.2), so,
By Tartar's inequality, (4.1), we can conclude
and integrating the last inequality for θ ∈ [τ, 2], we have
replacing in (4.6) and using the growth of the function exp(·), we get
and by integrating about τ in [0, 1], we obtain
So we have
In a similar way, we have that the application
is Lipschitz continuous. In fact, from (4.5) we get
Integrating this last inequality, to θ varying in [0, 1], we have
that is,
Therefore, given any χ 1 , χ 2 ∈ B 0 there are u and v solutions of (2.3) with u(0), v(0) ∈ B 0 such that u| [0,1] = χ 1 and v| [0,1] = χ 2 , making w = u − v, from (4.7) follows that Proof. First, lets go to prove that exists c(T ) > 0 such that (T 0 (·)u 0 ) t L 2 (0,T ;H 0 ) c 1 (T ).
In addition, it follows from (4.5) that
Returning (4.8) follow that =4(c 1 (1) + c 2 (1)) 2 (|s − t| + χ 1 − χ 2 2 L 2 (0,1;H 0 ) ). Therefore, for c 3 = 2(c 1 (1) + c 2 (1)) follows the result. Now, we established the main result of this paper. Proof. In consequence of Theorem 2.5 in [1] we conclude that the dynamics of systems {L(t)} t 0 admits an exponential attractor in B 0 . Also by Theorem 2.6 in [1] we have {T 0 (t)} t 0 has an exponential attractor in e(B 0 ). Proceeding in an analogous way we conclude the existence of an exponential attractor for the dynamics {T λ (t)} t 0 , where λ ∈ (0, 1].
