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Abstract
The flow of a Newtonian fluid is known to become unstable when the vis-
cosity does not dominate its dynamics. This behaviour has traditionally been
characterised by the non-dimensional Reynolds number, which measures the
ratio between inertial and viscous forces. However, in some complex fluids, in-
stabilities may be driven by an elastic mechanism that is determined by the
evolution of the fluid microstructure. Molecular dynamics simulations offer a
methodology for studying the dynamics of molecular fluids at the microscale.
Macroscopic-type flow instabilities are examined with novel molecular dynamics
simulations of shear flow between two concentric rotating cylinders. The basic
flow of a Newtonian fluid bifurcates at a critical Reynolds number within 3%
of the theoretical prediction, where beyond this value counter-rotating vortices
form in the Taylor-Couette flow configuration. A spontaneous development of
waviness in the vortices is observed at higher Reynolds numbers, and further
simulations with polymers in solution as the sheared fluid are performed.
Molecular dynamics simulations, however, become prohibitively expensive
for large macroscopic flows. The present work addresses this problem for the
context of planar shear flow of a Newtonian solvent over polymers grafted to a
solid substrate, using a new software library developed for performing massively-
parallel continuum-molecular hybrid simulations.
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Chapter 1
Introduction
In a spectacular and abrupt reversal of policy, the international governing body
for aquatic sport, FINA (Fe´de´ration Internationale de Natation), voted unani-
mously to ban full-body swimsuits from all competitions. Tight compression of
the swimmer’s body and sheets of polyurethane on the surface of Speedo’s LZR
Racer R© spawned a host of imitators but, more importantly, FINA believed
they unfairly led to the fall of over 130 world records in the 17 months since
their introduction. The vote by the FINA congress to ban the suits took place
in Rome during peak summer: July 24th. The year, 2009, marks a striking
presence in the world-record books. Figure 1.1 sheds some light on the suit’s
impact, by comparing the total number of currently standing world records
(as of 23rd October, 2014) in both (a) outdoor athletics and (b) swimming.
Where the outdoor athletics records are somewhat uniformly spread over the
past three decades, with a small peak in the most recent years, the effect of
the LZR Racer is arguably clear. At the time of writing, records set in 2009
outnumber any other year by at least double, one year after the introduction of
the suit in 2008. The year the ban came into effect, 2010, counts tellingly few.
Of course, any number of other factors could have sparked the dominance of
record-breaking in 2009: a star-swimmer, perhaps, or difficult conditions in the
next Olympic games of 2012. An analysis of exactly how the LZR Racer may
have aided the swimmer (if it did at all) is by no means attempted here. Rather,
the point is this: the issue sparked a global discussion of how the macroscopic
flow - of the water over the swimmer - was influenced by the microstructure of
the suit’s surface.
The sensitivity of macroscopic flows are not, however, merely limited to the
fluid’s interaction with a surface. Another kind of microstructural complexity
can dictate the mechanics of a fluid in the bulk. For a light-hearted example,
1
(a) Athletics (b) Swimming
Figure 1.1: Percentage of all currently standing world records in (a) outdoor
athletics and (b) swimming, by year in which the record was set, as recog-
nised by international governing bodies IAAF and FINA respectively. Original
data taken from http://www.iaaf.org/ and http://www.fina.org/, for both
men’s and women’s race events, on 23rd October 2014.
we return to the pool: this time, however, it is not simply filled with only
water. With a dense enough suspension of cornstarch - forming a fluid known
as oobleck, after Dr Seuss’ Bartholemew and the Oobleck - it is possible to run
across the surface of the fluid, from one side of the pool to the other. The
relaxation time of the viscoelastic solution here is just long enough for the
transient force of a human foot, propelling its owner across the fluid surface,
to be supported. Any attempts to stand still on it, however, are short-lived as
jammed cornstarch grains relax [1], allowing stationary objects to sink. It is
clear, then, that the macroscopic properties of this complex fluid are a strong
function of its microscopic structure. This type of response may be found in
a number of other everyday examples like shaving foam, paint emulsions and
blood, where the dynamics are highly non-linear and can be determined by
phenomena occurring over many length and time scales.
Another manifestation of the multiscale nature of complex fluids lies in the
impact of their microstructure on the hydrodynamic stability of their flows. The
transition from an ordered laminar flow to disordered chaotic motion is typically
characterised by the Reynolds number in simple fluids (here ‘simple’ only refers
to an absence of complex behaviour). As the Reynolds number is increased,
more complicated flow patterns develop, until the flow eventually becomes fully
chaotic in a transition to turbulence. Polymer melts and solutions form a class
of complex fluids for which a transition to chaotic motion, unlike simple fluids,
is known to appear at remarkably low Reynolds number [2]. The stability of
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such fluid flows is characterised instead by a different quantity: the Weissenberg
number. This non-dimensional ratio, of the microscopic polymer relaxation time
to the typical time scale of the macroscopic motion, is where another multiscale
facet of the flow physics is observed. It is precisely the multiscale nature of
complex fluid physics that has made them so difficult to simulate numerically.
In recent decades computer simulation has been used to help validate theory
and interpret laboratory experiments. In order to be representative of nature,
however, the physical models used in the calculations must be constructed to
be capable of reproducing the behaviour observed in experiment. Successful
construction of a simulation of fluid flow therefore depends entirely on the be-
haviour that one wishes to capture, and requires careful consideration of all
phenomena that could influence the outcome. Should the dynamics of the in-
teracting molecules be important, as is the case with complex fluids, the choice
of simulation technique must take this into account. Traditionally, continuum
fluid dynamics has relied on constitutive models to close its equations of motion.
In doing so, any dependence on the molecular physics is implicitly accounted for.
These treatments are computationally cheap and effective for simple fluids, but
they consider only very few variables and must be known a priori. Complex
fluids, by nature, are difficult to model with a continuum description. First-
principles quantum mechanical simulations capture much of the chemistry and
forces between atoms in all kinds of matter, but their computational expense
quickly becomes prohibitive for anything more than a few thousand particles
or for time scales spanning longer than picoseconds. Molecular dynamics and
coarse-grained mesoscopic simulation techniques offer a way forward as they
pre-integrate electronic and intra-molecular degrees of freedom, enabling the
calculations to be carried out over far greater time-scales. They are, however,
still too expensive for large calculations of many macroscopic flow phenomena,
where the characteristic time scales may be greater than a microsecond. Re-
cent years have seen the development of hybrid techniques that combine the
strengths of both molecular and continuum physics. This new kind of method-
ology has invigorated a field concerned with multiscale fluid simulation. The
aim of one type of multiscale simulation method is to alleviate the computa-
tional cost of molecular simulations with a cheaper continuum method, made
possible by limiting microscopic detail to a small region of the domain.
The aim of this work was to develop a methodology for performing hybrid
continuum-molecular simulations of flow instabilities in complex fluids. It com-
prises both computational developments and numerical analysis of (a) simula-
tions of hydrodynamic instabilities at the molecular scale and (b) hybrid simu-
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lations of flows with a microstructural sensitivity, the example considered being
shear flow of a solvent over polymers attached to a solid surface. The first part
of the computational development focused on a methodology for studying cylin-
drical shear flows in molecular dynamics simulations. The second part concerns
the development of a new open-source computational library that was designed
to link two arbitrary (and massively-parallel) programs, facilitating easy imple-
mentation of hybrid simulation methods in existing fluid-dynamics solvers. The
numerical analysis follows the computational development directly. The gen-
erated results show that molecular dynamics simulations are able to reproduce
multiple hydrodynamic instabilities seen in cylindrical shear flow. Secondly, the
computational acceleration of the hybrid method is exploited to study shear
flow of a variable-quality solvent over a range of grafted polymer configurations.
In the introductory paragraphs above, there have been a number of allu-
sions to concepts that may suffer a certain degree of polysemy in the broader
scientific community. In the following subsections of this chapter a clarification
of their meanings, in the context of this work, is provided. An introduction to
complex fluids is made in section 1.1, which also outlines the fluids that were
studied in this project. Some background information regarding hydrodynamic
instabilities is given in section 1.2, before a short description of the interfacial
phenomena studied is given in section 1.3. In section 1.4 some traditional meth-
ods used in computational simulation of complex fluids are covered, and the
concept of hybrid simulation is introduced. Finally, the strategy of the current
work is discussed in section 1.5, and an outline of the structure of the remaining
document is presented in section 1.6.
1.1 Complex fluids
The fluid substance that enables human existence, blood, is one single example
in the ubiquity that complex fluids hold in our daily lives. Paint, milk, chocolate,
mayonnaise, yoghurts, cosmetics, mucus, shaving cream, gels, varnishes, liquid
crystals, glazes and inks (the list could be almost unending) form a diverse set
of other examples. Their joint classification is motivated by a property they all
share in common: complex fluids exhibit a non-linear sensitivity of macroscopic
mechanics to structures that their constituents form (and relax from) at the
microscale [3]. This, then, defines their physics as distinctly multiscale. To
some extent, complex fluids may be defined by time-scales: even a monatomic
fluid such as liquid argon can exhibit non-linear transport properties if the rate
of deformation is comparable to the molecular relaxation time [4].
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The mechanics of complex fluids may exhibit remarkable sensitivity to very
small changes in microstructural parameters. A suspension of cornstarch grains
in water - the oobleck introduced above - will respond very differently to shear
if the concentration of grains, or the grain size, is varied [5]. In other complex
fluids the mechanical response to shear stress must be precisely tuned: shaving
foam, for example, resists the gravitationally-induced stress when on the cheek,
yet must deform easily when applied with the hands.
The example cases of this work are polymeric fluids. Polymer melts and so-
lutions appear throughout the engineering industries: production of solid plastic
products, commercial packaging, compact-disks and car parts are just a handful
of examples among many others. Bioengineering applications, also, employ poly-
mers as encapsulants for drug delivery, and in artificial tissue engineering. Even
simple boundary-layer flow, mentioned previously, displays fascinating proper-
ties when polymers are added: remarkably low concentrations of long polymer
chains in an otherwise simple fluid are well known to considerably reduce friction
[6]. Some polymer fluids are also known to exhibit a transition to chaotic motion
at very low flow speeds [2]. An accurate and efficient method for predicting the
behaviour of these fluids is key to understanding and improving technologies
that they affect. Details of the implementation and validation of the polymer
model used in the simulations of this work are in chapter 2. The model is em-
ployed in simulations of cylindrical shear flow, which is discussed in chapter 3,
as well as a study of planar shear of a solvent over polymer brushes. The latter
is discussed in chapter 4, where a molecular-dynamics method and a continuum
solver far from the surface are combined in a single hybrid computation.
1.2 Instabilities in fluid flow
An exact stationary solution to the Navier-Stokes equations, for any problem
with steady boundary conditions, must (at least in principle) exist for any
Reynolds number [7]. Its practical realisation is, however, not guaranteed as
the laws of nature require any stationary solution to also be hydrodynamically
stable. In analysing the stability of a steady flow, its response to small dis-
turbances, or perturbations to the flow, must be established - that is, do the
perturbations progress, or do they decay?
At finite temperature, molecular motion causes fluctuations of the momen-
tum field to occur in all matter, and the smallest perturbations are manifest as
statistical noise. A perturbation to a steady flow field of any spectral frequency
must effect a resultant force. If this force acts to return the flow to its original
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steady state, the amplitude of the perturbation will not grow in time. If all
possible perturbations behave in the same manner, then the flow is described as
stable. If, however, the system acts to progressively increase the amplitude of
perturbations at any single frequency, the flow is termed unstable. The math-
ematical formulation of this problem will be covered in more detail in chapter
3.
In Newtonian fluids, the forces that result from perturbations arise from a
diffusion of the resulting momentum field. The speed at which the momentum
diffuses is characterised by the viscosity, which appears in the denominator of
the non-dimensional Reynolds number. It is well known that flows become
unstable when the viscosity does not dominate the dynamics, i.e. when the
Reynolds number is higher than some critical value. In some complex fluids,
however, it has been shown that flows can become unstable at very low Reynolds
number, which are orders of magnitude lower than in an equivalent case with
a Newtonian fluid [2]. These instabilities are elastic in nature, and appear
at a critical value of the Weissenberg number. This quantity measures the
ratio of time-scales for (a) the relaxation of the polymer chains in the fluid,
versus (b) the characteristic time-scale of the macroscopic motion. At high
Weissenberg numbers, the relaxation time of the polymers dominates, leading
to chain stretching and storage of energy. This energy may be released elsewhere
and can rapidly destabilise the base flow.
Turbulence is widespread in a variety of flows that are of interest to engineers
and scientists, from air over an aircraft wing to fuel in the combustion chamber
of a car engine. It is not always an unfortunate phenomenon to be avoided
wherever possible. In fact, quite the opposite can be the case; in a combustion
engine, for example, turbulence enhances the mixing of fuel with air to vastly
increase combustion efficiency [8]. A deeper understanding of turbulent flows
can help develop new technologies where they are relevant. Part of this work,
discussed in chapter 3, addresses a current gap in the understanding of flow
instabilities from a molecular-dynamics perspective.
1.3 Interfacial phenomena
Perhaps the most familiar interface in the study of fluid mechanics is that be-
tween a fluid and a bounding solid surface. In flows parallel to the surface, a
natural roughness of the solid can induce disturbances in the fluid very close
to the surface. This region of the flow is the boundary layer and, depending
on its stability, disturbances to it may either decay or progress. This, in turn,
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can influence the stability of the bulk flow [9]. Traditional descriptions of this
interface in continuum theory and simulation have successfully used, at least at
length-scales where the microstructure has minimal effect, a simple no-slip con-
dition. As the interest in micro- and nano-fluidic devices has grown, however,
there is a need for a more detailed description. For optimal design of compo-
nents that consider the now-critical molecular mechanics, the no-slip condition
is not sufficient. Molecular dynamics simulations are well suited to describing
an interface at the molecular scale, but become hugely expensive as the size of
domain grows. However, if the sensitivity of the flow to molecular phenomena
is confined to the region near the interface, a small molecular dynamics simula-
tion could be used to provide a more accurate boundary condition to a coupled
continuum model. A hybrid method such as this is employed here to study
flow of a Newtonian solvent over polymers densely grafted to a solid substrate,
forming a polymer brush. The configuration of the brush surface is sensitive to
many parameters like solvent quality, solvent pressure, polymer grafting density
and chain length [10], which are chemical determinants. This topic is covered
in chapter 4.
1.4 Computer simulation of fluids
To perform an effective numerical simulation that accurately predicts nature,
the most appropriate description of matter must be chosen for the scale of the
phenomena under study. Such a description should fulfil two conditions: (a) it
must capture the physics of the problem, and (b) it must be computationally
tractable. While in principle much of the flow-physics could be captured cor-
rectly, it would be, for instance, impossible with the tools of today to perform
a simulation of the oceanic tides with a quantum-mechanical description. The
highly-detailed, many-parameter input of such an approach would also make the
underlying physics of the predicted phenomena difficult to resolve. Likewise, a
simulation that attempts to model a phase-changing, low-density, nano-confined
flow with a continuum description would exhibit inaccurate behaviour because
the model provides an inadequate description of the necessary factors involved.
A traditional way to determine the most appropriate mathematical formula-
tion is through the non-dimensional Knudsen number, which is the ratio of the
molecular mean free path (i.e. the average distance travelled by a molecule be-
tween collisions) to the characteristic length scale of the flow. As the Knudsen
number approaches unity, the mean free path becomes comparable to the typical
length scale of the domain geometry and the continuum assumption becomes
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a poor approximation of the system. In such cases, the continuum descrip-
tion should be discarded in favour of a statistical mechanical one. Therefore
a molecular simulation, which explicitly determines the statistical mechanics,
becomes an ideal vehicle to study the physics of problems where the continuum
assumptions break down.
Complex fluids, with their multiscale physics, present a real challenge to
the modeller: conditions (a) and (b) above are readily fulfilled in small molec-
ular dynamics simulations. However, as the simulation sizes get larger - that
is, closer to experimental values - molecular dynamics calculations soon be-
come prohibitively expensive. Continuum-only simulations that ignore the mi-
crostructure of complex fluids may overlook important physical phenomena.
The Knudsen number might be small in this case, but here it is not a reliable
indicator of the validity of a continuum description. The field of molecular
simulation of polymeric fluids is well developed [11], and there have been a
number of continuum theories that have addressed the flow’s dependence on
microstructure [12]. An introduction to both methods is provided in chapter
2. Descriptions of matter that offer a compromise between the atomistic and
continuum - through a process of coarse-graining - provide the ability to extend
the size of simulations to the mesoscopic scale, and the methods developed to do
so are also covered briefly in chapter 2. A class of simulations to offer benefits of
both molecular and continuum descriptions are the hybrid methods, which are
reviewed in chapter 4. Chapter 4 also presents results from hybrid calculations,
where the effect of shear flow on polymers densely grafted to a solid substrate
has been studied.
1.5 Strategy
One aim of this work is to provide the methodology to make hybrid simulations
of flow instabilities possible, which utilise both continuum and molecular de-
scriptions of matter. Doing so would allow calculations of chaotic flows to be
performed where molecular physics inform the boundary conditions. In order
to realise this aim, however, it is important to first understand the conditions
where the instabilities may, or may not, appear in both types of simulations
separately.
Continuum direct numerical simulations (DNS) forgo phenomenological tur-
bulence models that have enabled studies of the large-scale motions in a tur-
bulent flow. Instead, the DNS methodology focuses on explicitly realising all
length scales, including the smallest dissipative scales identified by Kolmogorov
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[13]. With this method, it is possible to follow the propagation of perturbations
to a flow field in order to assess its stability, or to extract statistical quantities
from a fully turbulent regime [14]. However, because the equations of motion
that are solved require a constitutive law in order to be closed, DNS suffers from
the same restriction as other continuum treatments: finding an appropriate con-
stitutive model for many complex fluids, where the macroscopic behaviour is
sensitive to the underlying microstructure, presents a serious challenge.
In studying the molecular dynamics during a hydrodynamic transition, in-
formation regarding the available parameter space for similar hybrid simulations
is sought. Furthermore, by confirming that molecular dynamics simulations ex-
hibit instabilities in quantitatively similar conditions to those in experiment,
their suitability for predicting flow transitions in hybrid simulations may be
verified. Studies of hydrodynamic instabilities performed with pure molecu-
lar dynamics have been relatively few. Rapaport and Clementi [15] discovered
that, in order to provide adequate space for flow patterns to develop from an
instability, a large number of particles are required: with the computational
tools available at the time, they were able to perform simulations with many
(1.7×105) molecules. Restricting their geometry to two dimensional flow allowed
their domain to span 400 reduced units along each edge, which provided enough
space for eddies to form behind a circular obstruction to the flow. Rapaport and
coworkers continued to make advances in the understanding of hydrodynamic in-
stabilities with molecular dynamics, reporting Rayleigh-Be´nard convection [16]
and Taylor-Couette flow [17, 18]. Cui and Evans reported similar eddy for-
mation for two-dimensional flow past a plate [19], and more recently Richards
and Krauss performed a 9-billion-atom simulation of the Kelvin-Helmholtz in-
stability at the moving contact line between opposing flows of molten copper
and aluminium [20]. These simulations, however, have considered only simple,
monatomic fluids. There is therefore an absence of MD simulations of elas-
tic instabilities. The question of whether molecular simulations can accurately
predict the appearance of secondary instabilities is also unresolved.
This project extends the work of Hirshfeld and Rapaport’s Taylor-Couette
flow [17, 18] as the chosen verification case because it is mostly driven, not
by temperature gradients or other parameters that are difficult to control in
molecular dynamics simulations, but by a natural mechanical interplay between
centrifugal and viscous forces. The information gathered from the results of
these simulations is important for understanding the parameter ranges in which
hybrid simulations might exhibit unstable flow regimes, where one part of the
domain is solved with an MD algorithm.
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1.6 Structure of the thesis
The inter-disciplinary nature of this project means that many different concepts
are of relevance, from a number of scientific fields. A comprehensive review
of the existing literature from each field would be insurmountable in a single
document. Instead, each of chapters 2, 3 and 4 contain a separate review of
the most relevant previous work. Chapter 2 has two roles: firstly, the reader
is introduced to some fundamental concepts and techniques used for simulating
polymeric fluids. Secondly, an outline of the molecular model that is adopted
in the simulations is provided, with a set of validations. Chapter 3 forms much
of the novel contribution of this work. Cylindrical Couette flow is studied with
molecular dynamics simulations and new observations of two flow instabilities
are reported. It is shown that the transition to Taylor-Couette flow occurs
at a quantitatively similar Reynolds number to that seen in experiment. By
measuring the stress tensor directly in cylindrical coordinates (see Appendix A
for the derivation) it was also possible to measure the viscosity (and therefore the
Reynolds number) accurately. Further analysis shows evidence of transition to a
higher-order wavy-vortex instability, and similar calculations are performed with
a polymeric fluid to search for new elastic instability mechanisms. In chapter 4
hybrid methods for simulating fluid flows are reviewed, and the hybrid model of
this work is validated against a fully-molecular simulation of solvent flow over
a polymer brush. Results from similar hybrid simulations are also presented
for cases where the grafting density, chain length and solvent quality are varied.
Finally, a summary of the work’s context, objectives and conclusions is presented
in chapter 5.
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Chapter 2
Theory and simulation of
polymeric fluids
11
Figure 2.1: Riah Naief and David Trevelyan, Discretisation, 2014; fan,
polystyrene balls, strobe light in an aluminium and plastic structure; Physics
happens in a dark place, Royal College of Art at Shoreditch Town Hall, London
(photograph by Carl Bigmore)
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In this chapter, an introduction to molecular theory and simulation of poly-
meric fluids is provided. A short summary of equilibrium and non-equilibrium
molecular dynamics simulations of polymers is followed by a brief introduction
to continuum theory and simulation of fluids. Finally, the motivation for the
choice of polymer model in this work is discussed before the results from a set
of validatory simulations is presented.
2.1 Theory and simulation background
2.1.1 Molecular theory
A polymer is a molecule that consists of many similar and interconnected
monomer units. If the maximum number of connections per monomer is two, the
polymer is described as linear. The following theory addresses linear polymers
only. A more comprehensive discussion of many aspects of polymer physics may
be found in the textbook of Rubinstein and Colby [21], on which the summaries
given below are based.
The dynamics of linear polymers have traditionally been described by the
Rouse [22], Zimm [23] and de Gennes reptation models [24]. The first fundamen-
tal consideration here is that of ideal chains. A polymer chain in which there are
no interactions between monomers that are far apart along the chain is ideal.
Although this characteristic is never observed in real polymers, which interact
with both the solvent and themselves, several types of polymeric systems exist
in which the behaviour is almost ideal. For example, at the Θ-temperature, the
attractive and repulsive parts of monomer interactions are statistically balanced
and are effectively cancelled. Dense polymer melts may also exhibit ideal statis-
tics as interactions between monomers on the same chain are mostly screened
by the surrounding neighbours.
Macroscopic transport properties, like the shear viscosity µ, can be a strong
function of polymer conformation. For a chain of n bonds, with bond vectors
li that connect monomers Ai−1 to Ai, the first conformational quantity to be
introduced here is the end-to-end vector,
Rn =
n∑
i=1
li. (2.1)
The ensemble average of this conformational quantity 〈Rn〉 averages to zero in
an isotropic collection of polymers. A useful non-zero average is the mean-square
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end-to-end distance,
〈R2〉 = 〈Rn ·Rn〉 =
n∑
i=1
n∑
j=1
〈li · lj〉. (2.2)
Flory [25] showed that, in the absence of correlations between bonds in a freely
jointed chain with constant bond length l, the mean-square end-to-end distance
may be reduced to
〈R2〉 = nl2, (2.3)
and in the more general case of any ideal chain,
〈R2〉 = Cnnl2, (2.4)
where Cn is Flory’s characteristic ratio that converges for long chains to a
saturation value C∞. It is convenient, then, to define an equivalent freely jointed
chain of N ‘Kuhn’ monomers [26] with bond length b that has the same mean-
square end-to-end distance
〈R2〉 = Nb2. (2.5)
A second common conformational property is the radius of gyration, which
measures the average distance of monomers from the centre of mass of their
polymer chains. The radius of gyration can be obtained from
R2g ≡
1
N
N∑
i=1
(ri − rcm)2, (2.6)
where ri is the position of monomer i and rcm is the chain centre of mass.
For an ideal linear chain the summation may be transformed to integral form
(see Rubinstein [21] or Flory [25]), and the Debye result may be recovered,
which relates the mean-square radius of gyration to the mean-square end-to-
end distance,
〈R2g〉 =
b2N
6
=
〈R2〉
6
. (2.7)
More information about the polymer system may be obtained from the dis-
tribution of end-to-end vectors. All conformations of an ideal chain are map-
pable onto random walks, and as a result the three-dimensional probability
distribution function P (N,R) for an ideal chain of N Kuhn monomers having
end-to-end vector R can be written as a Gaussian:
P (N,R) =
(
3
2piNb2
)3/2
exp
(
− 3R
2
2Nb2
)
. (2.8)
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This has strong implications when considering the entropy, S, and free energy,
F , of an ideal chain
S = kB ln Ω (2.9)
F = U − TS, (2.10)
where kB is Boltzmann’s constant, T is the temperature, U is the total internal
potential energy, and Ω(N,R) is the total number of possible conformations of
a freely jointed chain of N monomers with end-to-end vector R. Noting that
the probability distribution function is also defined as,
P (N,R) =
Ω(N,R)∫
Ω(N,R)dR
, (2.11)
the free energy becomes,
F (N,R) = U(N,R)− kBT lnP (N,R)− kBT ln
[∫
Ω(N,R)dR
]
, (2.12)
where the internal energy U = 0 for an ideal chain. After substituting (2.8) the
result is,
F (N,R) =
3
2
kBT
R2
Nb2
+ F (N, 0), (2.13)
where terms that are independent of R have been denoted F (N, 0). This shows
that the free energy of an ideal chain is purely entropic and scales quadratically
with the magnitude of its end-to-end vector. This implies that an ideal chain is
Hookean in that the stretching force scales linearly with R,
f =
∂F (N,R)
∂R
=
3kBT
Nb2
R, (2.14)
where the coefficient 3kBT/Nb
2 is called the entropic spring constant. It is
clear from (2.10) and (2.14) that if a chain’s entropy is reduced (for example,
a reduction of possible conformations by stretching) then both the free energy
and the force required to maintain such an end-to-end vector will be increased.
Real chains differ from ideal chains in that their monomers interact with both
the solvent molecules and other monomers on the same chain. The conforma-
tions of real chains are dependent on the relative strength of interactions between
monomers in comparison to their interaction with surrounding molecules. The
total excluded volume, v, is a functional of the monomer-monomer inter-atomic
potential U(r). It is given by
v =
∫
(1− exp [−U(r)/(kBT )]) dr, (2.15)
and measures the net two-body interaction between all monomers in a solvent.
The familiar exponential (Boltzmann) factor here represents the probability
15
distribution of monomers being separated by distance r when in a solvent. A
positive excluded volume indicates a net repulsion, in which a swelling of the
polymer chains would be expected. A negative excluded volume indicates a net
attraction between monomers, and the polymer chains therefore collapse. For
solutions at the Θ-temperature, the attraction and repulsion of these interac-
tions statistically balance, the net excluded volume is zero and a polymer chain
will behave approximately ideally, where the ideal end-to-end distance
R0 = bN
1/2. (2.16)
In this case, the solvent is described as a Θ-solvent. If v > 0 the solvent is
described as good and the chain size
R ≈ b
( v
b3
)0.18
N0.588 (2.17)
is larger than the ideal case. In the limit of high temperature, the attractive
interaction force is insignificant compared to the hard core repulsion and v
becomes independent of temperature. This makes the solvent athermal and
R ≈ bN0.588. (2.18)
Conversely, if the attraction between monomers is greater than the monomer-
solvent attraction, the excluded volume is negative and the polymer chains will
tend to collapse:
R ≈ |v|−1/3b2N1/3. (2.19)
In this case, the solvent is described as poor.
A polymer chain is said to be entangled if the surrounding chains impose
on it a significant topological constraint. Unentangled polymer dynamics was
modelled by Rouse [22] who considered polymer chains of N beads connected by
springs of root-mean-square size b. The chains in Rouse dynamics are ideal as
their beads do not interact unless they are connected by a spring. The diffusion
coefficient of a Rouse chain DR is obtained from the Einstein relation,
DR =
kBT
Nζ
, (2.20)
where ζ is a friction coefficient associated with the velocity of a single monomer.
A polymer diffuses a distance similar to its own size in the characteristic Rouse
time,
τR ≈ R
2
DR
=
ζ
kBT
NR2. (2.21)
On time scales longer than the Rouse time the chain behaves diffusively. How-
ever, on shorter time scales, the chain behaves viscoelastically. The Rouse time
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is proportional to N2:
τR ≈ τ0N2, (2.22)
where τ0 is the relaxation time of a single monomer, and for an ideal chain
Rouse calculated τR exactly:
τR =
ζb2
6pi2kBT
N2 (2.23)
Rouse also calculated the viscosity of his model exactly for an unentangled melt,
showing that it scales linearly with the degree of polymerisation:
µ =
ζ
36b
N. (2.24)
The Rouse model did not, however, account for the forces imparted on the
polymer by solvent molecules. Zimm [23] considered the hydrodynamics of the
solvent, finding the diffusion coefficient, DZ , for a colloidal particle in solution
to be,
DZ ≈ kBT
µsR
, (2.25)
where µs is the viscosity of the solvent and R is the particle size. The relaxation
time of the Zimm model is,
τZ ≈ µsR
3
kBT
. (2.26)
Entangled polymers can be described with the Edwards tube model, in which
the topological constraints of surrounding chains confine the motion of a polymer
chain to a long tube region. This region is called the confining tube and is
parametrised by its diameter a, determined by the amplitude of fluctuations
that are restricted by a polymer’s surrounding chains. Each polymer chain
can be thought of as a series of smaller entanglement strands with size equal
to a, consisting of Ne Kuhn monomers. On length scales smaller than a, the
surrounding chains do not pose significant constraints topologically and the
motion of the entanglement strands may be described by Rouse motion, in
which they have relaxation time (similar to equation 2.22) τe:
τe = τ0N
2
e . (2.27)
Edwards’ tube model was extended by de Gennes [24] to consider the motion
of entangled polymer chains in his reptation model. Each polymer chain is
considered to diffuse along its confining tube in a snake or worm-like motion.
The time taken for polymer chains to move through the whole length of their
original confining tubes is called the reptation time, τrep, and was calculated by
Doi and Edwards [27]:
τrep = 6τe
(
N
Ne
)3
= 6τR
N
Ne
(2.28)
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The reptation time is most readily observed as the end of a plateau region in
the history of the stress relaxation modulus,
G(t) ≡ σ(t)
γ
, (2.29)
during a relaxation test: a finite strain γ is imposed on the fluid and the history
of the stress σ(t) is recorded. The reptation time and the viscosity, µ, scale with
molar mass, M , as,
τrep ∼ µ ∼M3, (2.30)
which compares to the experimental result M3.4 [21].
2.1.2 Molecular simulation
Simulations of optical or electrical phenomena in polymeric fluids would re-
quire consideration of the quantum mechanical electronic degrees of freedom in
the system. The time scales for the dynamical behaviours of interest here are
many orders of magnitude larger than the quantum mechanical time scale. It
is possible, then, to consider only the nuclear degrees of freedom (and larger,
in the case of coarse-grained models) using classical mechanics alone. Molecu-
lar simulations have historically been performed with either (a) molecular dy-
namics (MD) methods, where the equations of motion for a set of interacting
particles are integrated in time, or (b) Monte Carlo (MC) methods, where a
series of trial moves are either accepted or rejected based on the ensemble and
probability distribution. Monte-Carlo simulations, however, do not provide a
straightforward method for obtaining time-dependent dynamical information
that can be key to describing fluid mechanics [28]. The direct simulation Monte
Carlo method (DSMC) is similar to MD simulations, but particle interactions
are modelled statistically, which Meiburg [29] showed leads to non-conservation
of angular momentum and inaccurate reproduction of vortex shedding. The
purely-Newtonian mechanics nature of MD simulation therefore makes it an
ideal candidate for the molecular models of this work. The following summary
of the method is based on notes in the textbook of Allen and Tildesley [30].
The equations of motion in MD simulations may be derived from the princi-
ple of least action [31], which results in the Euler-Lagrange equation of motion,
d
dt
(
∂L
∂q˙k
)
−
(
∂L
∂qk
)
= 0, (2.31)
where the Lagrangian L (q, q˙) is defined in terms of the kinetic, K , and po-
tential energy, U ,
L = K −U . (2.32)
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The Lagrangian is considered to be a function of generalised coordinates qk,
which have time-derivatives q˙k. For a system of N atoms in Cartesian coordi-
nates, the kinetic energy is usually just a function of the time-derivatives,
K =
N∑
i=1
1
2
mir˙
2
i , (2.33)
where the three q˙ks (in three dimensions) for each atom i have been written as
r˙i, and mi is the i-th atom’s mass. The potential energy is assumed to be only
a function of the atomic positions ri, and the kinetic energy is only a function
of the time derivatives. The equation of motion 2.31 therefore becomes,
mir¨i = −∇riU . (2.34)
Modelling particular substances with molecular dynamics is largely determined
by the form of the potential energy U , which may be expanded in contributions
from individual atoms, pairs, triplets, etc,
U =
N∑
i=1
U1(ri) +
N∑
i=1
∑
j>i
U2(ri, rj) +
N∑
i=1
∑
j>i
∑
k>j>i
U3(ri, rj , rk) + ... (2.35)
Here U1 represents the effect of an external field, and the remaining terms
describe the interactions between the atoms themselves. It is often sufficient to
consider only up to the pair-wise interaction, i.e. U2, because average three-
body effects can partially be included with an ‘effective’ pair potential [30].
Dispersion forces in noble gases may be parametrised with the Lennard-Jones
potential ULJ , which depends only on the atomic separation r,
ULJ(r) = 4
[(σ
r
)12
−
(σ
r
)6]
, (2.36)
where  is the depth of the energy ‘well’ and σ is the characteristic length scale,
such that,
U =
N∑
i=1
∑
j>i
ULJ(rij), (2.37)
where rij = |rj − ri|. The Lennard-Jones potential has a strong, repulsive core
and a long, weakly attractive tail. Simulations that employ it can show rea-
sonable agreement with experimental properties of monatomic fluids like liquid
argon. A chemically representative model for polymers, however, typically con-
siders not just dispersion forces but, in the order of the example potential below,
the changes in energy due to bond stretching, bond bending, bond torsion and
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Coulombic non-bonded interactions,
U =
∑
j
klj
2
(lj − l0j )2 +
∑
j
kθj
2
(θj − θ0j )2 +
∑
j
1
2
6∑
n=1
kφjn(1− cos(nφj))
+
N∑
i,j=1
qiqj
rij
+
N∑
i,j=1
ULJ(rij), (2.38)
where l, θ, φ are bond lengths, bend angles and torsion angles respectively. The
associated ks are harmonic spring force constants, and qi represents the Coulom-
bic charge of atom i. Although such an approach can accurately reproduce the
physics of the polymer, it is also computationally expensive even for very small
systems. Hydrogen atoms are combined with their carbon backbone atoms in
the united-atom model, which is still appropriate for simulations of dynamics
on picosecond and larger time scales [32], assuming there are no chemical re-
actions or hydrogen-bonding effects. Such simplifications can go further, for
example by treating four or five carbon backbone atoms as a single large ‘bead’,
or even a whole polymer chain as a stochastic ‘blob’. This is an example of
coarse-graining.
The first popular methods for computer simulations of polymers were Monte
Carlo routines, but molecular dynamics simulations by Ryckaert and Bellemans
[33] and Weber [34] soon followed. Bishop et al. [35] were the first to report
molecular dynamics simulations with the now widely used FENE (finitely ex-
tensible non-linear elastic) spring potential,
UFENE(r) = −1
2
kFR
2
0 ln
[
1− (r/R0)2
]
, (2.39)
to connect Lennard-Jones beads, where kF is the spring constant and R0 is
the maximum bond elongation. This model is a coarse-grained (or mesoscopic)
description of the polymer architecture, where each bead represents a small
number of monomer subunits. Bishop et al. were able to evaluate the config-
urational properties 〈R2〉 and 〈R2G〉, as well as dynamic properties such as the
diffusion coefficient and relaxation times via the velocity and end-to-end vector
auto-correlation functions. Kremer and Grest [36] reported FENE-parameters
kF and R0 for which bond-crossing was avoided without making the equations
of motion too stiff. In applying the model to polymers in the presence of a
heat bath, evidence supporting the reptation model [37] was uncovered. By in-
creasing the degree of polymerisation N , they reproduced a dynamical crossover
in the relaxation time τp where the power law scaling relationship of the pth
relaxation mode τp ∼ (N/p)ν changed from ν = 2 in the Rouse regime to
ν = 3 in reptation dynamics. Kremer and Grest performed further work [38]
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on entanglements soon after, and Rigby [39] studied the glass transition using
the united-atom model (considering bond rotation and torsion with a harmonic
bond stretching potential like the first three terms on the right hand side of
equation 2.38), but neither had studied polymers in shear to obtain rheological
data.
Hess [40] and Kro¨ger [41] performed a study of polymeric liquids under shear
using non-equilibrium molecular dynamics techniques, discussed later in §2.1.3.
By imposing shearing velocity gradients on melts of FENE chains with up to
N = 60 beads, they confirmed the linear scaling of the zero-shear-rate viscosity
(calculated with extrapolation) in the Rouse dynamical regime (see equation
2.24). The work also showed an upturn in the scaling relation for longer chains
with N = 100, which supported previous evidence for the existence of reptation.
Larger scale dynamics of entangled polymer fluids were made possible by Smith
[42] who utilised event-based integration, and Peters and Tildesley [43] reported
a wide range of rheological properties from simulations of polymer chains grafted
to a wall in the same year. Gao and Weiner [44] extended the work of Kro¨ger
and Hess by studying the stress relaxation of even longer chains of N = 200.
Their freely-jointed harmonic bond model exhibited a plateau region in the
shear relaxation modulus (see equation 2.29). By splitting the long chains into
shorter entanglement strands with parametrised Ne, they compare calculations
of the stress tensor from both the virial pressure and an alternative formulation
that considered the sum of mean forces by treating the entanglement strands as
Rouse entropic springs (2.14). The onset of the plateau region was located at
the point at which the results of both calculation methods agree.
In the decades following the aforementioned pioneering publications, there
has been great interest and extensive research in the use of molecular dynamics
simulations for rheological studies of polymer melts. References [45, 46, 47,
48, 49, 50, 51, 52, 53, 54] are just a few of many more examples. Cao [55] has
recently published a report on the first observation of shear banding in molecular
dynamics simulations of entangled polymer melts. The field is widened even
further when polymeric solutions are considered also. An exhaustive review of
all relevant contributions is therefore not attempted here, but rather an overview
of concepts that are relevant to the work in later chapters is provided.
Fully atomistic molecular dynamics simulations of polymers can be unnec-
essarily expensive, when compared to a coarse-grained model, if the phenomena
under study is not sensitive to every interaction between all atoms. Padding and
Briels [56] have recently published a review on advances in systematic coarse-
graining of molecular simulations of polymer melts. They categorised coarse-
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grained models into two levels: coarse-grained molecular dynamics (CGMD)
and coarse-grained stochastic dynamics (CGSD). Both techniques model poly-
mer chains as a series of beads (or, at the highest level of coarse-graining, a
single stochastic ‘blob’), and are differentiated not only by the equations of mo-
tion that are integrated but also by their interatomic force fields. In CGMD
simulations the beads are very hard so that bond crossing is prevented. Other
preventative action must be taken, however, in CGSD simulations where the
potentials are much softer.
Faller [57] discussed a number of ways in which coarse-graining may be auto-
mated to find the non-bonded interactive potential that most closely reproduces
a target radial distribution function gtarget(r). This method was named the it-
erative Boltzmann technique, and was initially developed by Reith et al. [58].
The algorithm begins with an initial guess for U(r) that is often found simply by
inverting the Boltzmann factor (seen above in equation 2.15). For each iteration
stage, of which only a small number are usually required, a simulation is per-
formed with the previous potential Un(r) to measure the distribution function
gn(r). The recurrence relation for the potentials is expressed as,
Un+1(r) = Un(r) + kBT ln
(
gn(r)
gtarget(r)
)
, (2.40)
where kBT is the product of Boltzmann’s constant and the temperature, from
which a new guess for U(r) is obtained. Other techniques include that by Akker-
mans and Briels [59], who calculated coarse grained interactions by optimising
coefficients in a number of functions by treating them as dynamic parameters in
an extended ensemble. Ashbaugh et al. [60] combined molecular dynamics and
Monte Carlo simulations to self-consistently map structural correlations from
atomistic simulations of alkane oligomers to new coarse-grained intermolecular
potentials. For the intra-molecular interactions, Tscho¨p et al. [61] used the
relationship between probability distributions f(ζ) and the Boltzmann factor,
f(ζ) ∝ exp(−U(ζ)/kBT ) (2.41)
where ζ can be any of bond stretch lengths, bond angles or bond torsions,
to propose a technique for mapping the structure of a fully atomistic polymer
model to one with far fewer interactions sites. From quantum chemically de-
termined distributions f(ζ), the Boltzmann inversion formally leads to a free
energy difference. However, in a vacuum, this leads more simply to the potential
energy:
U(ζ) = −kBT ln f(ζ). (2.42)
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Coarse-grained models generally aim to reproduce the correct polymer struc-
tures by means of only pairwise interactions. Because many-body interactions
are ignored, the thermodynamics of the problem are not guaranteed to be ab-
solutely correct [56]. Reith et al. [58] and Nielsen et al. [62] have proposed
solutions to this problem by including thermodynamic properties in their opti-
misation schemes. Padding and Briels [56] note that coarse-graining should be
motivated by the properties that are of interest; in practice, approximating the
potential of mean force is usually limited to the case of only pair interactions,
therefore it is impossible for both the structural and thermodynamic properties
to be correctly represented. To improve the agreement with one, there will be an
inevitable deterioration in the agreement of the other, so the best compromise
should to be made.
The Mori-Zwanzig formalism [63] is the basis of coarse-grained stochastic
dynamics [56]. In coarse-graining a polymer, it may be split into subchains with
coordinates and momenta {R,P} that correspond to the subchain centres of
mass. Remaining internal degrees of freedom within the subchains are denoted
{r,p}, which form a ‘bath’. The potential of mean forceA governs the equations
of motion of the coarse-grained particles, and is found by ‘integrating out’ the
internal degrees of freedom,
A (R) = −kBT ln
∫
drdp exp(−HB(r,p; R)/kBT ), (2.43)
where HB is the ‘bath’ Hamiltonian. From here, the Mori-Zwanzig formalism
leads to a generalised Langevin equation of motion that contains a stochastic
force and includes dissipation and memory effects:
dPn
dt
(t) = −∇RnA (t) + FRn,t −
∑
m
∫ t
0
dτPm(t− τ)ζmn(τ ; R(t− τ)), (2.44)
where Pn is the momentum of a coarse-grained particle n, ζmn is a time-
dependent friction matrix and FRn,t is a random force whose time-autocorrelation
function is proportional to ζmn and satisfies the fluctuation-dissipation theorem
[64]. This equation is exact, but difficult to solve in practice. For this reason,
the Markov approximation is most often adopted, in which the time scale of
coarse-grained particle movement is assumed to be much larger than the decay
of friction memory, so the friction matrix ζmn is represented with a delta func-
tion and the equations of motion are reduced to ordinary Langevin dynamics.
However, there remains the challenge of stochastic and friction forces depending
on the positions and momenta of all particles. In assuming that the friction is
pairwise additive, the dissipative particle dynamics (DPD) model developed by
Hoogerbrugge and Koelman [65] is formed. The DPD method is popular for its
23
conservation of momentum (and hence its applicability to hydrodynamic prob-
lems). For an introduction to the methods used in DPD simulations, the reader
is referred to the review by Glotzer and Paul [32].
The forces on a polymer chain due to Brownian motion of a solvent can
be modelled with Langevin dynamics or DPD in the addition of a random
term to the force field of a molecular simulation. This can be computation-
ally cheap when compared to simulating all solvent molecules, and is a type
of implicit solvent model. However, in order to capture the physical hydrody-
namics (with which this work is primarily concerned) and collapse dynamics
the solvent molecules should be included explicitly [66, 10]. This is discussed
in more detail later, as part of a literature review on simulations of polymer
brushes, in section 4.1.3. Explicit solvent molecules were part of the pioneer-
ing simulations by Bishop [35], but were largely replaced with Gaussian noise in
Langevin dynamics simulations until large domains became tractable in the late
1990’s. Peters and Tildesley [43] and Aust et al. [46] performed simulations of
polymer chains with explicit solvent molecules, where the monomer-monomer
interactions were identical to that between monomer-solvent molecules, so the
quality of the solvent was always ‘good’. The solvent quality (i.e. the relative
strength of interaction between monomers and either (a) other monomers or (b)
solvent molecules) can have a profound effect on the transport properties of the
solution. By modifying the potential energy interaction, the excluded volume
(see equation 2.15) between monomers and solvent molecules can be controlled.
For example, if the monomer-solvent interaction is energetically favourable com-
pared to a monomer-monomer interaction then the chains are likely (assuming
the temperature is not too low) to be in a ‘good’ solvent regime. The excluded
volume in this case will be positive and the polymer chains are likely to swell.
Naturally, if the monomer-monomer interaction is favourable (for example, a
case of hydrophobic polymer chains in a solution of water), the polymer chains
are likely to collapse into globules. Describing this behaviour with an implicit
solvent can result in inaccurate representations of the dynamics [66]. In a real
solvent, for example, when polymer chains collapse into a globule the interac-
tions between the solvent and the monomers at the centre of the globule are
heavily screened. In an implicit-solvent molecular dynamics simulation, on the
other hand, the excluded volume would erroneously remain the same for all
monomer-monomer interactions. Polson and Zuckerman examined short-chain
polymer collapse in molecular dynamics simulations using an explicit solvent of
variable quality [67, 68]. The quality of the solvent was controlled with a hy-
drophobicity parameter λ that determined the mixing of two types of interaction
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via the linear function,
U(r;λ) = λUHS(r) + (1− λ)ULJ(r), (2.45)
where the ‘hydrophobic-solvent’ interaction UHS is only a repulsive core. The
type of interaction was varied to model hydrophilic (λ = 0) to hydrophobic
(λ = 1) conditions. Soddemann [51] modelled a variable-quality solvent by re-
placing the attractive Lennard-Jones tail with a cosine curve of variable depth.
Chang and Yethiraj [66] differentiate between good and poor solvents simply
by removing all attractive parts of the interaction for good solvent molecules.
Steinhauser [69] adopted the technique of Soddemann using both Monte Carlo
and molecular dynamics simulations to review linear chain properties in solvents
of variable quality. Reddy and Yethiraj [70] continued the work of Chang and
Yethiraj in treating the solvent interaction as a surface effect rather than a pair-
wise additive effect, reporting the development of a many-body solvent model
that is based on the solvent-accessible surface area of the macromolecule. Dim-
itrov and Milchev [71, 72, 73] have extended the work of Peters and Tildesley
[43] to include explicit solvent of variable quality and thus examine collapse of
polymer chains that are grafted to a wall in equilibrium and under shear. The
present work addresses a similar problem with a molecular-continuum hybrid
simulation methodology in chapter 4.
2.1.3 Non-equilibrium molecular simulation
When employed in hybrid methods, molecular simulations provide information
to a coupled continuum description so that both descriptions are consistent with
the microscopic physics of the fluid. This information could be a boundary con-
dition or transport properties that were missing from the continuum equations
of motion. However, the phenomena of interest to fluid dynamicists are inher-
ently out of equilibrium. Therefore, the molecular simulations that inform the
coupled continuum descriptions should reflect this non-equilibrium condition
accurately. This is especially important in cases where the transport properties
or boundary conditions are strongly dependent on the distance from equilib-
rium (shear thinning polymeric fluids, for example). Kinetic theory provides a
statistical mechanical description for gases out of equilibrium, but is not valid
for more dense fluids. In recent decades there has been a rise in the use of non-
equilibrium molecular dynamics (NEMD) as a tool for researching dense fluid
flows. NEMD simulations indeed form the majority of molecular simulation
methods in continuum-molecular hybrid methods. Evans and Morriss [74] have
recently published a textbook covering both non-equilibrium statistical mechan-
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ics and simulation, and there have already been a number of reviews published
in the literature [75, 11, 76, 77]. A brief overview is provided below.
Kubo [78] showed in 1957 that linear transport coefficients could be calcu-
lated with knowledge of the equilibrium fluctuations of their associated fluxes.
For example, the shear viscosity µ, is defined as the ratio of shear stress Πxy to
shear rate γ˙ = ∂yux:
Πxy ≡ −µγ˙, (2.46)
and was shown to be given at equilibrium by the Green-Kubo relation,
µ = lim
t→∞
V
kBT
∫ t
0
〈Πxy(0)Πxy(t′)〉dt′, (2.47)
where V is the system volume [79]. Similar relations exist for other trans-
port properties like thermal conductivity, bulk viscosity and the self-diffusion
coefficient. However, calculations using the Kubo relations are only valid in
equilibrium ensembles. Evans and Morriss [74] argue that a nonequilibrium
system requires the addition of a perturbing field to its statistical mechanical
description. This perturbing field should do work on the system in order to
stop it reaching equilibrium. In turn, the heat generated from this work must
be removed in order to reach a steady state. Therefore, the algorithm used to
thermostat the simulations is just as important as the algorithm that induces
(or imposes) the perturbing field.
Gosling et al. [80] were applied a sinusoidal transverse force field in the di-
rection of shear such that periodicity was maintained across the boundaries. By
monitoring the induced velocity profile they were able to extrapolate their re-
sults to infinite wavelength to calculate the shear viscosity. Ashurst and Hoover
[81] induced an almost linear velocity profile by connecting the upper and lower
regions of the domain to momentum ‘reservoirs’, and calculated the viscosity by
measuring the stress directly and comparing the result to equation 2.46. The
boundary conditions were periodic, but the velocities of molecules in the reser-
voirs were immediately rescaled. By doing so, they were able to maintain a
constant velocity and temperature at the boundaries of the domain. However,
the presence of the reservoir regions induced significant inhomogeneities in the
calculations of bulk thermodynamic properties of the fluid. In particular, the
strain rate profile was not perfectly linear, as would be expected in planar shear
flow. The most popular method for imposing boundary-driven shear flow on
a system has been that proposed by Lees and Edwards [82], in which periodic
images above and below the simulation domain move like ‘sliding bricks’ in op-
posite directions to mimic planar shear flow. A schematic of this approach is
shown in Figure 2.2.
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X(t)
Figure 2.2: Lees-Edwards [82] boundary condition schematic diagram. The
upper and lower periodic images are displaced by a time-dependent distance
X(t) = γ˙Y t, where Y is the domain height, the shear rate γ˙ = ∂u/∂y and t is
the elapsed time. Particles crossing the upper boundary are reintroduced at the
lower boundary with a new lateral position rx = rx − X(t) and a new lateral
velocity vx = vx − u (and vice-versa for the opposing boundary).
The Lees-Edwards boundary conditions induce a linear velocity profile for
low Reynolds number flows, which takes approximately the time for sound to
travel through the simulation cell before the effects of momentum diffusion are
fully developed. Furthermore, the algorithm is not connected to response the-
ory, so Green-Kubo expressions for shear viscosity and other links to statistical
mechanics of transport are not possible [11]. For this reason, Hoover et al.
[83] proposed a new algorithm based on a ‘DOLLS’ Hamiltonian. In this new
approach, the driving boundary was replaced by an external force field that
guaranteed the required streaming velocity profile was maintained indefinitely.
The DOLLS Hamiltonian is written
HDOLLS(r
N ,pN , t) = φ(rN ) +
∑
i
p2i /2mi +
∑
i
ri · ∇v · piΘ(t), (2.48)
where φ(rN ) is the potential energy of the system of N particles, ri and pi are
the position and peculiar momentum (thermal momentum relative to streaming
velocity) of particle i, ∇v is the gradient of the streaming velocity v, and Θ(t)
is the Heaviside step function. From this Hamiltonian, the DOLLS equations
of motion are given by,
r˙i =
pi
m
+ ri · ∇v (2.49)
p˙i = F
φ
i −∇v · pi (2.50)
where Fφi is the force on atom i due to the interactions with all other atoms.
Evans and Morriss [84] showed that the DOLLS equations generated physically
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unrealistic shear when the field strength was higher than the linear response
limit. They proposed an alternative in the form of the ‘SLLOD’ equations,
r˙i =
pi
m
+ ri · ∇v (2.51)
p˙i = F
φ
i − pi · ∇v, (2.52)
where the difference from the DOLLS equations lies in the transposition of the
final term in the momentum equation pi · ∇v. The SLLOD equations cannot
be derived from a system Hamiltonian. The resulting flow generated by the
algorithm is not driven by the boundaries of the simulation domain, but rather
the equations of motion are sufficient for generating a velocity gradient. Use of
the SLLOD equations with the periodic boundary conditions of Lees and Ed-
wards guarantees constant velocity gradient when the Reynolds number is low.
Furthermore, because non-linear response theory is applicable to systems that
implement the SLLOD algorithm, transport properties can be extracted under
much lower field strengths than are normally used for direct averaging of NEMD
fluxes, via the transient-time correlation function formalism [11]. The kinetic
energy flux from the boundaries leads to a gradual heating of the molecular
system. Therefore, shearing simulations at constant temperature are made pos-
sible by implementing a type of thermostat algorithm, or by solving Langevin
equations of motion.
In order to maintain both the correct temperature and velocity flow profile
the thermal degrees of freedom in the particle momenta are decoupled from
the convecting ones. Use of the usual Nose´-Hoover algorithm [85, 86] leads to
overestimates of the thermal energy and therefore overdamped velocities, which
can result in incorrect velocity profiles. The momenta in the SLLOD algorithm
are ‘peculiar’ with respect to the velocity profile and the temperature may be
controlled by solving the following equations of motion,
r˙i =
pi
m
+ ri · ∇v (2.53)
p˙i = F
φ
i − pi · ∇v − αpi, (2.54)
where α is the constraint parameter that fixes the thermal kinetic energy (via
Gauss’s principle) calculated by ensuring ddt (
∑
p2i ) = 0,
α =
∑
(Fφi · pi − pi · ∇v · pi)∑
p2i
. (2.55)
Similarly, the streaming component ri · ∇v may be subtracted from the total
velocity used to calculated the damping parameter in the Nose´-Hoover ther-
mostat. Both cases, however, are examples of thermostats that assume a spe-
cific velocity profile has evolved and are thus called profile biased thermostats
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(PBTs). Alternatively, the streaming velocity may be measured in a number
of sub-regions across the domain. This estimate of the streaming velocity may
then be subtract from the total velocity of each particle to find the peculiar
components. This is an example of a profile unbiased thermostat (PUT), for
which algorithms are covered in reference [74]. PUTs of this kind are subject to
statistical noise because the streaming velocity profile must be measured as an
average quantity from a finite number of molecules within a finite sub-region of
the domain. Recent trends have moved towards Galilean-invariant thermostats
that do not require any information at all about the flow profile. The DPD ther-
mostat [87] works on a pairwise additive basis and is a popular example that
has recently been adopted by the molecular dynamics community. Stoyanov
and Groot [88] and Allen [89] have also developed pairwise additive versions of
the Nose´-Hoover thermostat. To the best of the author’s knowledge, the effect
of thermostats on the appearance of hydrodynamic instabilities is not yet clear.
Soddemann, Du¨nweg and Kremer [87] note that the DPD thermostat is not
valid for cases where energy transport is important, and highlight an example
case of the thermally-induced Rayleigh-Be´nard instability. Whether the DPD
thermostat, which contains a viscous dissipation term, dampens the inertial
instability in Taylor-Couette flow is currently unknown.
2.1.4 Continuum theory and simulation
The governing conservation equations for the mass, momentum and energy of a
continuum fluid may be expressed as,
∂tρ+∇ · Jρ = 0 (2.56)
∂tg +∇ · Jg = 0 (2.57)
∂tE +∇ · JE = 0, (2.58)
where Jρ, Jg and JE are the fluxes corresponding to the fluid density ρ(r, t),
momentum g(r, t) and energy E(r, t), at a point in time t and space r ∈ R3.
The fluxes, in the absence of external body forces, are written as
Jρ = ρu (2.59)
Jg = u⊗ ρu + Π (2.60)
JE = ρue+
1
2ρu · u + Π · u + q, (2.61)
where u is the fluid velocity field satisfying g = ρu, Π is the stress tensor, e is
the internal energy of the fluid per unit volume that includes thermal kinetic
energy and potential energy, and q is the rate of heat conduction. Without
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knowledge of the caloric and thermal equations of state, the thermal conductiv-
ity or the constitutive relation in terms of a set of independent state variables,
these equations are left without closure. Study of fluid mechanics, unless there
is a transfer of heat energy, is typically concerned mostly with equations 2.56
and 2.57, where only the constitutive relation is required to close the equations.
For a Newtonian fluid it provides a linear relationship between elements of the
stress tensor and derivatives of the velocity field,
Π = pI− λ∇ · uI− µ [∇u− (∇u)T − 23∇ · uI] , (2.62)
where p is the hydrostatic pressure, and the viscosities λ, µ appear as phe-
nomenological material constants. This constitutive model may be substituted
into (2.56) and (2.57) to recover the familiar Navier-Stokes equations, which
may then be solved at discrete points on a grid in computer simulations. Lin-
ear constitutive relations reproduce the dynamic behaviour of Newtonian fluids
like air and water, but are not an appropriate model for complex fluids with
non-linear stress-strain relations. Simple constitutive models have been largely
successful in continuum studies of complex fluids, and are reviewed by Kro¨ger
[12]. However, they rely on few parameters, and the effective boundary condi-
tions and constitutive relations must be re-evaluated if the chemical composition
of the complex fluid is changed beyond the realm of the existing theory. Hybrid
simulations offer an alternative approach, where the boundary conditions and
constitutive relations may be obtained directly from molecular simulations that
reflect the microphysics of the fluid.
2.2 Development of molecular dynamics simula-
tions of polymeric fluids
2.2.1 Coarse graining
The polymer model used in the molecular simulations of this work must be
coarse-grained to a level where calculations at hydrodynamic length and time
scales are accessible. The model must also be compatible with simulation of
the solvent molecules explicitly, so that the hydrodynamic forces are properly
accounted for when in solution. Furthermore, existing hybrid methodologies are
based on forcing or constrained dynamics of explicit fluid particles. Although
an implicit solvent model that considers the flowing velocity of the solvent could
be coupled directly to the velocity of the coupled continuum fluid, the author
is unaware of any publications of such a model.
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The FENE model (see equation 4.17) is a suitable candidate that fulfils the
aforementioned requirements. It has additional benefits of (a) being both well
studied and widely reported in the literature, which makes validation accessible
and straightforward, (b) being computationally convenient with Lennard-Jones
solvents, making the implementation barrier lower, and (c) implicitly accounting
for bond bending and torsion, which makes the calculation of the stress tensor
more straightforward and therefore transport properties easier to obtain. The
following section is concerned with the implementation and validation of the
FENE model in the molecular dynamics code used in later chapters.
2.2.2 Implementation and validation
Presented in this chapter are results from a number of tests performed to validate
the implementation of the FENE model in a molecular dynamics code, which
is summarised as follows. A molecular data structure for each particle contains
(a) a molecule identifier, hereafter referred to as chain id, (b) a unique identi-
fier within the molecule, hereafter referred to as subchain id, (c) information
regarding which other particles within the molecule the particle is connected to
with the FENE potential, and (d) other book-keeping information that is not
relevant here. Concerning part (c), the infrastructure is sufficiently flexible for
polymers with arbitrary architecture to be modelled, as any monomer can be
connected to any number of other monomers. In addition, the implementation
is suited to massively-parallel simulations because the bonding information for
each monomer is unique and is copied to halo-particles. The extra data re-
quirement for this flexibility is minimised by storing the bonding information
in the binary representation of an integer bond flag, where a 1 for the n-th bit
represents a FENE bond with monomer n, and 0 otherwise. To illustrate this,
consider a linear chain of monomers with length N = 6. The binary and integer
representation of the bond information for each monomer in this case is shown
in table 2.1.
The Lees-Edwards algorithm [82] is used as the driving mechanism for shear
flow, and is validated by comparing the velocity profile against the Navier-
Stokes solution for a Newtonian fluid. Calculations of structural and rheological
quantities of polymer melts are then validated for both quiescent and sheared
conditions by comparison to results published in the literature.
Planar shear flow
In the first validation case 2.3 × 104 Lennard-Jones particles, with interaction
truncated at rc = 2
1/6, were equilibrated at constant density ρ = 0.8 and tem-
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bond flag
subchain id Binary Integer
5 . . . 010000 32
4 . . . 101000 40
3 . . . 010100 20
2 . . . 001010 10
1 . . . 000101 5
0 . . . 000010 2
Table 2.1: Binary representations of the integer bond flag, which determines
the connectivity of one monomer in a polymer chain. A value of 1 for the n-th
bit indicates that the monomer is bonded to monomer n. A value of 0 indicates
otherwise.
perature T = 1.0. The temperature was held constant with the Nose´-Hoover
thermostat [86], and the equilibration stage lasted 5 reduced-time units. The
time was set to t = 0 at the end of the equilibration stage, at which point Lees-
Edwards boundary conditions [82] in the y-plane were ‘switched on’ with sliding
velocity uslide = 4.0 in the x direction. In this case a linear velocity profile was
not immediately imposed inside the domain as in the original implementation
of reference [82]. Lees and Edwards note that the boundary conditions may be
imposed on any initial state; the flow of interest here was sudden-start shear
flow, so the initial velocity field was set to zero. During shear flow the tempera-
ture was maintained at T = 1.0 with a profile-unbiased Nose´-Hoover thermostat
[74]. The simulation domain was split equally into 21 sub-regions along the y-
coordinate and the average velocities of molecules within each sub-region were
recorded at periodic intervals. The continuum equation for the conservation of
momentum (2.57) in this problem reduces to,
∂ux
∂t
=
1
ρ
∂Πxy
∂y
, (2.63)
and for a Newtonian fluid the viscosity µ is given by Πxy = µ∂yux, so the
one-dimensional diffusion equation is recovered,
∂ux
∂t
=
µ
ρ
∂2ux
∂y2
. (2.64)
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This equation may be solved with a Fourier-series solution [90]. For boundary
conditions
ux(0, t) = 0
ux(L, t) = U0
ux(y, 0) = 0,
where L is the length of the fluid domain in the y-direction and U0 is the speed
at the upper boundary, the solution is given by,
ux(y, t) =

U0 y = L,∑∞
n=1 un(t) sin
(npiy
L
)
0 < y < L,
0 y = 0,
(2.65)
where un(t) is,
un(t) =
2U0(−1)n
npi
[
exp
(
−λnµt
ρ
)
− 1
]
, (2.66)
and λn = (npi/L)
2. The evolution of the velocity profile is shown in Figure 2.3
for 5 time intervals, and is compared to the analytical solution for the top half
of the domain. By time t = 50 a convergence to the linear profile solution in
the steady state is observed.
Polymer scaling
A system of polymers composed of M chains, each containing N beads, are
initially placed at the lattice points of repeated primitive unit cells of an FCC
crystal. Each unit cell contains 4 bead particles that interact with the purely
repulsive part of the Lennard-Jones potential,
ULJ(r) =
 4
[(σ
r
)12
−
(σ
r
)6]
+  r < 21/6σ,
0 r ≥ 21/6σ.
(2.67)
Adjacent beads on each chain are connected by an anharmonic (FENE) spring
with interaction potential (equation 4.17), where the spring constant kF =
30/σ2 and maximum bond elongation R0 = 1.5σ. Previous works have shown
that the attractive tail of the Lennard-Jones potential is required so that the
thermal expansion coefficient is not negative [91, 92]. However, thermal proper-
ties are not the focus of this work and by truncating the potential at r = 21/6σ,
spatial overlap of particles is prevented [52]. As summarised in §2.1.1, the size
of linear chains may be characterised by their mean-square end-to-end distance
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Figure 2.3: Evolution of the velocity profile with Lees-Edwards boundary con-
ditions [82] initiated at t = 0. Here Y is the domain length in the y direction.
Symbols represent the average velocity of particles for the time periods shown in
the legend. The sliding velocity for t > 0 is U0 = 2.0, and the analytical solution
for the velocity profile is presented in the top half of the domain (dashed lines).
〈R2〉 (see equation 2.2) or mean squared radius of gyration 〈R2g〉 (see equation
2.6). Validation of the polymer model begins with a comparison of results to
those published by Kremer and Grest [38]. Figure 2.4 shows the the scaling
properties of 〈R2〉 and 〈R2G〉. For short chains where topological constraints do
not dominate their motion, each chain may be considered to be ideal and obey
random walk statistics. Excluded volume interactions are screened in the poly-
mer melt simulated here, so the chains are expected to behave ideally, such that
〈R2〉, 〈R2G〉 ∝ Nν , where ν = 1 [38]. The density, temperature and interactive
potential parameters of this simulation are matched to those in [38], and the
chains are allowed to relax for 104 reduced time units. Good agreement between
both sets of results is observed, where both the scaling exponent and the ideal
relationship for 〈R2g〉 and 〈R2〉 in equation 2.7 are reproduced.
Relaxation of a polymer melt in equilibrium
Kremer and Grest [38] found the crossover from the Rouse to reptation regimes
in their FENE polymer melt occurred as N became greater than the entangle-
ment length Ne ' 35. The dynamics of shorter (unentangled) chains, then, are
expected to be reasonably well described by the Rouse model. Considered here
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Figure 2.4: Mean squared radius of gyration 〈R2G〉 and end-to-end distance 〈R2〉
as a function of degree of polymerisation N . Data ( ) are presented with results
published by Kremer and Grest [38] (#). The lines are fits of the scaling law
Y ∼ Nν to data for Y ≡ 〈R2G〉 (dashed) and Y ≡ 〈R2〉 (dotted). Ideal chains
obey random walk statistics and scale with ν = 1.
is time correlation function of the end-to-end vectors,
C(t) = 〈R(t+ t0) ·R(t0)〉/〈|R(t0)|2〉 (2.68)
in a polymer melt with degree of polymerisation N = 10 and constant bead
density ρ = 1.0. In the Rouse model, C(t) may be calculated as
CR(t) =
2
(N − 1)N
∑
odd p
cot2
( pip
2N
)
e−t/τp , (2.69)
where the relaxation time of the pth mode of a chain,
τp = ζb
2/
[
12kBT sin
2 (pip/2N)
]
, (2.70)
is expressed in terms of a friction coefficient ζ and segment length b. In figure 2.5
results for C(t) , averaged over all t0, are plotted for temperatures T = 1.0 and
T = 0.4. The relaxation curves are compared to CR(t) from similar calculations
by Yamamoto and Onuki [52], and close agreement is observed.
Viscosity of a polymer melt
A rheological study of a polymer melt was performed in the non-equilibrium
state of planar shear. A system of M = 648 FENE chains of length N = 30 were
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Figure 2.5: End-to-end vector time correlation function for a linear polymer melt
with degree of polymerisation N = 10, density ρ = 1.0 and temperatures T =
0.4, 1.0. Results are presented with those of similar simulations by Yamamoto
et al. [52], showing that the simulations may be fitted to the Rouse expression
CR(t) (see equation 2.69) with the same relaxation times. The solid curves
represent results from the present work, and the dashed curves are taken from
[52].
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Figure 2.6: Shear rate (γ˙) dependency of the non-Newtonian shear viscosity
(µ) and first normal stress difference (Ψ1) of a polymer melt with degrees of
polymerisation N = 30. Crosses (×) connected by dashed lines show the results
reported in reference [41], and filled circles ( ) show data from the validation
simulations.
allowed to equilibrate for trelax = 10
4 reduced time units, which is approximately
5 times longer than the relaxation of the end-to-end vector time correlation
function (see equation 2.68). Shear strain rates γ˙ = ∂ux/∂y were then imposed
on the melt with Lees-Edwards [82] shearing boundary conditions. The chain
length N = 30, density ρ = 0.84 and temperature T = 1.0 were matched to
similar simulations reported by Kro¨ger, Loose and Hess [41]. The temperature
was held constant by the profile-unbiased thermostat of Evans and Morris [74].
The virial pressure tensor,
P =
1
V
 n∑
i=1
(pi − u)(pi − u)
mi
+
1
2
n∑
i,j=1
rijfij
 , (2.71)
where n = NM , was calculated so the shear viscosity, µ, and first normal stress
difference, Ψ1, could be evaluated from,
µ = −Pxy/γ˙ (2.72)
Ψ1 = −(Pxx − Pyy)/γ˙2, (2.73)
Close agreement with the values reported in reference [41] is observed in figure
2.6.
Viscosity of polymer solutions
The dynamics of a polymeric solution are dependent on the concentration of
polymer chains in the solvent. A simple example of this is demonstrated with
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Figure 2.7: Non-Newtonian shear viscosity as a function of polymer mass frac-
tion Xp in an adiabatic solvent. The green circles represent the shear viscosity
for pure solvent and polymer melt.
a solution of FENE chains in a Lennard-Jones solvent, where the polymer-
solvent interactions were identical to the solvent-solvent interactions. The shear
viscosity µ was measured when the mass fraction of the polymer Xp was varied
from 0 to 1. The degree of polymerisation was N = 10 and the shear rate γ˙ =
0.1. All other parameters are the same as the simulations from which results are
presented in figure 2.6. As the concentration of the polymer increases, the Rouse
and Zimm models both predict the viscosity of the solution to increase linearly
[21]. This is indeed the behaviour that is observed in the data shown in figure
2.7. At the time this validation was performed, a method to simulate polymer
solutions with arbitrary polymer mass fraction had not yet been developed, but
from the simulations that were possible an almost-linear increase is observed
from the Xp = 0 limit to the polymer melt Xp = 1.
2.2.3 Summary
The implementation of the Lees-Edwards boundary conditions correctly im-
poses a linear velocity profile across a molecular dynamics simulation domain,
and the transient evolution of the velocity field is consistent with the Navier-
Stokes equations. The polymer model was implemented with the widely-adopted
FENE potential, which reproduces polymer rheology while being coarse-grained
to a sufficient level that calculations at hydrodynamic length and time scales are
accessible. The FENE implementation exhibits ideal chain statistics for a poly-
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mer melt, and the scaling properties are consistent with previously published
results [38]. The relaxation of the first mode of the chains may be fitted to the
same Rouse dynamical curve as published by Yamamoto [52], and calculations
of viscosity match previously reported results by Kro¨ger [41]. Finally, the vis-
cosity of polymer chains in a solvent is shown to scale linearly with increasing
polymer mass fraction, which is consistent with the theoretical prediction [21,
93].
2.3 Summary
In this chapter molecular, coarse-grained and continuum descriptions of poly-
meric fluids were introduced in the context of numerical simulation. The poly-
mer model selected for this work was a freely-jointed FENE chain of Lennard-
Jones monomers. This choice was motivated by the level of coarse-graining that
captures entangled polymer physics while allowing simulations at hydrodynamic
length and time scales. Finally, the results from a series of validation simula-
tions were presented in comparison to both theory and previous reports in the
literature.
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Chapter 3
Molecular simulations of
Taylor-Couette flow
instabilities
40
Figure 3.1: Carrolynne Hsieh, Kim Jae Kyung and David Trevelyan,
Flow.instability, 2014; wood structure; Physics happens in a dark place, Royal
College of Art at Shoreditch Town Hall, London (photograph by Carl Bigmore)
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Figure 3.2: Cylindrical Couette flow schematic: a fluid occupies the region
Ri < r < Ro, bounded by solid cylindrical walls. The outer cylinder remains at
rest while the inner cylinder rotates with angular velocity Ωi.
Taylor-Couette flow is the name given to the additional vortical motion that
results from a hydrodynamic instability in the annulus between two concentric
rotating cylinders (see figure 3.2 for a schematic of the geometry). If the outer
cylinder is fixed, a fascinating series of flow configurations is exhibited as the
rotation speed of the inner cylinder increases, leading from waviness in the
vortices to, eventually, a fully turbulent regime. The cylindrical Couette flow
geometry is widely used in rheometry to measure the effective viscosity µeff. of
fluids, which can be extracted from the shear stress σrθ and the shear component
of the velocity gradient γ˙,
µeff. = σrθγ˙
−1 (3.1)
which can be mimicked in non-equilibrium molecular dynamics simulations of
planar shear (cf. equation 2.46). The instabilities that arise in the flow as the
rotation rate of the inner cylinder increases has also provided valuable insights
into the validity of a number of theoretical descriptions of flow phenomena;
linear stability analysis, for example, and the no-slip boundary condition [94,
95]. Here, the appearance of hydrodynamic flow instabilities in Taylor-Couette
flow are explored with molecular dynamics simulations.
A review of the relevant literature forms the first section of this chapter.
Section 3.2 provides a description of the simulation construction process and
numerical validation, for Taylor-Couette flow in the first of two cylinder geome-
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tries. The validation section 3.2.2 deals with the stable cylindrical Couette flow
and compares the molecular dynamics simulation data to theoretical continuum
solutions for the stress and velocity fields. The simulation results that follow are
split into five parts. The first and second parts, sections 3.3 and 3.4, provide
evidence for the appearance of the Taylor-Couette and wavy-vortex instabili-
ties. The third part, section 3.5, concerns the dependence of the instabilities
on the axial domain length. Once the appearance of the first instability at the
expected Reynolds number is verified in the smaller geometry, the simulation
process is repeated with a much larger geometry, and the results are presented
in section 3.6. Section 3.7 provides the results of further tests with a polymeric
fluid, in contrast to the Newtonian Lennard-Jones fluid in previous sections. A
summary of the findings is provided in section 3.8.
3.1 Literature review
Taylor’s seminal work [96], after whom the primary instability is named, pro-
vided a hydrodynamic stability analysis of cylindrical Couette flow, which showed
that persistent toroidal vortices form spontaneously when the rotation speed of
the inner cylinder exceeds a critical value. This and subsequent bifurcations
have been the subject of a considerable body of work by experiment [97, 98, 99,
100, 101], theory [102, 103, 104, 94] and continuum-level simulations [105, 106,
107, 108, 109]. The theory and simulations have generally invoked a continuum
description of the fluid. To date, however, there have been few studies that
have explored the onset of the Taylor-Couette instability using molecular level
simulations, and none have sustained flows resulting from higher-order instabil-
ities. In this section, a review is provided of the existing literature concerning
Taylor-Couette flow. The theory is introduced, and then a summary of the
key experimental work, continuum simulations, and molecular simulations are
presented.
3.1.1 Theory
Consider a base flow, between two concentric cylinders, where the velocity com-
ponents U ≡ (Ur, Uθ, Uz), where,
Ur = Uθ = 0, Uθ = Uθ(r), (3.2)
and the pressure p = P (r). To satisfy the Navier-Stokes equations in cylindrical
polar coordinates, it is required that,
Uθ(r) = Ar +B/r. (3.3)
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Here µ is the shear viscosity of the fluid, and A and B are defined as
A =
Ω2oR
2
o − Ω2iR2i
R2o −R2i
, B =
Ωi − Ωo
R−2i −R−2o
, (3.4)
where Ωi and Ωo are the angular speeds of the inner and outer cylinders re-
spectively, and Ri and Ro are the corresponding cylinder radii. Two major
theoretical treatments of the flow stability are summarised below, first by Lord
Rayleigh [110] for an inviscid fluid, and secondly the perturbation theory of Tay-
lor [96] which considers viscosity. More extensive discussion of the approaches
are well documented elsewhere, notably in books by Chandrasekhar [102], Lan-
dau and Lifshitz [7], and Drazin [111], which provide the basis of the summaries
given below.
Rayleigh’s criterion
For the base flow given by equations (3.2) and (3.3), the angular momentum per
unit mass of a ring element (over which the r and z coordinates are a constant)
is,
H = rUθ(r). (3.5)
By Kelvin’s circulation theorem, this quantity is conserved in an inviscid fluid,
irrespective of perturbation to the ring element [7]. The rotation of the ring
is associated with a centrifugal force density ρU2θ /r = ρH
2/r3, where ρ is the
mass density. This force, which acts only in the radial direction, may be treated
as the gradient of a potential energy term 12ρH
2/r2. If, now, two separate rings
at r = r1 and r = r2 are interchanged (i.e. a perturbation is introduced), the
sum of their kinetic energy densities changes from 12 (H
2
1r
−2
1 + H
2
2r
−2
2 ) before
the interchange to,
1
2ρ(H
2
1r
−2
2 +H
2
2r
−2
1 ) =
1
2ρ(H
2
1r
−2
1 +H
2
2r
−2
2 ) + ∆e. (3.6)
Here ∆e is the change in kinetic energy density, which is therefore proportional
to,
(H22 −H21 )(r−21 − r−22 ). (3.7)
Since r2 > r1 always, the interchange releases energy if H
2
1 > H
2
2 . Hence the
conclusion is that the flow is unstable if,
d(r2U2θ )
dr
< 0 (3.8)
at any point in the flow. This is Rayleigh’s criterion for instability in cylindrical
Couette flow of an ideal fluid. If, for example, the outer cylinder is fixed and
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the inner cylinder rotates, it is noted that Uθ = rΩ and a linear approximation
to equation 3.8 is evaluated,
R2o(RoΩo)
2 −R2i (RiΩi)2
Ro −Ri =
−R2i (RiΩi)2
Ro −Ri , (3.9)
which must always be less than zero. Rayleigh’s criterion therefore concludes
that the flow is always unstable. A shortfall of this treatment lies in its lim-
itation to the inviscid case. Non-axisymmetric perturbations to the flow are
also ignored. Taylor [96] performed a historic analysis of such perturbations,
considering viscous forces, which is summarised below.
Taylor’s stability analysis
The principle of stability analysis lies in the application of a small perturbation
to a fluid element, such that it is displaced from the path it would follow in the
unperturbed flow, and to calculate resultant forces acting on it. If the forces
act to return the element to its original flow, the system is described as stable.
Otherwise, if the forces act to increase the amplitude of the perturbation, the
flow is referred to as unstable. A decomposition of the total velocity u into basic
U and perturbative u′ components is considered,
u(x, t) = U(x, t) + u′(x, t), (3.10)
where x = (r, θ, z). The basic flow is governed by the Navier-Stokes equations,
∂U
∂t
+ U · ∇U = −∇P +R−1∇2U, (3.11)
and
∇ ·U = 0, (3.12)
where R is the dimensionless Reynolds number. In the cylindrical Couette case
the form of the base case is given by equations (3.2) and (3.3). The total flow
is also governed by a set of Navier-Stokes equations,
∂u
∂t
+ u · ∇u = −∇p+R−1∇2u, (3.13)
and
∇ · u = 0. (3.14)
Subtracting equation 3.11 from 3.13 and 3.12 from 3.14 retrieves the following,
∂u′
∂t
+ u′ · ∇U + U · ∇u′ + u′ · ∇u′ = −∇p′ +R−1∇2u′, (3.15)
and
∇ · u′ = 0, (3.16)
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maintaining generality, where the hydrostatic pressure p = P + p′. Because the
quantities of interest are the resultant forces from small perturbations, u′  U,
non-linear terms of u′ are removed from equation (3.15) to get the linearised
problem:
∂u′
∂t
+ u′ · ∇U + U · ∇u′+ = −∇p′ +R−1∇2u′, (3.17)
∇ · u′ = 0. (3.18)
By taking normal modes of the form,
u′(x, t) = uˆ(r)est+i(kθθ+kzz), (3.19)
it is possible to derive an ordinary differential eigenvalue problem to find s and
uˆ for given wavenumbers kθ and kz. Taylor was unable to solve the full problem
at the time, so instead made a number of simplifying assumptions:
• perturbations are axisymmetric, i.e. kθ = 0,
• Ro −Ri  Ro, and
• Im(s) = 0 at the onset of instability, so set s = 0 to give the margin of
stability.
The eigenvalue problem becomes, after some rearrangement (see Chandrasekhar
[102]),
(DD? − k2z − s)(DD? − k2z)uˆr = −k2zT
(
1
r2
− κ
)
uˆθ (3.20)
(DD? − k2z − s)uˆθ = uˆr, (3.21)
in dimensionless form, where D ≡ ddr , D? ≡ ddr + 1r , and the parameters,
T ≡ −4ABR
2
o
ν2
, κ ≡ −AR
2
o
B
. (3.22)
Here T is the dimensionless Taylor number. Taylor reduced the solution of
the eigenvalue problem to Bessel functions, and calculated the characteristics
of stability numerically, yielding critical values of the axial wavenumber and
dimensionless Taylor number Tc. The Taylor number takes many forms, but all
represent a ratio of inertial to viscous forces. One such representation is,
T ≡ 4R2 1− η
1 + η
; R ≡ RiΩid
ν
, (3.23)
where η = Ri/Ro is the ratio of cylinder radii (see figure 3.2), and the Reynolds
numberR is defined in terms of the kinematic viscosity of the fluid ν, the angular
velocity of the inner cylinder Ωi and the width of the annular gap, d ≡ Ro−Ri.
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Figure 3.3: Schematic of static (left) and wavy (right) counter-rotating vortices
in Taylor-Couette flow. As the rotation speed of the inner cylinder is increased
such that the Taylor number exceeds a second critical Taylor number T ′c > Tc,
a second instability occurs and the vortices become wavy. Arrows indicate the
direction of flow.
Higher order instabilities
If the Taylor number is increased beyond the first critical value, higher order
instabilities appear in which the vortices firstly become wavy (see figure 3.3 for
a schematic diagram), before the waves experience a wide array of other possible
modulations that eventually lead to turbulent flow in the channel [101]. Wavy
vortices, from which perturbations with kθ 6= 0 have grown and stabilised, are
advected around the annulus at an angular velocity ω in the region 0.3Ωi ≤
ω ≤ 0.5Ωi. This is approximately equal to the mean azimuthal velocity of the
flow [100]. Experiments show that the critical Reynolds number at which the
vortices become wavy, R′c, is sensitive not only to the radius ratio η, but also
to the ratio of cylinder axial length to gap width Lz/d [99]. For small gaps
(η ≈ 0.95), R′c can be as little as 1.05Rc, whereas for larger gaps (η ≈ 0.5)
R′c may be up to an order of magnitude larger [94]. The linearised problem for
the stability of Couette flow has been studied by Di Prima [112], and Krueger
et al. [113]. The form of the perturbation is broadly the same as in equation
3.19, but s is complex, allowing for a wave travelling in the azimuthal direction.
Non-linear treatments of the same instability have been reported by Davey, Di
Prima and Stuart [103]. They found that, for a fixed value of kz, the Taylor
vortex flow exists for T > Tc, but quickly becomes unstable at T ′c ≈ 1.08Tc that
is only slightly greater than the first critical Taylor number, and also depends
47
on the azimuthal wavenumber kθ. For a comprehensive review of the theory
and experiments performed in study of these flows, the reader is referred to
reference [94] by DiPrima and Swinney. For convenience, a brief summary of
the key works are provided in section 3.1.2.
Complex fluids in cylindrical-Couette flow
Taylor’s investigation showed that in Newtonian fluids cylindrical-Couette flow
can become unstable due to an inertial instability. The inertia of the fluid,
for a certain geometry defined by η, is quantified by the Reynolds number R
(see equation 3.23). Larson, Shaqfeh and Muller [114] later discovered similar
toroidal structures in cylindrical-Couette flow of dilute polymeric solutions, but
they were driven instead by an elastic instability that appears at low Reynolds
number. While similar in geometry, the vortical structures resulting from the
elastic instability appeared with a critical axial wavenumber that was almost
double that of the Newtonian case - that is, the vortices were much thinner
axially.
The elastic nature of the flow is quantified by the Weissenberg number,
W = τpγ˙, (3.24)
where τp is a characteristic relaxation time of the polymeric fluid, and γ˙ =
RiΩi/d is the inverse of a characteristic time scale of the flow. If the flow is
planar Couette flow, for example, γ˙ might be taken as the shear rate ∂ux/∂y. If
the Reynolds number is cast as a function of viscous diffusion time τv ≡ d2/ν,
then,
R = τvγ˙, (3.25)
and the relationship between W and R becomes clearer. In fact, it is often
useful to define an elasticity number,
E = WR =
τp
τv
, (3.26)
that measures the relative degree to which the flow is influenced by elastic and
inertial forces [115]. The effect of changing the rheological properties of the
polymer was investigated by the same group later [116], who found that the
elastic instability can occur even in highly shear-thinning entangled polymer
solutions. For an exploration of the effects of a range of elasticity E on non-
Newtonian Taylor-Couette flows, the reader is referred to the recent works of
Dutcher and Muller [117, 118, 119].
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3.1.2 Experiment & Continuum Simulations
A large literature exists on Taylor-Couette flow, both from experimental and
continuum simulation approaches. An excellent starting point is the review by
Di Prima and Swinney [94], and in this section the most important works are
summarised. A comprehensive experimental survey of the many exciting flow
regimes that occur in cylindrical Couette geometries was given by Andereck
et al. [101], who provided a two-dimensional map of the stability boundaries
as a function of the Reynolds numbers of the inner and outer cylinders, using
η = 0.883. Their work followed that of Coles [97], who showed that, depending
on the path followed in this parameter space, up to 26 stable and distinct flow
states may appear, even for the same Reynolds number. The angular wave
speed in Coles’ calculations was approximately 50% of the rotation speed of the
inner cylinder at the onset of waviness, but it decreased to around 0.34Ωi as
the speed of the inner cylinder increased. Coles’ apparatus was long enough
to accommodate 32 rotating cells, and had radius ratio η = 0.874. Labelling
the flow states as “p/kθ”, where p is the number of vortices and kθ is the
integer azimuthal wavenumber, he found a rising sequence of repeatable states:
28/0, which corresponds to the usual Taylor-Couette flow, 28/4, 24/5, 22/5,
22/6, 22/5, 22/4, and 22/0. Schwarz [98], however, using apparatus with a
geometry η = 0.95, observed a mode with kθ = 1 appearing before the kθ = 4
mode seen by Coles. The sensitivity of p/kθ to both η and Lz/d has also been
highlighted by Markho, Jones and Mobbs [120], who found waves with kθ = 1
at T /Tc = 1.03. The waves, however, were found to exist only at the centre of
the vortex cell, and the vortex boundaries remained straight. Mullin [121], also,
has explicitly reported the wavy-vortex characteristics as η and Lz/d are varied,
finding a continuous transition between the two types of sensitivity, instead of
a critical value of η as indicated by numerical work by Jones [107]. More recent
particle-image-velocimetry experiments by Akonur and Lueptow [122] provided
time-resolved, three-dimensional fields of all three velocity components in wavy
vortical flow. Their results, importantly, were contrary to the simple picture
of independent vortices that are deformed into wavy shapes. Instead, they
observed the fluid to flow in continuous streams along the axial coordinate,
in a winding motion around the vortices from the inner-cylinder to the outer
cylinder. This winding was also found to extend in the azimuthal direction
for approximately half of a wavelength, and back. These results suggest, they
concluded, significantly enhanced mixing via chaotic advection. Akonur and
Lueptow also noted that the shear layers in the azimuthal velocity component
are strong compared to the shear layers of radial flow between vortices. This,
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they argue, supports the proposition of Jones [107], in that these azimuthal jets
are the likely cause of the wavy instability.
Numerical investigations of Taylor-Couette flow are many, and cover the full
range of flow configurations. Some examples of simulations are given here, as
references, for the laminar regime; Taylor vortex flow [107], wavy vortex flow
[105, 106, 100] and modulated wavy vortex flow [123]. Towards the turbulent
regime, there are reports on turbulent bursts [124], simulations employing the
Reynolds-averaged Navier-Stokes (RANS) turbulence models [125], and direct
numerical simulations of a fully turbulent regime [109] (see [109] for a more
comprehensive summary). Many of these simulations, however, are performed
at very high Reynolds numbers, up to R = 8000. Due to the limitations of the
molecular dynamics simulation method, however, it is not currently possible to
realise such systems with MD, and the parameter space is limited to Reynolds
numbers of the order RO(102).
3.1.3 Mesoscopic & Molecular simulations
Continuum level simulations have been performed for a wide range of Reynolds
numbers. However, due to computational constraints, it has only been possible
to explore a small region of Andereck’s stability map [101] with molecular dy-
namics (MD) simulations, in which the fluid is treated as a system of interacting
particles and characteristic lengths are typically at the nanoscale. MD simula-
tions, despite their relative expense, can offer advantages over the continuum
case in a number of situations. Multiple phases or molecular species, for exam-
ple, are treated naturally with MD methods. A change of interaction potential
between particles does not alter the equations of motion, whereas describing a
multi-phase flow with a continuum assumption is less straightforward. Simulat-
ing complex fluids is convenient with MD because changes in microstructure, to
which the flow may be sensitive, occur naturally. Discontinuities in the flow field
are also accounted for with MD simulations, eliminating the potential problem
of singularities in continuum cases. If the cylindrical Couette system is not
axially-periodic the point at which the rotating inner cylinder meets a no-slip
end wall, for example, forms a discontinuity that could cause problems for a
continuum solver. Transitions in the flow that result from hydrodynamic insta-
bilities also appear naturally in MD simulations, without the addition of random
noise (or dependence on numerical noise). The pressure field, furthermore, is
a natural ‘output’ of the system, rather than a Lagrange-multiplier-type tool
(used for incompressible flows) that projects the velocity field onto a divergence-
free space. In addition, any effects that result from temperature and pressure
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gradients do not need to be considered in the equations of motion in the same
way that continuum simulations might require constitutive relations.
Hirshfeld and Rapaport [17, 18] presented the first and only studies to date
that have demonstrated the appearance of the Taylor-Couette instability in an
MD system. In the first report [17] they assumed the viscosity of the fluid
to be ν = 1, and found excellent quantitative agreement between their critical
Reynolds number, which was only 5% lower than the predicted value, Rc = 76.6
[94]. Due to computational constraints, however, they were unable to simulate
the full geometry of the cylinders, and chose instead to simulate a quarter of
the azimuthal domain with periodic boundary conditions. By only considering
a quarter of the full cylinder, they restricted any azimuthal instabilities that
may have appeared to those with integer wavenumbers kθ that are multiples of
4. In the second report [18], the viscosity was more closely approximated with
a perturbation expansion to the torque on the inner cylinder. The result, ν =
0.809, informed a corrected estimation for the critical Reynolds number Rc =
86.5, which is around 10% higher than the theoretical prediction. According
to their reported range of Taylor numbers, wavy vortex modes could also have
been relevant in their simulations. There have been a small number of direct
simulation Monte Carlo studies of instabilities in Taylor-Couette flow [126, 127,
128], but none have given rise to the wavy-vortex pattern spontaneously, nor
has it been sustained at speeds close to the critical Taylor number.
The question of whether wavy vortices appear spontaneously in molecular
dynamics simulations is therefore unresolved. The present work addresses this
directly with MD simulations of a full-cylinder topology (i.e. where the az-
imuthal domain spans the entire range θ ∈ [0, 2pi)). In addition, a direct evalua-
tion of Rc for the primary Taylor instability is desirable. Here, this is performed
by calculating the viscosity ν, to which the sensitivity of the Reynolds number
R is the motivating factor. Far from equilibrium, the viscosity is normally
evaluated via the stress tensor. Calculations of this kind have been widely re-
ported in non-equilibrium molecular dynamics simulations of plane shear (see
equation 2.46). In this work a similar method is modified for use in cylindrical
coordinates, so that the viscosity (and therefore the Reynolds number) may be
calculated explicitly.
3.2 Development of molecular simulations
In the following sections, molecular dynamics simulations of cylindrical Couette
flow with a stationary outer cylinder are presented. Both the cylinder walls and
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the confined fluids are modelled explicitly for two geometries, and the Reynolds
number is measured directly. By gradually increasing the rotation rate of the
inner cylinder for the first (smaller) geometry, the onset of Taylor-Couette-type
instabilities is identified. In a further simulation with a new larger geometry,
another wavy vortex state is observed. In addition, the increased statistical
sample sizes in the larger simulations have enabled more detailed studies of
the transient dynamics and mixing patterns in the vortex formation. Finally,
simulations with polymeric solutions as the confined fluid are presented.
3.2.1 Implementation details
The standard MD equations of motion [30] are integrated in a Cartesian coordi-
nate system, where the position and momentum are denoted by q˜ ≡ (x, y, z) and
p˜ ≡ (px, py, pz) respectively. To extract useful statistics it is convenient to ex-
press these variables in cylindrical coordinates, q ≡ (r, θ, z) and p ≡ (pr, pθ, pz).
The initialisation procedure in the simulations involves two steps: first, the
cylindrical walls are constructed, then the fluid is equilibrated and a mean ve-
locity field is allowed to develop fully. The cylinders are formed by constructing
a large FCC lattice, at density ρc = 1.0, and atoms that do not lie within
the cylinder wall regions are removed. Figure 3.2 shows a schematic of the
cylinder geometry viewed along the z-axis, along which the domain has length
Lz = 103.2 units. At this stage the atoms interact in a pairwise manner, with
only the purely repulsive Weeks-Chandler-Andersen (WCA) potential [129],
φjk =
 4
[(
σ
q˜jk
)12
−
(
σ
q˜jk
)6]
+  q˜jk < 2
1/6σ,
0 q˜jk ≥ 21/6σ.
, (3.27)
where q˜jk is the magnitude of the vector that separates the positions of atoms
j and k. Reduced MD units are adopted throughout, for which σ =  = 1. To
ensure the surfaces of the cylinders are not unphysically rough, the atoms are
allowed to relax between specular radial boundaries. The leapfrog algorithm is
chosen as the integration algorithm, with timestep ∆t = 0.005 and the initial
velocities are set so that the average kinetic temperature of the system is T =
0.2. Inspection of the final wall configuration reveals a system of hexagonal-
close-packed-like planes that are atomically smooth and curved normal to the
radial axis. Figure 3.4 shows a close-up image of the outer surface of one wall.
The final atomic positions are then chosen as initial equilibrium sites, q˜eq.j ,
to which the cylinder atoms are tethered via an additional anharmonic spring
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Figure 3.4: Close-up image of the configuration of a single layer of molecules at
the outer surface of the inner cylinder wall, where r ≈ Ri.
potential of Petravic and Harrowell [130],
φanh.(q˜j) = −κ4[q˜j − q˜eq.j ]4 − κ6[q˜j − q˜eq.j ]6, (3.28)
where q˜j − q˜eq.j is the separation vector between atom j and its equilibrium
position, κ4 = 5× 103 and κ6 = 5× 106.
The region between the cylinder walls, Ri < r < Ro, is then filled with a
WCA fluid at a mean density ρf = 0.5. Domain boundaries in the axial (z)
direction are periodic, and the fluid is confined in the radial (r) direction by the
tethered cylinder atoms. The cylinder radii are Ri = 49.2 and Ro = 76.2, such
that the ratio η = Ro/Ri = 0.65. The total number of particles in the system
is 7.6× 105.
Starting from rest, the inner cylinder is rotated by incrementing the az-
imuthal equilibrium coordinates of the solid atoms in time,
qeq.j (t) := q
eq.
j (t = 0) +
t∫
0
θ˙(t)rj dt eθ. (3.29)
Here, eθ is the unit vector in the θ direction, and θ˙i(t) is the angular velocity
of the inner cylinder. The rotation speed is increased smoothly from t = 0 with
a raised-cosine envelope function,
θ˙i(t) =
{
1
2
[
1− cos (pi tt′ )]Ωi 0 ≤ t ≤ t′,
Ωi t > t
′,
(3.30)
where Ωi is the target angular speed. A range of angular velocities 0.04 ≤ Ωi ≤
0.10 was examined, and the ‘ramp time’ t′ = 200 was set to be greater than the
period of a single complete rotation of the inner cylinder at its slowest angular
speed. To ensure that flow instabilities are neither triggered nor dampened by
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artifacts of a thermostat algorithm, the temperature of only the cylinder wall
was controlled, using the standard Nose´-Hoover thermostat. The inner and
outer wall temperatures were set to Ti = To = 1.0. The rate at which heat
was extracted through the walls was not necessarily sufficient to thermalise the
flow to a homogeneous temperature field. However, all the systems considered
herein reach a state of thermal equilibrium after t = 800. Typical temperatures
of the fluid ranged from T = 2.0 to T = 4.5. The mean velocity field takes
approximately 4 times longer than the system temperature to stabilise. In cases
where Taylor vortices form in the flow, the streaming velocity field reaches a
statistically stationary state at t = t′′ ≈ O(103), and statistics are collected
thereafter.
The first critical Reynolds number Rc, for geometry η = 0.65, is predicted
by theory to be 55.01(d/Ri)
−1/2 [94], which for Ri = 49.2 corresponds to Rc =
76.6. The Reynolds number in the following simulations is not known until
the viscosity is measured directly, but the results in the following subsections
indicate that the simulations span the range of Reynolds numbers 45 . R . 81.
3.2.2 Validation
A solution of the Navier-Stokes equations for a Newtonian fluid in cylindrical
Couette flow is given by the azimuthal velocity uθ and shear stress ςrθ,
uθ(r) = Ar +B/r, (3.31)
ςrθ(r) = −C/r2, (3.32)
where C = 2µB, µ is the shear viscosity of the fluid, and A and B are
A =
Ω2oR
2
o − Ω2iR2i
R2o −R2i
, B =
Ωi − Ωo
R−2i −R−2o
. (3.33)
The angular velocity of the outer cylinder, Ωo, is zero in the current configu-
ration. In the continuum solution, the boundary conditions assume no-slip at
the fluid-solid interface, but this is not necessarily a suitable approximation in
molecular simulations. The potential field generated by the solid atoms creates
an energy well which is preferentially occupied by the atoms in the first fluid
layer. The density and velocity fields in this near-wall region for Ωi = 0.08 are
shown in figure 3.5, where it is evident that the velocity of the first fluid layer
is approximately 10% lower than that of the wall - symptomatic of molecular
slip. As a result, the bulk velocity profile can only be compared to the contin-
uum solution when the effective slip is taken into account. The MD simulation
results are fit to equation (3.31) using the least squares method, and the results
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Figure 3.5: Fluid density ρf (, ; upper scale) and tangential velocity uθ (M,
; lower scale) profiles in the region close to the inner wall for Ωi = 0.08. Lines
between points are included only as a guide for the eye. The inset shows each
profile across the whole radial domain, where hatched regions mark the cylinder
wall cross sections. Particle velocities were averaged here over a 400 × 10 × 8
spatial grid. The same velocity profile is also plotted on a coarser grid in figure
3.6.
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Figure 3.6: A selection of azimuthal velocity profiles uθ(r), where Ωi = 0.06 (◦),
0.08 (M, also plotted with finer detail in figure 3.5), and 0.1 (). Lines represent
least-square fits to the Couette solution of the Navier-Stokes equations, given
by equation (3.31). Filled symbols show the azimuthal velocity component of
the solid inner cylinder surface, uθ(r = Ri) = RiΩi.
are shown in figure 3.6. Comparison of the continuum and MD velocity fields
shows good agreement for all Ωi.
The pressure tensor P = −ς is measured by casting the volume-average form
of Lutsko [131] and Cormier et al. [132] in cylindrical coordinates, where the
total stress in a volume denoted by Ψ is the sum of the kinetic, P
(K)
Ψ , and the
configurational, P
(C)
Ψ , contributions,
P
(K)
Ψ =
1
VΨ
N∑
j=1
m
(pj
m
− u
)(pj
m
− u
)
Λj , (3.34)
P
(C)
Ψ = −
1
2VΨ
∑∑
j 6=k
Mjkljk. (3.35)
Here Λj is unity if the particle j lies within the averaging volume and is zero
otherwise. The quantity VΨ is the volume of the element Ψ, and Mjk is the
force moment tensor,
Mjk = Θj(q˜jkF˜jk)Θ
T
j , (3.36)
where Θj = Θ(θj) is the rotation matrix that transforms from Cartesian to
cylindrical coordinates at θ = θj , and the force F˜ = ∇q˜kφ(q˜jk). Finally, ljk is
the fraction of the linear trajectory δ(q− qj − λqjk) that lies within Ψ, where
the parameter λ ∈ [0, 1]. Details of the derivation of the appropriate form of
the stress tensor are given in Appendix A.
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Figure 3.7: (a) Shear component of the pressure tensor Prθ(r) and (b) shear
viscosity µ(r), from the same simulations shown in figure 3.6; Ωi = 0.06 (◦),
0.08 (M), and 0.1 (). See equations (3.34) and (3.35) for the definition of Prθ,
and Appendix A for details of its derivation. Where reasonable, lines in (a)
show least-square fits to the Navier-Stokes solution given in equation (3.32).
The viscosity profile is calculated using µ(r) = Prθ/(
∂uθ
∂r − uθr ) (see equation
3.43), and is shown by symbols in (b). In addition, a verification of the viscosity
(assuming it constant) is also found by comparing coefficients C = 2µB from
both the velocity and stress fits to equations 3.31 and 3.32, and the results are
shown by vertical lines in (b).
The comparison of the MD stresses and the fits to equation (3.32), plotted
in figure 3.7, shows good agreement for Ωi ≤ 0.08. However, in contrast to
the velocity field agreement shown in figure 3.6, they deviate appreciably when
Ωi = 0.10. The disparity is due to a change in the macroscopic flow configuration
and the formation of the Taylor instability. The fitting parameter C in equation
3.32 may be compared to the parameter B from the velocity fit (equation 3.31)
in order estimate the viscosity via C = 2µB. The values obtained with this
method are in agreement with the viscosity found by evaluating µ = Prθ/[∇u]rθ
(this processes is covered in more detail in the following section, see equation
3.43). The increasing viscosity is due to a significant rise in temperature with
increasing shear rate.
This section has demonstrated that the measurements of velocity and stress
are consistent with the Navier-Stokes solutions for cylindrical Couette flow. The
following section explores the appearance of toroidal vortices, resulting from the
Taylor instability, in more detail.
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Figure 3.8: Streamlines in the r-z plane with corresponding field contours from
the case where Ωi = 0.09. From left to right, the contours show uθ, T (see
equation (3.39)), ρf , and Prθ (see equations (3.34) and (3.35)). Each field
represents an averaged quantity over 4000 time units.
3.3 Taylor vortex flow
Streamlines of the flow field in the r-z plane are shown in figure 3.8, at rota-
tion rate Ωi = 0.09. The four corresponding contour plots in the same figure
represent the azimuthal velocity uθ, temperature T , fluid density ρf , and the
shear component of the pressure tensor Prθ. Each field is averaged over 4000
time units. The formation of Taylor’s toroidal vortices at this relatively high
rotation rate has introduced an asymmetry in the fields which have become
functions of both the radial and the axial coordinates. High momentum fluid
near the inner cylinder is convected radially outwards in regions of positive ra-
dial velocity, or ‘outflow’. Likewise, low-momentum fluid is convected inwards
towards the inner cylinder in regions with negative radial velocity, or ‘inflow’.
This impingement introduces pockets of high shear stress near both the outer
wall on axial planes with radial outflow and near the inner wall on axial planes
with radial inflow. Akonur and Lueptow [122] reported the shear stress field
from particle image velocimetry measurements of a glycerol-water mixture, and
similar qualitative behaviour is generated by the current simulations. On planes
of inflow, the uθ contours are closely packed near the inner cylinder, and spread
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farther apart towards the outer cylinder. The proximity of the contours, or
effectively the greater magnitude of the velocity gradient, results in the high
local shear stress. Conversely, relatively constant contour spacing is observed
in outflow regions, which is reflected in the shear stress calculation.
Also of interest is the kinetic temperature, whose instantaneous value, T , is
defined as,
3
2
n(q; t)kBT (q; t) =
1
2
N∑
i=1
mi
(
pi
mi
− u
)2
δ(q− qi), (3.37)
where n(q; t) is the local instantaneous number density [74]. Averaging over a
volume yields,
3nΨkBTΨ =
1
VΨ
N∑
i=1
mi
(
pi
mi
− u
)2
ϑi, (3.38)
where VΨ is the volume of the region Ψ and ϑi is the control-volume selection
function introduced by Smith et al. [133]. When averaged over time, equation
(3.38) reduces to,
3nΨkBTΨ =
1
VΨ
N∑
i=1
p2i
mi
ϑi − ρfu2, (3.39)
where overlines denote a temporal average and TΨ ≡ TΨ. Here it is assumed
that the number density in each averaging volume is approximately constant
over a sampling period, that is nΨTΨ ≈ nΨTΨ. Contours of T are presented in
the second frame of figure 3.8. As expected, viscous heating leads to an increase
in temperature in regions of highest shear rate.
By consequence of axial periodicity and the presence of four vortices in the
channel, it is expected that Fourier analysis yields a peak in the energy spectrum
near the second axial wavenumber. This peak will be used to characterise the
strength of the vortical motion. Evaluation of the energy spectra begins with
the time-series of the azimuthal velocity, uθ, that is immediately averaged in
the radial direction,
〈uθ〉r = 1
d
∫ Ro
Ri
uθ(r, θ, z, τ) dr, (3.40)
where angle brackets 〈...〉X hereafter represent the spatial average over a set of
coordinates X, and τ = t− t′′. The signal is then Fourier transformed along the
z-coordinate,
uˆθ(θ, kz, τ) =
1
Lz
∫ Lz
0
〈uθ〉re−i(2pikzz/Lz) dz, (3.41)
where kz is the integer mode number of the Fourier basis function. Finally, a
mean energy spectral density is defined, normalised by the thermal energy scale,
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Figure 3.9: Energy in the second wavenumber Eˆ(kz = 2) of the Fourier series
expansion of the azimuthal velocity field (see equation (3.42)). Spectra for all
Ωi are normalised by kBT to bring the thermal noise floors to the same level.
Taylor’s first instability occurs between 0.0875 < Ωi < 0.09, which corresponds
to a critical Reynolds number 76.3 < Rc < 77.3.
that is the average over the remaining spatial and temporal coordinates,
Eˆ(kz) =
1
kBT2piLτ
Lτ∫
0
2pi∫
0
|uˆθ(θ, kz, τ)|2 dθdτ, (3.42)
where Lτ is the total duration of the time series, and kB is Boltzmann’s constant.
The energy in the second wave number Eˆ(kz = 2) is shown in figure 3.9, for all
Ωi, where the flow bifurcation is clearly observed when the angular speed of the
inner cylinder is in the range 0.0875 ≤ Ωi < 0.9.
In order to relate the critical value of Ωi to a critical Reynolds number, the
kinematic viscosity of the fluid, ν = µ/ρf , must be evaluated. The standard
non-equilibrium MD method is adopted to calculate the shear viscosity, µ =
Prθ/ [∇u]rθ, using the r-θ component of the shear rate,
[∇u]rθ ≡
∂uθ
∂r
− uθ
r
+
1
r
∂ur
∂θ
. (3.43)
In sub-critical Couette flow, the azimuthal gradient r−1∂θur is negligible relative
to the other terms in the above equation. Using the average azimuthal velocity,
〈uθ〉θ,z,τ = 1
2piLzLτ
Lτ∫
0
Lz∫
0
2pi∫
0
uθ(r, θ, z, τ) dθdzdτ. (3.44)
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the velocity gradient is evaluated from the central difference expression,
∂uθ(r)
∂r
≈ 〈uθ(r + ∆r)〉θ,z,τ − 〈uθ(r −∆r)〉θ,z,τ
2∆r
, (3.45)
where ∆r is the distance between adjacent grid points in the radial direction.
The viscosity is recovered from,
µ(r) =
Prθ(r)
[∇u]rθ(r) . (3.46)
The mean Reynolds number across the annular gap is evaluated,
R = 1
d
Ro∫
Ri
ρf (r)RiΩid
µ(r)
dr, (3.47)
where the fluctuations from the fluid layering at both wall surfaces are ignored.
The critical Reynolds number is found to be in the region 76.3 < Rc < 77.3,
which is within 2-3% of the theoretical prediction Rc = 74.7 [94], and is some-
what consistent with the results of Hirshfeld and Rapaport [18], who found
Rc = 86.5 for a similar geometry in which the theoretical prediction is Rc =
76.6. The critical Reynolds number calculated here corresponds to Taylor num-
ber Tc = 5000.
The molecular dynamics study has quantitatively reproduced the Taylor-
Couette instability in a full cylinder geometry (periodic in the axial direction)
with molecular walls. Evidence for further oscillations in the vortical flow struc-
tures - a secondary instability - is examined in the section below.
3.4 Wavy vortex flow
In the previous section, the appearance of Taylor-Couette-type vortical struc-
tures was established at a critical Reynolds number Rc. In this section, the
spontaneous formation of a time-dependent wavy-vortex mode in the MD sim-
ulations is examined in detail.
At the highest rotational speeds, visual inspection of the azimuthal velocity
field in the (θ, z) plane reveals a wavy vortex flow pattern. A clear example,
for the case Ωi = 0.10, is shown in figure 3.10, where 〈uθ〉r,τ has been averaged
in the radial direction over 62.5 time units. The observed waves convect in the
azimuthal direction. In order to measure their angular phase velocity Ωw, the
energy spectrum from the two-dimensional Fourier representation of the velocity
field is examined,
ˆˆ
Eθ(kz, ω) =
1
kBT2pi
2pi∫
0
|ˆˆuθ(θ, kz, ω)|2dθ, (3.48)
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Figure 3.10: Contours of azimuthal velocity 〈uθ〉r,τ for inner cylinder rotational
speed Ωi = 0.10. Bin velocities are averaged both in the radial direction, r, and
over 62.5 time units, so that 〈uθ〉r,τ = 162.5
∫ τ ′+62.5
τ=τ ′ 〈uθ〉r dτ (see equation 3.40
for the notation definitions).
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where,
ˆˆuθ(θ, kz, ω) =
1
LzLτ
Lz∫
0
Lτ∫
0
〈uθ〉r e
−i
(
2pi
kzz
Lz
+ωτ
)
dτdz. (3.49)
Figure 3.11 shows four examples of the spectra. A peak in the region (kz =
2, ω ≈ 0.4Ωi) is clearly seen when Ωi ≥ 0.085. This result provides compelling
evidence that the axial rolls are subject to a time-dependent oscillatory motion.
Inspection of the equivalent azimuthal spectra (see figure 3.12),
ˆˆ
Eθ(kθ, ω) =
1
kBTLz
Lz∫
0
|ˆˆuθ(kθ, z, ω)|2dz, (3.50)
where,
ˆˆuθ(kθ, z, ω) =
1
2piLτ
2pi∫
0
Lτ∫
0
〈uθ〉r e−i(kθθ+ωτ)dτdθ, (3.51)
provides further evidence that the oscillations are consistent with an azimuthal
travelling wave, as opposed to a uniform and purely axial oscillation of the
vortical structures. However, due to the nature of the averaging method here,
it is not possible to determine whether the azimuthal waves exist only in the
centres of the vortices (like those observed by Markho and co-workers [120]), or
indeed if the boundaries between vortices are also wavy.
The energy loss that occurs at Ωi = 0.0925 from the azimuthal oscillatory
mode is also lost by the kz = 2 mode, where a corresponding energy gain is
observed in its first harmonic (kz = 4, ω = 0). This energy transfer is shown in
figure 3.13. The wave strength is quantified as the mean energy spectral density
in the range ω− and ω+,
Ekz (ω− < ω < ω+) =
1
ω+ − ω−
ω+∫
ω−
ˆˆ
Eθ(kz, ω)dω, (3.52)
where kz = 2, ω− = 0.3Ωi and ω+ = 0.5Ωi. This measure is plotted as a
function of Ωi in figure 3.13, where it is clear that energy begins to appear in
the wavy vortex at Ωi ≈ 0.085. The energy transfer from the wavy-vortex to
the harmonic of the stationary vortex at Ωi = 0.0925 is confirmed here, where
an energy loss in E2(0.3Ωi < ω < 0.5Ωi) is a consequential effect of the order-
of-magnitude increase in E4(0 < ω < 0.01). From figures 3.9 and 3.13, it is
clear that the energy in E2(0.3Ωi < ω < 0.5Ωi) becomes significant at a similar
rotation speed Ωi to the point at which the energy in Eˆ(kz = 2) grows. It
is important to consider that the stationary vortex mode occupies only a very
small portion of the flow configuration map [101], which was constructed using
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(a) Ωi = 0.0700 (b) Ωi = 0.0900
(c) Ωi = 0.0925 (d) Ωi = 0.1000
Figure 3.11: Energy spectral density
ˆˆ
Eθ(kz, ω) (see equations (3.48) and (3.49)).
Peak areas where kz = 2 and ω ≈ 0.4Ωi indicate a time-dependent oscillatory
motion of the Taylor vortices. At Ωi = 0.0925 a spectral energy transfer occurs
from the kz = 2 mode to its first harmonic (kz = 4, ω = 0). The total sampling
time was Lτ = 2×104 time units. Colour-scales are limited to ˆˆEθ ∈ [2, 6], where
values outside this range are clipped to the nearest endpoint of the interval.
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(a) Ωi = 0.0700 (b) Ωi = 0.0900
(c) Ωi = 0.0925 (d) Ωi = 0.1000
Figure 3.12: Energy spectral density
ˆˆ
Eθ(kθ, ω) (see equations (3.50) and (3.56)).
The total sampling time was Lτ = 2× 104 time units. Colour-scales are limited
to
ˆˆ
Eθ ∈ [2, 6], where values outside this range are clipped to the nearest endpoint
of the interval.
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Figure 3.13: Mean energy spectral density of the travelling wavy vortex,
E2(0.3Ωi < ω < 0.5Ωi) (◦, left vertical scale, see equation (3.52) for the defini-
tion of E). Also shown is the mean spectral density of the first harmonic of the
stationary vortex, E4(0 < ω < 0.01) (•, right vertical scale).
results from experiments with isothermal fluids. In the current simulations, so
as not to affect the dynamics of any possible flow instabilities, it was chosen
that the fluid molecules would not be subjected to a thermostat force. For this
reason, increasingly strong temperature gradients across the annulus form (see
figure 3.8) as the rotation rate is increased, which are known to significantly
destabilise the flow [134, 135, 136, 137]. It is perhaps not surprising, therefore,
that results suggesting a direct transition to the wavy-vortex mode are observed
in the current study.
Experiments by King et al. [100] showed that the speed of travelling waves
in Taylor-Couette flow has a complex dependence on many variables when the
Reynolds number is greater than twice the critical value. Near the onset of
the wavy vortex, however, both experiments [122] and numerical simulations
[106] have shown that the wave speed is approximately equal to the azimuthal
velocity at the vortex centres. In the current simulations, the angular velocity
of the travelling wave Ωw is calculated using the expected value of the spectral
density in a frequency band 0.3Ωi < ω < 0.5Ωi, for kz = 2, in order to enclose
the peak. The error is estimated by the standard deviation, and the results are
compared to the velocity at the vortex-centre in figure 3.14. The phase speed
of the travelling waves is consistently within 10% of the mean flow velocity at
the vortex centre, uθ(r = Ri + d/2) ≈ 0.4Ωi.
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Figure 3.14: Normalised angular velocity of travelling waves Ωw (+), and an-
gular velocity of the mean flow at the location of vortex centres (◦). The wave
speed Ωw is estimated from the expected value of the spectral density, defined in
equation (3.48), in the region (kz = 2, 0.3Ωi < ω < 0.5Ωi). Error bars represent
one standard deviation either side of the expected value.
3.5 Axial periodicity and finite length effects
3.5.1 Axial periodicity
The axial extent of Taylor-Couette vortices is dependent on the axial domain
size. On increasing the domain length, the vortices gradually stretch in the axial
direction. Above a particular Lz, the vortices suddenly reduce to a smaller size
and their number increases by one pair. This ‘quantisation’ of the vortices is
established in the literature [97]. In this section, the instabilities discussed thus
far are verified as a robust feature of the flow, independent of the choice of axial
domain size Lz = 4.0d.
The same simulation procedure was repeated for a new set of cylinder ge-
ometries, in which the axial domain length was varied from Lz = 2.0d to 6.0d
in increments of 0.5d. All simulations were performed at a rotational speed
Ωi = 0.09 which displayed a strong instability in the earlier results. Figure
3.15 shows the energy spectra
ˆˆ
E(kz, ω) for the subset of cylinder geometries
Lz > 4.0d. It is clear from the peaks at ω ≈ 0.4Ωi that the wavy vortex insta-
bility persists in the longer domains, and is not a unique feature of the Lz = 4.0d
geometry.
To satisfy the axially periodic boundary conditions, the number of Taylor
vortices is restricted to multiples of 2. In addition, experiments show that the
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(a) Lz = 4.5d (b) Lz = 5.0d
(c) Lz = 5.5d (d) Lz = 6.0d
Figure 3.15: Energy spectral density
ˆˆ
E(kz, ω) (see equations (3.48) and (3.49)).
Peak values of
ˆˆ
E(kz, ω) follow k
max
z ≈ Lz/2d. Peaks at ω ≈ 0.4Ωi indicate the
travelling-wave oscillatory motion of the Taylor vortices. The total sampling
period was Lτ = 4000 time units. Colour-scales are limited to
ˆˆ
E ∈ [2, 10], where
values outside this range are clipped to the nearest endpoint of the interval.
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Figure 3.16: Streamline plots in the r-z plane for all cylinder geometries, rep-
resenting the average in the azimuthal coordinate. All labels denote the ratio
of axial length to annular gap width Lz/d. In all cases boundary conditions
are periodic in the axial (vertical) direction. Velocity fields are calculated from
the mean momentum in subvolumes defined by a 25 × 80 × 104 spatial grid,
which fills each geometry uniformly. Geometries for which Lz/d is (or is close
to) an even-number exhibit well formed vortices. This contrasts with the more
incoherent structures seen in the corresponding odd-number ratio geometries.
cross-section of the vortices is nearly square-shaped [97]. As the cylinder is
lengthened, it is therefore expected that the vortices will form in a manner
such that the peak spectral values follow kmaxz ≈ Lz/2d. This behaviour is
clearly visible, both in the spectra in figure 3.15, and in the streamline plots
presented in figure 3.16. The restriction of the number of vortices is also well
captured in the Eˆ(kz) spectra, and the first six wavenumbers for all geometries
are plotted in figure 3.17, where the peaks in the spectra are consistent with
the vortical configurations. It is also apparent that the normalised total energy
in the vortices, as they stretch to fill the periodic domain, is not constant.
Since the most energetic configuration is not known, the maximum energy near
(kz = 2, Lz = 4.5d) in figure 3.17 suggests that the optimal axial wavelength of
the vortices is in the range 4.0d/2 < kz < 4.5d/2. This value is in accordance
with the value predicted by theory [94].
69
Figure 3.17: Energy in the first six wavenumbers of the Fourier series expansion
of uθ (see equation 3.42) for geometries with varying axial length Lz. The gap
width is given by d = Ro − Ri. A single cluster of bars shows the energy in
a single wavenumber for all geometries, which are differentiated by colour as
detailed in the inset legend. For geometry Lz = 4.0d, for example, the energy
is greatest in integer wavenumber kz = 2. Because the size of the spatial grid
changes with each geometry, the level of thermal noise is not constant (an esti-
mate of the thermal noise level can be seen by the height of wavenumbers 5 and
6, which are not associated with any toroidal structures). The thermal energy
scale is therefore no longer a suitable normalisation. Defining ζ = 2pikz/Lz and
E′(ζ) = kBTEˆ(kz), spectra are normalised by the integral
∫ ζmax
0
E′(ζ)dζ where
the maximum wavenumber ζmax is set by the minimum spacing of the spatial
grid.
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3.5.2 Finite-length cylinder
In the previous sections of this chapter, all results presented were from simula-
tions in which the boundary condition along the axial coordinate were periodic.
Such conditions remove the complications associated with end wall effects that
(a) are unavoidable in experiment, and (b) may influence the flow patterns. Al-
though periodic boundary conditions (PBC) were shown to restrict the number
of vortices to multiples of two, they should not detrimentally alter the results
in a geometry in which an even number of vortices would be expected with the
optimum axial wavelength ζ = 2pikz/Lz. In this section, the effects of remov-
ing the axial periodicity are examined to determine whether the wavy vortex is
dampened by the presence of end walls.
Two extra simulations are performed, where the geometry of the cylinders
were almost identical to those in the previous sections (η = 0.65, Ri = 49.2,
d = 26.0). However, in both cases, the periodic boundaries in the axial direction
were replaced by specular reflecting walls. In addition, the axial length of the
cylinders were changed: in one simulation the axial domain length was Lz =
4.0d, and Lz = 8.0d in the other. The specular walls provide a perfect-slip
boundary condition, where the normal velocity of any particles that cross the
boundary are instantaneously reversed. The simulation initialisation routine
was the same as for previous simulations (described in section 3.2.1), and the
rotation rate of the inner cylinder was Ωi = 0.1.
In figure 3.18 energy spectra for the two new simulations are compared
with the equivalent case that had axially periodic boundary conditions. Both
the kθ-ω (left, blue) and kz-ω (right, red) spectral densities are shown for the
periodic case (top) and cases with end walls (middle and bottom). The expected
characteristic peak in energy associated with the basic azimuthal flow would be
at kθ = kz = ω = 0. Likewise, if the stationary Taylor vortex were present,
another peak in energy would be expected at kθ = 0, kz = Lz/2d and ω = 0.0.
Finally, if the vortices are wavy with a single oscillation along the azimuth, an
additional peak would be expected at kz = Lz/2d, kθ = 1 and ω ≈ 0.4Ωi.
The peak associated with stationary Taylor vortices, (at kz = Lz/2d, ω =
0) is present for all cases, including those with end walls. However, a great
reduction in the energy that is characteristic to the wavy vortex motion (ω ≈
0.4Ωi, kθ = 1, kz ≈ Lz/2d) is observed. Although the oscillations are arguably
still present (more so in the case where Lz = 8.0d), it is clear that the end walls
acted to dampen the wavy vortex flow, which cause any energy in the wavy
vortex at the boundary to vanish. Further simulations with length Lz > 8d
should be performed in order to establish whether the wavy vortex becomes
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(a) Lz = 4.0d, periodic (b) Lz = 4.0d, periodic
(c) Lz = 4.0d, finite (d) Lz = 4.0d, finite
(e) Lz = 8.0d, finite (f) Lz = 8.0d, finite
Figure 3.18: Energy spectral density
ˆˆ
E(kθ, ω) (left, blue) and
ˆˆ
E(kz, ω) (right,
red). Spectra (a) and (b) are obtained from simulations with periodic bound-
aries in the axial direction, and are identical to the results in figures 3.12d
and 3.11d respectively. Spectra (c) and (d) result from similar calculations in
which the periodic boundaries are replaced with specular reflecting end walls.
Finally, spectra (e) and (f) correspond to another simulation where the length
of the cylinder (without periodic boundary conditions) is doubled. Energy in
the wavenumbers characteristic to the wavy vortex motion is visibly present in
all cases, but is very weak when periodic boundary conditions are turned off.
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stronger in regions further away from the end walls.
To summarise, the spectral information suggests that, in order for wavy
vortices to develop at the Reynolds numbers of the present simulations, the
periodic boundaries must be periodic or Lz/d must be large. It is not possible
to determine whether they actively promote appearance or propagation of the
instability, but it is noted that they do not add energy to the system. It may
be concluded, therefore, that if the periodicity is such that the wavelength of
the Taylor vortex is not unphysically shaped when compared to the optimum
value, periodic boundaries can be a useful tool for simulating the case of long
cylinders.
3.6 Wavy vortex flow in geometry η = 0.87
The maximum Taylor number accessible in the previous sections, for the cylinder
with η = 0.6, was limited by the rotation speed. Because the temperature of
the system was controlled only by applying a thermostat to the atoms in the
cylinder walls, it was only possible to use a reasonably large timestep when the
rotation speed Ωi ≤ 0.1. At faster rotation rates, the heat flux through the walls
was not sufficient to extract the heat from the work done on the fluid by the
wall rotation, and the numerical scheme became unstable due to the increasing
temperature of the fluid. To explore a case at a greater Taylor number, a second
cylinder geometry with η = 0.87 was constructed. This was much larger than the
previous test case (see figure 3.19). This new system size had greater statistical
averaging power, and the radius ratio was closer to typical experimental values
(see section 3.1.2).
The process of constructing the cylinder walls was identical to that de-
scribed in section 3.2.1, but the inner radius was Ri = 399 and the outer
radius Ro = 457. With the axial length Lz = 225, the aspect ratio was
Lz ≈ 3.9d, so four counter-rotating vortices were expected to develop. The
gap between the cylinder walls contained a Weeks-Chandler-Andersen fluid at
density ρf = 0.5. This fluid density was chosen because the quantity that forms
the non-topological part of the Reynolds number, ρf/µ, is large when com-
pared to higher densities [138]. The rotation speed of the inner cylinder was
smoothly increased from 0 according to equation 3.30, where the new ramp time
t′ = 500. At this density, the total number of molecules in the domain was too
large (2 × 107) for a full parameter study of varying Ωi to be computationally
feasible. The rotation speed of the inner cylinder was therefore fixed so that
the tangential velocity of the inner cylinder wall was RiΩi = 5, which matched
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η = 0.65
η = 0.87
Ri
RiRo
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Ωi Ωi
Figure 3.19: Schematic comparison of geometries for η = Ro/Ri = 0.6 (left)
and η = 0.87 (right).
the maximum speed in the previous simulations. After measuring the viscos-
ity via the stress tensor (see equation 3.47), the mean Reynolds number across
the channel was R = 206, which corresponds to Taylor number T = 11560.
This value is approximately 75% greater than the theoretical prediction of the
critical Reynolds number for the primary instability, Rc(η = 0.87) ≈ 117 [94],
and approximately 45% greater than the critical Reynolds number for the wavy
instability R′c = 143 observed in the experiments of Coles [97]. In the previous
geometry, the maximum Reynolds number (at Ωi = 0.1) was only ∼ 8% greater
than the critical value. The aim of the study was to gain additional informa-
tion about the temporal evolution of hydrodynamic flow structures. As in the
previous subsections, the domain is decomposed into 25 × 80 × 100 averaging
volumes, hereafter referred to as ‘bins’. The statistical averaging, on the other
hand, was taken starting from t′′ = t − t′ + 0.5 × 103 in order to examine the
transient formation of the vortices. The time after the quantities are collected
by averaging is denoted τ = t− t′′.
Figures 3.20, 3.21 and 3.22 show the uθ, ur and uz components of the velocity
field in the θ-z plane. All values represent an average over the entire width of the
channel Lr (see equation 3.40), as well as an average over 12.5 time units. The
times τ upon which these averages are centered are chosen purely to highlight
the different flow regimes that were observed during vortex development. The
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Figure 3.20: Evolution of uθ(θ, z), averaged over 12.5 time units, centered at
τ = (a) 7.5, (b) 158, (c) 1100, (d) 2500, (e) 2950, (f) 3765, (g) 5000 and
(h) 7250. Samples are chosen to highlight the evolution of flow configurations
during the development of the wavy vortices: (a) spots/streaks of radial flow
begin to develop, (b) the streaks merge, (c) a forked vortex pattern emerges,
(d) the forked pattern persists and becomes wavy, (e) the wavy fork splits, (f) a
plateau region without waves is left where the fork has broken, (g) the plateau
region gives way to a wavy pattern, and (h) the wavy vortex persists. The
dashed lines in (b) mark the azimuthal locations of three r-z-streamline plots
found in figure 3.24.
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Figure 3.21: Evolution of ur(θ, z), averaged over 12.5 time units, centered at
τ = (a) 7.5, (b) 158, (c) 1100, (d) 2500, (e) 2950, (f) 3765, (g) 5000 and (h) 7250.
Samples are chosen to highlight the evolution of flow configurations during the
development of the wavy vortices: see caption of figure 3.20 for a description of
the flow regimes. The dashed lines in (b) mark the azimuthal locations of three
r-z-streamline plots, found in figure 3.24.
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Figure 3.22: Evolution of uz(θ, z), averaged over 12.5 time units, centered at
τ = (a) 7.5, (b) 158, (c) 1100, (d) 2500, (e) 2950, (f) 3765, (g) 5000 and (h) 7250.
Samples are chosen to highlight the evolution of flow configurations during the
development of the wavy vortices: see caption of figure 3.20 for a description
of the flow regimes. From visual inspection, development of the uz component
appears to lag the uθ and ur components. It is also of interest to note that, at
the position of the fork pattern splitting and the plateau region forming, there
coincides a small region where uz temporarily almost vanishes. The dashed lines
in (b) mark the azimuthal locations of three r-z-streamline plots found in figure
3.24.
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time at which significant deviations first appear from the basic Couette flow, τ =
7.5, is shown in subfigures labelled (a). Clear streaks of high-momentum fluid
are visible in the uθ component, which correspond to the primary centrifugal
instability. The high-momentum streaks (coloured red) are advected radially
away from the inner cylinder, and this motion is accordingly reflected in the ur
component. Mass flux away from the inner cylinder is, as previously, referred
to here as ‘outflow’. The opposing flux inwards of low momentum fluid shall
likewise be called ‘inflow’. These fluxes (represented as red and blue regions
on the contours) deviate from the median flow (yellow on the contours), and
appear in the figures to be much stronger than the uz component. However, due
to the nature of averaging over the entire channel width, axial flows that are
part of a stationary Taylor vortex are phase-cancelled. That is, positive axial
flow near the inner cylinder is counterbalanced by negative axial flow near the
outer cylinder, and vice-versa.
Considering that the time for a single rotation of the inner cylinder is
2piΩ−1i = 507, subfigures labelled (b) (at τ = 158) show the start of a com-
paratively rapid coalescence of the streaks into vortical structures that span
the entire azimuthal domain. The mean normalised amplitude of the Fourier
spectrum associated with the toroidal motion,
A(t) =
1
limt→∞A
1
2pi
∫ 2pi
0
uˆr(kz = 2, t)dθ, (3.53)
is predicted [18] to be governed by,
dA
dt
= γ(A−A3). (3.54)
The solution takes the form,
A(t) = (1 + 3 exp [−2γ(t− t0)])−1/2, (3.55)
where A(t0) = 1/2. Figure 3.23 shows the measurement of A(t) from the start of
statistical averaging until time t = 1000. A close fit to equation 3.55 is observed
with parameters γ = 0.008 and t0 = 132.9.
An axial misalignment of the outflow and inflow streaks later results in the
formation of a clear fork structure. The dotted lines on subfigures (b) mark three
θ-planes where this process is examined in more detail. Figure 3.24 plots the
r-z streamlines and θ-component of vorticity on these planes. The streamlines
show that the vortex-merging process is driven by advection as well as diffusion:
at the point where the tips of two opposing streaks (i.e. rolls with opposite θ-
vorticity) meet (θ ≈ 1.45, z ≈ 150), a clear axial flow is observed in the positive
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Figure 3.23: Growth of the Fourier mode associated with the Taylor vortices,
i.e. kz = 2. The dashed line represents a fit to the theoretical prediction in
equation 3.55.
Figure 3.24: Streamlines in the r-z plane, coinciding with the time and locations
of the vertical dotted lines in figure 3.20 (b). Contours qualify the θ-component
of vorticity (∇×u)θ, which is plotted as a visual aid to identify the direction of
vortex rotation. All quantities were evaluated using simulation data averaged
over 12.5 time units and ∆θ = pi/20.
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z-direction in the centre of the channel. This effectively carries the bottom high-
momentum streak upwards axially, leading to the merging of the two rolls with
positive vorticity. This flow configuration contains a small azimuthal section in
which there are effectively three counter-rotating vortices present: right at the
θ-position where the forked vortex splits. This can also be seen in subfigures
labelled (c). This time is also the point at which the vortices are most flat, and
the contour values indicate the strongest radial flow |ur|.
The fork pattern is remarkably stable for a relatively long period of time,
withstanding an onset of waviness (see subfigures (d) at τ = 2500). The fork
structure can eventually be seen in subfigures (e), at approximately z = 150
and θ = pi/8, to split when τ = 2950. The waviness also elicits a clear mixing
between the vortices, as observed in the non-cancelling uz component across the
channel in figure 3.22, for times beyond τ = 1100. At the position where the
fork splits, there is a brief period during which the outflow mixes with inflow,
and the flow is locally returned to the basic Couette, such that ur = 0. This
area, advected with the mean flow, then exhibits a flat-vortex configuration (see
subfigures (f) as the Taylor-Couette flow is reestablished. The r component of
vorticity and uz component of the flow both vanish here temporarily. Finally,
subfigures (g) and (h) provide evidence that the well-known wavy vortex pattern
forms and persists for a long period of time until the end of the simulation at
τ = 7250.
The intra-vortex mixing (by advection, rather than molecular diffusion) that
is characteristic of wavy vortex flow [122] is visible in the uz component of
subfigures (g) and (h). However, it is more clearly seen in the streamline plots of
figure 3.25. It is also of interest to note the initial appearance of six weak vortical
structures at the initial instability, before the more energetically favourable four-
vortex pattern is established. Streamlines were calculated from the velocity field
in the r-z plane, at θ = pi± pi/10. Subfigures (a) to (h) correspond to the same
time averages as in figures 3.20, 3.21 and 3.22. Contours of all three velocity
components in the same location may be found in figure 3.26.
The speed at which the wavy vortices are advected by the mean flow is ob-
tained from Fourier analysis of the velocity fields. The two dimensional Fourier
transform of the velocity field in θ and τ is,
ˆˆur(kθ, z, ω) =
1
2piLτ
2pi∫
0
Lτ∫
0
〈ur〉r e−i(kθθ+ωτ)dτdθ. (3.56)
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Figure 3.25: Streamlines in the r-z plane for θ = pi±pi/10, averaged over 15 time
units, centered at τ = (a) 7.5, (b) 158, (c) 1100, (d) 2500, (e) 2950, (f) 3765, (g)
5000 and (h) 7250. Contours underlayed show the azimuthal velocity uθ at the
same plane. Samples are chosen to highlight the evolution of flow configurations
during the development of the wavy vortices: see caption of figure 3.20 for a
description of the flow regimes.
The energy in each wavenumber is then,
ˆˆ
Er(kθ, ω) =
1
kBTLz
Lz∫
0
|ˆˆur(kθ, z, ω)|2dz, (3.57)
where the subscript X on
ˆˆ
EX refers to the component of velocity uX from which
the energy is obtained. Lz is the axial length of the cylinder, and the spectral
energy has been normalised by the thermal energy scale kBT . Figure 3.27 shows
spectra
ˆˆ
Er(kθ, ω) and
ˆˆ
Ez(kθ, ω) on three different scales. The first scale is linear
in kθ, ω (normalised by Ωi) and
ˆˆ
E, and the second scale is identical except
ˆˆ
E is
now logarithmic. From the spectra many harmonics in the azimuth are observed,
but the strongest appear at wavenumbers between 1 and 5, depending on the
component of velocity from which the spectral energy is calculated. There are
three azimuthal waves by visual inspection, but the vortices are rotated in the
θ-z plane (this is possible, despite the periodicity of θ, if the rotation angle is
such that the vortices form a spiral pattern). For this reason, the calculation
yields a peak at kθ = 4. It may be noted that the wavy vortices that formed in
the smaller geometry, discussed in section 3.4, did not form a spiral (see figure
3.10). The peak at kθ = 1 in this case, therefore, is not a consequence of a
simple shear rotation in the θ-z plane.
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Figure 3.26: Velocities ur (top), uθ (middle) and uz (bottom) in the r-z plane for
θ = pi± pi/10. Contours represent a time average over 12.5 time units, centered
at τ = (a) 7.5, (b) 158, (c) 1100, (d) 2500, (e) 2950, (f) 3765, (g) 5000 and
(h) 7250. Samples are chosen to highlight the evolution of flow configurations
during the development of the wavy vortices: see caption of figure 3.20 for a
description of the flow regimes. 82
For the third scale, ω is also divided by kθ in order to examine the phase
speed,
uph =
ω
kθ
, (3.58)
of each harmonic. The vertical line on this plot confirms that, given all harmon-
ics have the same phase speed, the vortices are therefore advected coherently
with the mean flow at the expected speed of uph ≈ 0.4Ωi.
The rapid formation of the vortices also has a significant effect on the tem-
perature and stress in the fluid. Figure 3.28 presents the time-dependence of the
temperature across the channel width. As the vortices first develop a rapid rise
in temperature is observed, which stabilises as the flow structures evolve. The
development of vortices is also associated with an increase in power required to
drive the flow. This effect is clearly observed in the evolution of the shear stress
profile Prθ, shown in figure 3.29. The total stress on the inner cylinder rapidly
increases and stabilises, in a similar manner to the temperature and direct-stress
component Prr, between cases (a) and (c).
3.7 Cylindrical Couette flow of a polymeric fluid
The simulations presented in this section were performed in search of the elastic
instability in Taylor-Couette flow [116], whose appearance in molecular dynam-
ics simulations has not yet been reported in the literature. The configuration
was cylindrical Couette flow of a solution of FENE chains, for two cases where
the polymers were of length N = 30 and N = 58. Both the geometry and setup
process of the cylinder walls was identical to the method described in section
3.2.1, where the inner cylinder radius Ri = 49.2, radius ratio η = Ri/Ro = 0.65,
and the axial boundaries were periodic with length Lz = 103.2. The gap be-
tween the cylinders was filled with an WCA solvent (equation 3.27) at density
ρf = 0.5, but N×M solvent molecules were replaced by M FENE chains (equa-
tion 4.17) of length N . The monomers and solvent particles all had identical
mass, so the new additional control parameters were the chain length N and
the polymer mass fraction,
Xp =
NM
ρfV
, (3.59)
where V = pi(R2o − R2i )Lz is the volume of the channel and ρfV is the total
number of fluid particles within it.
Separate simulations were performed for polymer mass fractions Xp = {0.01,
0.1, 0.2, 0.3, 0.4}, each of which was performed in four stages. Firstly, the initial
configurations were allowed to relax at temperature T = 1.0 for 500 reduced
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(a)
ˆˆ
Er(kθ, ω) (b)
ˆˆ
Ez(kθ, ω)
(c)
ˆˆ
Er(kθ, ω) (d)
ˆˆ
Ez(kθ, ω)
(e)
ˆˆ
Er(kθ, ω/kθ) (f)
ˆˆ
Ez(kθ, ω/kθ)
Figure 3.27:
ˆˆ
E(kθ, ω) spectra for velocity components ur and uz (see equation
3.57). Each component is compared on three scales: fully linear (top), logarith-
mic energy scale (middle) and phase velocity ω/kθ replacing the horizontal scale
(bottom). All harmonic frequencies are shown to have the same phase speed,
which confirms a coherent advection of the wavy vortices around the azimuth.
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(a) (b)
Figure 3.28: Radial temperature profile (see equation (3.39)) evolution during
Taylor-Couette roll formation. Images show (a) temperature profile snapshots,
where the colour indicates time τ after the start of of statistical averaging, and
(b) a τ -r contour. See figures 3.20, 3.21 and 3.22 for the corresponding flow
configurations as τ progresses. By comparison, a sharp increase in temperature
is evident as the vortices form.
time units. During this time the end-to-end vector time correlation function
C(t) reached zero for N = 30. However, the longer chains did not fully relax
until the end of the second simulation stage, in which the rotation speed of the
inner cylinder was brought to full speed according to equation 3.30. The ramp
time was t′ = 500 time units. At the end of the ramping stage, the system
was allowed to reach a steady state for 500 further time units before statistics
collection began.
The increased viscosity of the solution resulted in greater heat production,
so the maximum rotation speed at which the algorithm was stable, without a
thermostat in the bulk fluid, was limited to Ωi = 0.0800. The velocity profile for
each Xp is shown in figure 3.30, for N = 30 and N = 58, where an increase in slip
at the walls is observed with increasing Xp. The relaxation time of the end-to-
end vector time-correlation function C(t) (see equation 2.68) was approximately
500 reduced units for both N = 30 and N = 58 in the solutions during the
ramping stage, and approximately 100 reduced units during developed shear
flow. This change could be due to the convection of the fluid actively rotating
the polymer as it travelled around the azimuth (C(t) is measured in Cartesian
coordinates), or the increased temperature of the fluid (see figure 2.5). In both
cases the relaxation time was unaffected byXp. Using the relaxation time during
the shear flow stage as the reference τp, the Weissenberg number is estimated
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Figure 3.29: Three components of the volume-averaged pressure tensor Prr
(top), Prθ (middle) and Prz (bottom). See equations 3.34 and 3.35 for the
definition of P, and Appendix A for its derivation. A rapid increase in both
direct pressure across the volume, as well as shear stress on the inner cylinder,
is observed as the vortices form. Subfigure labels (a) to (h) correspond to the
same time as in figure 3.20: please see its caption for a list of times. Values
here represent an average quantity over 12.5 time units, and an average over all
θ = pi/2± pi/10. 86
N = 30 N = 58
Figure 3.30: Velocity profile across the channel width for five different polymer
mass fractions Xp = {0.01, 0.1, 0.2, 0.3, 0.4}, for chains with N = 30 and N =
58. The lightest grey lines represent uθ forXp = 0.01, and the darkness increases
with Xp. The filled circle ( ) indicates the tangential velocity of the inner
cylinder, RiΩi.
to be,
W = τpγ˙ ≈ 15, (3.60)
where γ˙ = [∇u]rθ (see equation 3.43). The simulations did not reproduce
the elastic instability, which is predicted to appear at W ≈ 20 [116]. The
viscosity of the fluid reduced the Reynolds number of the flow to R ≈ 50, so the
inertial instability did not appear either. In order to access greater Weissenberg
numbers, the simulation methodology must be extended to polymers with longer
relaxation times (by, perhaps, increasing the chain length) or to greater shear-
rates. Both of these adjustments would require a more effective temperature
control algorithm so that the simulations are stable with a reasonable time-step.
3.8 Overview and conclusions
In the last century cylindrical Couette flow has become one of a number of
canonical fluid-mechanics problems. Studies of the flow and its instabilities
have provided valuable insights into the validity of theories and the nature of
the breakdown to turbulence. Experiments and continuum-level simulations re-
ported in the literature are many, but the flow has received little attention with
molecular simulations. Previous measurements of the critical Reynolds number,
Rc, using molecular dynamics simulations have been made using approxima-
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tions to the viscosity, but none have measured it directly. The spontaneous
appearance of a wavy-vortex mode, resulting from a secondary instability, has
also not yet been reported from MD simulations. The simulations presented in
this work were motivated by these opportunities. In addition, they were per-
formed to verify molecular dynamics simulations as quantitatively capable of
reproducing non-linear instabilities in fluid flows, and therefore validate their
use in any future hybrid simulations.
In this chapter, results from molecular dynamics simulations of cylindrical
Couette flow, Taylor-Couette flow and wavy-vortex flow were presented. The
simulation domains spanned the entire azimuth θ ∈ [0, 2pi), and the cylindrical
walls were modelled by ‘tethered’ particles at equilibrium sites that were moved
according to the cylinder rotation. Two geometries were considered; the first
was small enough to allow for a full parameter study of rotation speed with
reasonable computation time, and the second was large (only tractable for a
single rotation speed), allowing closer study of the growth of wavy vortices
at a greater Taylor number. Finally, the smaller geometry was used to study
cylindrical Couette flow of polymer solutions.
Calculations of the velocity and stress fields were validated for cylindri-
cal Couette flow, in that fits to analytical solutions (equations 3.31 and 3.32)
yielded values of the shear viscosity µ that were consistent with the normal non-
equilibrium MD method µ = Prθ/[∇u]rθ. The first critical Reynolds number,
76.3 < Rc < 77.3, for the primary Taylor instability was measured explicitly via
the viscosity. This value is within 2-3% of the theoretical prediction Rc = 74.7
[94], compared to a 13% discrepancy predicted by previous simulations [17, 18]
in a similar geometry. In the present work, the temperature of the system was
controlled with a thermostat only at the walls. This configuration is similar in
nature to the temperature-control methods available in experiment but, most
importantly, it guarantees that flow instabilities in the bulk of the fluid were
neither triggered nor dampened by a thermostat algorithm.
The results of the simulations have also identified azimuthal waves that travel
with the basic flow around the cylinder. The evidence for this flow configura-
tion is provided by peaks at (kθ = 1, ω ≈ 0.4Ωi) and (kz = 2, ω ≈ 0.4Ωi) in
the respective energy-spectra for the small cylinder cases. Here ω is the time-
frequency of the Fourier transform, kz is the integer wavenumber of the axial
Fourier mode (two counter-rotating pairs of toroidal vortices form, for which the
energy is apparent at kz = 2), and kθ is the integer wavenumber of azimuthal
modes. This wavy behaviour is shown to persist in cylinders with longer and
shorter axial domains. The wavy vortex oscillations, therefore, are not a unique
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feature of the system size. Removal of the periodic boundaries in the axial di-
rection, in favour of a perfect-slip reflecting wall is shown to suppress the wavy
vortex motion.
The simulation of the second, much larger, geometry yielded a clear wavy-
vortex mode consisting of, by visual inspection, three waves in the azimuthal
direction. However, this value kθ = 3 is not consistent with the peak measured
in the energy spectrum. This effect may be explained by noting that the wavy
vortices appeared in a ‘spiral’ configuration, characterised by a rotation in the
θ-z-plane, while maintaining azimuthal periodicity. The peak in the energy
spectrum, therefore, was not observed at kθ = 3, but instead at kθ = 4. All har-
monic peaks of kθ were found to have the same phase velocity uph = ω/kθ in the
two-dimensional kθ-ω spectral plane, which confirmed a coherent travelling wave
motion. The larger simulation also provided increased statistical sample sizes
that enabled both visual and quantitative inspection of the transient growth of
the vortices. The formation of the vortices exhibited many configurations before
the wavy vortex developed fully, and the initial growth of the Taylor axial mode
kz = 2 fits well with theoretical predictions (see figure 3.23).
Finally, the smaller geometry was used for simulations of cylindrical Couette
flow of polymer solutions, in an attempt to reproduce the elastic Taylor-Couette
instability. However, the model was limited to cases where the Weissenberg num-
ber was below the critical value predicted by theory, and no elastic instability
was observed.
The boundary conditions used in the simulations of reference [18] differ to
the present work in a number of ways. Here, the azimuthal domain spanned
θ ∈ [0, 2pi), which does not restrict azimuthal variation to multiples of kθ = 4
like the quarter-cylinder approach in references [17, 18]. In addition, the choice
to model cylinder walls with rotating tethered particles (rather than the no-
slip condition in [17, 18]) led to a significant slip of around 10% at the first
fluid layer. The characteristic velocity used in the calculation of the Reynolds
number (see equation 3.23) is RiΩi, where Ri is the inner cylinder radius and
Ωi is the rotation rate. If, instead, the velocity was chosen to be uθ at the first
fluid layer, the Reynolds number would be approximately 10% lower, reducing
the accuracy of the prediction of Rc.
The axial boundary conditions in [17, 18] were implemented as a perfect-slip
reflective wall, but in this work the boundary conditions were periodic except in
the test-cases where they were replaced by perfect-slip walls. Periodic boundary
conditions, or a long cylinder, were shown here to be necessary in order for the
wavy vortex motion to appear. Axially periodic boundaries are impossible to
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reproduce in experiment, but are consistent with the infinitely-long cylinder
assumption, in theory. They do not add energy to the system, so while it
is possible that they may provide favourable conditions for the wavy vortex
to appear, they should not artificially excite any wavy modes unless there is
significant self-interaction across the domain.
Although the time for the cylinder to be brought up to full rotation speed
was reasonably long, instabilities in Taylor-Couette flow are well known to be
sensitive to the flow history [101]. The simulation procedure, where every ro-
tation speed had the same ramp time, was chosen so that the parameter study
could be performed in parallel. It is possible that transitions with a different
value of Rc might be observed if the parameter study were to be performed in
serial; in this case, the increase of rotation rate could happen much more slowly,
if the ‘ramping’ begins from the final configuration at the previous slower speed,
rather than starting from zero.
Computational expense was also saved by selecting the Weeks-Chandler-
Andersen [129] modification to the Lennard-Jones potential, where the cut-
off radius rc = 2
1/6 considers only repulsive interactions. The critical Taylor
number for the transition to Taylor-Couette flow when attractive forces are
present remains unresolved. However, simulations similar to those in the present
work may, due to the increased role of temperature in the dynamics, make
selection of control parameters difficult.
The calculation with the large cylinder geometry successfully identified a
wavy-vortex mode. However, the computation was too expensive to perform
a full parameter study that was able to identify both critical Reynolds num-
bers, Rc and R′c, at which the Taylor-Couette and wavy-vortex flows appear
respectively. The question of whether molecular dynamics can quantitatively
reproduce this transition in this geometry is therefore still unresolved, and a
clear opportunity for future work lies in this parameter study.
Finally, the polymer simulations became numerically unstable at high ro-
tation rates because the heat extraction through the cylinder walls was not
sufficient to remove the energy added to the system by the work of the cylinder
rotation. In order to access greater Weissenberg numbers, the polymer solution
should have a longer relaxation time. This could be performed with simulations
of longer chains at higher concentrations, but the increased viscosity of the fluid
in this case could lead to even greater heat production. If a suitable thermostat
could be verified to not affect the flow transition due to the instability, then it
could be applied to the bulk fluid to reduce the temperature and provide a more
stable numerical scheme.
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In summary, the appearance of the wavy-vortex mode has been identified,
but the critical Reynolds number at which it appears has not yet been quan-
titatively predicted. The prediction of Rc, however, agrees very well with the
theoretical value, suggesting that molecular dynamics is a suitable tool for pre-
dicting instabilities in hybrid simulations.
91
Chapter 4
Hybrid continuum-particle
simulations of fluids
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Figure 4.1: Charles Rickleton and David Trevelyan, Average football game, 2014;
Foosball table, wood, perspex, paper, ink, lab-coats, whistle, gloves, sponge;
Physics happens in a dark place, Royal College of Art at Shoreditch Town Hall,
London (photograph by Carl Bigmore)
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Maintaining a completely atomistic representation of a fluid in ab initio
simulations of flow phenomena on macroscopic length and time scales is far be-
yond the resources of today’s most powerful supercomputers. This problem is
reduced by integrating over electronic and intra-molecular degrees of freedom
which are deemed to be unimportant to the physics of the problem under study.
In performing this process of coarse-graining, the size of the time increment in
simulations may be increased and the total accessible time scale can be consider-
ably extended. Although this process has enabled simulation of time-dependent
processes on the mesoscale [139], similar treatment of flows with characteris-
tic length scales greater than a few micrometres are as-of-yet still prohibitively
expensive. The treatment of fluids as continua has been well established for
simulations of fluids for many years. Continuum calculations have accurately
reproduced a wide range of flow phenomena across length scales, but are per-
formed with transport properties that are determined in advance. Many inter-
esting flow phenomena occur in complex fluids, whose macroscopic transport
properties may be strong functions of their underlying atomic microstructure.
Continuum simulations of such fluids are inherently limited in this regard. For
example, should the slip behaviour of fluid flows at a surface be strongly de-
pendent on evolving microscopic details, a continuum-only simulation would be
insufficient if the corresponding boundary condition is not appropriately (and
adaptively) informed. A hybrid computational method that combines (a) the
efficiency of continuum-based simulations for describing large problems, and (b)
the physics obtained from atomistic simulations, is highly desirable. Determin-
ing how this multi-scale coupling should be performed, however, is non-trivial.
Existing methods for micro-macro coupling can be broadly categorised into
schemes that are sequential and those that are concurrent. Sequential coupling
methods determine effective macroscale models as a pre-processing step from
microscopic simulations and use the results (a phenomenological material prop-
erty, for example) in macroscale simulations. These methods can be classed
as a type of coarse-graining, in that they have so far been (a) mostly limited
to passing parameters, and (b) only widely adopted in cases where material
transport properties are dependent on very few variables. Conversely, concur-
rent coupling methods link microscopic and macroscopic models adaptively, as
the simulations advance “on-the-fly”. As such, they are preferred when the
transport properties are difficult to determine from precomputations, or when
the important processes take place as a consequence of continuous interaction
between elements at different length and time scales [140]. Concurrent schemes
are hereafter referred to as hybrid models, and their application to continuum-
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MD
(a) Domain-decomposition method (DD)
HMM
(b) Heterogeneous multiscale method
(HMM)
Figure 4.2: Domain-decomposition schemes couple the microscopic simulation
to the continuum region via an interfacial overlap region (shaded) where the two
descriptions are solved in a consistent manner. An example of one heterogeneous
multiscale method (HMM), on the other hand, performs microscopic simulations
between all grid nodes to feed transport properties to a continuum solver on a
larger mesh.
molecular coupling for fluid flows is the main focus of the following sections.
Continuum-molecular hybrid schemes for fluid flow may be broadly cate-
gorised into those referred to as domain-decomposition and the heterogeneous
multiscale method (HMM). Figure 4.2 provides a schematic comparison of the
two methods. Domain decomposition, pioneered by O’Connell and Thompson
[141], limit the use of microscopic solvers to spatial areas only where it is nec-
essary to resolve particle interactions. These regions, for example, may be the
boundary layer on a solid surface [142], the region encompassing a small ob-
stacle [143] or the perturbed region around a solvated ion or colloid [144]. In
the remainder of the domain a continuum model of the fluid, if a suitable one
exists, may be utilised to save resources. The two contrasting descriptions of
the fluid must, however, be solved consistently in an overlapping “handshake”
region. Reviews of this method may be found in references [145] and [146]. The
HMM method, reviewed by E et al. in [147], is quite different. In this approach,
a large number of independent non-equilibrium molecular dynamics simulations
are performed at spatial intervals throughout a macroscopic region. A pertur-
bative field, taken from the macroscopic model, is imposed on the microscopic
simulations, which in turn passes back response information periodically in or-
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der to close the macroscopic equations of motion. This procedure is often used
to replace the a priori constitutive relation, whereby a shear deformation is
imposed on the micro-model that then returns a corresponding stress tensor.
Both the HMM and domain-decomposition methods suffer from the same
statistical problems in regard to the extraction of response data when the molec-
ular system is small or the imposed perturbative field is weak. The heteroge-
neous multiscale method does have the advantage that it may exploit sepa-
ration of time-scales: should the ratio of micro- to macroscopic characteristic
time scales in the flow be small, i.e. τmicro/τmacro  1, the molecular solution
may be assumed to be quasi-steady. Both systems in this case are advanced as
soon as the micro solution statistically converges, because at all times the time-
derivative of the microscopic flow is assumed to be zero. However, in general,
complex fluid flows unfortunately become sensitive to molecular detail when
τmicro/τmacro nears unity, rendering the time-scale separation inappropriate for
this case. In addition, if the rheology of the fluid does not change significantly
during the course of the simulation, the continuum stress that is provided by
the HMM method could actually be more simply achieved with a sequential
coupling. One obvious failure of this simplified approach would appear when
the flow depends significantly on its own history, which is a property of great
importance for many polymeric flows. This, together with the difficult prob-
lem of considering the convection of molecular configurations downstream, has
been addressed with a Lagrangian particle-based continuum description [148].
However, mass and energy fluxes are still not accounted for with this scheme.
To date, HMM schemes that utilise bulk-NEMD as the micro-solver have so-far
been limited to two-dimensional problems. This is an unfortunate restriction
that may be attributed to the one-dimensional nature of the periodic shearing
boundary conditions in molecular dynamics. This requires that the imposed
strain rate tensor has only a single non-zero off-diagonal component. Any ar-
bitrary tensor may only be rotated to-and-from a basis in which there is only
one shear component if (and only if) the shear is planar. For this reason, the
HMM method has only been suited to flows in which the planar-shear property
is satisfied.
The domain-decomposition approach, on the other hand, is able to resolve
mass, momentum and energy fluxes between the continuum and molecular re-
gions in all three dimensions. This aspect can be important for simulations
including thermal effects [149], or dynamical instabilities and turbulence, where
there may be such local fluxes. Furthermore, periodic boundary conditions in
the microscopic parts of the HMM model are inherently not suited to flows near
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a surface, a region of the system to which the mechanics of fluid flow instabilities
can be highly sensitive [9]. It is for these reasons that the domain-decomposition
approach is selected for the present multi-scale model. However, the success of
this hybrid methodology relies on an accurate constitutive model for the bulk
fluid. Without this, the continuum domain would impose unrealistic constraints
on the molecular region via the coupling in the overlap region. For this reason,
the present application of the hybrid methodology, where a constitutive relation
for the complex fluid is not known in advance, is restricted to cases where com-
plexity is wholly contained far away from the overlap region. An ideal example
of this is flow of a Newtonian fluid over polymer chains that are connected at one
end (‘grafted’) to a solid substrate. The conformation of the polymer chains,
and therefore the response of a fluid flowing over them, is highly sensitive to
many parameters, such as grafting density, chain length, and the quality of the
bulk solvent [10].
This section is split into three parts. The first part, section 4.1, provides a
summary of the relevant existing literature for continuum-particle hybrid sim-
ulation methods, as well as an introduction to previous work on the polymer
brushes in shear flow. The second part, found in section 4.2 details the devel-
opment of a new software library which provides domain-decomposition-based
hybrid functionality to any two arbitrary codes. In section 4.2.3 this imple-
mentation of a hybrid method is validated by comparing flow over a polymer
brush to an equivalent molecular-dynamics-only calculation. In section 4.3, hy-
brid simulations are used to explore the sensitivity of the bulk solvent flow to
the brush grafting density, polymer chain length, and solvent quality. Finally,
conclusions drawn from the work in this chapter are discussed in section 4.4.
4.1 Review of existing literature: theory & sim-
ulations
4.1.1 Heterogeneous multiscale method
Many key aspects of complex fluids are dictated, not only by the molecular
dynamics at an interface, but also by non-local phenomena in the bulk. Het-
erogeneous multiscale methods (HMM) able to address this problem have been
systematically classified and reviewed by E et al. [147]. The focus of this part of
the thesis is on interfacial phenomena so, in the interest of brevity, this section
will focus mainly on the reported applications of the method to complex fluids.
The pioneering Connffessit scheme of Laso and O¨ttinger [150] was de-
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veloped as a ‘top-down’ approach; that is, an incomplete continuum descrip-
tion of the fluid is closed by information from molecular simulations. Here
the stress tensor (or the polymer contribution to it in [150]), required to close
the momentum equation in a finite-element calculation, was obtained directly
from stochastic simulations of polymer chains subject to the velocity gradi-
ent tensor at each continuum grid node. This type of coupling has been re-
ported for various other types of continuum and molecular solvers, for exam-
ple finite-difference/NEMD [151], finite-volume/NEMD [152], smooth-particle-
hydrodynamics/NEMD [148], and finite-difference/direct-simulation-Monte-Carlo
for rarefied gas flows [153]. HMM calculations of one-dimensional shear flows
in polymer melts have been reported by Yasuda and Yamamoto [154, 155, 156].
The extension by Murashima from the traditional Eulerian reference frame in
the continuum solver to a Lagrangian one, by using the smooth particle hydro-
dynamics continuum solver [157], was well suited to following a fluid “packet”.
By this procedure, simulations were facilitated that considered history effects
[148, 158, 159] by advecting final molecular configurations upstream to be taken
as initial molecular configurations downstream.
The HMM method overcomes the geometrical constraints posed by domain-
decomposition by facilitating a multi-physics treatment in the bulk of the fluid.
However, due to the topological constraints of bulk shear boundary conditions
in NEMD (the Lees-Edwards boundary condition [82] may only be implemented
in a single direction), it is unfortunately limited to two-dimensional problems
in which the continuum strain-rate tensor may be rotated to-and-from a basis
in which it contains only a single off-diagonal component. Furthermore, as
discussed above, the other main benefit of HMM in time-scale separation is
nullified if the ratio of continuum/molecular timescales is near one (that is,
the point at which a molecular model becomes necessary). For these reasons,
despite its geometrical constraints, problems that are well suited to the domain-
decomposition type method were chosen.
4.1.2 Domain decomposition
Often molecular detail is only required in small regions of a larger domain. Fluid
dynamics examples include flow over a rough plate, around a small obstacle or
at the interface of two immiscible fluids. Such problems are ideally suited for
hybrid simulations that couple a molecular model near this critical region, and
a continuum solver elsewhere in the domain where the microscopic informa-
tion is unnecessary. The two descriptions have, to date, been coupled with an
overlapping ‘handshake’ region, where the continuum and molecular equations
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of motion are solved consistently and concurrently. The critical property re-
quired by such a scheme is continuity of state variables and their corresponding
fluxes at the interface. When ensuring this condition, there are three important
processes to consider:
1. imposition of boundary conditions obtained from the particle domain onto
the continuum region (P→C),
2. imposition of boundary conditions obtained from the continuum onto the
particle region (C→P), and
3. termination of the open non-periodic boundary of the molecular domain
so that the dynamics near the boundary are bulk-like, and the molecules
experience a force consistent with the mean pressure of the system (i.e.
minimisation of the consequences of an open boundary).
How to tackle these issues has been the subject of much debate. In particular,
the question arises whether to impose boundary conditions in the Dirichlet form
by passing state variables like velocity and temperature, or to couple the mass,
momentum and energy flux via Neumann-type boundary conditions.
State variable coupling
State variables, like velocity or temperature, are readily calculated by statistical
averaging in the particle domain. Therefore it has been widely accepted that
the continuum boundary condition should take the average molecular value in
the (P→C) region,
u(J) =
1
N (J)
N(J)∑
n=1
un, (4.1)
where N (J) is the total number of particles overlapping a continuum cell J , u(J)
is the continuum cell velocity, and un is the velocity of the n-th particle that
lies within the continuum cell region. This process reduces the total degrees of
freedom from 6N to 3. However, how to correctly impose the continuum value
(3 degrees of freedom) on an N -particle system (6N degrees of freedom) in the
(C→P) region has been the subject of more debate.
O’Connell and Thompson [141] reported the first domain-decomposition
style hybrid scheme in 1995, in which they imposed boundary conditions on
the molecular domain by introducing a constraint that matched the momentum
of each continuum cell to the total momentum of all overlapping particles, using
the constraint,
N(J)∑
n=1
pn −M (J)u(J)x = 0, (4.2)
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where M (J) is the mass of the continuum fluid in the cell, and pn is the momen-
tum of the nth particle in the xˆ direction. They integrated this nonholonomic
constraint over time to cast it in holonomic form so that it could be directly in-
corporated it into Lagrange’s equations. The new molecular equations of motion
derived for particles in the constrained region included a relaxation parameter
ξ, with units of inverse time, that could be tuned to adjust the relative stiffness
of the constraint:
x˙i =
pi
m
+ ξ
 M (J)
mN (J)
u(J)x −
1
N (J)
N(J)∑
n=1
pn
m
 , (4.3)
p˙i = − ∂
∂x
φi, (4.4)
where xi is the position of the ith particle (all particles have the same mass,
m) and φi is the ith particle’s potential energy. Boundary conditions for the
continuum domain were obtained by finding the average velocity of particles
overlapping the bottom cell of the overlap region, and the top of the particle
domain was terminated with a constant external force field proportional to the
thermodynamic pressure, P , and distance above a threshold value. Validating
their model with the start-up Couette flow test, O’Connell and Thompson were
the first to show that the hybrid method could reproduce flows where the stress
and velocity fields are nonlinear in both space and time.
Nie et al. [160] built on the constrained dynamics work of O’Connell and
Thompson [141], but instead of relaxing the mean velocity of the particles in
the constrained region over time, they forced an instantaneous match to the
continuum values (i.e. by setting the relaxation parameter in (4.3) to ξ = 1):
x¨i =
Fi
m
− 1
N (J)m
N(J)∑
n=1
Fn +
Du(J)(t)
Dt
, (4.5)
where Fi is the force on particle i, and the D/Dt operator is the total time
derivative. It may be noted that the above equation is the time derivative of
equation (4.3) in all three dimensions, with the parameter ξ = 1. O’Connell and
Thompson did not report their integration scheme, but Nie et al. discretized
equation (4.5) as follows,
x(t+ ∆tMD)− 2x(t) + x(t−∆tMD)
∆t2MD
=
Fi
m
− 1
N (J)m
N(J)∑
n=1
Fn − 1
∆tMD
 1
N (J)
N(J)∑
n=1
x˙n(t)− u(J)(t+ ∆tMD)
 . (4.6)
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Here the final term,
Du(J)(t)
Dt
≈ 1
∆tMD
 1
N (J)
N(J)∑
n=1
x˙n(t)− u(J)(t+ ∆tMD)
 , (4.7)
ensures that the average velocity of particles in cell J equals the continuum
value. To terminate the open boundary at the edge of the particle region, they
also added a soft boundary force, Fy, that provided an open space in which
molecules could be inserted when the mass flux was non-zero,
Fy = −αp0σ y − y2
1− (y − y2)(y3− y2) . (4.8)
In the above equation, α is a tunable constant of order one, p0 is the hydrostatic
pressure, σ is the characteristic length scale of the inter-atomic potential, y3 is
the top of the overlap region and y2 = y3 − ∆yCFD. A Langevin thermostat
acting only on the span-wise component of velocity in the overlap region was
also implemented to remove any thermal energy generated by the shear flow, or
to replace thermal energy removed by the momentum constraint.
Hadjiconstantinou and Patera [161] presented a new formulation of the state-
variable coupling based on the Schwarz alternating method [162], which is as
follows. An initial solution is firstly assumed in one of the subdomains, say, the
particle region, and the procedure continues with:
1. imposition of the solution from the particle region as a boundary condition
on the continuum subdomain,
2. perform the appropriate calculations in the continuum region as, they
term, a “continuum iterate”,
3. impose the new solution from the continuum as a boundary condition on
the particle region,
4. advance the particle simulation until a steady state is achieved.
This process is then repeated until both subdomains converge to a globally
consistent steady-state solution. Instead of solving constrained Lagrangian dy-
namical equations of motion in the (C→P) region, they used a Maxwell-Demon
to set the average velocity of particles in a cell to that of the overlapping con-
tinuum value, and introduced a particle reservoir that allowed for flows across
the atomistic-continuum boundary.
Li, Liao and Yip proposed an alternative method for the extraction of any
field variable from an ensemble of microstates in the (P→C) region. Based on
the statistical concept of maximum likelihood estimation [163], they developed
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a thermodynamic field estimator in microchannel flow [164]. Furthermore, a
method was also developed for the opposing (C→P) problem, which introduced
the a uniquely optimal particle controller for the given problem. This controller
worked by finding a transformation between single particle distribution functions
in the current state and the desired state of the system. In doing so, they sought
to minimise disturbance of the dynamics, and applied the method to Couette
flow [165, 166].
Werder, Walther and Koumoutsakos [167] reported a hybrid scheme that
extended the Schwarz alternating method, first developed by Hadjiconstantinou
and Patera [161], to apply to non-periodic systems. Although this iterative
technique decoupled the time scales of the molecular and continuum systems
so that the steady state could be found quickly, they noted that it does not
ensure explicit momentum conservation. The Usher algorithm [168] was used
to insert new molecules in the case of mass flux across the interface, and a
new boundary force was developed to keep the density profile flat at the open
boundary. This boundary force Fm and potential energy Um took into account
the average structure of the missing fluid particles above the MD domain. The
expressions for Fm and Um are,
Fm(rw) = −2piρ
∫ rc
z=rw
∫ √r2c−z2
x=0
g(r)
∂φ(r)
∂r
z
r
xdxdz, (4.9)
Um(rw) = 2piρ
∫ rc
z=rw
∫ √r2c−z2
x=0
g(r)φ(r)xdxdz, (4.10)
where ρ is the average number density, φ(r) is the conservative intermolecu-
lar potential and g(r) is the radial distribution function (figure 4.3 presents a
schematic of the volume integral).
Cui et al. [169] developed an alternative method for constrained dynamics
in the state-variable type coupling in the (C→P) region by including a particle
damping term (similar to the term added by Nie et al. [160]) and an extra
virtual mass force. This was later refined by Wang and He [170] to maintain only
the damping term but with the coefficient calculated “on-the-fly” so that the
momentum is continuous and the system relaxation rates can be controlled. Liu
et al. [171] extended Nie et al.’s state-variable coupling method to include heat
transfer by rescaling the particle velocities in the (C→P) region to satisfy the
energy conservation equation. They argued that by matching the temperature
distribution according to Fourier’s law both the temperature and the heat flux
in the overlap region should have a smooth transition.
More recent hybrid studies involve Newtonian fluid flow over polymer brushes
[55], fluid flows over superhydrophobic surfaces [172], multiscale simulations of
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Figure 4.3: Schematic of volume integrals defined in the boundary termination
force by Werder et al. (see equations (4.9) and (4.10)), adapted from [167]. Each
contribution is integrated along z over the green shaded area. The number of
atoms in an infinitesimal ring element is assumed to be 2piρg(r)xdxdz, where ρ
is the average number density and g(r) is the pair distribution function [167].
platelet aggregation in the complex geometries of a brain aneurysm [173] and
water flow past a C540 fullerene buckyball [144]. The authors of the final exam-
ple found the slip length and hydrodynamic radius of the flow, noting also that
it is the first fully three-dimensional coupled scheme of molecular dynamics and
continuum (Lattice-Boltzmann) solvers. Furthermore, by matching the local
molecular and continuum velocities in adjacent cells of the overlap region, they
argued that because the velocity gradients are coupled implicitly the method
bridges both flux-based and state-variable Schwarz iterative schemes.
Flux coupling
Flekkøy, Wagner and Feder reported a different kind of hybrid scheme that,
was based on a direct flux exchange between the continuum and particle regions
[174]. This method therefore directly addresses and complies with the relevant
conservation laws (i.e. (2.56) and (2.57)). To apply the correct momentum flux
in the (C→P) exchange region they added an additional total force consistent
with the stress (i.e. momentum flux) tensor,
Fi =
g(xi)∑
i g(xi)
AΠ · n⊥, (4.11)
where A is the area associated with the flux into the cell region, Π is the stress
tensor passed from the continuum, n⊥ is the unit vector normal to the cell
surface and g(x) is an arbitrary weighting function that distributes the total
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force between all molecules in the cell. They chose,
g(x) = 2
[
(L− 2x)−1 − L−1 − 2xL−2] , 0 ≤ x ≤ L/2, (4.12)
where x is the distance from the domain boundary and L is the width of the cell
in the perpendicular direction, so that the force diverges at the boundary and
eliminates potential stacking problems during particle insertion. The (P→C)
exchange was performed by setting the continuum mass and momentum flux
to the ensemble average mass flux and virial stress in the molecular simulation.
Wagner and Flekkøy [175] later included the energy flux in this scheme.
Delgado-Buscalioni and Coveney [176] addressed the challenge of tracking
energy flux at the hybrid interface in [174] by replacing the divergent weight-
ing function in (4.11) with g(x) = 1. This, however, meant that the force at
the interface was not strong enough to make the density profile vanish at the
boundary. To resolve this they introduced the Usher algorithm [168] for in-
serting new particles in dense fluids. This scheme not only guaranteed zero
overlap of the inserted particles onto existing particles, but also ensures that
the potential energy is within some tolerance of a desired value that, in the case
of a hybrid simulation, may be prescribed by the energy conservation equation
[168].
Flekkøy, Delgado-Buscalioni and Coveney went on to introduce an extended
particle “bath” region for flux coupling, where particles may be inserted and
removed to control the mass density [177]. In this new scheme, each particle
in the buffer region experiences a different stress force that is derived from a
statistical mechanical argument of minimising entropy production. They showed
that the form of the force they obtained imposes the exact flux of momentum
and energy rather than the correct average flux. In a later paper they also
reported treatment of unsteady flow in a similar hybrid scheme, that additionally
considered fluctuations at the mesoscale in the continuum region [178]. By
decomposing the continuum stress into deterministic and random parts, they
followed the treatment of fluctuating hydrodynamics by Landau and Lifshitz [7]
to study flows over rapidly oscillating plates.
De Fabritiis, Delgado-Buscalioni and Coveney were the first to use their
molecular dynamics and fluctuating hydrodynamics scheme [178] to demon-
strate the correct description of hydrodynamics (and mass, momentum and
energy fluxes) while maintaining full molecular specificity in the particle re-
gion. They reported simulations of acoustic waves in water reflected by a lipid
monolayer, and argued that the scope of the method is much broader, sug-
gesting opportunities for similar simulations of ultrasound absorptions in other
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Figure 4.4: Schematic based on triple-scale coupling methods by Delgado-
Buscalioni et al. [180]. The molecular region (far right) is separated from the
continuum domain (left) by a progressively coarse-grained region. The spatial
coarse-graining is implemented with the AdResS method [183], and coarse-
grained particles are inserted using Usher [168].
complex liquids, quartz crystal oscillators or complex fluid rheology and slip.
Similar simulations were reported by Barsky et al. who implemented the same
method to a case of a single tethered polymer in an explicit solvent under planar
Couette flow conditions [179].
The Usher algorithm [168] was successful for simple particles without in-
ternal degrees of freedom but it was not intended for use with more complex
molecules. It has, however, been partially resolved by triple-scale methods [180,
181, 182], linking the molecular dynamics region to the continuum via an inter-
mediate coarse-grained region (see Figure 4.4 for a schematic diagram). This
spatial coarse-graining was performed using the AdResS method first developed
by Praprotnik et al. [183, 184, 185, 186]. However, the problem of applying this
scheme to entangled polymer chains remains unsolved.
Mixed methodologies
Ren [187] performed an analytical and numerical study of the stability and con-
vergence rates for both flux and state-variable hybrid methods, as well as mix-
tures of the two. Classifying the (C→P) and the (P→C) regions as either “F”
(for flux coupling) or “V” (for velocity coupling), Ren compared four coupling
schemes in quiescent conditions, sudden-start planar shear flow, and Schwarz-
type iteration. The four schemes were labelled VV, FV, VF and FF, where the
first letter indicates the type of coupling in the (C→P) region, and the second
letter corresponds to the (P→C) scheme. The study revealed that the VV and
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FV coupling schemes performed best for both the static and dynamic simula-
tions. The VF scheme remained stable when the boundary-condition exchange
frequency parameter Tc was below a certain critical value, but became unstable
at higher values. Finally, the FF scheme was found to fail the sudden-start
shear test, and was weakly unstable for all choices of Tc: the statistical error
accumulated at a linear pace, rendering the solution unsuitable for long-time
simulations. Ren does, however, note a number of differences between his FF
calculation and that of Flekkøy and co-workers [174], who did not impulse-start
the top wall, but rather increased the speed slowly. Furthermore, [174] also used
larger continuum cells, which results in less statistical noise when measuring the
molecular stress. Overall, the FV scheme was the most recommended, and is
therefore the chosen methodology for the coupled simulations in this project.
4.1.3 Polymer brushes
Polymer chains, grafted at one or both ends to the surface of a solid substrate,
have attracted great research interest due to their appearance in many important
technological problems: lubrication, filtration, colloid stabilisation, improve-
ments to drug bio-compatibility, adhesion and wetting properties of surfaces
are just a few examples among many others [188, 43, 189, 10, 190]. When the
number of grafted chains per unit surface area, the grafting density ρg, is low
compared to the mean squared radius of gyration of the free chain in solvent,
ρgR
2
g  1, (4.13)
the polymer chains are relatively isolated and assume nearly unperturbed di-
mensions in a “mushroom” regime. As the grafting density is increased, how-
ever, individual chains stretch away from the surface to avoid overlapping. This
excluded-volume effect is the force that drives the formation of a polymer brush.
At high grafting densities, the average end-to-end distance may be much longer
than a typical equivalent in solution. Alexander [191] provided a theoretical
analysis of how this distance (i.e. the width of the brush) scales with increasing
chain length N . By considering each chain as a ‘cigar’ of ‘blobs’ (see figure
4.5), it is noted that each blob has diameter equal to the average separation of
the end-graft locations on the substrate, ρ
−1/2
g . Assuming then that the self-
avoiding walk statistics within each blob is fully developed, the average number
of monomers per blob g may be found by comparison with the Flory scaling
relation R ∼ Nν (see equations 2.16-2.19),
ρ−1/2g = σg
ν , (4.14)
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−1/2
g
Figure 4.5: Alexander [191] model of a polymer brush. Each chain is considered
to be a straight ‘cigar’ of blobs, all with diameter ρ
−1/2
g .
where the end-to-end distance of the blob subchain is constrained to its diame-
ter, σ is the size of a monomer and ν is the scaling exponent of the polymer in
the solvent. Because the number of blobs nb must satisfy,
nbg = N, (4.15)
it may be shown that the length of the cigar, i.e. the height of the brush h can
be given by,
h = ρ−1/2g nb = σ(σ
2ρg)
1/2ν−1/2N. (4.16)
Some consequences of this picture are that (a) the brush height scales linearly
with increasing chain length, (b) the distribution of chain ends is essentially
a delta function ρe(y) ≈ δ(y − h), where y is the coordinate normal to the
surface, and (c) the distribution of all monomers is a Heaviside step function
φp(y) ≈ H(h− y). In their recent review, Binder, Kreer and Milchev [10] note
that this approach is too simplified. They point to the molecular dynamics
simulations of Dimitrov, Milchev and Binder [71], who observed (in the good
solvent regime) parabolic distributions of φp(y).
The model of Dimitrov, Milchev and Binder largely follows that of Kremer,
Grest, and others [43, 192, 37, 193, 194, 195, 196] in that the interaction between
adjacent monomers is the finitely extensible non-linear elastic (FENE) potential,
UFENE(r) = −1
2
kFR
2
0 ln
[
1− (r/R0)2
]
, (4.17)
where r is the distance between the monomers, kF = 30.0 is a spring constant
and R0 = 1.5 is the maximum bond extension. In order to control the solvent
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quality, they adopted the polymer-solvent potential by Soddemann [51],
ULJ cos(r) =

4LJ
[(σαβ
r
)12
−
(σαβ
r
)6
+
1
4
]
− αβ , r ≤ 21/6σαβ
1
2αβ
{
cos
[
a(r/σαβ)
2 + b
]− 1} , 21/6σαβ ≤ r ≤ 1.5σαβ
0, r ≥ 1.5σαβ
,
(4.18)
where a and b are obtained from solution to the equation that guarantees con-
tinuity at the potential minimum r = 21/6σαβ and at the cutoff r = 1.5σαβ .
Here αβ defines the set {pp, ps, ss}, such that pp may be varied to change the
strength of the polymer-polymer interaction, ps the polymer-solvent interac-
tion, and ss the solvent-solvent. They chose ss = 0, and through varying ps
and pp, were able to control the favourability of the polymer-solvent interaction.
In doing so, they showed how the thermodynamic and structural properties of
a polymer brush in a quiescent solvent changes as the solvent quality varies.
The choice of Dimitrov, Milchev and Binder to simulate the solvent explic-
itly, rather than implicitly (as would a stochastic-dynamics type method, such
as a Langevin or DPD thermostat, for example) is of importance here. Pas-
torino and coworkers [196] showed that the use of the DPD thermostat avoids
some well-known weaknesses of the Langevin thermostat; the lack of momentum
conservation, violation of Galilean invariance and screening of hydrodynamic in-
teractions contribute to erroneous biasing of the velocity profile in transient flow
simulations. However, they also note that not even the DPD thermostat is fully
suitable to account for all hydrodynamic effects at arbitrary densities. Binder,
Kreer and Milchev [10] go into more detail on this topic, by considering a poly-
mer brush sheared against an implicit solvent; a case that is equivalent to shear
flow with perfect slip at a surface far above the brush. In this scenario, one
would expect the fluid to reach a constant velocity profile across the domain,
and the average inclination of the polymer chains in the brush to vanish. They
note that a Langevin thermostat would behave like a solvent at rest, resulting
in an unphysical tilting of the polymers in the steady state. Even by ‘turning
off’ the thermostat in the shear direction, the polymers can adopt incorrect
configurations: taking the example of a sudden-start shear, in which the inertia
of a real solvent would force an inclination, the polymers would maintain an
equilibrium configuration. The case for including an explicit solvent in calcu-
lations is further supported by noting that the Galilean invariance satisfied by
the DPD thermostat may be a disadvantage in the polymer brush case. The
distortion of the solvent density field one would expect is not accounted for with
the DPD thermostat, and only reproduces a response one would observe if the
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solvent flow enters the brush down to the grafting surface. This is not the be-
haviour that is observed in explicit-solvent calculations. Both implicit-solvent
techniques, therefore, are not suitable for reproducing the hydrodynamic effects
of shear flow in a solvent over a polymer brush.
Simulations of shear flow between two opposing and interacting brushes
(bilayers) have been widely reported (see review in reference [10]). However,
of interest to domain-decomposition hybrid calculations are single-brush cases
where the hydrodynamics of the fluid above the brush may be well described
by a continuum constitutive relation. The first molecular dynamics simulations
of one polymer brush in a solvent were carried out by Murat and Grest [193],
who employed a Langevin algorithm to account for the solvent (or ‘heat bath’).
The first applications of explicit solvent were those by Peters and Tildesley [43,
192]. The inclusion of variable solvent quality was made recently, by Dimitrov,
Milchev and Binder [71]. The calculations gave rise to a purely entropy-driven
layer of solvent molecules within the brush, close to the wall. In the good solvent
regime, they also found that the surface tension,
γ =
∫ ∞
0
Π⊥ −Π‖ dy, (4.19)
where Π⊥−Π‖ is the difference between the wall-normal and tangential compo-
nents of the stress tensor, is reduced strongly with increasing grafting density
such that |γ(ρg) − γ(ρg = 0)| ∝ ρζg, with ζ = 2.2 ± 0.1, i.e. much stronger
than linear. In the bad solvent regime, no such reduction of the surface ten-
sion occurred. They noted that in very poor solvents and not too high grafting
density, it may be energetically favourable for the polymer chains to occupy the
spaces close to the wall between grafting sites (forming ‘dimples’), because the
surface free energy cost is less than the polymer-solvent surface tension. Subse-
quent work by the same group found the local viscosity of the brush region us-
ing from Green-Kubo relations [72], where equilibrium calculations avoided the
heat-extraction problems found in NEMD. Non-equilibrium calculations were
later used to study the behaviour of nanosized inclusions (colloids) in polymer
brushes under shear, again from the group of Milchev, Dimitrov and Binder [73].
Here they found that, despite a large shear rate, the number density profile of
the nanoinclusions was insensitive to changes in the flow field, suggesting that
shear flow is ineffective at ‘washing out’ colloids from within brushes. More
recent work by the group includes modification of the polymer chain stiffness
[197], where an increase in stiffness of the bonds led to a stretching of the brush
height, a slowing of chain relaxation, and a reduction in monomer density near
the grafting surface. Except for the slower relaxation time, these effects were
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only observed in linear chains, and not ring polymers.
Mu¨ller and Pastorino [198], after simulations of a single tethered polymer in
shear flow by Delgado-Buscalioni [195] and experiments by Doyle, Ladoux and
Viovy [199], showed that cyclic, tumbling motion of grafted polymers in a dense
brush exists and is similar to that of an isolated chain. This tumbling motion
gave rise to an inversion of the velocity profile within the brush region. This
behaviour can contribute to resonance effects in oscillatory flows, and is not
realised by the often-used [10] Brinkman equation [200] for flow inside porous
media,
∇P = −η
k
u + η′∇2u. (4.20)
Here P is the hydrostatic pressure, u is the solvent velocity, η and η′ are viscos-
ity coefficients and k is the permeability of the porous media. The emergence
of this phenomenon further supports the case for explicit numerical simulation.
Other shear-flow simulations of interest include those by Lee, Hendry and Neto
[201], who studied the effects of both grafting density and solvent quality on the
boundary condition for a Newtonian liquid flowing over a brush. The chains
they simulated were of length N = 19, which also exhibited the cyclic tumbling
motion observed in [198]. They found that the boundary condition (i.e. depth of
penetration of the liquid velocity profile into the surface of the brush, an equiv-
alent to the slip-length), is highly sensitive to the quality of the solvent. They
found that in the good solvent case, increasing the grafting density resulted in an
overall decrease of slip length, as predicted by the Alexander model. However,
in the poor solvent case, an increase in grafting density decreased the amount of
no-slip substrate visible to the solvent flow, which served to increase the overall
slip-length. A very recent study by Pastorino and Mu¨ller [202] explored the
effects of allowing a secondary brush to move laterally on the grafting surface,
amongst the fixed primary brush chains. They found that a distinct backflow
of the secondary brush occurred (a) given the solvent is poor enough for a clear
brush-solvent interface to form, and (b) the grafting density is moderate enough
that the chains are not too stretched, and still exhibit tumbling motion.
Despite being a natural application of the method, flow over grafted poly-
mers has received relatively little attention in the coupling literature and, to the
best of the author’s knowledge, is limited to three reports. The study by De Fab-
ritiis, Delgado-Buscalioni and Coveney [203] was the first hybrid model to break
from the Lennard-Jones fluid previously reported, using the CHARMM27 force
field with TIP3P parameterisation, to study the reflection of bulk sound waves
in water by a lipid monolayer. The two other studies report simulations of shear
flow. Firstly, Barsky, Delgado-Buscalioni and Coveney [179], for a single teth-
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ered chain, verified the performance of flux-based hybrid continuum-molecular
methods against pure MD calculations, finding that the configurational and dy-
namic properties compared favourably between both methods. Secondly, Cao,
Zuo and Li [55] performed a state-variable coupled hybrid calculation of impulse-
start Couette and oscillatory shear flow in a Lennard-Jones fluid over a dense
polymer brush. For their chains, which were of length N = 20, they found
that high-frequency oscillatory flow effected little response in the velocity pro-
file near the brush. They also concluded that moderate grafting densities lead
to a greater response in the average polymer inclination angle, while there is
only minimal frequency-independent change at high grafting densities.
4.2 Development of CPL Library
Molecular sub-domains that are large enough to accommodate a polymer brush,
as well as allowing hydrodynamic phenomena to evolve without self-interaction,
may contain many millions of particles. With today’s most powerful computers,
simulations of this size that span the characteristic time-scale of the dynamics
under study (for example, the relaxation time of polymer chains in a brush)
are far beyond the capabilities of a process on a single central processing unit
(CPU). Modern molecular dynamics codes have overcome this problem with
parallel algorithms that can split the computation between multiple processes
by a subset of molecules, different force components, or most efficiently by a
spatial decomposition [204]. The spatial domain decomposition is made pos-
sible if the interactions between particles can be localised by truncating the
force beyond a certain ‘cut-off’ distance. The forces on particles in each sub-
domain may then be evaluated on separate processes, most likely on separate
CPUs, if each one may communicate molecular trajectories with the others.
This communication has been facilitated using libraries such as the Message
Passing Interface (MPI), and simulations with many processes are described as
massively-parallel. This computational acceleration has become widespread in
high-performance computing and is an essential consideration for a new hybrid
methodology.
Development of an ‘all-in-one’ CFD/MD hybrid code is an option that has
been successful (see section 4.1). However, an implementation of this nature
restricts any future use to a single bespoke code, and the learning barrier for
a new user is high. If, however, the hybrid methodology could be applied as a
plug-in to popular existing CFD and MD software, the implementation barrier
would be much less. The design of this additional software was influenced by
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the following considerations:
• the choice of hybrid methodology, which may be loosely categorised into
either: (a) data exchange between the continuum and particle solver pro-
grams, and (b) imposition of boundary conditions in each solver;
• the most challenging aspect in part (a) above lies in management of pro-
cessor topology and detailing communication mappings between the pro-
grams; and
• part (b) in the above is algorithm-specific and must be developed within
the integration routines of the individual solvers regardless of the imple-
mentation type.
With this in mind, it was decided that a coupling library CPL Library, that is
linked to entirely separate MD and CFD codes, would enable hybrid simulations
to be performed easily with any massively-parallel MD and CFD programs.
Compilation as a library has the added benefits of,
• enabling use with any CFD and MD codes, which maximises flexibility,
potential uptake and, therefore, impact,
• both individual MD and CFD codes maintain their own individual scopes,
which minimises disruption to existing namespaces, and
• restricting the library to data exchange and topology management allows
many different coupling strategies to be implemented with the same cou-
pling interface.
With this approach, however, there remains the task for a new user to interface
the data exchange routines with their own programs. This takes the form of two
interfacing modules (hereafter referred to as ‘sockets’), that are designed to act
as a clear template from which to develop similar routines in other codes. To
allow both programs to continue to function as normal in non-hybrid simulations
it is recommended that coupler calls in new codes are implemented within a
similar socket framework. Calls to socket routines may then be turned on and
off with either compiler pre-processing flags or replacement dummy routines.
There have been reports of a similar hybrid interface by Coveney et al. [205,
140], but it does not consider or manage any parallelism within the CFD and
MD programs explicitly. A new user would, therefore, be required to develop
all parallel data-gathering operations in a new socket, which would be managed
automatically by the software library of this work.
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The development process was collaborative from conception, and is docu-
mented in two technical reports [206, 207]. The latest version, currently freely
available under a Gnu GPL v3 licence [208], was written in conjunction with
Edward Smith, building on previous work by Lucian Anton. The next section
provides details of the current implementation.
4.2.1 Implementation details
CPL Library may be compiled and statically linked with the two programs (one
CFD, the other MD) separately. Execution of a coupled simulation is performed
with a system call of the form,
mpiexec -n [NPROC MD] ./md : -n [NPROC CFD] ./cfd,
where [NPROC MD] and [NPROC CFD] are the number of processes requested by
the MD and CFD programs respectively.
Both CFD and MD programs must be parallelised using the MPI framework
in order to be used with CPL Library.1 The functionality provided by CPL -
Library is composed of three parts: (a) a setup module for data and routines
that specify the interface between the programs, (b) data exchange routines
between the programs, and (c) data enquiry functions. A flowchart of the rec-
ommended order of processes is shown in figure 4.6, and more information on
the implementation and usage of each module is provided below:
(a) Setup: At the initialisation stage of each program, a call to MPI init()
must establish the MPI COMM WORLD communicator as usual. Immediately
following this, both programs should call CPL create comm(...), whereby
CPL Library splits MPI COMM WORLD into a number of new communicators,
including a CPL REALM COMM for each ‘realm’: MD or CFD. The realm com-
municator handles are then returned to the corresponding program (stored
in the codes as MD COMM and CFD COMM), and in order to allow each program
to maintain its own namespace, any subsequent appearances of MPI COMM -
WORLD in the MD and CFD programs must be replaced with the realm
communicator. Any blocking MPI procedures using MPI COMM WORLD after
this point will cause the simulation to hang. Both programs are subse-
quently required to establish their own internal processor topology with
MPI cart create and MPI cart coords, before passing this information
to the main CPL init md and CPL init cfd initialisation routines. CPL -
init md and CPL init cfd are called simultaneously by the appropriate
1Serial codes may be wrapped with dummy MPI parameters if desired.
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MD start CFD start
MPI init(...)
CPL create comm(...)
MPI cart create(...)
MPI cart coords(...)
MPI init(...)
CPL create comm(...)
MPI cart create(...)
MPI cart coords(...)
CPL init md(...) CPL init cfd(...)
MD ‘iteration’
(B.C. from CFD)
t mod ∆tCFD = 0?
CFD ‘iteration’
(B.C. from MD)
CPL send(md data)
CPL recv(cfd data)
CPL recv(md data)
CPL send(cfd data)
yes
no
Figure 4.6: Summary of CPL Library usage. The initialisation stages are shown
above the ‘main’ loop, during which the equations of motion in both applications
are integrated in time. Library function calls are shown in a darker colour.
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programs, and are the routines in which all remaining setup tasks are per-
formed. Firstly, the topologies of processes in both programs are analysed
and checked against a series of assertions for any topological inconsistencies.
All processors, for example, must be sized so that an integer number of CFD
cells may occupy their domains. Secondly, the mapping between processes
is performed, during which a number of extra arrays and communicators
are created for mapping and convenience. They are not mutually exclusive
in process membership, and include; a graph communicator for mapping
overlapping CFD and MD processes (CPL GRAPH COMM), a communicator for
any processes that overlap each other (CPL OLAP COMM), copies of the Carte-
sian topologies for each realm (CPL CART COMM), among others. It should
be noted that all coupler module variables are declared with the Fortran
protected attribute, which ensures that they cannot be mistakenly changed
by any routines outside of the module.
(b) Data exchange: After the topology and mapping has been correctly es-
tablished, sources and destinations for MPI data exchanges are managed
entirely within CPL Library. The user is therefore free to send and receive
the correct data from each program without having to specify which pro-
cessors they communicate with. For example, in the MD program, a simple
call of:
call CPL send(md data),
coupled with the corresponding receive call in the CFD program:
call CPL recv(MD DATA),
will automatically ensure that all overlapping MD processes package and
send the small arrays md data to the correct CFD process, and the CFD
process will receive all the arrays and re-package them into a single large
array MD DATA that coincides with its own cell topology. It is also important
to note here that the send and receive operations, through explicit Fortran
interfacing, are designed to handle many array shapes. CPL Library also
provides functionality for gather and scatter operations. A call on every
process in the overlap region to,
call CPL gather(md data, global cell limits, npercell, MD DATA),
will automatically perform an MPI gatherv operation on all CFD processes,
such that the values of MD DATA in cells between global cell limits are
inserted with the correct values from the arrays md data that are local to
the MD processes (see figure 4.8).
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xy MD: 8× 4
CFD: 2× 2
Figure 4.7: Example processor topology in the x-y plane. Thick lines show the
spatial processor boundaries for the continuum (orange, 2 × 2) and molecular
(blue, 8 × 4) domains. The interfacial ‘overlap’ region is shown by the shaded
intersection.
(c) Data enquiry: There are a number of situations in which a program re-
quires specific information from CPL Library. For example, the MD pro-
gram might require knowledge of the CFD cell sizes in order to spatially
average and send velocity boundary condition for the correct cells. Also,
in order to apply the correct constraint force in a state-variable coupled
simulation, the MD code may require knowledge of the cell indices that lie
within the constrained region. For this eventuality CPL Library provides
a number of enquiry functions. For simple parameters, CPL get() provides
an interface to which a number of optional arguments may be requested.
CPL cart coords functions in a similar manner to MPI cart coords, but
considers the realm of the rank requested. More complex data structures,
such as cell index extents in all three dimensions on a process, may be re-
trieved using CPL proc extents. Other similar routines exist, and differ by
the domain to which the cell extents pertain.
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CFD MD
Figure 4.8: MD data corresponding to cells coloured cyan, magenta, yellow
and black may be passed to the CFD program with CPL send (in the MD)
and CPL recv (in the CFD), or by a joint call to CPL gather(...) from both
programs. It may be noted that, for clarity, only the data transfer for a single
CFD processor is shown. A similar transfer is performed for all CFD processors
that intersect the overlap region. The blue/orange shaded region indicates the
extent of the overlap region: please see figure 4.7 for a schematic.
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4.2.2 Solver algorithms
Although full details of the numerical methods utilised in the CFD and MD
programs is not of interest here, it is important that a summary of the main
features of each method is provided. This section is naturally split into two
parts: the first provides a summary of the continuum algorithm, and the second
concerns the methods of the molecular dynamics code.
The continuum algorithm
The continuum algorithm, TransFlow [209], solves the incompressible, non-
linear Navier-Stokes equations on a staggered grid in curvilinear coordinates.
Designed to perform direct numerical simulations (DNS), the solver employs a
local volume flux formulation [210], based on the fractional step method first
devised by Chorin [211]. This type of scheme is a natural choice for coupling
with flux-boundary hybrid schemes, because it implies adherence to the relevant
conservation laws (see equations 2.56, 2.57 and 2.58). The time advancement
of the advection terms is performed using a two-step Adams-Bashforth scheme.
The diffusive terms are solved by the Crank-Nicholson method, which completes
the calculation of a provisional velocity field at the next time step. The pressure-
Poisson equation, obtained from the vanishing divergence of the momentum
equation, is then solved in Fourier-space using the two-dimensional successive
line over relaxation (SLOR) method, where the domain is periodic in the x and z
dimensions. Finally, the pressure field is used to project the provisional velocity
field onto a divergence-free space. The parallel implementation of TransFlow
is via MPI, where the solution domain is decomposed and divided among MPI
processes. In order to maximise computations relative to data exchanges, the
choice of domain size for each process is informed by a minimisation of surface
area to volume ratio. The algorithm performs at approximately 90% parallel
efficiency for 1024 cores relative to the performance on 64 cores.
The molecular algorithm
The molecular dynamics algorithm, StreamMD, may be used to integrate a
variety of equations of motion for a set of discrete particles. Exactly which equa-
tions are integrated is determined by the statistical ensemble or non-equilibrium
configuration under study. StreamMD is able to simulate Lennard-Jones-type
fluids, including long-chain polymers connected via the FENE potential (see
equation 4.17), and variable-quality solvents with the modified LJ potential by
Soddemann [51] (see equation 4.18). The computational acceleration is achieved
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C→P
P→C
MDHybrid vs.
Figure 4.9: Diagrams of the hybrid-scheme validation for sudden-start Couette
flow over a polymer brush. A schematic of the coupled simulation (left) is
compared to the equivalent MD-only case (right). At time t = 0, the shear
velocity of the upper wall is instantaneously set to Uw = 1.0.
with both the usual cell- and neighbour-list methods (see reference [30]) and an
MPI parallelisation by domain decomposition, where neighbouring processes
communicate their bounding cells as ‘halos’. The performance of StreamMD
has been extensively tested and optimised for massively-parallel simulations.
Recent tests with 3.3 × 106 particles have shown that it performs with 94%
efficiency on 1024 cores relative to 8 cores [207].
4.2.3 Validation
The coupling library, with both state-variable and flux-coupling algorithms, has
been extensively verified for the Newtonian Lennard-Jones fluid in a previous
publication [212]. Here the functionality of the coupled codes is extended to
hybrid simulations of a Newtonian fluid flow over a polymer brush (see figure
4.9 for a schematic). The following section explains a validation of the scheme,
whereby the results from the hybrid simulation are compared to those from an
equivalent case in which the full domain is represented with molecular dynamics
only. A description of the MD-only and hybrid simulation details are presented
and a comparison of the two sets of results is made.
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Full molecular dynamics calculation
The full simulation domain measures 164.2 × 116.3 × 41.0 in the x, y and z
directions respectively. Starting from an FCC lattice with density ρw = 0.8,
molecules with wall-normal coordinates y < 5.1 or y > 112.5 were ‘tethered’ to
their positions with the additional potential,
φanh.(ri) = −κ4[ri − req.i ]4 − κ6[ri − req.i ]6, (4.21)
where ri − req.i is the separation vector between atom i and its ‘equilibrium’
position at t = 0, which forms the upper and lower molecular walls. Like
Petravic and Harrowell [130], the constants are κ4 = 5× 103 and κ6 = 5× 106.
224 grafting sites were then selected at random locations on the upper surface
of the lower wall, with an average grafting density ρg = 0.0333. Molecules
directly above the grafting sites were then connected into chains with degree of
polymerisationN = 60, and thus experienced an additional anharmonic bonding
potential,
UFENE(r) = −1
2
kFR
2
0 ln
[
1− (r/R0)2
]
, (4.22)
where the spring constant kF = 30.0 and R0 = 1.5 is the maximum bond
elongation. Remaining solvent molecules between the upper and lower walls
were then removed uniformly at random until the density of the solvent reached
the target value ρs = 0.36. This density was estimated from the volume left
unoccupied by the grafted polymer chains, and did not compensate for any
collapse or extension of the brush layer during an equilibration process. For this
reason, the density of the solvent after equilibration was not exactly consistent
with the target density. This problem might be overcome in future work using
an algorithm that provides control of the local density using molecular insertion
and removal.
The system in its initial microstate was allowed to relax for an equilibration
period of trelax = 750.0, which is approximately equal to the longest relaxation
time of the gyration radius (see figure 10 in reference [71]), during which the
density profile reached a steady state. After equilibration, the velocity of the
upper wall was instantaneously set to Uw = 1.0 at time t = 0. At all times the
temperature of the fluid region was not controlled directly. Instead, a Nose´-
Hoover thermostat was applied only to the tethered molecules that form the
walls (not including the monomers in the brush), and only to the peculiar com-
ponents of momenta. The heat generated by the shearing motion was therefore
extracted in a way that was as close as possible to that in experiment, i.e. via
the walls, leaving the hydrodynamics of the fluid unaffected.
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Hybrid continuum-molecular calculation
The initialisation of the molecular part of the hybrid simulation is similar to that
of the full MD calculation discussed above. The main difference lies at the top
of the domain which is bounded, no longer by the top wall of tethered particles,
but by a specular reflecting surface at y = 51. The velocities of any molecules
that cross this surface were therefore reversed in the y direction and reinserted
into the domain as if they had been perfectly reflected by a flat surface. The MD
system is allowed to reach equilibrium, in the absence of the hybrid part of the
code, for the same relaxation time as in the full MD calculation trelax = 750, and
the final microstate is saved as the initial microstate for the hybrid calculation.
The continuum domain occupied the region 36 < y < 120, where the bottom
3 domain cells and the bottom halo cell formed the overlap. The velocity of
the halo cell was set by the average particle velocities in the overlapping region.
A mixed ‘FV’ coupling scheme was selected, as classified by Ren [187], so the
momentum flux (C→P) exchange at the top of the overlap region was distributed
between molecules, indexed by i, using the method of Flekkøy and coworkers
[174],
Fi =
g(yi)∑
i g(yi)
AΠ · n⊥. (4.23)
Here g(y) is the same quantity as in equation 4.12, n⊥ = yˆ, A is the surface
area of the cell’s projection in the y-plane, and the stress tensor Π is given by,
Π =

−p τ 0
τ −p 0
0 0 −p
 , (4.24)
where p is the hydrostatic pressure (which was obtained from the trace of the
molecular virial pressure tensor), and τ = µ∂ux/∂y was obtained from the
continuum viscosity and continuum velocity gradient. The top continuum halo
cell was part of the wall and its velocity, Uw, was set to 1.0 at t = 0. A
comparison of the evolution of the shear velocity and shear stress profiles is
made in figure 4.10, where close agreement is observed between the hybrid and
MD models. The shear stress calculation in the molecular region does not
consider missing molecules above the specular wall, and therefore a deficit for
the top MD cell is observed when compared to the continuum value. Because
each MD cell was slightly larger than the cutoff radius, there is minimal effect
on the results of the cells below.
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(a) Shear velocity ux
(b) Shear stress σxy
Figure 4.10: Time evolution of velocity and shear stress in sudden-start Couette
flow. The results from the coupled simulation are compared to those from an
equivalent case where the full domain is simulated with molecular dynamics only
( ). Solid lines represent continuum values ( ) between cell centres ($), where
cells that enforce the boundary conditions are denoted with an extra circle (#).
Coupled-simulation MD cells in the C→P region ( ) are differentiated from the
remaining cells ( ) by colour. Data points represent averages taken over 525
time units, each centered on times t = 277.5× 2a, where a is the set {0, 1, 2, 3}.
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4.3 Hybrid simulations of flow over a polymer
brush
Domain-decomposition based hybrid simulations are successful when, in the
overlapping region of the two domains, both the state variables and their asso-
ciated fluxes in the CFD and MD regions are consistent. In order for this to
happen, the constitutive model in the continuum equations of motion must be
an accurate representation of the molecular fluid. Preparing constitutive mod-
els of complex fluids, for which the macroscopic transport properties are highly
sensitive to changes in microstructure, is difficult to perform with generality.
The simulations here are restricted, therefore, to cases where the complexity of
the fluid is fully contained in regions far away from the overlap region. Flow of a
solvent over a polymer brush is, therefore, an ideal candidate for saving compu-
tational expense with a hybrid methodology. As long as the polymer chains do
not stretch into the overlapping region, and the viscosity of the solvent is well
known in advance, the bulk solvent may be treated with a Newtonian continuum
solver in an overlap far above the molecular polymer brush.
In the previous section, a continuum-molecular hybrid methodology for shear
flow over a polymer brush configuration was validated by comparing the results
to a full-MD calculation. In this section the computational saving of the hybrid
method is exploited to explore the effects of changing the chain length, grafting
density and solvent quality with a manageable amount of computer time. The
effects of these parameter changes is in the existing literature (see section 4.1.3),
using purely molecular-dynamics simulation. However, hybrid computations of
shear flow over a polymer brush has, to the best of the author’s knowledge,
been limited to the single report by Cao, Zuo and Li [55]. While both this work
and the simulations in reference [55] use the domain-decomposition method,
there are a number of differences, which are summarised in table 4.1. The most
significant change to the methodology is in the choice of overlap-region coupling
algorithm. Cao, Zuo and Li chose to use the state-variable ‘VV’ coupling of
Nie et al. [160], whereas here the recommendations of Ren [187] are followed
and a mixed flux-velocity coupling algorithm is adopted. This ‘FV’ technique
combines a momentum-flux boundary condition at the top of the overlap region,
like that of Flekkøy [174], with a pure velocity constraint on the CFD at the
bottom. Secondly, the treatment of the polymer brush is extended to consider
not only chains with length N = 20, but also those with N = 40, 60 and 100.
The arrangement of lattice sites is also changed, from the square lattice in [55],
to a more natural uniformly random sample. In addition, the effects of varying
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Cao, Zuo & Li [55] This work
Coupling procedure VV FV
Polymer chain length N = 20 N = {20, 40, 60, 100}
Grafting sites Square lattice Random
Varied quantities ρg ρg, N , χ
Thermostatting region Fluid Wall
Measured quantities u, θ u, Π, θ, p(θ), p(R⊥), h
Table 4.1: Summary of differences between the hybrid simulations of Cao, Zuo
and Li [55], and those presented here. The coupling methodologies ‘VV’ and
‘FV’ refer to ‘velocity-velocity’ and ‘flux-velocity’ schemes respectively: see sec-
tion 4.1.2. N above is the number of monomers per polymer chain, and the
grafting density ρg = Nch/(LxLz) is the number of chains per unit area on the
substrate. The parameter χ = ps − 0.5(pp + ss) measures the quality of the
solvent (see also equation 4.18). The average velocity field of all molecules is
given by u, and the average inclination angle of the polymer chain end-to-end
vector from the y axis is denoted θ. Π is the stress tensor, p(θ) and p(R⊥)
are the probability density distribution functions of the inclination angle and
the chain free-end distance respectively, and h is the brush height as defined in
equation 4.25.
the solvent quality on the flow fields is explored.
The hybrid simulation initialisation process was mostly identical to the val-
idation case presented in section 4.2.3. In order to accommodate longer chain
lengths in the domain, however, there have been some minor geometrical changes
to the simulation domains. The molecular region in each case now measures
149× 74× 149, and is split evenly between 8× 2× 8 processors. The continuum
domain is split into 32 × 16 × 32 cells, also spans 149 × 74 × 149 units, and is
split evenly between 4× 2× 1 processors. A total of 32× 4× 32 cells are used
for the overlapping region, which covers the entire domain in the x and z direc-
tions, and 19 units in the y direction. The total domain size is 149× 131× 149
reduced units. To explore the effect of solvent quality on the shear flow, the
monomer-solvent potential of Soddemann [51] is employed, which is described
earlier in section 4.1.3, and defined in equation 4.18. Furthermore, the sliding
speed of the top wall in the continuum has been increased to Uw = 2.0, so that
the signal-to-noise ratio in the molecular dynamics is improved.
The following polymer brush parameters were varied: chain length N , graft-
ing density ρg = Nch/(LxLz) and solvent quality χ = ps − 0.5(pp + ss). The
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results of these parameter studies are presented in the following sections.
4.3.1 Grafting density and chain length
In this section, the effects on the bulk flow u over a polymer brush in a good
solvent are explored as the polymer chain length, N , and grafting density, ρg,
are varied. The velocity and stress fields, ux(y) and Πxy(y), are examined,
as well as configurational properties of the polymer brush and solvent. The
latter include density distributions of the polymer and the solvent molecules,
ρp(y) and ρs(y), evolution of the mean inclination (or ‘tilt’) angle θ(t) of the
end-to-end vector R, the probability density distribution of inclination angles
p(θ; t) as shear flow develops, and the distribution of the y-component of R,
(i.e. p(R⊥; t)). In all cases the polymer-solvent interaction is given by equation
4.18, where pp = ps = ss = 0.
The final velocity profiles ux(y), alongside polymer and solvent densities
(ρp(y) and ρs(y)) are presented in figures 4.11 (for chain length N = 20), 4.12
(N = 40), 4.13 (N = 60) and 4.14 (N = 100). All quantities shown
represent the mean value across the x and z axes, as well as the average over
time 4100 ≤ t ≤ 4500. For each chain length, results from cases with all five
values of grafting density ρg = {0.04, 0.10, 0.21, 0.31} are plotted together. The
overall trend with increasing grafting density is clear: the excluded volume of
neighbouring chains in the brush leads to an increase in the brush height (an
effect that will be quantified later). This, in turn, brings the vanishing point of
the velocity profile closer to the upper wall, effectively reducing the width of the
channel. As such, there is an increase in velocity gradient ∂yux, which is reflected
in the shear stress calculations, shown in figures 4.15 (N = 20), 4.16 (N = 40),
4.17 (N = 60) and 4.18 (N = 100). The density of the solvent molecules
was flat at the end of the MD-only equilibration simulations. However, during
the coupled simulations the density developed a negative-gradient profile where
the density towards the open boundary was reduced. A possible explanation for
this is as follows;
• the hydrostatic component p of the continuum momentum flux tensor
(applied as the normal boundary condition at the top of the MD domain,
see equation 4.24) was approximated as the virial pressure from the whole
molecular domain (see equation 2.71).
• However, due to the presence of dense polymer chains at the solid sub-
strate, the virial pressure was an overestimate of the average pressure of
the solvent in the overlap region.
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ρp(y)
ρs(y)
ux(y)MD
ux(y)CFD
Figure 4.11: N = 20; Velocity profiles (symbols, left scale) averaged over time
4100 ≤ t ≤ 4500, for brushes with varying grafting density in sudden-start shear
flow. The length of the polymer chains is N = 20. MD results are differentiated
by symbols for the grafting densities ρg = 0.04 (l), 0.10 (s), 0.21 (n), 0.31
(t) and 0.41 (u). The corresponding continuum region velocities are given
by crosses (6) in the same colour as the MD region. MD monomer ( ) and
solvent ( ) density profiles are also shown (right scale) in the corresponding
colour for each grafting density.
Figure 4.12: As for figure 4.11, except that N = 40.
126
Figure 4.13: As for figure 4.11, except that N = 60.
Figure 4.14: As for figure 4.11, except that N = 100. At high grafting densi-
ties, the tail of the brush encroaches the overlap region, invalidating the hybrid
method.
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Figure 4.15: N = 20; Shear stress profiles (symbols, left scale) averaged over
time 4100 ≤ t ≤ 4500, for brushes of varying grafting density. In all cases the
length of the polymer chains are held constant at N = 20. MD results are
differentiated by symbols for the grafting densities ρg = 0.04 (l), 0.10 (s),
0.21 (n), 0.31 (t) and 0.41 (u). Corresponding continuum velocities are shown
by crosses (6) in the same colour as the MD parts. MD monomer ( ) and
solvent ( ) density profiles are also shown (right scale) in the corresponding
colour for each grafting density.
Figure 4.16: As for figure 4.15, except that N = 40.
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Figure 4.17: As for figure 4.15, except that N = 60.
Figure 4.18: As for figure 4.15, except that N = 100. At high grafting densi-
ties, the tail of the brush encroaches the overlap region, invalidating the hybrid
method.
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• An unrealistically large force was therefore applied by the coupling algo-
rithm in the normal direction at the open-boundary, and the density of
the fluid in the overlap region was consequentially reduced from its initial
state.
In some cases for N = 60, the velocity of the molecular fluid is slightly faster
than the continuum in the overlap region. This could also be a result of the
reduction in solvent density in the overlap region;
• a density reduction of the WCA fluid is accompanied by a reduction of
its viscosity, and therefore the shear stress was also overestimated by the
continuum constitutive relation, which assumed a constant viscosity over
the whole simulation.
• An overestimated shearing force is a possible reason for the molecular
velocity profile being ahead of the continuum in the overlap region.
At high grafting densities for N = 100 the tail of the brush extends into the
overlap region, which invalidates the assumption of consistent viscosity between
solvers and causes the hybrid method to fail. This failure is clearly seen in the
vastly different continuum and molecular velocity profiles in the overlap region
of figure 4.14.
The height of the brush is well-known to be sensitive to many parameters,
including temperature, grafting density and solvent quality (see reference [213]
for a pioneering numerical study). It is not appropriate, therefore, to compare
brush-configuration results quantitatively to those from the present hybrid cal-
culations where the temperature and solvent density are difficult to control. It
is possible, however, to compare the scaling of the brush configurational prop-
erties. Following Kreer et al. [214], the brush height is defined as,
h =
8
3
〈y〉 = 8
3
∫∞
0
yρp(y)dy∫∞
0
ρp(y)dy
, (4.25)
where 〈y〉 is the mean distance of monomers from the substrate and ρp is the
monomer density profile. In a good solvent, the scaling of the brush height is
predicted to follow,
h
N
∼ ρνg , (4.26)
where ν = 1/3 in the strong-stretching limit (SSL) of the self-consistent field
theory (SCFT) by Milner [188]. Simulations [213] have shown that the FENE
model yields similar scaling behaviour. Experiments [215] and simulations [73]
have also shown that the height is insensitive to the shear rate. The results
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Figure 4.19: Scaling of a normalised brush height h/N (defined in equation
4.25) as the grafting density ρg is varied. Data are fit to hN
−1 = ρνg , in order
to find a value of the scaling exponent ν. The value predicted by theory, in a
good solvent, is ν = 1/3. The brush height is calculated at two times, once at
the beginning of the simulation in a quiescent state (#, fit shown by ), and
once at the end of the simulation during shear flow (, fit shown by ). The
monomer density profile, ρp in equation 4.25, is the average over 1.5 reduced
time units.
from simulations in this work are shown in figure 4.19, where a non-linear least-
squares method is used to find values of ν that fit the data most closely to
equation 4.26. In the quiescent state before shear is applied, the results are
consistent with the ν = 1/3 predicted by theory for intermediate values of
N = 40 and 60. For these chain lengths the fits yield ν = 0.29 and 0.30
respectively. For shorter chains N = 20 and for longer cases N = 100, where
the extension of the chain tail has invalidated the hybrid method, the obtained
value ν ≈ 0.2 is less consistent. In the cases where the grafting density is low and
N = 20, it is possible that the excluded volume effect is not strong enough for
the strongly-stretched assumption to be well suited. Indeed, the mean-squared
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radius of gyration of a ideal chain of this length in a polymer melt at similar
temperature (〈R2g〉 ≈ 5 [37]) is similar to ρ−1/2g , at the lowest grafting density,
indicating that the polymers could be in more of a ‘mushroom’ state [10]. It
may also be noted that the trend of the raw data is convex in figure 4.19 (a),
so the scaling exponent would be expected to increase if the lowest grafting
density points are ignored. At the end of the simulation, i.e. in shear flow, the
scaling exponents are found to be unchanged for N = 20 with ν = 0.21, and
similar agreement for mid-length chains with ν = 0.30 and 0.33 for N = 40 and
60 respectively. Although the result for N = 100 shows better agreement with
the value predicted by theory at ν = 0.32, the result is disregarded due to the
failure of the hybrid scheme in this case.
Lai and Binder [216] note that the distribution of chain free-ends p(R⊥) is
remarkably insensitive to shear flow. This, Lai and Lai also show in a later work
[217], is despite a significant inclination of the polymer chains. The conclusion
is, therefore, that in shear flow the polymer chains unfold as they are tilted,
resulting in a brush height that is essentially unchanged. The results presented
here show similar behaviour. Significant tilting of the chains at low grafting
density is visible from the change in distribution of inclination angles p(θ),
where θ is defined by,
tan(θ) =
R⊥
R‖
, (4.27)
and a single end-to-end vector R has components R⊥ in the direction perpen-
dicular to the substrate, and R‖ in the streaming shear direction. Figure 4.20
compares this distribution at the beginning of the simulation (in the quies-
cent state) with the distribution at the end of the simulation (in shear flow).
Distributions at moderate to high grafting density display Gaussian statistics,
and are generally offset in θ when shear is applied. For low grafting densities,
especially, a very significant shear-induced inclination of the polymer chains is
observed. It is also noteworthy that, for short chains (N = 20) or low grafting
density (ρg < 0.1), shear has little effect on the spread of the distribution. The
distributions for longer chains and higher grafting densities, however, have sig-
nificantly lower peaks in shear than in quiescent conditions, which must coincide
with a spreading of the p(θ) distribution. A similar spreading is also observed
in the results of recent Monte Carlo simulations by Ji and Ding [218]. The time-
evolution of the mean of this distribution is shown in figure 4.21, where the effect
of grafting density on inclination becomes clearer. Consistent with the results
of Lai and others [216, 217, 219], the distribution of chain free-ends p(R⊥) is
mostly unaffected, despite the inclination. Figure 4.22 shows that there is very
little difference in the distribution in quiescent and shear conditions. Oscillatory
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Figure 4.20: Probability density distribution of inclination angles p(θ) (see equa-
tion 4.27 for the definition of θ) at both the quiescent beginning of the hybrid
simulations ( ), and during shear flow at the end ( ). All distributions are
calculated by sampling the inclination angle of all polymer chains at 5000 equally
spaced intervals over 375 time units. The colour coding indicates the grafting
density ρg, matching those in previous figures (4.11, etc.): ρg = 0.04 ( ),
0.10 ( ), 0.21 ( ), 0.31 ( ) and 0.41 ( ). Simulations at lower grafting
densities contain fewer polymer chains, so the statistical noise is greater from
the smaller sample size.
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Figure 4.21: Time evolution of the mean of inclination angles θ (see equation
4.27). Mean values are calculated from 100 samples of all polymer chains every
15 time units. The noise, therefore, is greater at lower grafting densities where
fewer chains are grafted to the substrate. Colours correspond to the grafting
density ρg, matching those in previous figures (4.11, etc.): ρg = 0.04 ( ), 0.10
( ), 0.21 ( ), 0.31 ( ) and 0.41 ( ).
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layering at the surface of the solid substrate is also observed in the distributions
of p(R⊥) for N = 20 and N = 40 at low grafting densities. This indicates that
a significant portion of the substrate is ‘visible’ to the polymer chain ends and,
alongside the more Gaussian shape of the distributions, suggests that the chains
are not in a strongly-stretched configuration.
4.3.2 Solvent quality
The results in this section largely follow the same format as those for varying
grafting density and chain length in section 4.3.1. Here, however, results are
presented from simulations where the control parameter χ is a measure of solvent
quality,
χ ≡ ps − 0.5(pp + ss). (4.28)
Larger values of χ mean a favourable polymer-solvent interaction (see equation
4.18), and therefore correspond to good solvent conditions. Calculations per-
formed with χ < 0 model conditions in which the polymer-solvent interaction
is unfavourable, i.e. a poor-solvent regime. All simulations presented in this
section were of brushes with length N = 60 and grafting density ρg = 0.31. The
results for χ = 0 in this section, therefore, are identical to the N = 60, ρg = 0.31
case in the previous section. The effective channel width is smaller than in the
cases with N < 60, which enabled a reduction of the total simulation time from
4500 to 3800.
The final velocity profiles ux(y), with both polymer and solvent densities ρp
and ρs overlayed, are shown in figure 4.23, where all quantities are evaluated
from the the mean across the x- and z-directions. The trend with increasing
solvent quality is immediately apparent, and is consistent with previous results
from both simulation [71] and experiment [220]. As the solvent quality is in-
creased the brush swells, and the effective width of the channel is reduced. In
turn, the velocity profile shows a steeper gradient with increasing solvent quality,
and a reduced total mass flux,
m˙ ≡ Lz
∫ Ly
0
ρsuxdy. (4.29)
In contrast, the brush collapses in a poor solvent. This results in an effectively
wider channel, which allows for a greater mass flux m˙.
Similarly to the previous section, because the brush height h is sensitive to
parameters that are difficult to control in hybrid simulations, only the scaling
of h is compared with previously reported quantities. Molecular dynamics sim-
ulations of brushes in variable quality solvents performed by Dimitrov, Milchev
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Figure 4.22: Probability density distributions p(R⊥) of the free chain-end dis-
tance from the substrate (i.e. the perpendicular component of the end-to-end
vector R⊥). Distributions are calculated at the start of the hybrid simulation
(i.e. in a quiescent state) ( ), and at the end of the simulation in steady shear
( ). Statistics are collected by sampling chain configurations over 375 time
units for all cases. At higher grafting densities there are more polymer chains in
the domain, so the statistical noise is weaker. Similar to previous figures (4.11,
etc.), colours correspond to the grafting density ρg = 0.04 ( ), 0.10 ( ), 0.21
( ), 0.31 ( ) and 0.41 ( ).
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Figure 4.23: Steady-state velocity profiles (symbols, left scale) for solvents of
varying quality. In all cases the length of the polymer chains are held constant
at N = 60. MD results are differentiated by symbols corresponding to solvent
quality χ = 0.4 (l), 0.2 (s), 0 (n), -0.2 (t) and -0.4 (u). Corresponding
continuum velocities are shown by crosses (6) in the same colour as the MD
calculations. MD monomer ( ) and solvent ( ) density profiles are also
shown (right scale) in the corresponding colour for each grafting density.
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Figure 4.24: Scaling of normalised brush height h/N (defined in equation 4.25)
as the solvent quality χ is varied. The brush height is calculated at two times,
once at the beginning of the simulation in a quiescent state (#, linear fit shown
by for χ > 0.0), and once at the end of the simulation during shear flow ().
The monomer density profile, ρp in equation 4.25, is taken as an average over
1.5 time units.
and Binder [71] revealed excellent agreement with the scaling behaviour reported
from experiment by Karim et al. [220]. The characteristics of the present simu-
lations differ from reference [71] in a number of ways; this work models a slightly
greater solvent density and greater pressure, a movable top wall is not used to
control the pressure, grafting sites are selected randomly from a uniform distri-
bution rather than on a triangular lattice, and the brushes are exposed to shear
flow. Despite these differences, the scaling of the brush height with χ shows
remarkable similarity in figure 4.24, where the scaling for values χ ≥ 0 shows a
linear trend. Some differences between the good and poor solvent regimes are
observed. For good solvents, shear flow has minimal effect on the brush height,
despite significant inclination of the chains. The unfolding of the polymers, that
must occur in order to maintain constant height, is diminished significantly in
the poor solvent regime, where shear flow acts to collapse the brush even fur-
ther. In addition, there appears to be evidence for a crossover at χ ≈ 0.4,
where shear begins to increase the height of the brush. Repeated simulations
at solvent qualities χ > 0.8 would be required to verify this observation.
It is also observed that, contrary to the results from the good solvent regime
in the previous section, the distribution of free chain-ends is sensitive to shear in
a poor solvent. The tilting of the polymers is shown in figure 4.25 by the evolu-
tion of the mean inclination angle θ(t), as well as the difference in its distribution
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(a) Mean (b) Distribution
Figure 4.25: (a) Time evolution of the mean of inclination angles θ (see equation
4.27), and (b) probability density distribution of inclination angles p(θ) (see
equation 4.27 for the definition of θ) at both the quiescent beginning of the
hybrid simulations ( ), and during shear flow at the end ( ). All calculations
follow the same procedure as the good-solvent cases in figures 4.20 and 4.21.
Solvent qualities are differentiated by colour: χ = 0.4 ( ), 0.2 ( ), 0 ( ),
-0.2 ( ) and -0.4 ( ).
p(θ) between quiescent and shear conditions. Intriguingly, inspection of the dis-
tributions of chain ends in figure 4.26 provides more evidence to support the
concept of a crossover of chain response to shear as the solvent quality increases.
In poor solvents, shear flow appears to bring the distribution of chain free-ends
closer to the substrate than in equilibrium conditions. This further implies that
the unfolding of chains in a good solvent during shear flow, counteracting the
tilting to maintain constant brush height, is significantly diminished in a poor
solvent. Conversely, in the very good solvent case χ = 0.4, the distribution
of free-ends appears to move slightly away from the substrate. The suggestion
here, then, is that the unfolding of the polymers actually begins to outweigh the
effect of the tilting. In order to quantify the relative strengths of these compet-
ing effects, more simulations must be performed over a greater range of solvent
qualities. It is suggested that the hybrid method may be abandoned for cases
of simple shear, in favour of smaller MD-only calculations, so that the pressure
may be kept constant and the density of the solvent may be controlled.
4.4 Overview and conclusions
Problems in which the physics depends on phenomena at multiple length and
time scales are approached with hybrid simulation methods. Hybrid schemes
139
Figure 4.26: Probability density distributions p(R⊥) of the free chain-end dis-
tance from the substrate (i.e. the perpendicular component of the end-to-end
vector R⊥). Distributions are calculated at the start of the hybrid simulation
(i.e. in a quiescent state) ( ), and at the end of the simulation in steady shear
( ). The evaluation of the distributions follows the same procedure as the
good-solvent cases in figure 4.22. Solvent qualities are differentiated by colour:
χ = 0.4 ( ), 0.2 ( ), 0 ( ), -0.2 ( ) and -0.4 ( ).
are characterised by a concurrent solution of equations of motion derived from
two different descriptions of matter. In the context of fluid mechanics simula-
tions, common hybrid methodologies consist of a continuum-type solver that is
coupled to a particle-based description. Two methods for coupling continuum
and particle solvers have emerged in (a) the heterogeneous multiscale method
(HMM), where the particle solver provides constitutive relations to the contin-
uum, and (b) the domain-decomposition (DD) method, for simulations where
molecular details is only required in one region of the full system domain. In the
latter case, the domain is split into molecular and continuum regions that are
solved independently, but must be consistent in a finite overlap region. The lit-
erature on DD is divided in regards to how this consistency should be achieved,
whether by coupling the state-variables, such as velocity and temperature, or
by ensuring that the associated fluxes are conserved between the two regions.
Both cases rely on the continuum solver to have accurate constitutive relations
that are representative of the molecular fluid in the overlap region, which is a
necessary condition for the continuum code to apply realistic constraints on the
molecular fluid. If this condition is not met, the conserved physical quantities
(mass, momentum, and energy), and their associated fluxes would be inconsis-
tent.
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Complex fluids are difficult to model constitutively, so simulations in this
work are restricted to cases in which any ‘complex’ behaviour is limited to re-
gions far away from the overlap region. A well-suited test case is shear flow of a
Newtonian solvent (with a straightforward constitutive relation) over polymer
chains grafted to a solid substrate. At high grafting densities, the chains form
a polymer brush. Molecular dynamics simulations of polymer brushes have re-
ceived much attention in recent years (see a recent review by Binder, Kreer and
Milchev [10]), but the effect of shear flow on the height of a brush in molecular
dynamics simulations with varying solvent quality is not quantitatively known.
There has been one report [55] of hybrid simulations considering brushes in
shear flow, which used velocity (i.e. state-variable) coupling in the overlap re-
gion. The simulations in this work considered a wider range of parameters and
a mixed flux/velocity coupling scheme.
Hybrid computational implementations in the literature have generally been
codes that are compiled into a single executable (this is the case in nearly all
references in section 4.1, and see reference [221] for a recent example). Some ex-
ceptions to this are the works using the interfacing library reported by Coveney
et al. [205], which reduces implementation effort by allowing its use with any two
MD and CFD programs. However, it does not consider any parallelism within
each program (by subdomain-decomposition), so the user must (a) manage any
inter-program mappings, and (b) gather all coupling data onto a single process
in each program before communication, which increases both computational
and development expense. Part of this chapter addressed a gap in the field for
a software library that facilitates hybrid simulations by internally managing the
topology and communication channels of parallelised programs.
The results presented in this chapter are from simulations made possible
with a new hybrid coupling library, CPL Library [206, 207]. This software was
developed as part of the present work, in collaboration with Dr Edward Smith,
and made use of some previous work by Dr Lucian Anton. CPL Library may
be statically-linked to any particle and continuum solvers. In the case of this
work, it was employed as the interface between two in-house codes; a molecular
dynamics solver and the other a direct-numerical-simulation (DNS) continuum
solver. Both programs are independently parallelised with MPI using a spatial
domain-decomposition. Their communication channels and processor topologies
were managed internally by CPL Library in the hybrid simulations. The library
contains functionality for three kinds of process, namely,
• hybrid simulation setup routines, for establishing topology and mapping,
• data exchange routines, for sending and receiving coupled quantities, and
141
• data enquiry routines, providing parameters from each program.
The coupling methodology was applied to simulations of shear flow of an explicit
Newtonian solvent over a polymer brush. The molecular boundary condition at
the top of the overlap region was provided by the continuum momentum flux,
and the continuum boundary condition at the bottom of the overlap region was
constrained to the average molecular velocity. This mixed coupling scheme was
validated by comparing the hybrid results to an effectively identical simulation
in which the full domain was instead treated with molecular dynamics only,
which showed close agreement.
The computational acceleration of this hybrid method was then exploited in
a full parameter study of shear flow over polymer brushes, where the controlled
parameters were the grafting density, ρg, and the chain length, N , in a good
solvent. A separate parameter study of varied solvent quality, χ (see equation
4.28), was also performed for the case ρg = 0.31 and N = 60. In the first
study, where χ = 0.0 was held, increasing grafting density leads to a swelling
of the brush. This swelling was large enough in the cases where N = 100 and
ρg > 0.10 such that the brush extended into the overlap region. The hybrid
method was invalidated in these cases, as the constitutive relation assumed by
the continuum was no longer a good estimate of the molecular ‘fluid’ response
in the overlap. The results are, nevertheless, also presented for completeness.
Data for the increase in brush height, h, is fitted to hN−1 = ρνg , which yields
scaling exponents ν = 0.29 (N = 40), and 0.30 (N = 60). These values are
in close agreement to the exponent predicted by theory, ν = 1/3 [188]. The
results for N = 100 were discarded due to the failure of the hybrid method. For
N = 20, where ν = 0.21, the results were 30% lower than the theoretical value.
A possible reason for this discrepancy is that, at the lowest grafting densities,
the excluded volume effect for chains with N = 20 was not sufficient for the
height to be well-treated by the strongly-stretched assumption of the theory. In
all cases, however, the increased swelling of the brush lead to a greater velocity
gradient in the bulk, and therefore the total mass flow rate (see equation 4.29)
was reduced.
The conditions of shear flow had relatively little impact on the height of the
brush for χ = 0.0. Despite a significant tilting of the chains, the brush height, h,
and distribution functions of chain-end distance p(R⊥) were mostly unaffected
by shear. The tilting of the brush was therefore balanced by an unfolding of
the chains. However, this behaviour was not observed for all values of χ. In
the second parameter study of varying solvent quality, the height of the brush
in a poor solvent was observed to be significantly reduced by shear flow. The
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conclusion here was that, because the tilting of the brush is still present, a
poor solvent does not facilitate the same level of chain-unfolding as in the good
solvent case. For large-χ cases, where the polymer-solvent interaction is made
very favourable, shear-flow appears to sufficiently unfold the chains such that
the tilting is overcome and the height of the brush increases. A crossover of the
two behaviours is observed at χ ≈ 0.4.
There are a number of potential problems with the hybrid methods employed
in this work that could have affected the accuracy of the results. Firstly, the
continuum solver was limited to descriptions of incompressible fluids, in which
the density is assumed to be a constant. The incompressible assumption is
generally applicable for situations in which the Mach number M  1 [7], where
M = V/c is the ratio of flow velocity V to the speed of sound c in the medium.
The compressibility of the WCA fluid [222] indicates that the Mach number in
the present simulations is of order unity, so compressibility effects should be
considered in future simulations. Another consequence of the incompressible
assumption is that, for the conservation of mass (equation 2.56) to hold, the
integral of mass flux perpendicular to the flow direction must be zero across
any x-z-plane. This provided a constraint that the molecular simulation should
maintain the same total number of particles in the domain, and new particles
need not be inserted or removed. It was also assumed that the only source of
momentum flux along the y-coordinate came from the hydrostatic pressure and
shear-component of the stress tensor Πxy (see equation 4.24). To account for
any complex motion of the chains that could induce vertical velocities in the
MD, all components of flux should be considered. This would, then, require
molecular insertion and removal algorithms to be implemented at the overlap
interface.
The hydrostatic pressure of the solvent used in equation 4.24 was estimated
by the molecular virial pressure. Due to the presence of polymer chains at
the solid substrate, the virial pressure was greater than the true hydrostatic
pressure in the solvent. The direct component of the stress tensor, that was
applied as the molecular boundary condition at the top of the MD domain, was
therefore inconsistent with the fluid in the overlap region. For this reason, the
force applied at the boundary was unrealistically large, and a density profile
developed that decreased towards the upper boundary. A reduction in density
also reduces the effective viscosity of the WCA fluid, and therefore the shear
component of the momentum flux was overestimated by the constitutive relation
in the continuum, which assumed the viscosity of the fluid to be constant over the
course of the simulation. This overestimation resulted in the shear-component
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of the coupling force (equation 4.24) being also too large. The effects of this are
visible where the molecular velocity profiles are slightly ahead of the continuum
values in the overlap region.
The height of polymer brushes is known to be sensitive to solvent pres-
sure and density. The nature of the setup-process used for the initial molecu-
lar configurations (see section 4.2.3) meant that the equilibration process was
not performed at constant pressure, and that the solvent density was only ap-
proximately constant. The simulations should therefore be repeated with an
equilibration algorithm that controls both the pressure and the solvent density,
through either molecular insertion and removal or a movable-wall type barostat
[223].
A state-variable coupling was also performed for the validation case described
above. Like all coupling schemes, the algorithm relies on estimates of macro-
scopic quantities from molecular microstates. However, without a thermostat,
the state-variable coupling was problematic unless the number of samples taken
in the estimation of the molecular macrostate was very large. The inherent
statistical noise from the molecular motion caused, with increasing severity as
the number of molecular samples was reduced, the average momentum of par-
ticles in each coupling cell to be a somewhat inaccurate estimation of the local
streaming velocity. Subtracting this estimation of the streaming velocity from
each molecule, as part of the coupling constraint algorithm, therefore worked
to effectively extract thermal energy from the molecules in the cell. Thermal
energy may be returned to the cell with a thermostat, and this was required for
the system to remain thermally stable during periods when the constraint veloc-
ity was smaller than the thermal velocity. Because a strategy of this work was
to avoid thermostat algorithms that could potentially dampen or excite insta-
bilities in the bulk fluid, a flux-coupling boundary condition (that only applies
a shear force) was selected for the top of the overlap region.
There are many opportunities to further this work. A suggestion for repeat-
ing the simulations with a constant-pressure and constant-density algorithm has
already been made above. If a molecular insertion and removal algorithm is re-
liably added, there also lies a clear opportunity to perform simulations in which
there may be fluxes of mass in-to and out-of the molecular domain. Such cases
could be lid-driven cavity flow or, eventually, a turbulent channel flow.
Polymer chains could be grafted to textured surfaces, and it would be of
interest to explore the degree to which their addition may cancel (or further)
the superhydrophobic nature of the interface. Another open question lies in the
hydrodynamic response of brushes when the polymer architecture is changed.
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Branching of polymer chains is known to have a significant effect on their bulk
rheology [224, 225, 226], but effects on the dynamics of brushes formed of
branched dendrimers remains an open question. Their response to shear is
an ideal candidate for hybrid simulations of the type presented in this chapter.
Domain-decomposition based hybrid simulations of more complex fluid flows
is inherently limited by the constitutive model requirement in the overlap re-
gion. A pre-computation of the fluid’s bulk response to shear flow would provide
the first step towards solving this problem, but there also remains the issue of
the non-periodic ‘open’ boundary in the molecular solver. If an artificial wall
or soft potential is used to contain molecules at the open boundary, there could
be significant problems with molecular layering as the size of molecules (i.e.
the chain length) increases. If, instead, the artificial wall is replaced with an
open-boundary at which molecules are removed and inserted, there presents the
additional problem of inserting a large or complex molecule in a physically rep-
resentative way. This problem has been addressed by the spatial coarse-graining
of the AdResS [183] algorithm and the large-molecule insertion made possible
by the FADE algorithm [227]. Their implementation for domain-decomposed
simulations of polymer melts would be of clear benefit here.
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Chapter 5
Concluding remarks
5.1 Context
Complex fluids encompass many subclasses of both soft and fluid matter, some of
which may also be classified somewhere between the two. The physics of com-
plex fluids is inherently multiscale, in that phenomena at macroscopic scales
can be strongly dependent on configurations and processes that occur at the
microscopic scale. The focus of this project was on the polymeric fluid sub-
class of complex fluids. Hydrodynamic instabilities in some polymer flows may
be driven by an elastic mechanism that is determined by the evolution of the
fluid microstructure, rather than the inertial instability associated with New-
tonian fluids. An enhanced understanding of complex fluid physics is critical
for improving technologies to which they are relevant. The focus of this work
was to provide a methodology for studying how hydrodynamic flow instabilities
(a type of macroscopic phenomena) are determined by the molecular dynamics
(microscopic phenomena) in polymeric fluids.
The multiscale nature of complex fluid physics has presented a significant
challenge for scientists developing theory and computer simulations, who must
find the most appropriate descriptions of matter for the scale of a given prob-
lem. This has been approached with hybrid simulation techniques in recent
years, where the combination of molecular (microscopic) and continuum (macro-
scopic) descriptions offset the benefits and limitations of each. If the require-
ment for molecular detail is restricted to one spatial region of the system, then a
domain-decomposition approach provides a methodology to replace an expensive
molecular simulation with a cheaper continuum model where molecular detail
is deemed unimportant. At the time of writing, there have been no reports
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of hybrid simulations that reproduce hydrodynamic instabilities. Part of the
present work begins to address this gap by providing some of the methodology
for this kind of simulation to be performed.
The microscopic model of polymeric fluids employed in this project has been
widely studied in the existing literature. Its selection in this work was motivated
in chapter 2, where the implementation was validated against results from previ-
ous publications. Novel contributions of this work are first presented in chapter
3, where a new understanding of hydrodynamic instabilities at the microscale
is achieved with molecular dynamics simulations of Taylor-Couette flow. In
chapter 4 a novel software library for performing domain-decomposition based
hybrid simulations with massively-parallel MD and CFD programs is presented.
The computational savings of the hybrid method were exploited in a study of
shear flow of a variable-quality solvent over polymer brushes with molecular
detail. Conclusions and criticisms of the two main novel aspects of this work
are presented below.
5.2 Flow instabilities
The molecular dynamics simulations of Taylor-Couette flow in chapter 3 were
extensions of a similar study by Hirshfeld and Rapaport [17, 18], who employed
no-slip boundary conditions on the cylinder walls, specular reflecting walls at
the axial boundaries, and a special quarter-cylinder azimuthal periodicity. The
critical Reynolds number was found to be Rc = 86.5, which was 13% greater
than the value predicted by theory, Rc = 76.6. The boundary conditions in
this work differed in all directions. The radial confinement of the fluid was pro-
vided by particles ‘tethered’ to rotating sites, the axial boundaries were periodic
and the domain spanned the full azimuth θ ∈ [0, 2pi). In a similar geometry to
those in references [17, 18], the critical Reynolds number was found to be in
the range 76.3 < Rc < 77.3, which is within 2-3% of the theoretical predic-
tion, Rc = 74.7. In addition, simulating the full azimuth did not restrict any
azimuthal modes that could appear to those with integer wavenumbers that
are multiples of kθ = 4. A wavy vortex mode with kθ = 1 was identified at
higher rotation speeds, and was shown to be non-unique to the geometry by
its persistence in domains with longer axial periodicity. Replacement of peri-
odic boundary conditions with specular walls in the axial direction suppressed
the wavy vortex mode. In a second, larger geometry, similar simulations were
performed at a greater Taylor number. The domain size was too large for a
full parameter study of rotation speed to be tractable with reasonable compu-
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tational effort. However, one simulation was able to provide new information
about the transient growth of a spiral wavy vortex mode with three azimuthal
oscillations. Many flow configurations were observed as the wavy vortices devel-
oped, and the growth of the primary Taylor vortex mode (kz = 2) was consistent
with the theoretical prediction of Landau [7]. Fourier analysis showed that all
spectral harmonics of the waves had the same phase velocity, confirming that
the waves were coherently convected with the mean flow in the channel.
To ensure that flow instabilities were neither excited nor dampened in the
bulk fluid, the temperature of the system was controlled only by applying a ther-
mostat to the molecules that formed the cylinder walls. However, this method
was insufficient for maintaining a constant fluid temperature at all rotation
speeds. This could have made estimating the viscosity, which is strongly de-
pendent on temperature, difficult. However, this problem was addressed with a
direct measurement of the viscosity via the stress tensor in cylindrical coordi-
nates.
The calculation of Rc to within 3% of the theoretical value implies that
molecular dynamics simulations may be used as one part of a hybrid computa-
tion to accurately predict flow instabilities. However, the tethered molecules in
the cylinder walls did not provide a perfect no-slip condition, and the tangen-
tial velocity of the first layer of fluid molecules at the inner cylinder was up to
10% lower than the wall molecules. If the Reynolds number were to be defined
with the velocity in this layer, the estimate of the critical value for the primary
instability would be significantly less consistent with theory.
Periodic boundaries in the axial direction are not possible in experiment, but
allow the simulations here to provide conditions that are a close approximation
to very long cylinders with minimal computational expense. The simulations
in this work have shown that periodic boundaries provide conditions that are
favourable to the appearance of the wavy vortex mode, which is suppressed in
cases with end-walls. However, periodic boundaries do not actively add energy
to the system, so they are not expected to actively excite or dampen any az-
imuthal modes unless there is a significant self-interaction across the domain.
The persistence of the wavy mode in the long cylinder cases suggests that this
interaction is unlikely to be present.
To allow the parameter study of inner-cylinder rotation speed to be per-
formed in a reasonable computational time, each rotational speed was realised
in independent simulations that were performed in parallel. The time for the
inner cylinder to be brought from stationary to full speed - the ‘ramp’ time
- was approximately four times longer than the period of one rotation at the
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fastest speed. The simulations could more closely replicate the conditions of
experiments if they were to be performed in serial, where the final microstate
of a simulation at the slowest angular speed could be used as the initial state
for ‘ramping’ to the next speed in the parameter study (and so on). With this
method the overall rate of change of angular speed would be much slower, even
with the same ramp time. The question of whether the critical Reynolds number
Rc remains the same in a regime such as this is unresolved. A similar parameter
study of inner cylinder speed, performed in serial, could also be undertaken in
the larger cylinder geometry. A study of this kind could determine if the appear-
ance of the spiral vortex with three azimuthal waves is unique to the particular
flow history modelled here. It would also be of interest to continue the original
simulation for a long time, to establish whether the spiral-wave configuration is
temporally stable.
An attempt to use the same methodology for studying Taylor-Couette flow
in polymer solutions was numerically unstable at high rotation speeds. In these
cases the temperature of the system became too high to ensure that, in simu-
lations with a reasonable time-step, thermal fluctuations were not large enough
to stretch the FENE-bonds beyond the maximum extension. The study of hy-
drodynamic instabilities with fully molecular simulations was therefore limited
to the inertial case. Studies with a more numerically stable polymer model, for
example harmonic springs that have a defined potential at all extensions, is a
clear opportunity to extend this work to the elastic instability case. Alterna-
tively, should a suitable thermostat algorithm be proven to not affect the point
at which flow transition occurs, the temperature could be controlled in the bulk
fluid to a value that is stable with a reasonable timestep. This would have the
additional benefit of extending the relaxation time of the polymers, which would
increase the Weissenberg number and make configurations in which an elastic
instability is expected more accessible.
5.3 Hybrid simulations
A new, open-source software library, CPL Library, was developed that enables
a user to couple any two massively-parallel codes in a domain-decomposition hy-
brid simulation. Unlike previously reported software libraries [205], CPL Library
internally manages all spatial process topology and coupling communication
channels, therefore lowering the barrier to implementations with new codes.
The computational saving offered by the domain-decomposition hybrid method
was exploited with a parameter study of shear flow of a Newtonian solvent over
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polymer brushes. The control parameters in this study were the brush grafting
density ρg, the polymer chain length N and a measure of the solvent quality
χ. A mixed flux-velocity coupling scheme was selected after the recommenda-
tion of Ren [151]. The methodology was validated with close agreement to an
effectively-identical simulation in which the full domain was treated with molec-
ular dynamics. Increasing the grafting density for constant polymer chain length
was associated with an increase in the brush height and, therefore, a reduced
mass flow rate due to an effective reduction of the channel width. The brush
height is predicted to scale as h ∼ Nρνg , where ν = 1/3, in the strongly-stretched
limit of the self-consistent field theory by Milner [188]. The present work shows
close agreement for N = 40 and N = 60 with ν = 0.31. The height of the brush
and distribution of chain ends p(R⊥) was mostly unaffected by shear flow with
solvent quality parameter χ = 0.0, despite a significant tilting of the chains.
The tilting was therefore accompanied by an unfolding of the polymer chains in
order to maintain constant h and p(R⊥). For the poor solvent cases less unfold-
ing was observed, as the brush height was reduced by shear flow. Conversely, in
the very good solvent cases (χ & 0.6) the brush height increased during shear
flow, and the crossover in response was observed at approximately χ = 0.4.
The accuracy of the results from the hybrid studies could have been affected
by some of the simplifying assumptions made. The equilibrations of the polymer
brushes were performed as pre-computations, and the equilibrated microstates
were used as initial configurations in the hybrid simulations. However, the
equilibrations were not performed at an exactly constant solvent density and
pressure. Simulations with these properties are possible by including either a
molecular removal and insertion algorithm, or a barostat algorithm. Equilibra-
tion simulations with constant solvent density and pressure should be performed
to verify the configurational scaling properties of the brushes.
The continuum solver was limited to the incompressible case, which is gener-
ally valid for flows with Mach number M  1 [7]. However, the compressibility
of the WCA fluid at the density of the solvent [222] indicates that the Mach
number is of order 1, so future simulations should be performed with a com-
pressible flow solver. The hydrostatic component of the continuum momentum
flux tensor (applied as the normal boundary condition at the top of the MD
domain) was approximated as the virial pressure in the molecular domain. This
was chosen because the pressure field in the incompressible continuum solver
acts as a Lagrange-type multiplier to enforce the constraint of a divergence-
free velocity field. Due to the presence of dense polymer chains at the solid
substrate, the virial pressure was inconsistent with the average pressure local
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to the overlap region. The hydrostatic pressure of the solvent was therefore
overestimated, and this caused the density in the overlap region to be slightly
reduced. This was accompanied by a reduction in viscosity and, therefore, the
shear stress was overestimated by the continuum constitutive relation. The re-
sult of this over-forcing was a molecular velocity profile that flowed faster than
the continuum values (which should have been consistent).
The boundary conditions of the planar-shear flow problem reduces the equa-
tions of motion in the continuum such that only the streamwise component of
velocity, ux, is non-zero, and the flow becomes effectively one-dimensional. The
Newtonian stress tensor is therefore composed of only two unique components
of momentum flux: the hydrostatic pressure, and the shear stress, τ = µ∂yux.
This condition removes any requirement for treating mass fluxes across a plane
that is normal to the surface. For more complex boundaries or unstable flows,
this assumption would no longer be valid. All components of mass and momen-
tum flux would therefore need to be considered, which would require a molecular
insertion and removal algorithm to be implemented.
5.4 Future work
There are a number of possible further studies that may provide answers to some
of the open questions raised by this work. To save computational resources, the
Taylor-Couette flow simulations were performed with only the repulsive part of
the Lennard-Jones interaction, which reduced the size of neighbour-lists consid-
erably. It would be of interest to examine whether molecular dynamics simu-
lations correctly predict the critical Reynolds at which Taylor vortices develop
when attractive forces are also considered. This could further be extended by
examining whether other Newtonian fluids with more complex interactions, such
as water, transition in the same manner. The FENE-model of polymeric fluids
in Taylor-Couette flow was not numerically stable, at the high temperatures
that resulted from fast shear rates, without a thermostat in the bulk fluid. The
study could be repeated with a hydrodynamics-conserving thermostat applied
to the fluid, such as the DPD-thermostat [87], which could determine the extent
to which energy transport affects the flow transitions.
Another clear opportunity for further work is in molecular dynamics simu-
lations of Taylor-Couette flow where polymer chains are grafted to the cylinder
surfaces. The simulation could even be performed with a hybrid model, where
only the near-surface regions are treated with molecular dynamics and the bulk
fluid is modelled with a continuum. Due to the complex three-dimensional
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fields that form in Taylor-Couette flows, a fully three-dimensional mass and
momentum flux-coupling algorithm would be required here with a compressible
continuum solver. An understanding of how the presence of polymers may or
may not act to dampen the flow instabilities could provide important details
that may inform similar hybrid studies of flow stability in the planar-shear case.
More studies could also be performed to examine the extent to which branching
of the polymer chains might affect the configuration of the brush, or the dynam-
ics of the solvent shear flow. These cases, however, would still be restricted to
configurations in which fluid complexity is contained in a region far away from
the continuum overlap.
To extend the domain-decomposition hybrid methodology to simulations
where complex fluids are also present in the overlap region, the heterogeneous
multiscale method could also be used to provide the continuum constitutive
relation. However, the problem of performing constitutive modelling with MD
in more than two dimensions still remains, due to the one-dimensional nature
of the Lees-Edwards sliding boundary condition. The open boundary at the top
of the MD domain would also require a spatial coarse-graining such as AdResS
[183], or a large-molecule insertion algorithm such as Fade [227], in order to
facilitate mass flux across the boundary.
It is known that very small additions of polymers to a solvent can reduce the
drag on a surface in turbulent flow [228, 6]. If the aforementioned methodology
were to be implemented and validated, hybrid simulations could perhaps be ex-
ploited to assess the validity of any proposed mechanisms of the drag-reduction.
When compared to continuum constitutive models that aim to capture complex
fluid dynamics with very few parameters, multiscale simulations, if tractable,
could provide many benefits to the modelling of increasingly complex molecular
fluids.
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Appendix A
The volume-average stress
tensor in cylindrical
coordinates
An expression is sought for the statistical mechanical stress tensor ς, averaged
over a volume of interest in cylindrical coordinates. The kinetic and configura-
tional parts of the stress tensor, local to a single point x in space, were expressed
by Irving and Kirkwood [229] as,
ς(K)(x; t) = −
N∑
j=1
m 〈(x˙j − v) (x˙j − v) δ(xj − x); f〉 , (A.1)
ς(U)(x; t) =
1
2
∑∑
j 6=k
〈(∇xkφjk)xjkOjkδ(xj − x); f〉 , (A.2)
where the inner product 〈α; f〉 defines the ensemble average of a quantity α in
a system with phase space probability density distribution function f . In the
following, the angled bracket will be abandoned, although ensemble averaging
is still implied. All particles have mass m, and their momenta and positions
are given by mx˙j and xj respectively, and the index j spans all N particles
in the system. The peculiar velocity in the kinetic contribution to the stress
is obtained by subtracting the streaming component v(x; t) from the particle
velocity. The operator Ojk acts on the Dirac δ function,
Ojk ≡
[
1− 1
2
xjk · ∇x + ...− 1
n!
(xjk · ∇x)n−1 + ...
]
. (A.3)
The interaction potential between particles j and k is φjk, and xjk = xk − xj .
For pairwise interactions that depend on molecular separation only, the potential
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Figure A.1: Cartesian (red) and polar (green) representations of the unit vector
xjk/xjk when rj = rk and θj 6= θk. Dotted lines represent the trajectories
parameterised by s in equation (A.7) for each coordinate system. The force
between particles j and k is denoted Fjk, assuming a repulsive interaction.
can be expressed as φjk = φ(xjk), where xjk ≡ |xjk|. It is then assumed that
the force contribution from particle k on particle j acts in the direction that
is aligned with the shortest path between them. In Cartesian coordinates, this
path is directly along q˜jk and therefore,
F˜jk ≡ ∇q˜kφjk =
q˜jk
q˜jk
∂φ(q˜jk)
∂q˜jk
. (A.4)
The force-moment tensor may therefore be written as the familiar form,
M˜jk = (∇q˜kφjk)q˜jk = q˜jkF˜jk. (A.5)
However, this treatment is not valid in polar coordinates because the force
between molecules is not aligned with the polar qjk if θj 6= θk (see figure A.1).
An expression of the force moment tensor in cylindrical coordinates, Mjk, is
instead obtained by first computing the tensor in Cartesian coordinates, and
then rotating the result by the transformation matrix Θj ,
Mjk = Θj(q˜jkF˜jk) Θ
T
j . (A.6)
Ultimately the stress is to be evaluated in a region of interest or, equivalently,
the volume average of (A.1) and (A.2) is to be found. One must first re-write
Ojkδ(xj−x) in a more tractable form. First, consider the Taylor series expansion
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of the Delta function,
δ((x− xj)− sxjk) =
[
1− sxjk · ∇x + ...+ s
n−1
(n− 1)!
× (−xjk · ∇x)n−1 + ...
]
δ(x− xj).
It is straightforward to show that the operation Ojkδ(xj − x) is equivalent to,
Ojkδ(xj − x) =
∫ 1
0
δ(x− (xj + sxjk))ds, (A.7)
where s ∈ [0, 1] parameterises the trajectory from xj to xk [230]. This tra-
jectory can, however, be arbitrarily chosen and (A.7) remains valid. Irving
and Kirkwood [229] selected a linear trajectory in Cartesian coordinates, or a
straight line, connecting the two molecules. A linear trajectory is adopted here,
in cylindrical coordinates, as shown in the schematic in figure A.1. Therefore, in
cylindrical coordinates, the average of ς(K) and ς(U) over a cylindrical element
Ψ is given by,
ς
(K)
Ψ (t) = −
1
VΨ
N∑
j=1
m
r+∫
r−
θ+∫
θ−
z+∫
z−
(pj
m
− u
)(pj
m
− u
)
δ(qj − q)rdrdθdz (A.8)
ς
(U)
Ψ (t) =
1
2VΨ
∑∑
j 6=k
1∫
0
ds
r+∫
r−
θ+∫
θ−
z+∫
z−
Mjkδ(q− (qj + sqjk))rdrdθdz. (A.9)
In the above expression, v(x; t) has been replaced by u(q; t); the Dirac delta
function in cylindrical coordinates is defined as,
δ(qj − q) = 1
r
δ(rj − r)δ(θj − θ)δ(zj − z); (A.10)
and the total volume of integration is,
VΨ =
1
2
(r2+ − r2−)(θ+ − θ−)(z+ − z−). (A.11)
The volume averages in equations (A.8) and (A.9) yield the following expressions
for the kinetic and configurational components of the stress tensor,
ς
(K)
Ψ (t) = −
1
VΨ
N∑
j=1
m
(pj
m
− u
)(pj
m
− u
)
Λj , (A.12)
ς
(U)
Ψ (t) =
1
2VΨ
∑∑
j 6=k
Mjkljk. (A.13)
In the above, Λj is unity if particle j lies within the averaging volume and zero
otherwise, and ljk is the fraction of the line connecting particles j and k that
lies within the averaging volume.
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