Abstract. In this paper, we establish the relationship between backward stochastic Volterra integral equations (BSVIEs, for short) and a kind of non-local quasilinear (and possibly degenerate) parabolic equations. We first introduce the extended backward stochastic Volterra integral equations (EBSVIEs, for short). Under some mild conditions, we establish the well-posedness of EBSVIEs and obtain some regularity results of the adapted solution to the EBSVIEs via Malliavin calculus. We show that a given function expressed in terms of the solution to the EBSVIEs solves a certain system of non-local parabolic partial differential equations (PDEs, for short), which generalizes the famous nonlinear Feynman-Kac formula in Pardoux-Peng [21] .
Introduction
Let (Ω, F , P) be a complete probability space on which a d-dimensional Brownian motion W = {W (t); 0 t < ∞} is defined, with F = {F t } t≥0 being the natural filtration of W augmented by all the P-null sets in F . In this paper, we consider the following stochastic integral equation in We call (1.1) an extended backward stochastic Volterra integral equation (EBSVIE, for short). By an adapted solution to (1.1), we mean a pair of R m × R m×d -valued random fields (Y (·, ·), Z(·, ·)) = {(Y (t, s), Z(t, s)); 0 t, s T } such that (i) for each fixed 0 t T , Y (t, ·) is F-progressively measurable and continuous, (ii) for each fixed 0 t T , Z(t, ·) is F-progressively measurable, and (iii) (1.1) is satisfied in the usual Itô sense for Lebesgue-almost every t ∈ [0, T ].
Here, R m is the usual m-dimensional Euclidean space consisting of all m-tuple of real numbers, and R m×d is the set of all m × d real matrices. It is noteworthy that condition (i) implies that Y (r, r); 0 r T is well-defined and F-progressively measurable. In (1.1), g and ψ are called the generator and the free term, respectively.
Let us look at some special cases of EBSVIE (1.1). Suppose g(t, s, y, y ′ , z) = g(t, s, y, z), ∀(t, s, y, y
then EBSVIE (1.1) is reduced to the following form:
Y (t, s) = ψ(t) + T s g(t, r, Y (t, r), Z(t, r))dr − T s Z(t, r)dW (r), (1.2) which is a family of so-called backward stochastic differential equations (BSDEs, for short) parameterized by t ∈ [0, T ]; see [20, 12, 16, 39] for systematic discussions of BSDEs.
On the other hand, if g(t, s, y, y ′ , z) = g(t, s, y ′ , z), ∀(t, s, y, y
let s = t and Y (t) = Y (t, t), then EBSVIE (1.1) is reduced to the following form:
r, Y (r), Z(t, r))dr − T t Z(t, r)dW (r), (1.3) which is a so-called backward stochastic Volterra integral equation (BSVIE, for short). This is exactly why we call (1.1) an extended backward stochastic Volterra integral equation. BSVIEs of the form (1.3) was initially studied by Lin [15] and followed by several other researchers: Aman and NZi [3] , Yong [35] , Ren [24] , Anh, Grecksch, and Yong [4] , Djordjevi'c and Jankovi'c [6, 7] , Hu and Øksendal [10] , and the references therein. Recently, Wang, Sun, and Yong [28] established the well-posedness of quadratic BSVIEs (which means the generator g(t, s, y, z) of (1.3) has a quadratic growth in z) and explored the applications of quadratic BSVIEs to equilibrium dynamic risk measure and equilibrium recursive utility process.
BSVIE of the more general form Y (t) = ψ(t) + T t g(t, r, Y (r), Z(t, r), Z(r, t))dr − T t Z(t, r)dW (r) (1.4) was firstly introduced by Yong [36] in his research on optimal control of forward stochastic Volterra integral equations (FSVIEs, for short). The BSVIE (1.4) has a remarkable feature that its solution might not be unique due to lack of restriction on the term Z(r, t); 0 ≤ t ≤ r ≤ T . Suggested by the nature of the equation from the adjoint equation in the Pontryagin type maximum principle, Yong [36] introduced the notion of adapted M-solution: A pair (Y (·), Z(· , ·)) is called an adapted M-solution to (1.4) , if in addition to (i)-(iii) stated above, the following condition is also satisfied:
Under usual Lipschitz conditions, well-posedness was established in [36] for the adapted M-solutions to BSVIEs of form (1.4) . This important development has triggered extensive research on BSVIEs and their applications. For instance, Anh, Grecksch and Yong [4] investigated BSVIEs in Hilbert spaces; Shi, Wang and Yong [25] studied well-posedness of BSVIEs containing mean-fields (of the unknowns); Ren [24] , Wang and Zhang [33] discussed BSVIEs with jumps; Overbeck and Röder [19] even developed a theory of path-dependent BSVIEs; Numerical aspect was considered by Bender and Pokalyuk [5] ; relevant optimal control problems were studied by Shi, Wang and Yong [26] , Agram and Øksendal [2] , Wang and Zhang [31] , and Wang [27] ; Wang and Yong [29] established various comparison theorems for both adapted solutions and adapted M-solutions to BSVIEs in multi-dimensional Euclidean spaces.
Recently, inspired by the Four-Step Scheme in the theory of forward-backward stochastic differential equations (FBSDEs, for short) ( [16] ), in the Markovian frame:
Wang-Yong [30] proved that: If Θ(·, ·, ·) is a classical solution to the following PDE:
is the unique adapted solution to Markovian BSVIE (1.7), where
They also proved that under some regularity and boundness conditions of the coefficients and the uniformly positive condition, i.e., there exists a constantσ > 0 such that 10) then system (1.8) admits a unique classical solution. This result provides a representation of adapted solutions via a solution to the (non-classical) partial differential equation (1.8) , together with the solution X(·) to the (forward) stochastic differential equation (1.6). We emphasize that the above PDE is non-local, because the g-term involves values Θ(s, s, x). To our best knowledge, the PDEs of form (1.8) appeared the first time in the study of time-inconsistent optimal control problems. In the time-inconsistent optimal control problems, the PDE (1.8) serves as an equilibrium HJB equation, which is used to express the equilibrium strategy and equilibrium vale function ( [37] , see also [34] , [17] ).
In 1992, Pardoux-Peng [21] considered the following Markovian forward-backward stochastic differential equations (FBSDEs, for short):
where t, x ∈ [0, T ) × R d and b(·), σ(·), ψ(·), g(·) are deterministic fuctions. Apparently, under some mild conditions of the coefficients, the above FBSDE admits a unique adapted solution
In [21] , they obtained that: if the following PDEs 14) which could be regarded as a special case of (1.9). But, more remarkable, under some regularity conditions (but without uniformly positive condition (1.10)) of the coefficients, they proved that
is the unique classical solution to (possibly degenerate) parabolic PDE (1.13), which is called the nonlinear Feynman-Kac formula and
is usually called a probabilistic representation of the solution to PDE (1.13). This result attracts extensive research on the probabilistic representation of PDEs. Among relevant works, we would like to mention Pardoux-Peng [22] for the doubly BSDEs and stochastic PDEs; Ekren, et al. [8] , Peng-Wang [23] , Zhang [39, Chapter 11] for the non-Markovian BSDEs and path-dependent PDEs. Further, from a numerical application viewpoint, the BSDE representation leads to original probabilistic approximation scheme for the resolution in high dimension of partial differential equations, as recently investigated in [13] . It is then natural to ask: Can we give a probabilistic representation of the solution to the following non-local PDEs (1.16)?
The objective of this paper is to tackle this problem. In the above PDEs, note that the nonlinear term g(t, s, x, y, y ′ , z) depends on both y and y ′ , which also both appear in the equilibrium HJB equation of time-inconsistent optimal control problems. Thus, we introduced the following Markovian EBSVIE: 17) where X t,x (·) is the unique strong solution to SDE (1.11). To be more general, we first consider the EBSVIEs of form (1.1), which is an extension of BSDEs (1.2) with parameters and BSVIEs (1.3). We shall establish the well-posedness of EBSVIEs (1.1) using the method introduced in Yong [36] . Under an additional continuity condition, we get a
is defined in next section. In the Markovian frame, by means of Malliavin calculus, we obtain some better regularity results for the adapted solutions to EBSVIEs (1.16). More precisely, we prove that
is the unique classical solution to the non-local PDE (1.16).
The rest of this paper is organized as follows. In Section 2, we collect some preliminary results and introduce a few elementary notions. Section 3 is devoted to the study of the well-posedness of EBSVIEs (1.1). In section 4, in the Markovian frame, we obtain some regularity property results for the adapted solutions to EBSVIEs (1.16). Finally, in section 5, we give the probabilistic representation of (1.16). 
be a constant, and k ≥ 0 be an integer. We further introduce the following spaces of functions and processes:
For stochastic differential equation (1.11), we adopt the following assumption.
There exist three constants C ≥ 0, 
, where e i denotes the i-th vector of an arbitrary orthonormal basis of
The following result, whose proof is standard and can be found in [21] , establishes the regularity property of SDE (1.11) under the assumption (F.1).
2)
3)
Lemma 2.2 immediately implies the following proposition (whose proof can be also found in [21] ): 
Now, we briefly recall some relevant notations and results about Malliavin calculus, which will be used below. Let Ξ be the set of all (scalar) F T -measurable random variables ξ of form
where
We call D i r ξ; 0 ≤ r ≤ T the Malliavin derivative of ξ with respect to W i (·). Next, for any ξ ∈ Ξ (of form (2.6)), we denote its 1, p-norm by: 
The following result is concerned with the Malliavan derivative of X t,x (·), we refer the reader to [21, Lemma 1.1] for the proof.
, and a version of {D r X t,x (s); s, r ∈ [0, T ]} is given by:
(ii) For any t < r ≤ T , {D r X t,x (s); r s T } is the unique solution of the linear SDE:
where σ i denotes the i-th column of the matrix σ.
Remark 2.5. By the uniqueness of the solution to SDE (2.7), combining (2.5) and (2.7), we have
Now, for any t ∈ [0, T ), let us consider the following BSDE:
We first introduce the following hypothesis.
(B.0). For any p ≥ 2 and t ∈ [0, T ), let the generator g :
Moreover, there is a constant L > 0 such that
Under (B.0), we have the following result.
and there is a constant C p > 0 such that:
In addition, if
14)
where g 1 (·) is a deterministic function and g 2 (·) is a stochastic process satisfying
we have
Proof. The existence and uniqueness of the adapted solution to (2.9) and the estimate (2.12) can be found in [38] . Applying Itô's formula to s → |Y (s)| p , we have 
By (2.18) and Grönwall's inequality, we have the estimate (2.16).
Well-posedness
In this section, we will establish well-posedness of the adapted solution to EBSVIE (1.1). We first adopt the following assumption [which is comparable with (B.0)]:
where p ≥ 2 is a constant. Moreover, there is a constant L > 0 such that
We now give the following well-posedness result for EBSVIE (1.1). 
, and the following estimate holds:
T ] be the unique adapted solution of EBSVIE (1.1) corresponding to g i (·), ψ i (·), respectively, then
Proof. We first prove that EBSVIE (1.1) admits a unique adapted solution. The proof will be divided into three steps.
Step 1: Existence and uniqueness of the adapted solution to EBSVIE (1.1) on [S, T ] for some S ∈ [0, T ).
For any (y(·, ·), z(·, ·)) ∈ H p [S, T ], consider the following EBSVIE:
The above EBSVIE can be regarded as a family of BSDEs parameterized by t ∈ [S, T ]. For any t ∈ [S, T ], by Lemma 2.6, the above EBSVIE (or BSDE) admits a unique adapted solution
Thus, we can define a map Θ :
We claim that the map Θ(·, ·) is a contraction when T − S > 0 is small. To prove this, let (ȳ(·, ·),z(·, ·)) ∈ H p [S, T ], and (Ȳ (·, ·),Z(·, ·)) = Θ(ȳ(·, ·),z(·, ·)). By the estimate (2.12) in Lemma 2.6 and Hölder's inequality, we have
|g(t, s, Y (t, s), y(s, s), Z(t, s)) − g(t, s, Y (t, s),ȳ(s, s), Z(t, s))|ds
By (3.8), when T − S > 0 is small enough, the map Θ(·, ·) is a contraction on the set H p [S, T ]. Hence, EBSVIE (1.1) admits a unique adapted solution on [S, T ]. Note that the choice of T − S is independent of ψ(·).
Step 2: A family of BSDEs is solvable on [S, T ].
We have seen that the value (Y (t, s), Z(t, s)); S ≤ t ≤ s ≤ T is already determined, the region marked 1 in the following figure. Note that for any t ∈ [S, T ], Y (t, s); t ≤ s ≤ T is continuous. Thus, Y (t, t); S ≤ t ≤ T is well-defined, the red line between the region marked 1 and 3 . Hence, the following can be defined:
Consider the following BSDEs parameterized by t ∈ [0, S]:
For all t ∈ [0, S], by Lemma 2.6, the above BSDE admits a unique solution (Y (t, s), Z(t, s)); s ∈ [S, T ], and by the definition of g S (t, r, y, z), we see that (Y (·, ·), Z(·, ·)) satisfies Step 3: Complete the proof by induction.
By step 1-2, we have uniquely determined
Now, we consider the following EBSVIE on [0, S]:
We see that the choice of T − S is independent of ψ(·). Hence the above procedure can be repeated. Then we can use induction to finish the proof of the existence and uniqueness of adapted solution to EBSVIE (1.1).
We next prove the estimate (3.3). For the unique adapted solution (Y (·, ·), Z(·, ·)) ∈ H p [0, T ] to EBSVIE (1.1), consider the following BSVIE: (3.13) which is actually a family of BSDEs with parameter t. For any t ∈ [0, T ], by Lemma 2.6, the above BSDE admits a unique solution (η(t, ·),
By the above steps, we have
(3.14)
By Lemma 2.6, there is a generic constant C p > 0 (which could be different from line to line) such that:
It follows that
By (3.16) and Grönwall's inequality, we obtain
Combining this with (3.15), we have the estimate (3.3). Similarly, we obtain the stability estimate (3.4).
We now would like to look some better regularity for the adapted solution of EBSVIEs under additional conditions. More precisely, we introduce the following assumption [comparing with (B.1)].
There exists a modulus of continuity ρ : [0, ∞) → [0, ∞) (a continuous and monotone increasing function with ρ(0) = 0) such that
Note that in (B2), the generator g(t, s, y, y
be the unique adapted solution to EBSVIE (1.1), then Y (t, t); 0 ≤ t ≤ T is continuous and the following estimate holds:
Proof. Without loss of generality, let us assume that
with the same modulus of continuity ρ(·) given in (B2).
Then we have
where 
which leads to lim
On the other hand, since
Next, we prove the estimate (3.18). For i = 1, 2 and any n ≥ 0, define
and
Note that g n (·) satisfies the assumptions (B.1) and
By Theorem 3.1, the following EBSVIE
Further, similar to the proof of (2.16) in Lemma 2.6 and (3.3) in Theorem 3.1, we have
(3.27) Let r = s, s = t, we have 
Further, similar to the above (3.29), we have
It is worth pointing out that
is a bounded deterministic function and
is bounded. By the definitions of ψ n (·), g n (·) and dominated convergence theorem [|ψ
. Further, by (3.4) in Theorem 3.1 and dominated convergence theorem, it is clear to see that
Combining (3.31) with (3.32), we have
Combining (3.33) with (3.29), we have the estimate (3.18).
; 0 ≤ t ≤ T , which plays a basic role in our subsequent analysis.
Regularity of the adapted solution
In this section, we are going to discuss the regularity property of the adapted solution to EBSVIE (1.1). To begin with, we introduce the following space: For any p ≥ 2 and 0 ≤ R < S ≤ T , let 
The first main result of this section is the following. 
In addition,
where Z i (t, r) denotes the i-th column of the matrix Z(t, r).
Proof. We see from the proof of Theorem 3.1 that when T − S > 0 is small, the map Θ(·, ·) defined by (3.7) is a contraction on H p [S, T ]. Therefore, a Picard iteration sequence converges to the unique solution. Namely, if we define 
Next, we introduce the following EBSVIE [which is a formal Malliavin differentiation of (1.1) ]: gives the probabilistic representation of the classical solution to non-local PDEs (5.1). Thus, we generalize the nonlinear Feynman-Kac formula in Pardoux-Peng [21] .
