Abstract.--Recent developments in information and communication technology are allowing new experiences in the integration, analysis and visualization of biodiversity information, and are leading to development of a new field of research, biodiversity informatics. Although this field has great potential in diverse realms, including basic biology, human economics, and public health, much of this potential remains to be explored. The success of several concerted international efforts depends largely on broad deployment of biodiversity informatics information and products. Several global and regional efforts are organizing and providing data for conservation and sustainable development research, including the Global Biodiversity Information Facility, the European Biodiversity Information Network, and the Inter-American Biodiversity Information Network. Critical to development of this field is building a biodiversity information infrastructure, making primary biodiversity data freely and openly available over the Internet. In addition to specimen and taxonomic data, access to non-biological environmental data is critical to spatial analysis and modeling of biodiversity. Adoption of standards and protocols and development of tools for collection management, datacleaning, georeferencing, and modeling tools, are allowing a quantum leap in the area. Open access to research data and open-source tools are leading to a new era of web services and computational frameworks for spatial biodiversity analysis, bringing new opportunities and dimensions to novel approaches in ecological analysis, predictive modeling, and synthesis and visualization of biodiversity information.
Biodiversity information is critical to a wide range of scientific, educational, and governmental uses, and is essential to decision-making in many realms. Initiatives to integrate data into viable resources for innovation in science, technology, and decision-making are being developed as local, regional, and global initiatives. A formidable challenge lying ahead is integration of these initiatives into an organized, well-resourced, global approach to build and manage biodiversity information resources through collaborative efforts.
The existence of biodiversity data resources from different fields of knowledge, available to all interested, and the strong demand to integrate, synthesize, and visualize this information for different purposes and by different end users is leading to the development of a new field of research that can be termed biodiversity informatics. This emerging field represents the conjunction of efficient use and management of biodiversity information with new tools for its analysis and understanding.
This field has great potential in diverse realms, with applications ranging from prediction of distributions of known and unknown species (Raxworthy et al., 2003) , prediction of geographic and ecological distribution of infectious disease vectors Costa et al., 2003; Peterson et al., 2002c; Peterson and Shaw, 2003) , prediction of species' invasions (Peterson and Vieglais, 2001; Peterson, 2003) , and assessment of impacts of climate change on biodiversity (Peterson et al., 2002b; Siqueira and Peterson, 2003; Thomas et al., 2004) . This potential nonetheless remains largely unexplored, as this field is only now becoming a vibrant area of inquiry and study.
HISTORICAL CONTEXT 
Political Framework
The set of agreements signed at the 1992 Rio de Janeiro "Earth Summit" included two binding conventions, the United Nations Framework Convention on Climate Change (UNFCCC) and the Convention on Biological Diversity (CBD). While the CBD aims at conservation and sustainable use of biological diversity, ensuring benefit-sharing, UNFCCC targets stabilization of atmospheric concentrations of greenhouse gases, primarily through negotiation of global agreements such as the Kyoto Protocol. UNFCCC is also providing guidance to governments on practical ways to adapt to changing climates. Successful implementation of both conventions is highly dependent on combined efforts of countries and international organizations, integration of distributed information systems, and deployment of biodiversity informatics.
Exchange of information "from all publicly available sources, relevant to the conservation and sustainable use of biological diversity" including "results of technical, scientific and socio-economic research" is addressed in CBD Article 17. "Biological diversity" is defined as "the variability among living organisms from all sources including, inter alia, terrestrial, marine and other aquatic ecosystems and the ecological complexes of which they are part; this includes diversity within species, between species and of ecosystems." To support access to integrated data ranging from genes to ecosystem diversity and information ranging from scientific and technical to socioeconomic research, CBD is implementing the Clearing House Mechanism (CHM), an Internet-based network promoting technical and scientific cooperation and exchange of information.
The many ways in which climate and biodiversity interact are leading researchers and policy-makers to the conclusion that working on those issues together will be more effective than dealing with them separately. At a practical level, this understanding will mean that initiatives emanating from UNFCCC and CBD will need to use integrated approaches as much as possible
The Roots of Biodiversity Informatics
Australia has been a leading country in biodiversity informatics. Since the mid-1970s, Australian herbaria have been digitizing their data cooperatively. The Environmental Resources Information Network (ERIN), was established in 1989 to provide geographically-related environmental information for planning and decision-making. Also in 1989, HISPID, Herbarium Information Standards and Protocols for Interchange of Data, a standard format for interchange of electronic herbarium specimen information, developed by a committee of representatives from all Australian herbaria, was first published. ERIN's experience set an example for several other initiatives, such as Mexico's Comisión Nacional para el Conocimiento y Uso de la Biodiversidad (CONABIO), Costa Rica's Instituto Nacional de Biodiversidad (INBio), and Brazil's Base de Dados Tropical (BDT). INBio and CONABIO both became fully engaged in biodiversity informatics after the exchange of experience with ERIN experts in 1993.
In the early 1990s, researchers from diverse fields of expertise held meetings, and began the Biodiversity Information Network -Agenda 21 (BIN21) initiative. This group established what was called a Special Interest Network with a Virtual Library. BIN21 was set up as an informal, collaborative, distributed network consisting of a series of participating "nodes" aiming at 1 http://www.scidev.net/Dossiers/index.cfm. complementing existing or planned actions. BIN21 was actively involved in discussions of the CHM to the CBD, and produced a document proposing the structure being used today, composed of focal points and thematic networks 2 . At the time, owing to technological limitations, what was envisaged was creation of directories of people, institutions, and data sources. In 1998, a research project was launched at the University of Kansas Natural History Museum and Biodiversity Research Center: the Species Analyst (TSA). TSA's main objective was to develop standards and software tools for access to world natural history collection and observation databases. This project was one of the first networks to draw on distributed data sources from biological collections worldwide, setting an example for other initiatives, which were attracted by examples based on an associated modeling tool, the Genetic Algorithm for Rule-set Prediction (GARP), originally developed by David Stockwell (Stockwell and Noble, 1991) .
Global and Regional Efforts
Several global and regional efforts are aiming at organizing data stakeholders and making data available for conservation and sustainable development research.
Global Biodiversity Information Facility (GBIF) 3 .-GBIF had its genesis in a recommendation from a working group of the Megascience Forum of the Organization for Economic Cooperation and Development (OECD), although GBIF currently has no direct ties to OECD. GBIF was founded in March 2001 and participation is open to any interested country, economy, or recognized international organization that agrees to make scientific biodiversity information available. Although GBIF intends eventually to incorporate all levels of biodiversity data (molecules to ecosystems), its initial phase is focusing on speciesand specimen-level information. Its work program emphasizes four priority areas: (1) digitization of natural history collection data, (2) data access and database interoperability, (3) electronic catalogue of names of known organisms, and (4) outreach and capacity building. The GBIF data portal, which connects participant nodes and other data providers, came on-line in February 2004, and by October 2004 was serving over 40 million records.
Working with its partners, GBIF is promoting development and adoption of standards and protocols for documenting and exchanging biodiversity data. GBIF has partnered with the Catalogue of Life initiative to speed up development of a global authority file for the approximately 1.75 million named species on Earth, including synonyms and vernacular names. In addition, GBIF is tackling several sociological and policy issues. GBIF has developed a Memorandum of Cooperation with the CBD, and is a key promoter of the database-related components of the CBD's Global Taxonomy Initiative and Global Strategy for Plant Conservation. GBIF provides seed-money grants to help digitize specimen and observational information, has partnered with UNESCO to start a network of academic chairs in biodiversity informatics, and gives a yearly prize to a scientist who creatively combines systematics and informatics research. GBIF is holding several consensus-building workshops and is contracting white papers on topics such as intellectual property rights (Muller, 2004) and data-sharing with countries of origin .
The A Global Environment Facility (GEF) grant funded development of a plan for "Building the Inter-American Biodiversity Information Network." According to this plan, in the next five years, IABIN will work on interoperability and data access; data content creation; and information products for decision-making. Cross-cutting issues include standards and protocols to ensure compatibility of diverse data sources, and agreement as to which data models to use. An IABIN catalogue service will be developed by the United States' National Biodiversity Information Infrastructure (NBII), and the project implementation plan also recommends development of thematic networks on specimens, species, ecosystems, invasive species, pollinators, and protected areas. are increasingly being used in biodiversity informatics for modeling distribution patterns of species and populations, and therefore also need to be addressed.
Primary Biodiversity Data
Specimen collections are the primary research archives documenting biological diversity on Earth. The 2.5-3.0 billion specimens available in biological collections worldwide document identities, habitats, histories, and spatial distributions of the roughly 1.75 million described species of life. The specimen vouchers and associated information provide a fundamental resource for biological systematics. Return on investments made during 250 years of global biological inventories can be realized dramatically through digitization and integration of information about species and specimens. Less than 10% of worldwide specimens are available in the electronic domain (Krishtalka and Humphrey, 2000) .
Species Information
Access to consistent, scientifically credible taxonomic information is essential to many activities, including natural resource and waste management for sustainable use, environmental monitoring, regulation, and biotechnology development. Storage and retrieval of biological data requires high-quality, well-documented, and continuously updated sources of taxonomic information. A basic concept in databasing is the use of controlled vocabularies to assure that one can find, relate, and retrieve information that refers to a particular class of objects. This seemingly simple concept, of course, may become a nightmare when databasing specimen data. As such, prompt access to digital authoritative data on taxonomic and vernacular names becomes critical.
For broader applications, information systems integrating disparate biodiversity databases worldwide need a core dictionary of names for mediating queries across datasets-the species name may often be the only field in common between databases. The niche for nomenclatural data and taxonomic authority files has brought numerous taxonomic databases onto the Internet, including local fauna and flora checklists, and "taxon-bytaxon" databases such as the Integrated Taxonomic Information System (ITIS) 9 and the UNESCO-IOC Register for Marine Organisms (URMO) 10 (Bisby, 2000) . To accelerate creation of a comprehensive index of all of life, in June 2001, two large 9 http://www.itis.usda.gov/. 10 http://www2.eti.uva.nl/database/urmo/default.html.
initiatives, Species2000
11 and ITIS, joined forces and formed the Catalogue of Life (CoL) Program. The goal of this effort is gathering the ~1.75 million of species names thought to exist to serve the world's need for names information. CoL is composed of synonymic species lists prepared by taxonomic experts in various groups of organisms.
CoL is envisaged to become a common standard for referencing biodiversity data of all sorts, including the World Catalogue of Plants. CoL is being prepared in two forms-an annual checklist published as a new edition yearly, and a dynamic checklist provided as an online, distributed resource based on contributing databases in real time. The annual checklist has been available since 2001 on the Internet and on CD-ROM, and is now widely used in biodiversity data portals around the world. The fourth CD-ROM release of the annual checklist contains a searchable database of more than 800,000 scientific and common names (nearly 342,000 species and subspecies) of viruses, microorganisms, protists, fungi, animals, and plants (Bisby et al., 2004) . Beside the major task of accelerating integration of taxonomic-sector databases, major efforts are being invested in development of the Species2000 meta-database, peer review and quality control programs, and the software support program (e.g., new versions of SPICE 12 for Species2000, and experimental versions of LITCHI 13 software for monitoring taxonomic disparities).
Non-biological Environmental Data
Efforts to improve understanding of environmental patterns, their variability, their changes over time, and their implications for human welfare and decision-making, depend critically on the quality, accessibility, and usability of diverse environmental and related social science data. A key scientific and technical challenge, therefore, is improving access to existing and emerging sources of environmental, biological, and socioeconomic data, and to improve integration of these data in support of disciplinary and interdisciplinary research efforts and applications, and related policy-making initiatives , and hence may not have the precision required for modeling at local scales. Integrating regional climate models (RCMs) may represent a promising frontier to be explored.
Demand for environmental data by the biological community involved with ecological niche modeling is quite recent. It is important to enable open access to data by sharing data formats and by developing open-source tools for data conversion, visualization, and analysis. Challenges inherent are in managing data resources effectively for optimal access and use, and for developing rational rules and structures for that process. It is also important to address technical aspects concerning interoperability of environmental data across software and hardware systems, and, in the case of niche modeling, to develop tools for automated dataset preparation.
Preparation of environmental layers ranks among the most time-consuming and computerintensive areas of the informatics enterprise. An interesting initiative focused on delivery of detailed, worldwide climate data is WORLDCLIM
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, and data are publicly and freely available. These layers are at scales ideal for species' modeling for both local area (30") and continental (2.5' and 5') analyses, and represent a major improvement over layers previously available.
Promotion of scientific cooperation and partnerships between researchers and institutions working with biological and non-biological environmental data is just beginning, and is expected to expand in the near future. This interaction is essential for better understanding of the environment to enable sustainable economic and social development.
Specimen and Strain Data Networks
Numerous specimen data networks are being developed to make this primary information freely and openly available. A particularly exciting development is the Distributed Generic Information Retrieval (DiGIR 16 ) protocol that is being adopted by networks around the globe, including the former Species Analyst network, speciesLink in Brazil, and GBIF. Many regional and local initiatives are organizing specimen data and making it openly ), is a collaborative project of the Australian botanical community, providing integrated on-line access to herbarium datasets. In addition to making available taxonomic, distribution, and occurrence information associated with all 6.5 million herbarium specimens through a simple online GIS application, the ultimate aim is to provide a complete, integrated flora information system as a tool for scientific research, environmental decision-making, and public information. AVH is based on a distributed, heterogeneous system, so that the data reside with and are managed and controlled by the collections custodians. Each herbarium has a portal to receive requests and deliver data from its institutional database(s). A shared AVH query interface at each herbarium polls all participating herbaria and delivers to users a single integrated result set. The design philosophy of the AVH is based on information standards developed by and for the botanical community, open architecture, public domain software, and free availability of the application and information management structures for use in other projects.
The ). ABCD aims to define global formats for data exchange and retrieval from diverse biological collections. In practical terms, a highly structured XML schema is defined in agreement with representatives from different projects and communities. The current version contains reusable data types and specific elements related to each biological discipline, ranging from paleontological collections to collections of living organisms. Its impressive number of elements and the intricate structure provides a fairly complete representation of the biodiversity data universe.
More configuration and easier interfaces, although it does not satisfy the needs of full, detailed data exchange. Darwin Core was conceived as a foundation for functional data exchange in the DiGIR and Species Analyst projects. Other schema extensions were originally planned in a modularized strategy to accommodate broader data sets and full information transfer.
ABCD and Darwin Core are both federated schemas that need protocols to be used in networked systems. DiGIR is an XML-based protocol capable of working with configurable federated schemas. Use of generic query elements and customizable record structures enables not only decoupling from semantics, but also the possibility of wrapper software encapsulating heterogeneous data providers.
DiGIR was a project of the University of Kansas Natural History Museum and Biodiversity Research Center, California Academy of Sciences, and Museum of Vertebrate Zoology in Berkeley. The main motivation was to replace the Z39.50 protocol, and to unify diverse networks in a single technology. Part of its strategy was the use of open standards and protocols (e.g., HTTP, XML, and UDDI). A collaborative environment was set up following an open-source development model. DiGIR has been adopted by several distributed networks, including GBIF, MaNIS, OBIS, and speciesLink, but its original inability to work with a completely independent XML-federated schema (e.g., ABCD) has lead to a derivation of the protocol.
BioCASE is also implementing a networked biological collection information system for Europe, consisting of 31 national nodes providing metadata on collections and collection databases through daily XML-based updating mechanisms. These metadata are used to populate a database constituting a registry for clients accessing unit-level databases. BioCASE is using the ABCD XML schema as an exchange format for collection information. These two protocols (DiGIR and BioCASE) evolved separately, and at the moment have significant differences. A recent collaborative initiative involving GBIF and TDWG is working toward development of a single standard protocol.
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Collection Management Tools
During the last decade, several software packages have been developed to aid in digitization and data management for natural history collections. Many of these packages lack controlled 35 http://www.cria.org.br/protocols/newprotocol.pdf. vocabularies, and most fall short in collating regionor ecosystem-specific information (Chavan and Krishnan, 2003) . To assess available software solutions for collection management and digitization for natural history collections institutions, GBIF recently contracted the Botanic Garden and Botanical Museum, Berlin-Dahlen, Germany, to carry out a survey. The report provides a comparative analysis of commercially available and free-of-charge software solutions to capture, organize, and manage specimen data. Elements of analysis included availability, cost, limitations to scalability, computing platform limitations, and data import/export capabilities (Berendsohn et al., 2003 36 ).
Georeferencing Tools
Georeferencing biodiversity data is absolutely necessary to biogeographic studies. The time and cost of geocoding large museum and herbarium datasets at first seems prohibitive to many institutions. However, according to Soberón and Peterson (2004) , 70-80% of specimen label data can be georeferenced via simple techniques using convenient, automated online gazetteers. Remaining localities may either prove impossible to reference or may be feasible only via participation of experts familiar with the actual collectors.
BioGeoMancer 37 is a georeferencing tool specifically designed for text-to-coordinate conversion of locality data. It currently encompasses natural language processing (geo-parsing) to interpret descriptive localities, place-name lookup to register localities with known geographic coordinates, and ambiguity analysis to selfdocument uncertainties in resulting geographic descriptions. Results can be returned in HTML, XML, or as a graphic map. Its development is the result of a partnership between the University of Kansas Natural History Museum and Biodiversity Research Center, Peabody Museum of Natural History at Yale University, and Museum of Vertebrate Zoology in Berkeley. This initiative marks progress, not only in addressing the volume of georeferenced specimen data, but also in understanding the fundamental challenges of georeferencing. The spatial results obtained by this automated tool are comparable in quality to those done by trained specialists.
BioGeoMancer provides a significant step towards automated geo-referencing. Next versions will include a web services interface using the Simple Object Access Protocol (SOAP), which will 36 http://circa.gbif.net/irc/DownLoad/. 37 http://www.biogeomancer.org/. enable cross-platform interoperability between applications. Having such an interface will make it possible for existing applications to easily integrate automated georeferencing services.
Data-cleaning Tools
Use of biodiversity data in biogeographic studies has imposed an extra focus on issues of data quality. When digitizing specimen data, data quality considerations include errors in taxonomic identification, geocoding, and in the transcription process itself. Errors are common and are to be expected, but cannot be ignored. Good understanding of errors and error propagation can lead to active quality control and management improvement (Chapman, 2004) .
The heterogeneous origin of the distributed biodiversity databases makes quality control even more important. Procedures must be used to detect and flag errors or potential errors. This problem becomes even more crucial when one considers all digitization processes being carried out by most museums and herbaria in the world, with legacy data covering the past 100-300 years. Historical data cannot be replaced by new surveys even if necessary funds were available, owing to loss of biodiversity and habitat changes and the unique nature of each organism that constitutes a specimen. Geocoding historical data can also be very complex, and is an additional potential source of errors (Soberón and Peterson, 2004) .
Emerging web-based tools for validating georeferences, taxonomic identifications, and collection dates (or at least flagging records with high probabilities of error) are leading to development of complex automated data-validation tools. The need for tools capable of detecting geographic or ecological outliers, incorrectly georeferenced localities, and misidentified specimens, such that doubtful records are flagged for later checking by examination of specimens, is great. New tools will provide users with summary files that can easily be linked with master collections databases to update database records. The speciesLink and ORNIS projects are developing a number of data cleaning tools that are being tested and evaluated by scientific collections .
Modeling Tools
In general, existing biodiversity data do not provide sufficient coverage for direct, detailed environmental decisions. Modeling-or some inferential step-is thus needed for identifying and filling data gaps, planning future research, assessing conservation priorities, and providing information for environmental decisions. Modeling ecological niches for prediction of geographic distributions of species (Peterson et al., 2002a; Soberón and Peterson, 2004 ) is a growing field in large-scale ecology and biodiversity informatics.
The general idea of ecological niche modeling (ENM) involves use of biodiversity information (species' occurrences) to characterize species' ecological requirements (the ecological niche). These models, which are in the middle stages of exploration and understanding, provide ability to integrate across diverse spatial and temporal scales, and can be applied to understanding diverse features of species' distributional ecology, including responses to environmental change, potential impacts on human economy, and public health. The field is clearly in its infancy, and yet already shows enormous potential to yield new classes of understanding.
Museum and herbarium data from specimens that traditionally have been used for taxonomic studies now present themselves as the basis for biogeographic studies.
Integrating primary biodiversity data with environmental information via ENM, researchers can predict impacts of global climate change on terrestrial and marine biodiversity (Siqueira and Peterson, 2003; Thomas et al., 2004) ; conservationists can find gaps in networks of conservation reserve systems (Rodrigues et al., 2004) ; and agricultural researchers and health specialists can analyze insect collections to predict the timing and spread of pests and diseases (Peterson, 2003) .
Many modeling tools and techniques can be used for ENM, such as BIOCLIM (Nix, 1986) , generalized linear models (GLM; Austin et al. 1994) , generalized additive models (GAM; Yee and Mitchell, 1991) , regression and classification tree analyses (CART; Breiman et al. 1984) , genetic algorithms (Stockwell and Peters, 1999) , and artificial neural networks (ANN; Olden and Jackson 2002; Pearson et al. 2002) , among others. Which method one uses may depend on the number of points available, type of environmental variables, availability of absence data, purpose to which the model is going to be put, and personal preferences and experience (Chapman, 2004) .
Comparisons between techniques do exist (Thuiller, 2003; Manel et al., 1999b) , but are hard to accomplish. Apart from explicit differences among algorithms, each algorithm is usually implemented by a different tool which has its own restrictions regarding data input and output. When performing comparisons, one should preferably ensure that each algorithm runs under the same conditions and using the same input. However, recent efforts are developing generic frameworks to support development and testing of modeling algorithms. BIOMOD (Thuiller, 2003) and openModeller 38 have followed this approach. BIOMOD provides four techniques to predict spatial distributions (GLM, GAM, CART and ANN), and includes accuracy testing for each result.
OpenModeller is an open source library being developed as part of the speciesLink project. It is entirely based on open source software to accomplish tasks like reading different map file formats, converting between coordinate systems, and performing calculations. The current package includes several ENM algorithms (BIOCLIM, Climate Space Model, GARP, and Euclidean distance techniques), and includes a SOAP and a command line interface, and a desktop inteface is available as a plugin for the QuantumGIS project.
These initiatives are providing researchers with the required tools to compare modeling methodologies easily, and to spend more time analyzing and interpreting results. Algorithm developers can concentrate on algorithm logic when using frameworks that take care of handling input data and making projections. Moreover, in the near future, generic libraries like openModeller will be able to perform tasks in a distributed fashion, including running analyses separately in remote cluster processors via web services or Grid paradigms.
Web Services and Computational Frameworks
As the Internet grows in scope, technology, and speed, emerging technological concepts such as Web services and grid computing are changing the way that software development is done, as they allow sharing of computing power and software know-how across the global community. Web services enable application-to-application interaction, making functions written to deal with specific tasks available to programs running on any machine connected to the network. This technology can play an important role in the area of biodiversity software production in a cooperative way, as it makes existing know-how available to other groups.
If a group develops, for example, a tool to produce maps efficiently and attractively, it can make this result available on the Internet as a service for others needing to produce maps with their own data, but having no expertise in doing so. The service can be easily and transparently incorporated in the new tool. CRIA is presently developing a service for map production 39 based on the University Integration of disparate data sets has led to qualitative advances in understanding geographic and ecological patterns in biodiversity. This initial integration has been achieved "by hand," but more efficient solutions are now becoming available. An important initiative based on the idea of an analytical framework is the Science Environment for Ecological Knowledge (SEEK 41 ). Its goals are to make fundamental improvements in how researchers gain global access to ecological data and information; locate and utilize distributed computational services; and exercise powerful new methods for capturing, reproducing, and extending the analysis process itself. The project involves a multidisciplinary team of computer scientists, ecologists and technologists from the international, multi-institutional Partnership for Biodiversity Informatics (PBI). SEEK and related projects are working on a next generation of analytical tools, which will provide visual and automated environment in which researchers can build their own scientific workflows by selecting and connecting specific components. Semantic mediation will be key in determining which components can be used in each situation.
BiodiversityWorld 42 is another initiative based on emerging technologies. It is a three-year eScience Pilot Project funded by the Biotechnology and Biological Sciences Research Council (BBSRC) to create a Grid-based problem-solving environment for studying biodiversity. Grid computing is a form of networking, but unlike conventional networks that focus on communication among devices, grid computing harnesses unused processing cycles of all computers in a network for solving problems too intensive for any stand-alone machine. BiodiversityWorld will also provide new analytical tools making use of resources connected to the Grid environment. Planned analyses include case studies for bioclimatic modeling with climate change scenarios, assessment of biodiversity richness, and phylogenetic and biogeography researches.
CHALLENGES AND OPPORTUNITIES Substantial increases in computing capacity are enabling vast quantities of digital data to be put to use for multiple research purposes by many institutions. Technological developments are enabling exchange and integration of data and information systems, and are promoting a new framework for international collaboration and cooperation. Optimal international exchange of data, information, and knowledge will contribute decisively to advancement of scientific research and innovation in biodiversity informatics. Fostering broader access, open access, and wide use of biodiversity research data will enhance the quality and productivity of biological science systems worldwide. Open and unrestricted data access will promote scientific progress, facilitate training of researchers, and maximize value derived from public investments in data collection and archival efforts. Although legal, technical, and cultural restrictions exist and must be discussed and overcome, the challenge is enormous and opportunities are manifold.
Many challenging topics have already been addressed in this paper, such as adoption of common standards and protocols, and development of a global biological name service. Others are equally important, and are addressed below.
Open Access to Digital Data
Research advances depend on availability of diverse and rich databases from multiple public and private sources, and their openness to easy recombination, search, and processing. The overall principle is that full and open exchange of scientific data-the "bits of power" on which the health of the scientific enterprise depends-is vital for advancing progress and maximizing social benefits accruing from science worldwide (CODATA, 1997) . Intellectual property laws in most countries have never allowed protection of data, and countries like the United States even have laws that specify that government data are in the public domain. Indeed, although a long sociological tradition exists among scientists to share and disseminate data, great pressures to protect data nonetheless exist (see, e.g., Directive 96/9/EC 43 of the European Parliament and of the Council of 11 March 1996 on legal protection of databases ). Some in the field even among the scientists still consider data a source of potential revenue to be exploited, rather then a public good to be shared. Recently at a meeting entitled "Science, OECD ministers recognized the value of sharing publicly-funded research data, and adopted a declaration entrusting the OECD to work towards commonly agreed principles and guidelines on access to research data from public funding. GBIF has recently held a Meeting of Experts to discuss biodiversity data, databases, and intellectual property rights. A white paper was produced, with several recommendations, including that a policy of making data openly accessible to all, and in this way addresses the issue of data repatriation in the most positive manner (Muller, 2004) . A GBIF study on primary biodiversity data-sharing with countries of origin concluded that proper attribution, custodianship (i.e., each contributing museum retains ownership of its records), acknowledgement, and control of data delivery can be much more important to biological collections than considerations of intellectual property rights.
The major restrictions to open data-sharing are now coming mainly from developing countries, based on interpretations of CBD terms regarding access and benefit-sharing (Chavan and Krishnan, 2003) . Nevertheless, moves to restrict access to primary biodiversity information will hurt developing countries more than others. For historical reasons (collecting expeditions, museum facilities, technological developments), primary datasets, both biological and environmental data are housed mainly in developed countries.
The existence of sensitive data cannot serve as an excuse for broad withholding of data. Vast amounts of biodiversity information are not sensitive, and can be shared to the benefit of all. It is important to document the benefits of sharing data to scientists and to institutional administrators and policy makers. Without access to primary biodiversity data, scientific studies carried out on regional or global scales like the extinction risk assessment carried out by Thomas et al. (2004) would not be possible.
Capacity Building and Outreach
Incorporation of recent advances in biodiversity informatics in research and maintenance activities is still restricted to a relatively few institutions around the globe. The global impact of deployment of the expanded data infrastructure and emerging tools is yet to be seen. Capacity building is not an easy issue, and yet is fundamental in consolidating this emerging field of knowledge, not only in developing countries and economies in transition, but also in industrialized countries. In addition to development of innovative mechanisms of training young scientists, such as the GBIF-UNESCO Biodiversity Informatics Chairs, special international programs are needed to address implementation of large-scale research projects involving development and consolidation of biodiversity informatics programs.
Long-term Archiving
Several important reasons exist for preserving and archiving scientific data. An important concept is that knowledge creation is a cumulative process. Science is based on hypotheses, and new hypotheses may change the relative importance of existing data. Therefore, availability of data for re-analysis and reuse is fundamental.
Data archiving includes the practices and procedures that support collection, long-term preservation, low-cost access to, and dissemination of, science and technology data (CODATA, 2002) . Long-term preservation of digital data presents a variety of challenges. The more obvious technical challenges include the constant evolution of hardware and software, and the risk of systems becoming obsolete. On the other hand, positive developments include declining storage costs and developments in data management technology. Understanding that access to reliable scientific data includes both attention to acquisition of data and preservation and archiving of scientific data, CODATA established a task group on "preservation and archiving of scientific and technical data in developing countries." The main purpose of this group is to develop best-practices guidelines on preserving and archiving scientific data.
According to Hodge and Frangakis (2004) , organizations are focused on capturing and acquiring digital information, rather than on preservation or permanent access. While many institutional repositories are committed to long-term preservation and access, the technical and metadata aspects required are not yet well incorporated into their systems. Open standards being developed for interoperability hold promise as a basis for preservation formats. Open formats are working toward hardware and software independence, and the potential for using these formats for preservation should be investigated further. Partnerships will be increasingly important as they have the benefit of providing some measure of redundancy, sustainability, and sharing of costs of preservation. LOOKING AHEAD As anticipated by Krishtalka and Humphrey (2000) , substantial developments are being consolidated in the field of biodiversity informatics (Soberón and Peterson, 2004) . Science is growing in size and complexity, and is becoming more cooperative and cumulative. More and more, the global science system is involving larger and more interdisciplinary teams of scientists, and is using larger instrumental facilities in all areas of knowledge. As information processed becomes more precise and systematically structured, new developments in information and communication technologies (ICT) are playing significant roles in science and innovation. Use of ICT is broadening the scope and scale of science, and is bringing new opportunities for international collaboration (Schroeder, 2003) Similar to the impact of genomics and proteomics in the development of suborganismal bioinformatics, the huge amount of digital primary biodiversity data being released will have a tremendous impact in the development of biodiversity informatics. Biodiversity data access through new software tools, web services, and architectures will bring new opportunities and dimensions to novel approaches in ecological analysis, predictive modeling, and synthesis and visualization of biodiversity information.
Innovation and infrastructure developments will greatly reduce long-term data capture costs in the broader biodiversity community. Modular, configurable, open-source Web services will provide interoperability and scalability in distributed environments. By wrapping image processing, image-to-text conversion, and data markup capabilities into distributed, interoperable web services, greater efficiency, portability, and scalability will be achieved. It is expected that before the end of this decade, worldwide natural history collections will be contributing hundreds of millions specimen records into Internet-accessible data servers. Good scientific information is fundamental for sound environmental decisionmaking, and design of mechanisms to link scientific research to the decision-making process is no easy matter (Reid, 2004) . Biodiversity informatics will directly benefit environmental education programs, resource management, conservation, and biomedical and agricultural research.
Development of interfaces with global environmental initiatives will be fundamental to promote coordination and avoid duplication of efforts. In July 2003, the Earth Observation Summit was held at Washington, D.C. (USA), with the goal of promoting development of a comprehensive, coordinated, and sustained Earth observation system among governments and the international community to understand and address global environmental and economic challenges. As an immediate result, an ad hoc Group on Earth Observations (GEO) was established to prepare a 10-year implementation plan for building such a system.
