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Abstract
By using the field-antifield formalism, we show that the method
of Batalin, Fradkin, Fradkina and Tyutin to convert Hamiltonian sys-
tems submitted to second class constraints introduces compensating
fields which do not belong to the BRST cohomology at ghost number
one. This assures that the gauge symmetries which arise from the
BFFT procedure are not obstructed at quantum level. An example
where massive electrodynamics is coupled to chiral fermions is con-
sidered. We solve the quantum master equation for the model and
show that the respective counterterm has a decisive role in extracting
anomalous expectation values associated with the divergence of the
Noether chiral current.
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1 Introduction
The seminal works of Dirac [1] on constraint Hamiltonian systems have been
developed in several important research lines. One of these developments is
due to Fradkin, Fradkina, Batalin and Tyutin (BFFT) [2], where Hamiltonian
systems submitted to second class constraints are conveniently considered.
The method of BFFT consists in enlarging the original phase-space of the
theory by adding compensating fields which permit to convert the second
class constraints into first class ones. In doing so, it is possible to avoid Dirac
brackets which can present severe problems when one follows the canonical
approach to quantization [3]. As first class constraints are also necessarily
associated with local gauge symmetries, a system converted by the BFFT
procedure can be treated by using all the machinery associated with the
BRST formalism [4].
The BRST approach for quantization of gauge theories appears with all
its power in the field-antifield formalism [5, 3, 6]. This formalism gives an
elegant and systematic way for constructing the functional generator of any
general gauge theory, with possible reducible or open gauge algebras. At the
same time, eventual obstructions to the gauge symmetries due to quantum
effects are naturally taken in account inside the field-antifield formalism.
In this work we consider, by using some tools of the field-antifield formal-
ism, the quantization of first order gauge theories which have been obtained
from second class constrained systems by the process of conversion developed
by BFFT. We show that the compensating fields introduced by the conver-
sion procedure do not belong to the BRST cohomology [3] at ghost number
one. So there is no possible term in the space of fields and antifields with
ghost number one and BRST closed not being BRST exact. This means that
the Wess-Zumino consistence condition [6] is solved in a trivial way: there is
no gauge anomaly for such class of systems and the quantum master equa-
tion can always be solved with the inclusion of a proper counterterm in the
quantum action. It is useful to observe that this counterterm, if it exists, can
play a non-trivial role. We give an example where massive electrodynamics
couples to chiral fermions. There we show that it is necessary to introduce a
non-trivial counterterm in order to solve the quantum master equation. This
counterterm permit us to extract an anomalous expectation value related to
the divergence of the fermion Noether chiral current.
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We would like to note that compensating fields have been largely em-
ployed directly inside Lagrangian descriptions [7, 8]. There the purpose is
not converting second class constraints, but to enlarge the symmetry content
of a theory in such a way that the original description is recovered within
some gauge choice. Under this last point of view, BFFT and Lagrangian
compensating fields play similar roles. In several examples of Lagrangian
descriptions it is proved that compensating fields also do not belong to the
cohomology at ghost number one and can be used as well to extract anoma-
lous expectation values of physically relevant quantities [9].
We organized this work as follows: In section 2 we present a brief re-
view of the BFFT conversion of first order systems submitted to pure second
class constraints. We display the local gauge invariance of the first order ac-
tion which is introduced by the BFFT compensating fields. The functional
quantization of such a system is described in section 3, by using the tools of
the field-antifield formalism. We derive the BRST differential and explicitly
show that the BFFT variables do not belong to the BRST cohomology at
ghost number one. This assures that the quantum master equation can be
solved for any system of this class. In section 4 the ideas presented in the
first sections are applied to a model which describes massive electrodynamics
coupled to chiral fermions in four space-time dimensions. By using a regu-
larization that keeps the vector symmetry as a preferential one, the quantum
master equation is solved with the introduction of an specific counterterm in
the quantum action. A few different gauge fixing choices are explored and co-
variant actions are obtained. When the gauge freedom is fixed by identifying
the compensating fields with external functions, we show that the indepen-
dence of the path integral with respect to those external functions permit us
to derive expectation values which are related to the anomalous divergence of
the Noether chiral current. We reserve section 5 to some general comments
and concluding remarks.
2
2 First order systems submitted to second
class constraints
In this section we will review a few topics on constrained Hamiltonian systems
[3] and on the BFFT conversion procedure [2] in order to fix notations and
to introduce some results that will be useful for further developments. Let
us start by considering a generic first order system living in a (phase) space
with discrete bosonic coordinates yµ, µ = 1, 2, ..., 2N . The extension to more
general situations can be trivially done. Its action is written as
S0 =
∫
dt (Bµy˙
µ − λαχα −H) (2.1)
where Bµ, H and χα are in principle arbitrary functions of the coordinates
but do not depend on the velocities. The Lagrange multipliers λα are to be
regarded as independent quantities. From the above expression one can read
the symplectic form
fµν =
∂Bν
∂yµ
−
∂Bµ
∂yν
(2.2)
which has an inverse fµν if the system is well defined. With its aid, we can
define the brackets between any two functions A(y) and B(y) as
{A, B} =
∂A
∂yµ
fµν
∂B
∂yν
(2.3)
It follows that
{yµ, yν} = fµν (2.4)
The brackets appearing in the above expressions can be interpreted as
Poisson brackets only in a broad sense, since they take in account the pri-
mary second class constraints of the Dirac’s scheme [10]. In this sense they
are primary Dirac brackets. Let now H and χα, α = 1, 2, ..., 2n, represent
respectively a first class Hamiltonian and a set of second class constraints.
The Hamiltonian and the constraints then satisfy the structure
{χα, χβ} = ∆αβ
{H,χα} = V
β
α χβ (2.5)
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As the χ’s are second class, the constraint matrix ∆αβ is regular.
It may be convenient to extend the phase-space by adding compensating
variables φα, α = 1, 2, . . . , 2n, but at the same time converting the set of
second class constraints into a first-class one. This assures that the number
of degrees of freedom is not changed by the process, which also introduces
local symmetries that permit one to quantize the theory by using the powerful
tools of local gauge theories.
To perform this conversion through the BFFT procedure, it is assumed
that the BFFT compensating variables φα satisfy fundamental brackets given
by
{φα, φβ} = ωαβ (2.6)
where ω is some constant, antissymmetric and invertible matrix. In order to
avoid the introduction of further second class constraints, it may be conve-
nient to choose ω in such a way that the compensating variables form a set
of canonical conjugated quantities. In any case, it follows that in the BFFT
extended space, the brackets between any two quantities A(y, φ) and B(y, φ)
are written as
{A, B} =
∂A
∂yµ
fµν
∂B
∂yν
+
∂A
∂φα
ωαβ
∂B
∂φβ
(2.7)
as both sectors are independent.
The general idea of the BFFT algorithm is to replace the old set of sec-
ond class constraints and the old Hamiltonian by a new set of first class
constraints χ˜α = χ˜α(y, φ) and Hamiltonian H˜ = H˜(y, φ) in such a way that
they become involutive:
{χ˜α, χ˜β} = 0
{H˜, χ˜α} = 0 (2.8)
By requiring that A˜(y, 0) = A(y) for any quantity A defined in the ex-
tended space, it is assured that the original formulation of the theory is
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recovered when the unitary gauge φα = 0 is implemented. In Refs. [2] it
is proved that Eqs. (2.8), submitted to the above condition, always have a
power series solution in the compensating variables, with coefficients with
only yµ dependence. The second class constraints, for instance, can be ex-
tended to
χ˜α(y, φ) = χα(y) +Xαβ(y)φ
β +Xαβγ(y)φ
βφγ + . . . (2.9)
Conditions (2.8) impose restrictions on the expansion coefficients. As an
example, the regular matrices Xαβ must satisfy the identity
Xαβω
βγXδγ = −∆αδ (2.10)
Even if some quantity A(y) is not a second class constraint, it can also be
extended to A˜(y, φ) in order to be involutive with the converted constraints
χ˜α. Following the BFFT procedure we can show that in this situation
A˜(y, φ) = A(y)− φαωαβX
βγ{χγ, A}+ ... (2.11)
where the dots represent al least second order corrections in φ to A(y). In
(2.11), the matrix X with contravariant indices is to be considered as the
inverse of the corresponding covariant one. Now it is possible to prove that
the first order action
S0 =
∫
dt [Bµy˙
µ +Bαφ˙
α − λαχ˜α − H˜ ] (2.12)
is invariant under the gauge transformations
δyµ = {yµ, χ˜α}ǫ
α
δφα = {φα, χ˜β}ǫ
β
δλα = ǫ˙α (2.13)
By using the Jacobi Identity and Eqs. (2.8) we see that (2.13) close in an
Abelian algebra. As in (2.2), in (2.12) Bα is related to the inverse of ω
αβ
through
5
ωαβ =
∂Bβ
∂φα
−
∂Bα
∂φβ
(2.14)
One can always choose Bα =
1
2
ωαβφ
β without loss of generality. By using
some of the above equations, it is not difficult to show that
δ[Bµy˙
µ+Bαφ˙
α−λαχ˜α− H˜ ] =
d
dt
{[Bµf
µν ∂χ˜α
∂yν
+Bβω
βρ∂χ˜α
∂φρ
− χ˜α]ǫ
α} (2.15)
and consequently (2.12) is indeed invariant under the local gauge transfor-
mations (2.13), provided boundary terms can be discarded.
3 Quantization
Let us perform the quantization of the system described above along the
field-antifield formalism [5, 3, 6]. To do so it is first necessary to introduce an-
tifields Φ∗A = (y
∗
µ, φ
∗
α, λ
∗
α, c
∗
α) corresponding to the fields Φ
A = (yµ, φα, λα, cα).
In our case, yµ, φα and λα are bosonic and have ghost number zero. The
ghosts cα are fermionic and have ghost number one. The corresponding an-
tifields have opposite grassmanian parity and ghost number given by minus
the ghost number of the corresponding field minus one. One can verify that
the field-antifield action
S = S0 +
∫
dt [y∗µ{y
µ, χ˜α}c
α + φ∗β{φ
β, χ˜α}c
α + λ∗αc˙
α] (3.1)
satisfies then the classical master equation
1
2
(S, S) = 0 (3.2)
where the antibracket between any two quantities X [Φ,Φ∗] and Y [Φ,Φ∗] is
defined as (X, Y ) = δrX
δΦA
δlY
δΦ∗
A
− δrX
δΦ∗
A
δlY
δΦA
. When pertinent, we are assuming the
de Witt’s notation of sum and integration over intermediary variables.
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In the BV formalism, the BRST differential is introduced through
sX = (X,S) (3.3)
for any local functional X = X [Φ,Φ∗]. As a consequence of the master
equation (3.2) and Jacobi identity, s is nilpotent. So, saying that the BV
action satisfies the master equation is equivalent to say that it is BRST
invariant.
To fix a gauge we need to introduce trivial pairs c¯α , π¯α as new fields,
and the corresponding antifields c¯∗α, π¯∗α, as well as a gauge-fixing fermion Ψ.
The antifields are eliminated by choosing Φ∗A =
∂Ψ
∂ΦA
. It is always possible to
choose
Ψ = c¯αφ
α (3.4)
associated with the unitary gauge, but different choices can be done. It is
also necessary to extend the field-antifield action to a non-minimal one
S → Snm = S +
∫
dt π¯αc¯
∗α (3.5)
in order to implement the gauge fixing introduced by Ψ. The gauge-fixed
vacuum functional is then defined as
Z =
∫
[dΦA][detω]−
1
2 [det f ]−
1
2 exp{
i
h¯
Snm[Φ
A,Φ∗A −
∂Ψ
∂ΦA
]} (3.6)
In the unitary gauge, we observe that besides the identification c¯∗α =
φα, φ∗α = c¯α, all the other antifields vanish. With this and the use of Eqs.
(2.9-2.10), we see that formally (3.6) reduces to the Senjanovic [11] path
integral
Z =
∫
[dyµ]| det f |−
1
2 δ[χα]| det∆|
1
2
exp
{
i
h¯
∫
dt[Bµy˙
µ −H ]
}
(3.7)
7
Actually this reduction can only be done if quantum effects do not obstruct
the gauge symmetries. Possible obstructions are related to the dependence
of the path integral with respect to redefinitions of the gauge-fixing fermion
Ψ. In general, if the classical field-antifield action S can be replaced by some
quantum action W expressed as a local functional of fields and antifields and
satisfying the so-called quantum master equation
1
2
(W,W ) − ih¯∆W = 0 (3.8)
then the gauge symmetries are not obstructed at quantum level. In expression
(3.8) we have introduced the potentially singular operator ∆ ≡ δr
δΦA
δl
δΦ∗
A
and
it was assumed that W can be expanded in powers of h¯ as
W [ΦA,Φ∗A] = S[Φ
A,Φ∗A] +
∞∑
p=1
h¯pMp[Φ
A,Φ∗A] (3.9)
The two first terms of the quantum master equation (3.8) are
(S, S) = 0 (3.10)
(M1, S) = i∆S (3.11)
As expected, the tree approximation gives (3.2). Eq. (3.11) is only formal,
since the action of the operator ∆ must be regularized. If it vanishes when
applied on S, the quantum action W can be identified with S. If ∆S gives a
non-trivial result but there exists some M1 expressed in terms of local fields
such that (3.11) is satisfied, gauge symmetries are not obstructed at one loop
order. Otherwise, the theory presents an anomaly
A[φ, φ∗ ] = ∆S + i(S,M1) = aα c
α + . . . . (3.12)
The nilpotency of the BRST operator implies that sA = 0, which is the
Wess-Zumino consistence condition. So, looking for possible anomalies in
any theory is the same as looking for local functionals with ghost number
one that are BRST closed (sA = 0) but not BRST exact (A 6= sB).
By using cohomological arguments, we can show that the quantum master
equation, for first order systems with pure second class constraints converted
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with the use of the BFFT procedure, can always be solved. To prove this,
let us first derive the BRST transformations of the fields and antifields for
the converted system:
s yµ = {yµ, χ˜α}c
α
s φβ = {φβ, χ˜α}c
α
s λα = c˙α
s cα = 0
s c¯α = π¯α
sπ¯α = 0
s y∗µ = −
∂S
∂yµ
s φ∗α = −
∂S
∂φα
s λ∗α = χ˜α
s c∗α = −y
∗
µ{y
µ, χ˜α} − φ
∗
β{φ
β, χ˜α} − λ˙
∗
s c¯∗α = 0
s π¯∗α = c¯∗α (3.13)
where S is given by (3.1). We see that c¯α and π¯α form BRST doublets
(sB = C , sC = 0) and do not belong to the BRST cohomology [3]. The
same is true for their antifields. To show that the other fields and antifields
do not contribute to the cohomology at ghost number one, it is enough to
study the cohomology of the linearized piece of s, which will be denoted by
s(1)[12]. If we assume that in the process of conversion of the constraints (see
Eq. (2.9)), the invertible matrix X(y) can be written as a power series in y
(which will be the case for the example we are going to consider),
X(y)αβ = X
(0)
αβ +X
(1)
αβµy
µ +X
(2)
αβµνy
µyν + . . . (3.14)
we see that
s(1) φα = ωαγX
(0)
βγ c
β
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s(1) cα = 0
(3.15)
The equations above imply that φα and Cα = ωαγX
(0)
βγ c
β form doublets un-
der the action of s(1) and as a consequence they also do not belong to the
cohomology . As cα is trivially obtained from Cα, and since it is the only fun-
damental field (or antifield) with positive ghost number, it is not possible to
construct a local functional with ghost number one that is BRST closed not
being BRST exact. This means that any candidate to an anomaly can always
be canceled by some counterterm M . So the situations found in [8] and later
explored in [9] appear also here: enlarged symmetries due to compensating
fields ( here the BFFT variables ) are not anomalous . This does not mean
that they have a trivial role at the quantum level since the existence of a
counterterm modify expectation values of relevant physical quantities [9]. In
the next section we are going to show an example where all of these features
are carefully taken in account in order to derive consistent quantum actions.
4 Massive vector fields coupled to chiral
fermions
We shall now apply the ideas discussed above to massive chiral electrodynam-
ics. Although the fermions couple only one chirality to the connection Aµ,
the second class system presents no gauge anomaly since it exhibits no gauge
symmetry. When it is converted to a first class one, however, the fermions
pass to transform in a chiral way and such a gauge transformation is known
to lead to possible anomalies [13]. Accordingly to the ideas discussed in the
last section, however, the BFFT variables play the role of Wess-Zumino fields
and permit us to write the anomaly candidates as BRST exact functionals,
solving in this way the quantum master equation at one loop order.
We start by considering the first order action
S0 =
∫
d4x
{
A˙µπ
µ + iψ¯γ0ψ˙ −H− λαχα
}
(4.1)
where the second class constraints
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χ1 = π
0
χ2 = ∂iπ
i −m2A0 + J0 (4.2)
and the first class Hamiltonian
H =
∫
d3x
{
1
2
π2i +
1
4
F 2ij +
1
2
m2
(
A20 + A
2
i
)
−iψ¯γiD+i ψ + ∂iA
iχ1 − A0χ2
}
(4.3)
have been introduced. In the above expressions we have defined the covari-
ant derivatives D+µ acting on the fermion ψ and the chiral projectors P
±
respectively as
D+µ = ∂µ − ieP
+Aµ
P± =
1
2
(
1± γ5
)
(4.4)
We have also adopted the metric convention ηµν = diag(−1,+1,+1,+1).
Dirac matrices satisfy the usual anticommutation relation {γµ, γν} = 2ηµν .
As one can verify, action (4.1) is the first order version of
Scov =
∫
d4x
[
−
1
4
FµνF
µν −
1
2
m2AµA
µ + iψ¯γµD+µ ψ
]
(4.5)
From (4.1) we extract the fundamental (equal time) brackets
{
ψ(x), ψ¯(y)
}
= iγ0δ3(x− y) (4.6)
for the fermionic sector and
{Aµ(x), π
ν(y)} = δνµδ
3(x− y) (4.7)
for the bosonic one. By using the above expressions, one can show, for
instance, that the fermionic chiral current
Jµ ≡ ψ¯γµP+ψ (4.8)
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has brackets between its components given by
{Jµ(x), Jν(y)} = ie2ψ¯MµνP+ψ δ3(x− y)
Mµν = γµγ0γν − γνγ0γµ (4.9)
It is now easy to verify that the constraints and the Hamiltonian satisfy
the bracket structure
{χ1(x), χ2(y)} = −m
2δ3(x− y)
{χ1(x), H} = χ2(x)
{χ2(x), H} = ∂i∂
iχ1(x) (4.10)
Let us now use the BFFT algorithm for implementing the Abelian conver-
sion of the above bracket structure. As we have two second class constraints,
we introduce two BFFT variables φα, α = 1, 2, and for simplicity demand
that they satisfy
{φα(x), φβ(y)} = ǫαβδ3(x− y) (4.11)
which gives the matrix ωαβ as in Eq. (2.6). In (4.11) ǫ12 = −ǫ21 = 1,
ǫ11 = ǫ22 = 0. A possible solution to Eqs. (2.8) via (2.9-2.11) is achieved
with [2]
χ˜1 = χ1 −m
2φ2
χ˜2 = χ2 + φ
1
H˜ = H +
∫
d3x
[
1
2m2
(φ1)2 +
1
2
m2(∂iφ
2)
2
−
φ1
m2
χ˜2 − φ
2∇2χ˜1
]
=
∫
d3x
[
1
2
π2i +
1
4
F 2ij +
1
2
m2
(
A˜20 + A˜
2
i
)
− iψ¯γiD+i ψ
−A˜0χ˜2 + (∂iA˜
i)χ˜1
]
(4.12)
where we have defined the quantities
A˜i = Ai − ∂iφ
2
A˜0 = A0 +
φ1
m2
(4.13)
Correspondingly we have a first order action
S0 =
∫
d4x
{
A˙µπ
µ + φ˙1φ2 + iψ¯γ0ψ˙ − H˜ − λαχ˜α
}
(4.14)
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which is invariant under the gauge transformations generated by χ˜1 and χ˜2
(see Eq. (2.13))
δψ = −ieǫ2P+ψ δψ¯ = ieǫ2ψ¯P−
δA0 = ǫ
1 δπ0 = −m2ǫ2
δAi = −∂iǫ
2 δπi = 0
δφ1 = −m2ǫ1 δφ2 = −ǫ2
δλ1 = ǫ˙1 δλ2 = ǫ˙2
(4.15)
In the expressions above ǫα are arbitrary space-time dependent parame-
ters. We note that the variables A˜µ are invariant under (4.15).
In order to quantize this system along the lines of the field-antifield for-
malism, associated with the parameters ǫα we introduce the ghosts cα. We
introduce also the trivial pairs π¯α, c¯α and write down a gauge-fixed vacuum
functional as in (3.6) with
Snm = S0 +
∫
dxD
[
A0∗c1 −m2π∗0c
2 − Ai∗∂ic
2
−m2φ∗1c
1 − φ∗2c
2 + λ∗1c˙
1 + λ∗2c˙
2
−ieψ∗P+ψc2 + ieψ¯P−ψ¯∗c2 + π¯αc¯
α∗
]
(4.16)
where some proper gauge-fixing fermion Ψ is assumed. Now observe that the
terms in Snm which involve the matter fields are
iψ¯
[
γ0
(
∂0 − ieP
+(A˜0 − λ
2)
)
+ γiD+i
]
ψ (4.17)
The quantities A¯0 = A˜0 − λ
2 and A¯i = Ai transform as sA¯µ = −∂µc
2.
As the fermions also transform consistently, as can be seen from (4.15), we
obtain the action of the operator ∆ over SΨ adopting canonical procedures.
For instance, in a Pauli-Villars regularization scheme with a fermionic mass
term with usual form, which means that the vector symmetry is taken as a
preferential one, we see that
∆SΨ = −
1
96π
∫
d4xc2ǫµνρσF¯µνF¯ρσ (4.18)
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where F¯µν = ∂µA¯ν − ∂νA¯µ and possible normal parity terms in the origi-
nal space of fields have been discarded. Eq. (4.18) represents the essential
candidate to the anomaly. It is easy to see, however, that
M1 =
i
96π
∫
d4xφ2ǫµνρσF¯µνF¯ρσ (4.19)
solves the one loop master equation, which means that we have achieved a
consistent route for the quantization of the theory. The gauge fixed vacuum
functional reads
Z =
∫
[dΦA] exp
{
i
h¯
W [ΦA,Φ∗A =
∂Ψ
∂ΦA
]
}
(4.20)
with [dΦA] = (Aµ, π
µ, φα, ψ, ψ¯, λα, cα, c¯α, π¯α), and all possible information
about the system can be obtained from it. If we wish to write an effective
quantum action in an explicitly covariant way we may eliminate the momenta
through functional integrations in (4.20). Let us assume that the gauge
fixing fermion Ψ does not depend on λ1 or πµ, consequently λ∗1 = π
∗
µ = 0.
Suppose also that Ψ possibly depends on λ2 only through an A¯0 dependence.
Integration in λ1 and π0 results in the substitution π0 → m2φ2 in W . Under
the redefinition
A0 −→ A0 + λ
2 −
φ1
m2
(4.21)
we obtain the intermediate auxiliary quantum action
Waux =
∫
d4x
[
(A0 + λ
2)φ˙+ A˙iπ
i + iψ¯γ0ψ˙ −
1
4
F 2ij −
1
2
πi
2
−
1
2
m2(A0 + λ2)
2 −
1
2
m2 (Ai − ∂iφ)
2 + iψ¯γiDiψ
+A0
(
∂iπ
i + J0 +m2(A0 + λ
2)
)]
+M1 + Sgf (4.22)
where
Sgf =
∫
d4x
[
−
δΨ
δAµ
∂µc
2 −m2
δΨ
δφ1
c1 −
δΨ
δφ2
c2
−ie
δΨ
δψ
P+ψc2 + ieψ¯P−
δΨ
δψ
c2 + π¯α
δΨ
c¯α
]
(4.23)
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and M1 is given by (4.19) without the bars in Fµν because of (4.21). Further
integration in λ2 and π
i results in the effective quantum action
Weff =
∫
d4x
[
−
1
4
F 2µν −
1
2
m2
(
Aµ − ∂µφ
2
)2
+ iψ¯γµD+µψ
]
+M1+Sgf (4.24)
As we have already mentioned, a convenient choice of Ψ fixes all the gauge
symmetry of the theory. We cite some possible choices for Ψ. The unitary
gauge is achieved with Ψ =
∫
d4xc¯αφ
α followed by functional integration
on π¯α and φ
α. With this choice the quantum action reduces to the simple
form (4.5) and the path integral presents the usual Lioville’s measure for the
pertinent fields. The choice Ψ =
∫
d4x
[
c¯2(
αp¯i2
2
+ ∂µA
µ) + c¯1φ
1
]
leads to the
usual covariant Gaussian gauge fixing depending on the arbitrary parameter
α. In this situation
Sgf =
∫
d4x
[
−∂µc¯2∂µc
2 + π¯2(
απ¯2
2
+ ∂µA
µ) + π¯1φ1 −m2c¯1c
1
]
(4.25)
and the integration over c1, c¯1, π¯1, φ
1 is trivial.
An interesting situation comes if we fix the compensating field φ2 to
some external value, say, φ2 = β. By choosing Ψ = c¯1φ
1 + c¯2(φ
2 − β), we
obtain, after a few trivial integrations and the absorption of some trivial
normalization factors by the measure, that
Z[β] =
∫
[dψ][dψ¯][dAµ] exp
{
i
h¯
Wext[ψ, ψ¯, A, β]
}
(4.26)
where
Wext[ψ, ψ¯, A, β] =
∫
d4x[−
1
4
F µνFµν −
1
2
m2 (Aµ − ∂µβ)
2
+ iψ¯γµD+µψ +
ih¯
96π
βǫµνρσFµνFρσ] (4.27)
The condition that the path integral cannot depend on β, which comes
from the Fradkin-Vilkoviski theorem, gives, for instance, that
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ih¯
δZ[β]
δβ
|β=0 =< m
2∂µA
µ +
ih¯
96π
ǫµνρσFµνFρσ >|β=0= 0 (4.28)
which is a surprising result. If we observe, however, that ∂µJ
µ = −m2∂µA
µ as
a consequence of the equations of motion for the field Aµ in the unitary gauge,
we can interpret Eq. (4.28) as the anomalous divergence of the Noether
current (4.8) associated to the rigid chiral symmetry present in the original
theory given by actions (4.1-4.5). This is an unexpected result derived from
the quantum BFFT formalism. Similar results have recently been derived by
using compensating fields at Lagrangian level [9]. In these last approaches,
the compensating fields coupled directly to the chiral current in an extended
QCD which presents not only vector but also chiral gauge symmetry.
5 Conclusions
In this work we have considered the BFFT quantization of first order systems
submitted to pure second class constraints. We have shown that the gauge
symmetries introduced by the BFFT procedure are not obstructed at quan-
tum level, since the compensating fields do not belong to the BRST cohomol-
ogy at ghost number one. An specific example has been given, where massive
electrodynamics couples to chiral fermions. The quantum master equation
has been solved and the corresponding counterterm has played an essential
role in extracting anomalous expectation values of physically relevant quanti-
ties. We would like to finish by commenting that a few generalizations could
have been considered. We could have started from an already gauge invari-
ant first order system with both first and second class constraints. Then it
would be necessary to take care of both symmetry sectors, the original one
and that introduced by the BFFT conversion procedure. Another possibility
could be considering examples with more involving algebraic structure, as
it occurs with some of the models cited in Ref. [2]. We are now studying
aspects of these subjects and results will be reported elsewhere [14].
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