Phonon-mediated exciton capture in Mo-based transition metal
  dichalcogenides by Lengers, F. et al.
Phonon-mediated exciton capture in Mo-based transition metal dichalcogenides
F. Lengers,∗ T. Kuhn, and D. E. Reiter
Institut fu¨r Festko¨rpertheorie, Universita¨t Mu¨nster,
Wilhelm-Klemm-Str. 10, 48149 Mu¨nster, Germany
(Dated: September 11, 2020)
Localized excitons play a vital role in the optical response of monolayers of transition metal
dichalcogenides and can be exploited as single photon sources for quantum information technology.
While the optical properties of such localized excitons are vastly studied, the ultrafast capture
process of delocalized excitons into localized potentials is largely unexplored. We perform quantum
kinetic calculations of exciton capture via acoustic and optical phonons showing that efficient capture
takes place on an ultrafast time scale. The polaron formation in the low-temperature limit leads
to higher-energy excitons which can then be efficiently trapped. We demonstrate that the interplay
of acoustic and optical phonons leads to an efficient broadening of energy-selection rules. Our
studies provide a deep understanding of the carrier trapping from two-dimensional materials into
zero-dimensional potentials.
I. INTRODUCTION
Monolayers of transition metal dichalcogenides
(TMDCs) have emerged as attractive candidates for
novel optoelectronic applications due to their direct
bandgap in the ultimate limit of a two-dimensional
(2D) system [1–4]. Defects and other spatial energy
fluctuations strongly affect optical and transport prop-
erties of excitons due to the large surface-to-volume
ratio of monolayers [5–9]. Localized excitons occur
naturally, e.g., on edges [10], due to encapsulated air
between monolayer and substrate [11, 12] or atomic
defects [8]. On the other hand local trapping potentials
in TMDCs have been deliberately created by means of
strain or extrinsic atom radiation [10, 13–18]. Using the
recombination of the carriers trapped in these potentials
single photon emission can be achieved which may be
used in quantum information processing [10, 19, 20].
In this paper, we theoretically investigate how the spa-
tiotemporal dynamics of the carrier capture into a local-
ized potential takes place. A special focus lies on the role
of the phonons, which are mediating the carrier capture.
We will further highlight the role of the incoherent ex-
citons, which play a vital part in the capture. A sketch
of the process is shown in Fig. 1 with the delocalized
carriers in the 2D plane being captured into a localized
potential. Clearly, the inhomogeneous nature and differ-
ent dimensions involved in the process play an important
role in describing the capture adequately.
For simulations of spatiotemporal transport of excitons
disorder is usually treated in an averaged way leading to
a contribution to the diffusion constant due to scattering
[6, 21, 22]. Trapping of excitons has been treated by semi-
classical rate equations [23]. It is known from semicon-
ductor quantum dots in conventional semiconducting ma-
terials like GaAs that carrier capture is actually a com-
plicated process which combines non-Markovian renor-
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FIG. 1. Sketch of exciton capture as transitions from delo-
calized states within an energetic continuum to discrete lo-
calized states. The left part sketches the effective potential
for the center-of-mass movement of the bound exciton (bound
electron-hole pair sketched as blue and red dot). The right
part illustrates the resulting energy spectrum.
malizations broadening strict energy selection rules [24–
26] and non-trivial spatiotemporal dynamics on a sub-
picosecond time scale [27–29]. In view of this, a spatially
resolved quantum kinetic treatment of exciton capture
is desirable for TMDCs, especially because of the strong
exciton-phonon interaction in these systems usually lead-
ing to ultrafast exciton scattering [30–36].
Here, we derive quantum kinetic equations of motion in
the density matrix formalism for exciton dynamics after
optical excitation in the presence of a localization poten-
tial and exciton-phonon interaction. By formulating a
non-diagonal density matrix within the exciton picture
we are able to consider the spatial dynamics and can
thereby study local density modifications in the vicinity
of exciton traps. We will discuss the role of phonons
in the capture process accounting for both optical and
acoustic phonons. Optical phonons are shown to lead
to an efficient capture process, while acoustic phonons
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2may stabilize the capture. We will discuss the effect of
the polaron formation on the carrier capture and demon-
strate that the resonance condition for capture via optical
phonons is strongly broadened.
II. THEORY
In this section, we derive the equations of motion for
the spatiotemporal dynamics of excitons in a quantum ki-
netic treatment. Due to the dimensionality of the prob-
lem, which consists of 2D delocalized carriers trapped
into a 0D potential, a challenge lies in the computational
feasibility. To slightly simplify the equations of motion
we will separate the dynamics within delocalized states
from the more interesting dynamics between delocalized
and localized states. We treat the delocalized states in a
time convolutionless approximation in the case of coher-
ent excitons and in Born-Markov approximation in the
case of incoherent excitons, while the capture dynamics
between delocalized and localized states is treated in a
full quantum kinetic calculation.
A. Exciton states with a localized potential
We will consider Mo-based TMDCs and treat the sys-
tem in the exciton basis with the exciton creation (an-
nihilation) operator Pˆ †K,v (PˆK,v) of center-of-mass mo-
mentum K with dispersion relation EK = E1s +
~2K2
2M
with the exciton mass M and the bound state energy
E1s in the valley v. In Mo-based TMDCs one can reduce
the attention to the optically bright K and K’ valleys in
the low-temperature limit when excited resonantly due to
the energetic separations to dark valleys, in contrast to
W-based TMDCs [3, 37, 38]. When choosing circularly
polarized light as the source of excitation, we can just
consider one of these valleys and drop the valley index
v. In addition we will consider a localized confinement
potential for the excitons, such that the excitonic Hamil-
tonian reads
H0 =
∑
K
EKPˆ
†
KPˆK +
∑
K,Q
V˜C,1s(Q)Pˆ
†
K+QPˆK.
In the exciton basis the confinement for the 1s-excitons
V˜C,1s is given by the Fourier transform of the effective
exciton confinement VC,1s. This is related to electron
and hole confinement by
VC,1s(R) =∫
|φ1s(r)|2
[
Ve
(
R+
mh
M
r
)
+ Vh
(
R− me
M
r
)]
d2r
where Ve and Vh are the confinement potentials for elec-
trons and holes, respectively, and φ1s is the wave function
of relative motion for the 1s excitons.
Considering not too strong confinement potentials and
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FIG. 2. Energy spectrum En,|l| of a considered localization
potential for angular momentum quantum numbers up to |l| =
19 with the parameters V0 = 60 meV and ∆R = 2 nm. States
of the same |l| are connected by lines as guide to the eye.
focussing on the energetically lowest states, we can re-
strict ourselves to the 1s excitons because then the ad-
mixture of other excitonic levels is unimportant due to
the huge binding energy in TMDCs. Additionally, we
take only confinement potentials which vary slowly on
the length scale of a unit cell, such that different valleys
are not coupled by the confinement potential.
By solving the Schro¨dinger equation∑
Q
(
EKδQ,K + V˜C,1s(K−Q)
)
Ψ˜x(Q) = xΨ˜x(K), (1)
we can change into the energy eigenbasis, in which the
excitonic Hamiltonian in the eigenbasis x is given by
Hx =
∑
x
xPˆ
†
x Pˆx, (2)
where the new exciton operators are Pˆ †x =
∑
K
Ψ˜x(K)Pˆ
†
K.
Here we focus on strongly localized potentials, which
are radially symmetric and of the form
VC,1s(R) = −V0 exp
(
− R
2
2∆2R
)
(3)
with the potential depth V0 and spatial width ∆R. We
will assume ∆R = 2 nm throughout the paper. An exam-
ple of the potential with a depth of V0 = 60 meV is shown
in Fig. 2, where the solutions of Eq.(1) are displayed. Be-
cause of the radial symmetry the wave functions can be
labeled by the angular momentum quantum number l
such that Ψn,l(R) = Ψn,l(R)e
ilφR . Thereby one finds
doubly degenerate states for |l| > 0. For such a small
∆R, we just find three bound states, one for l = 0 and
two degenerate states for l = ±1. For Ex > 0 a quasi-
continuum of delocalized states is found. Details of the
numerical implications of radial symmetry and the eval-
uation of eigenstates can be found in App. A.
3B. Interactions
Following Refs. [39, 40], for the phononic branches we
only take into account one effective optical and one effec-
tive acoustic branch, where all optical phonons around
the phononic Γ-point are combined with their mean op-
tical frequency and the same is done for the three types
of acoustic phonons. The optical phonon frequency is
taken as ~ωop = 34.4 meV and the dispersion for the
acoustic phonons is ~ωac = ~vsQ with the sound velocity
vs = 4.1 nm/ps. The free phonon subsystem is described
by
Hph =
∑
i,Q
~ωQ,ibˆ†Q,ibˆQ,i (4)
with the bosonic creation (annihilation) operator bˆ†Q,i
(bˆQ,i) of a phonon with momentum Q of branch i =
{op,ac}.
The Hamiltonian of the exciton-phonon interaction is
Hx−ph =
∑
x,x′,Q,i
gQ,iKxQx′ Pˆ
†
x Pˆx′
(
bˆQ,i + bˆ
†
−Q,i
)
. (5)
The exciton-phonon interaction coupling matrix element
gQ,i is derived from the difference between electron and
hole coupling, including the form factor for the excitonic
system. We here consider only the deformation poten-
tial interaction for both optical and acoustic phonons.
The parameters for the deformation potential coupling
are taken from Ref. [31]. By transforming into the en-
ergy eigenbasis the additional factor Kx,Q,x′ occurs with
KxQx′ =
∫
Ψ∗x(R)Ψx′(R)e
iQ·Rd2R.
In our simulations, we will consider excitons excited
by an optical laser pulse (typically a δ-pulse) in dipole
approximation. The interaction of the excitons with a
classical light field is then determined by the dipole ma-
trix element M1s projected onto the electric field E(R, t).
Assuming right-circularly polarized light, the exclusive
excitation of the K valley is a good approximation [3].
In rotating wave approximation the relevant part of the
electric field is given by E(R, t) = e+u(R)E(t) with
e+ = 1/
√
2(ex + iey) and the spatial and temporal fields
u(R) and E(t), respectively, [41] such that the coupling
strength is given by M1s = M1s · e+. In the energy
eigenbasis the light-matter interaction then reads
Hx−l = −
∑
x
MxE(t)Pˆ
†
x −
∑
x
(MxE(t))
∗
Pˆx, (6)
where we have introduced the effective dipole matrix el-
ement
Mx = M1s
∫
Ψ∗x(R)u(R)d
2R ∝
∑
K
Ψ˜∗x(K)u˜(K) .
where the spatial envelope u(R) is assumed to be only
varying on a mesoscopic scale such that it only acts on
the center-of-mass envelope Ψx. Note that in the last ex-
pression Ψ˜x(K) and u˜(K) are the spatial Fourier trans-
formations of their real-space counterparts such that only
K = 0 excitons are excited for a spatially homogeneous
light field.
C. Dynamic variables
To study the spatiotemporal dynamics of the exciton
capture, we will consider the time evolution of the density
matrix given by
ρxx′ = 〈Pˆ †x Pˆx′〉.
The full density matrix can be divided into a coherent
and an incoherent part [24, 30, 35, 42]. The coherent
occupation of excitons reads
Ncoh =
∑
x
〈Pˆ †x〉〈Pˆx〉 =
∑
x
|Px|2 , (7)
while the incoherent part of the density matrix is given
by
Nxx′ = δ〈Pˆ †x Pˆx′〉 = 〈Pˆ †x Pˆx′〉 − P ∗xPx′ (8)
resulting in the incoherent exciton occupation
Nincoh =
∑
x
Nxx . (9)
The total exciton occupation is then N = Ncoh +Nincoh.
Because we here consider only the low-density case, we
neglect all higher correlations of exciton operators [43].
D. Equations of motion for the polarization
We start by setting up the equations of motion for
the exciton polarization Px, which is already sufficient to
calculate the coherent exciton occupation Ncoh. Using
the Heisenberg equation of motion we obtain in second
Born approximation (2BA)
i~
d
dt
Px = xPx −MxE(t) (10)
+
∑
x′,Q,i
KxQx′
[
S
(P,+)
x′,i (Q) + S
(P,−)
x′,i (Q)
]
i~
d
dt
S
(P,+)
x′,i (Q) = (x′ − ~ωQ,i)S(P,+)x′,i (Q) (11)
+ nQ,i
∑
x
|gQ,i|2 (KxQx′)∗ Px
i~
d
dt
S
(P,−)
x′,i (Q) = (x′ + ~ωQ,i)S
(P,−)
x′,i (Q) (12)
+ (1 + nQ,i)
∑
x
|gQ,i|2 (KxQx′)∗ Px,
4where we have introduced the phonon-assisted polariza-
tions
S
(P,+)
x′,i (Q) := gQ,i〈Pˆx′ bˆ†−Q,i〉; S(P,−)x′,i (Q) := gQ,i〈Pˆx′ bˆQ,i〉
and the thermal Bose distributions of phonons nQ,i =
〈bˆ†Q,ibˆQ,i〉.
In 2BA all 2-phonon-assisted correlations have been
omitted [44]. However, this level of accuracy is most
likely insufficient to correctly describe the dynamics. For
optical signals and dephasing dynamics, we have shown
in Ref. [31] that 2BA produces unphysical results, espe-
cially for high temperatures, due to the strong exciton-
phonon interaction in TMDCs. A possible solution is to
take into account higher order correlations, but due to
the considered inhomogeneity, such an approach is nu-
merically not feasible.
To account for the influence of the higher order cor-
relation and still have a numerically feasible approach,
we split the states into localized and delocalized states.
Using the localized potential from Eq. (3), all states with
x ≥ 0 meV can be assumed to be delocalized. For the
delocalized states we then perform a time convolution-
less (TCL) approach for the phonon-assisted polariza-
tions. In Ref. [31], such an approach was introduced
and successfully used to describe polarization dynamics
of TMDCs and the related phonon-assisted spectra in the
homogeneous case. If x′ < 0, the states are considered as
localized and we will here use quantum kinetic equations
within a 2BA.
For the optical excitation, we set an initial condition
for the polarization by assuming a δ-like optical exci-
tation in time approximating an optical pulse which is
spectrally broader than the considered range of optically
active states. We choose t0 = 0 as the time of optical
excitation.
With this we obtain explicit formulas for the phonon-
assisted polarizations for the delocalized states x′ ≥ 0
(DL)
S
(P,+)
x′,i,DL(t) = nQ,i
∑
x
|gQ,i|2 (KxQx′)∗ Px(t)
× e
− i~ (x′−x−~ωQ,i)t − 1
− i~ (x′ − x − ~ωQ,i)
(13)
and for the localized states x′ < 0 (L)
S
(P,+)
x′,i,L(t) = nQ,i
∑
x
|gQ,i|2 (KxQx′)∗
×
∫ t
0
e−
i
~ (x′−i~Γx′−~ωQ,i)τPx(t− τ)dτ (14)
and analogously for S(P,−).
This special distinction between localized and delocal-
ized states can be reasoned as follows: In the equation of
motion for Px in Eq. (10) there is a sum over x
′ and there-
fore a sum over the oscillating exponential in Eq. (13). In
case of delocalized states, the sum over x′ is a sum over
a continuum of energies which results in a finite mem-
ory depth and therefore converges to a simple dephasing
rate at t → ∞ (compare Ref. [31]). In the case of a dis-
crete spectrum, the memory depth may be infinite in the
case of optical phonons and a TCL approximation is not
applicable anymore, which is linked to an infinite bath-
correlation time [45]. For a single excitonic level the TCL
is exact [46, 47], but the coupling between multiple dis-
crete levels by optical phonons may lead to instabilities
in the TCL formulation. Here, the 2BA leads to stable
dynamics.
The equation of motion in 2BA is additionally renor-
malized/damped by a damping rate Γx′ , which ap-
proximately takes into account higher-order correlations
[31, 48–50]. The damping rate is defined as
Γx =
1
Tav
∫ Tav
0
γx(t)dt
with
γx(t) =
1
~2
∑
x′,Q,i
|gQ,i|2|KxQx′ |2
×
[
(1 + nQ,i)
∫ t
0
exp
(
− i
~
(x′ − x + ~ωQ,i)τ
)
dτ
+ nQ,i
∫ t
0
exp
(
− i
~
(x′ − x − ~ωQ,i)τ
)
dτ
]
(15)
as derived in App. B. The definition of Γx can be un-
derstood as an average contribution from higher-order
correlations over a defined time period Tav (chosen as
2 ps throughout the paper which matches the simulation
duration). The averaging over a certain time is further
motivated by two aspects. Most importantly, the rates γx
of delocalized states rapidly converge to a quasistationary
value on a timescale of about 100 fs [31] such that an aver-
aged value is a good approximation. The rate only differs
from that quasistationary value on a timescale of tens to
hundreds of ps being much larger than the timescale of
any scattering event considered here. Secondly, the dom-
inant effect of spectral broadening is linked to delocalized
states as shown for quantum dots coupled to a wetting
layer by optical phonons [26, 51] while the purely dis-
crete contributions by localized states are approximately
averaged out and therefore do not induce problems like
in the TCL approximation as discussed above. We note
that while one could in principle introduce the completed
collision limit Tav →∞ in the compuation of Γx as done
in Refs. [48, 49], we nevertheless do not perform this ap-
proximation since we showed in Ref. [31] that such an ap-
proximation for acoustic phonons may overestimate their
effect on ultrashort timescales. We note that a change of
Tav in the range of picoseconds did not lead to a notable
change of the numerical results.
5E. Equations of motion for incoherent excitons
Next, we consider the dynamics of the incoherent ex-
citons. Since the dynamics of the occupation of coherent
excitons is already given by the polarization, we here
consider the dynamics of incoherent excitons Nxx′ [cf.
Eq. (8)]. Such incoherent excitons do not build up due
to the optical excitation, which initializes only a coher-
ent exciton density. Instead, exciton-phonon interaction
results in scattering and, thus, destroys the coherence of
the exciton, resulting in an incoherent exciton occupa-
tion. The corresponding equation of motion reads
d
dt
Nxx′ = − i~ (x′ − x)Nxx′ +
d
dt
Nxx′
∣∣∣
coh
+
d
dt
Nxx′
∣∣∣
incoh
.
The first scattering part ddtNxx′
∣∣∣
coh
describes the afore-
mentioned scattering from coherent into incoherent exci-
tons with
i~
d
dt
Nxx′
∣∣∣
coh
=∑
x¯,Q,i
(Kx¯Qx′)
∗
Px¯
(
S
(P,−)
x,i (Q) + S
(P,+)
x,i (Q)
)∗
−
∑
x¯,Q,i
Kx¯Qx (Px¯)
∗
(
S
(P,−)
x′,i (Q) + S
(P,+)
x′,i (Q)
)
.
It describes the temperature-dependent dephasing of the
polarization which is known as the polarization to pop-
ulation transfer [52, 53] and also the build-up of the po-
laron. Note that the second effect is only described by a
quantum kinetic formulation.
The scattering between incoherent excitons is summa-
rized as
i~
d
dt
Nxx′
∣∣∣
incoh.
=
∑
x¯,Q,i
Kx′Qx¯
(
S
(N,−)
xx¯,i (Q) + S
(N,−)∗
x¯x,i (−Q)
)
−
∑
x¯,Q,i
Kx¯Qx
(
S
(N,−)
x¯x′,i (Q) + S
(N,−)∗
x′x¯,i (−Q)
)
.
Here, we have defined the phonon-assisted exciton den-
sity matrix via
S
(N,−)
xx′,i (Q) = gQ,iδ〈Pˆ †x Pˆx′ bˆQ,i〉
with the correlation of incoherent excitons and phonons
δ〈Pˆ †x Pˆx′ bˆQ,i〉 = 〈Pˆ †x Pˆx′ bˆQ,i〉
− 〈Pˆ †x〉〈Pˆx′ bˆQ,i〉 − 〈Pˆx′〉〈Pˆ †x bˆQ,i〉.
The equation of motion of S(N) reads within 2BA
i~
d
dt
S
(N,−)
xx′,i (Q) = (x′ − x + ~ωQ,i)S(N,−)xx′,i (Q) (16)
+ (1 + nQ,i)|gQ,i|2
∑
x¯
(Kx¯Qx′)
∗
Nxx¯
− nQ,i|gQ,i|2
∑
x¯
(KxQx¯)
∗
Nx¯x′ .
Like before, we treat the dynamics within the delocal-
ized states separately. This corresponds to the case if
all states x, x′, x¯ in Eq. (16) are delocalized. Because
all equations of motion are linear, the separation can be
easily performed by
S
(N,−)
xx′,i,DL(Q) = S
(N,−)
xx′,i,DL(Q)
∣∣∣
DL
+ S
(N,−)
xx′,i,DL(Q)
∣∣∣
L
for x, x′ ∈ DL, DL being the subspace of delocalized
states (x ≥ 0). The variables S(N,−)DL (Q)
∣∣∣
X
obey the
equation of motion in Eq. (16) where the summations on
the right hand side are restricted to x¯ ∈ DL for X =
DL and to x¯ /∈ DL for X = L. Thereby S(N,−)DL (Q)
∣∣∣
DL
treats the scattering within the delocalized states, while
S
(N,−)
DL (Q)
∣∣∣
L
connects delocalized and localized states.
We treat the dynamics within the delocalized states
within a Boltzmann approximation as done in several
works on TMDCs in the homogeneous [30, 34, 35] and
inhomogeneous case [6, 54]. Using a Born-Markov ap-
proximation for S
(N,−)
DL (Q)
∣∣∣
DL
results in Boltzmann-like
transition rates (omitting the Cauchy Principal value re-
sulting in energy renormalizations) with
S
(N,−)
x,x′,i,DL(Q)
∣∣∣
DL
= −ipi(1 + nQ,i)|gQ,i|2
×
∑
x¯∈DL
(Kx¯Qx′)
∗
Nxx¯δ (x′ − x¯ + ~ωQ,i)
+ ipinQ,i|gQ,i|2
∑
x¯∈DL
(KxQx¯)
∗
Nx¯x′δ (x¯ − x + ~ωQ,i) .
All remaining correlations, i.e., S
(N,−)
x,x′,i for x /∈ DL∨x′ /∈
DL and S
(N,−)
x,x′,i,DL(Q)
∣∣∣
L
, are treated dynamically and can
be abbreviated as
i~
d
dt
S
(N,−)
xx′,i (Q) = (x′ − x + ~ωQ,i)S(N,−)xx′,i (Q)
+(1 + nQ,i)|gQ,i|2
∑
x¯∈Mx,x′
(Kx¯Qx′)
∗
Nxx¯
−nQ,i|gQ,i|2
∑
x¯∈Mx,x′
(KxQx¯)
∗
Nx¯x′
−i~ (Γx′ + Γ∗x)S(N,−)xx′,i (Q),
where
Mx,x′ =
{
{x¯|x¯ /∈ DL} if x ∈ DL ∧ x′ ∈ DL
{x¯} else
accounts for the fact that we treated transitions be-
tween delocalized states by a Markovian approxima-
tion. In these equations of motion we added a damp-
ing/renormalization Γx in analogy to Eq. (14) to ap-
proximately account for higher-order correlations. These
dampings mainly correct negativities in the density ma-
trix which can occur in 2BA. We never experienced vis-
ible negativities due to the Born-Markov approximation
6within the delocalized states even though in the case of a
non-diagonal density matrix the positivity is not strictly
guaranteed [55, 56]. On the other hand the introduced
Γx lead to the violation of energy conservation when con-
sidering the closed system of excitons and phonons [49].
We are nevertheless not interested in the phonon dynam-
ics and apart from that treat scattering within the delo-
calized states in a Born-Markov approximation because
these states could potentially lead to a large increase in
total energy. For the localized states we include Γx be-
cause some clearly visible negativities occur in 2BA which
are then weakened by inclusion of Γx (see App. C). Addi-
tionally we already showed that a damping of correlations
proved to be advantageous in the case of homogeneous
dephasing dynamics as studied in Ref. [31].
All in all we have presented a theory describing the
exciton-phonon interaction after ultrafast optical excita-
tion to study the spatiotemporal exciton dynamics in an
inhomogeneous system. In order to focus on capture pro-
cesses from delocalized to localized states, we separated
the dynamics within the delocalized subspace from the
full state space.
It is interesting to briefly compare the presented the-
ory of carrier capture to theories applied to conventional
III–V semiconductor heterostructures with an embedded
quantum dot potential [25, 51]. The presented theory is
similar in the sense that carrier-phonon correlations are
treated dynamically to describe non-Markovian features
of the capture process. Specific to the present case is,
that the carrier dynamics is treated within the excitonic
picture, therefore all Coulomb correlations are treated
exactly in the low-density limit. This is crucial for the
case of TMDCs because of the huge exciton binding en-
ergy. We here focus on localized excitons which we as-
sume to be formed by confinement of strongly bound
bulk 1s excitons such that the capture into the ener-
getically lowest excitons predominantly occurs from the
free excitonic 1s state. Direct capture from uncorrelated
electron-hole pairs is unlikely because of the large exci-
ton binding energy. In the case of III–V semiconductors,
the exciton binding energy is much smaller. Accordingly,
already localized single particle energies (without con-
sidering Coulomb interaction) lie below or in the range
of the bulk exciton binding energy, such that electron
and hole capture may be treated separately. This has
consequences for the capture process, because uncorre-
lated electron-hole pairs couple strongly by polar phonon
coupling, while polar coupling is ineffective for strongly
bound excitons due to large compensation of the charge
density. This means that the usually dominant Fro¨hlich
coupling of longitudinal optical phonons is weak for the
localized states of 1s excitons considered here.
III. DYNAMICS AFTER OPTICAL
EXCITATION
Having set-up the equations of motion, we now study
the phonon mediated carrier capture from the 2D delocal-
ized states into the 0D potential [cf. Eq. (3)]. As material
we consider MoSe2 with all parameters as in Ref. [31] and
focus on the low-temperature limit by setting T = 0 K
throughout the paper. To simplify the numerical calcu-
lations, we restrict ourselves here to radially symmetric
problems. We start by looking at resonant excitation of
the 1s exciton as used for experiments focussing, e.g., on
valleytronic applications [57–59].
To initialize coherent excitons in the system, we model
an excitation, which is quasi resonant to the 1s exciton
with an ultrafast pulse. The temporal shape of the pulse
is taken as a δ-function. The spatial form of the pulse is
taken to be Gaussian with
u(R) = exp
(−R2/∆2E)
with a spatial width of ∆E = 30 nm. We thereby
initialize coherent excitons proportional to Mx ∝∫
Ψ∗x(R)u(R)d
2R which mainly results in excitation of
delocalized excitons with energies around x = 0 meV,
because those have broad wavefunctions and only slow
spatial oscillations. For ∆R = 2 nm the fraction of di-
rectly excited localized excitons is low, since the pulse
is much broader than the localization potential. There-
fore, we initialize a situation where mainly delocalized
excitons are excited and the capture from delocalized to
localized states can be studied well.
A. Capture into localized potential
Figure 3(a) shows the dynamics of the coherent exciton
occupation Ncoh [Eq. (7)]. Let us first focus on the case
without potential, i.e., V0 = 0 meV (gray lines). After
the initialization an initial drop of the occupation occurs
followed by an oscillation of Ncoh. This behavior can
be linked to the formation of the polaron mainly due to
interaction with optical phonons. The formation of the
polaron is accompanied by a loss of coherence, i.e., by for-
mation of incoherent excitons. Figure 3 shows that about
25% of the optically excited (coherent) excitons are con-
verted to incoherent excitons on the timescale of about
100 fs, taking into account that the total number of exci-
tons is conserved under exciton-phonon interaction with
d
dt (Ncoh +Nincoh) = 0. The dashed line shows the calcu-
lation with only optical phonons (no acoustic phonons).
The scattering with acoustic phonons leads to an addi-
tional loss of coherent excitons on a slower time scale
compared to optical phonons, transforming even more
coherent excitons into incoherent ones. This is related to
the fact that the exciton-phonon correlations of acoustic
phonons relax to the Markovian limit on a much longer
time scale than for optical phonons [31].
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FIG. 3. (a) Dynamics of the occupation of coherent exciton
Ncoh for no potential (V0 = 0 meV, gray lines, ) and with
localized potential with depth V0 = 40 meV (blue lines) and
V0 = 60 meV (red lines). Dashed lines are calculations with-
out acoustic phonons. (b) Fraction of localized excitons Ncap
for the two potentials with d
dt
Nxx′
∣∣
incoh
= 0. Dotted lines
show the fraction of coherent, captured excitons Ncapcoh . The
inset shows the dynamics for V0 = 60 meV up to 2 ps.
Now we want to study the phonon-induced capture of
excitons into the localized potential. Therefore, we plot
the fraction of captured carriers, defined by
N cap =
∑
x∈L
〈Pˆ †x Pˆx〉/N = N capcoh +N capincoh ,
in Fig. 3(b). Note that both coherent and incoherent
excitons are included in the fraction of captured exci-
tons. To exclude very weakly localized states (being es-
sentially delocalized over the simulation range), we re-
stricted the summation of localized excitons to states
with x < −1 meV. In this calculation, we have switched
off ddtNxx′
∣∣
incoh
to focus on the capture from coherent
excitons. We will include scattering between incoherent
excitons in the next section.
In the first example we take a potential depth of
V0 = 40 meV, which has the lowest bound state at
1 = −20 meV. The dynamics for this potential (blue
curves in Fig. 3) is very similar to the case without po-
tential. When we look at Fig. 3(b), indeed, we find
that almost no capture into the potential takes place.
This is because of the lack of scattering due to optical
phonons, which is forbidden by energy conversation (re-
member that the optical phonon energy is 34.4 meV and
mostly excitons with x ≈ 0 meV are excited). Note that
the finite value of N cap at t = 0 is due to the excitation
condition, which excites a small fraction of localized ex-
citons. The small increase in occupation of the bound
states can be traced back to a very small population of a
weakly bound state at x = −2 meV by acoustic phonons,
which results in a weak additional dephasing of the co-
herent occupation.
In the second example we take a potential depth of
V0 = 60 meV (red curves in Fig. 3), which has the lowest
bound state at 1 = −32 meV. Here, scattering due to
optical phonons is possible. Indeed we observe an addi-
tional decrease in coherent population of about 19% on
a much slower timescale than the initial build-up of the
polaron. The additional decrease is linked to the cap-
ture of excitons into localized states as seen in Fig. 3(b),
where the drop in Ncoh corresponds to a rising N
cap.
This shows that the captured excitons are almost com-
pletely incoherent. In other words, during the scattering
into the localized potential the coherent excitons become
incoherent. This is confirmed by looking at the fraction
of captured coherent excitons N capcoh shown as a dotted
line in Fig. 3(b), which is very small for both potentials.
Another feature of the capture is that the trapped exci-
tons perform an oscillation with a periode of about 0.8 ps
ontop of a gradual increase (see inset in Fig. 3(b)), which
is most prominent when only optical phonons are consid-
ered (dashed lines). This is similar to the dynamics as
previously found for capture from a one-dimensional to
a zero-dimensional system [25] and to the dynamics in a
two-level system. The analogy of the two-level system is
actually applicable, because closer inspection reveals that
the capture results dominantly from one very weakly lo-
calized state with x = −0.4 meV which is coupled to the
localized state at 1 = −32 meV, while all other optically
excited states do not effectively couple to the strongly lo-
calized state.
Interestingly, the inclusion of acoustic phonon emis-
sion prevents the release of captured carriers, thereby
damping the oscillation [solid lines in Fig. 3(b)]. We note
that a direct population of the state with x = −32 meV
by acoustic phonons is essentially impossible due to the
small energy of acoustic phonons. Only the combination
of both phonon branches leads to the almost monotoni-
cally increasing capture. This can be interpreted again
within the analogy of the two-level system weakly cou-
pled with a dispersionless bosonic mode given by the op-
tical phonons, which results in Rabi oscillations. The
coupling leads to an energy splitting, which in our case
is of about 5 meV deduced from the oscillation period of
0.8 ps, such that acoustic phonons can lead to scatter-
ing between these split states thereby damping the Rabi
oscillations [60]. This is confirmed by looking at longer
simulation times, as depicted in the inset of Fig. 3(b),
where the dynamics up to 2 ps is plotted and a consid-
8erable damping of the oscillation can be seen when in-
cluding acoustic phonons. A similar relaxation like this
as a two-phonon process is known to be efficient in, e.g.,
carrier relaxation within a quantum dot [61]. Note that
in a two-level system coupled to a dispersionless mode
no real relaxation to the lower state can occur and only
Rabi oscillations would be seen. Here, however, the grad-
ual increase in captured density stems from coupling of
the weakly localized state to delocalized states [26, 51].
B. Influence of incoherent exciton scattering
Now we want to focus on the influence of scattering
between incoherent excitons on the capture dynamics.
In the previous section, we have already seen that due
to the polaron formation incoherent excitons are created
independently of the localization potential (cf. Fig. 3). In
particular, we want to examine if the scattering from the
delocalized incoherent excitons is also an efficient path
for capture.
The dynamics of incoherent excitons are of crucial
importance for optical experiments and optoelectronic
applications, where incoherent excitons are usually the
main source of luminescence [24, 30, 44]. While the co-
herent polarization Px is finite only for energies around
x = 0 meV, the incoherent excitons are generated at
high kinetic energies to compensate the negative in-
teraction energy due to the formation of the polaron
(even at 0 K). In the simulations a numerical cutoff of
x = 100 meV was necessary for converged results. We
emphasize that coherent excitons recombine resulting in
spontaneous emission, which usually leads to a very fast
decay of coherent excitons [33, 53]. This effect plays a
major role for delocalized coherent excitons after spa-
tially broad excitations and is neglected in this work,
while incoherent excitons usually decay on a much longer
timescale due to scattering outside the light cone [35].
Additionally we want to stress that the dominant capture
in Fig. 3 happened due to transitions from a very weakly
localized state to a strongly localized state. Transitions
from delocalized states with x ≥ 0 meV are found to be
very inefficient, making the study of incoherent exciton
capture even more important.
To focus on the influence of scattering of incoherent
excitons on the capture process, we display in Fig. 4
the fraction of excitons in localized states Ncap including
now scattering between incoherent excitons. As reference
point, we also include the curve, where this is switched off
( ddtNxx′
∣∣
incoh
= 0, corresponding to the former section).
For the potential with V0 = 40 meV, we find that
now the captured density increases from about 5% to
about 10%. Here all captured excitons stem from in-
coherent excitons which form due to the build-up of the
polaron. Without scattering between incoherent excitons
the captured density stays approximately the same over
the whole simulation duration. This underlines the im-
portance of the polaron at low temperatures, because it
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FIG. 4. Fraction of excitons in localized states Ncap calcu-
lated with (solid lines) and without (dashed lines) scattering
between incoherent excitons for V0 = 40 meV (blue curves)
and V0 = 60 meV (red curves).
leads to incoherent excitons with a broad energetic dis-
tribution, therefore leading to exciton capture quite in-
dependent of the specific energy of the localized state.
For the potential with V0 = 60 meV, the final amount
of captured carriers increases from about 17% to about
29% by considering scattering between incoherent exci-
tons. Also here we find that the influence of the scatter-
ing of incoherent excitons has a significant influence on
the capture rate.
C. Spatiotemporal dynamics
Within our non-diagonal treatment of the density ma-
trix we calculate the spatiotemporal dynamics for this in-
homogeneous problem providing a picture of the capture
dynamics in real space. As we have seen that the cap-
tured excitons are mainly incoherent, we plot the spatial
density of the incoherent excitons Nincoh(R) in Fig. 5 for
(a) V0 = 40 meV and for (b) V0 = 60 meV. This quantity
is given by
Nincoh(R) =
∑
x,x′
Ψ∗x(R)Ψx′(R)Nxx′
and is thereby directly linked to the non-diagonal el-
ements of the incoherent part of the density matrix.
Due to the radial symmetry Nincoh(R) only depends on
R = |R| and we multiply the density with R, such that
the area under the curve is a measure for the total num-
ber of incoherent excitons. Note that we used a disk of
a 50 nm radius as our simulation domain, such that the
density vanishes at R = 50 nm in any case (see App. A).
At early times the spatial density of the incoherent ex-
citons builds up from coherent exciton density. Accord-
ingly, the incoherent density follows the spatial profile
of coherent excitons and we see at t = 50 fs a Gaussian
profile in space (remember that we multiplied the den-
sity with R, such that at R = 0 a node occurs). Here,
we have mostly delocalized states, while due to the exci-
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(dashed lines) scattering between incoherent excitons for (a)
V0 = 40 meV (blue curves) and (b) V0 = 60 meV (red curves).
(c) Plot of the potentials.
tation already a small density at the potential is visible,
though no considerable capture took place [cf. Fig. 3(b)].
After some time, scattering into the localized states
takes place and accordingly, we see that the spatial den-
sity increases in the region of the localized potential plot-
ted in Fig. 5(c). The capture dynamics is very simi-
lar for both potentials of V0 = 40 and 60 meV. At the
edge of the simulation box, i.e. close to R = 50 nm,
one can see some spatial oscillations, which is a numer-
ical effect due to the wave packet interfering with the
reflected one at the boundary. This, however, does not
affect the capture dynamics since the localized states are
far away from the simulation boundary. The spatiotem-
poral dynamics shows, that the capture happens only lo-
cally, in consistency with previous findings on the locality
of capture processes in systems of lower dimensionality
[25, 27, 28, 62]. Further capture into the localized state
occurs when density from the outer regions of the sample
travel onto the potential leading to the gradual increase
of captured excitons in Fig. 4 for both potentials
It is interesting to have a closer look at the carrier
capture for V0 = 60 meV. Here, the capture process is
so efficient that after about 550 fs no incoherent density
is left in the direct vicinity outside the QD potential, as
shown in the inset of Fig. 5(b). By comparing the curves
without (dashed lines) and with (solid lines) scattering
between incoherent excitons, we see that this strong cap-
ture is only possible by the latter mechanism. We further
observe a small negativity in the density, which is a well-
known effect in 2BA. More details on the negativities can
be found in App. C.
We note that the high capture efficiency found in our
calculations is consistent with the experimental findings
for TMDCs that in spatially resolved photoluminescence
maps the regions in the vicinity of localized excitons show
strongly reduced emission from free exciton states [10].
IV. CAPTURE FROM PURELY INCOHERENT
EXCITONS
Having illustrated the importance of exciton capture
from incoherent excitons, we will discuss this capture
process in more detail by directly assuming an initial con-
dition for a purely incoherent exciton distribution. This
situation mimics an off-resonant excitation as in photolu-
minescence experiments, where first the excitons relax to
quasi-free 1s excitons and are then trapped [10, 19, 23].
We approximate this process by assuming that after opti-
cal excitation the excitons first relax to a quasi-stationary
distribution within the delocalized states of the 1s sub-
space and then capture processes set in.
We give the initial condition of incoherent excitons in
terms of the Wigner function
N(K,R) =
∑
Q
δ
〈
Pˆ †
K+Q2
PˆK−Q2
〉
eiQ·R
with
N(K,R) = N0 exp
−
(
~2K2
2M − E0
)2
2σ2E
 exp(− R2
2σ2R
)
with an energetic broadening σE , a spatial width σR
and a central energy E0. We take for the spatial width
σR = 15 nm and will vary E0 and σE . This value of
σR results in the same spatial width of the initial exci-
ton density as the optical pulse considered in the former
section because u(R)2 = exp
(−R2/(2σ2R)) holds. Af-
ter initialization, we transform the Wigner function into
the eigenbasis with the disk of 50 nm obtaining Nxx′ ,
while omitting all contributions where x, x′ are localized
states. Then we propagate the incoherent density using
the equations of motion derived in Sec. II.
A. Capture dynamics
The capture dynamics from an incoherent initial condi-
tion is shown in Fig. 6(a), where we assumed E0 = 0 meV
and σE = 10 meV and considered the potential with
V0 = 60 meV. We see that the fraction of captured exci-
tons shows a monotonic increase, which is almost linear
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FIG. 6. Exciton capture from an incoherent distribution for
V0 = 60 meV. (a) Fraction of captured excitons. (b) Spatial
dynamics of the incoherent exciton density at three snapshots
at t = 50 fs, t = 350 fs and t = 650 fs.
after about 0.2 ps. The linear increase can be traced
back to the broad spatial distribution of excitons, be-
cause excitons travel continuously into the vicinity of the
potential where they can be captured [27].
The corresponding spatiotemporal dynamics is dis-
played in Fig. 6(b), where we show RNincoh for t =
50, 350 and 650 fs. Also here, we observe a gradual
capture of excitons from the vicinity of the localized po-
tential leading to a depletion of delocalized excitons as
in the previous section.
B. Evaluation of the resonance condition
We will now turn to the question what determines the
efficiency of the capture process. We have already seen
that optical phonons provide the most efficient relaxation
channel. However, due to their constant energy, from a
semiclassical point of view an efficient capture can take
place only for matching energy conditions (i.e., when the
delocalized states are about one optical phonon energy
above the bound states). This is analogous to the phonon
bottleneck in quantum dots where strongly suppressed re-
laxation between discrete states was expected and mea-
sured [63, 64]. In conventional semiconductors it was
shown in quantum kinetic calculations that the presence
of the polaron, especially within the continuum of states,
in combination with the intrinsic local nature of capture
strongly broadens the energy selection rule [25, 26, 51].
While such an energetic broadening can be incorporated
in simplified models to enable simulations in systems of
low symmetry [28, 65], its quantitative value is of quan-
tum kinetic nature. Therefore, it is interesting to study
this effect in TMDCs and quantify the polaron-related
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FIG. 7. (a) Captured density as function of time for different
values of the lowest energy ˜1. The setup is sketched on the
right, where the excitonic states are marked as grey areas and
the initialized distribution as a red gaussian. (b) Capture rate
γc for the full calculation (blue dots) and without acoustic
phonons (black triangles). The red dashed line is a Gaussian
fit.
energy broadening in TMDCs.
For our simulations we take the potential with V0 =
60 meV, which has two localized states at 1 = −32 meV
and 2 = −10 meV. We then adjust the detuning between
the energetically lowest localized state and the scattering
continuum by artificially shifting the energy of the lowest
localized state by an amount δ to ˜1 = 1 + δ, while
leaving all other quantities unchanged. We also use the
unchanged energy 1 for the calculation of the damping
rate Γx. A sketch of our setup is given on the right
side of Fig. 7(a). We choose an initial distribution of
incoherent excitons with the central energy E0 = 10 meV
and a small energetic broadening of σE = 2 meV. Because
the energetic distribution is very narrow, energy selection
rules should result in a sharp resonance of the capture
efficiency at ˜1 = E0 − ~ωop ≈ −24 meV.
In Fig. 7(a) we plot the fraction of localized excitons
N capincoh = (N11 + 2N22)/Nincoh for different ˜1 as function
of time. Note that the state 2 stems from angular mo-
menta l = ±1 and therefore has to be counted twice. For
short times up to about 0.2 ps the capture process is very
similar for all ˜1 due to energy-time uncertainty. After
about 0.4 ps one can observe a linear increase strongly
dependent on ˜1 leading to different final values of N
cap
incoh.
We quantify the amount of captured carriers by the cap-
ture rate γc, which is obtained by a linear fit of the dy-
11
−16
−14
−12
−10
−8
−30 −20 −10 0 10 20
Im
(h¯
Γ x
)
(m
eV
)
εx (meV)
FIG. 8. Calculated energy renormalizations Im(~Γx) for the
state x = (n, l).
namics for times larger than 0.4 ps and summarize the
results in Fig. 7(b).
The capture rate as function of ˜1 shows a clear res-
onance behavior of the capture efficiency. However, the
maximum capture rate is obtained for ˜1 ≈ −20 meV,
which is significantly higher than the expected resonance
at ˜1 = −24 meV. To understand this, we have to con-
sider that transitions do not take place with respect to
the single-particle energies, but with respect to polaron-
shifted energies. These energy renormalizations are con-
sidered by Im (~Γx) in our calculations, which can be seen
by performing the completed collision limit resulting in
lim
Tav→∞
Im (~Γx) =
∑
Q,x′,i
|gQ,i|2P
( |KxQx′ |2
x − x′ − ~ωQ,i
)
=ˆ∆polx , (17)
where the latter expression is identified as the polaron
shift ∆polx calculated in second order stationary per-
turbation theory with the Cauchy principal value P.
The calculated renormalizations Im (~Γx) for the low-
est states are illustrated in Fig. 8. Remarkably, the
polaron shift depends sensibly on the considered state.
For the bound state at 1 = −32 meV, we find a po-
laron shift of about −12.5 meV, while for the delocal-
ized states around x ≈ 10 meV,the shifts are about
−10 meV. Accordingly, the difference in polaron shifts
is about 2 − 3 meV and brings the resonance seen in
Fig. 7(b) closer to its expectation. We additionally per-
formed simulations with an artificially decreased exciton-
phonon interaction for optical phonons indeed resulting
in a resonance at ˜1 = −24 meV (not shown here). We
conclude that in TMDCs the exciton-phonon coupling is
so strong that resonance-conditions as derived from un-
perturbed single-particle energies may be misleading.
Remarkably, the resonance found in Fig. 7(b) exhibits
a strong broadening of the resonance. This demonstrates
that there is no phonon bottleneck present even for an
energetically very narrow distribution within the delocal-
ized states. To extract the width of the resonance we fit
the curve by a Gaussian [dashed red line in Fig. 7(c)]
G(˜1) = G0 +A exp
(
− (˜1 − ˜0)
2
2σ2
)
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FIG. 9. Incoherent exciton occupations for the two lowest
localized states in the case of ˜1 = −36 meV shown in solid
lines, the same computation with N22 = 0 shown as dashed
lines and the calculation without acoustic phonons shown as
dotted lines.
From this we extract a broadening of σ = 5.4 meV.
Assuming that the observed capture results from a con-
volution of the capture rate with the initialized exciton
density with a width of 2 meV, we compute an energetic
broadening of the capture ¯ =
√
σ2 − (2 meV)2 = 5 meV
showing a strong broadening of about 15% of the opti-
cal phonon energy. We note that the broadening seen
in the above results is not solely related to the damp-
ing Γx introduced in the theory section which transforms
the δ-function selection rule of a semiclassical theory to
a Lorentzian selection rule, but is mainly a feature of the
quantum kinetic treatment.
Finally, we want to consider the offset of the capture
efficiency with respect to the resonance, leading to a fi-
nite capture rate even for ˜1 = −36 meV. To under-
stand the offset, we take a look at the dynamics of the
localized states 1 and 2 shown in Fig. 9 for the case of
˜1 = −36 meV. The dynamics of N11 and N22 show an
oscillation with a phase shift of pi which is a result of the
coupling by optical phonons leading to Rabi oscillations
between two discrete energy states.
We can now artificially turn off the capture into state
2, such that N22 stays zero (dashed lines). Then the oc-
cupation of the lowest bound state N11 stays very small
over the whole simulation range. This leads to the inter-
pretation that a strong capture into state 1 takes place by
the 2-step process via state 2. We additionally plot the
results without acoustic phonons as dotted lines showing
that the inclusion of acoustic phonons again leads to a
possible relaxation from state 2 to 1 by the same rea-
soning as in Sec. III A and thereby to the finite capture
rate in Fig. 7(b) for the highly off-resonant case. With-
out acoustic phonons we only observe a small increase of
N22 ontop of the oscillations because relaxation from the
continuum of states is possible by optical phonons.
When neglecting the influence of acoustic phonons on
the capture, this results in a strong reduction of the offset
and also in a reduced width of γc as shown in Fig. 7(c)
(black triangles) which can be fitted by σ = 4.2 meV
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resulting in ¯ ≈ 3.5 meV, being 1.5 meV smaller than in
the case with acoustic phonons. For highly off-resonant
capture scenarios acoustic phonons are able to channel
the capture process therefore effectively broadening the
capture resonance. Note that a linear fit after 0.4 ps in
the case without acoustic phonons is not reasonable for
˜1 < −28 meV because the dynamics of Ncap resembles
oscillatory dynamics rather than a linear dependence on
time. In any case the absolute values of N cap without
acoustic phonons are considerably lower in this range of
˜1.
V. CONCLUSION
In conclusion we have presented a quantum kinetic
treatment of exciton capture due to phonons in TMDCs.
In the derivation of the quantum kinetic equations of
motion using a non-diagonal density matrix for this in-
homogeneous problem we treated the dynamics within
the delocalized states by making use of well-established
theories,i.e. , the TCL approach and a Boltzmann-like
equation. For the dynamics which involve localized states
we used a damped second order Born approximation to
truncate the hierarchy of equations of motion.
By distinguishing between coherent and incoherent ex-
citons, we have demonstrated that the capture process re-
sults in incoherent excitons and that scattering between
incoherent excitons plays a major role. The analysis
of the interplay between optical and acoustic phonons
showed that for an efficient capture on the one hand an
optical phonon is emitted and on the other hand acoustic
phonons prevent the release of the captured carriers re-
sulting in a monotonically increasing capture. Addition-
ally, we discussed the spatiotemporal capture dynamics,
underlining the importance of scattering of incoherent
excitons with phonons for the carrier capture.
Focussing on a purely incoherent density, we further-
more showed that the resonance condition for capture
by optical phonon emission is considerably broadened in
quantum kinetic calculations. We related the resonance
condition of the capture rate to the strong polaron shifts,
which are different for every excitonic state. Addition-
ally, we discussed that an ultrafast relaxation mediated
by two subsequent phonon-emission processes including
acoustic and optical phonons becomes possible.
Our work sheds new light on the impact of exciton-
phonon interaction on the ultrafast spatiotemporal dy-
namics in TMDC monolayers, especially concerning lo-
calized excitons which are at the heart of TMDC appli-
cations in quantum information technology.
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Appendix A: Bound states and equations of motion
for radial symmetry
The bound excitonic states are calculated in real space
by solving[
− ∆r
2M
+ VC,1s(R)
]
Ψx(R) = xΨx(R).
with the exciton mass M = me+mh composed of the ef-
fective mass of electron me and hole mh. For the solution
we consider a disk of radius Rmax = 50 nm and solve with
Dirichlet boundary conditions with Ψx(|R| = Rmax) = 0.
Since the free solution without additional confinement
VC,1s is given by Bessel functions of the first kind, we
expand the wavefunction in Bessel functions which is a
good choice for spherical symmetric problems in which
Ψx(R) = Ψn,l(R)e
ilφ can be imposed with radial quan-
tum number n, angular quantum number l and R =
(R cos(φ), R sin(φ)).
While the equations of motion in the main text are
given for an arbitrary basis, the occuring summations
can be greatly simplified if the rotational symmetry of the
considered states is used. For calculation of the form fac-
tors Kx,Q,x′ it is instructive to use the Jacobi-Anger iden-
tity eix cos(φ) =
∞∑
n=−∞
inJn(x)e
inφ with the n-th Bessel
function Jn to arrive at
KxQx′ = i
l−l′K(n,l),Q,(n′,l′)e−i(l−l
′)φQ
with Q = (Q cos(φQ), Q sin(φQ)), x = (n, l) and
K(n,l),Q,(n′,l′) = 2pi
Rmax∫
0
Ψ∗(n,l)(R)Ψ(n′,l′)(R)Jl−l′(QR)RdR.
This allows one to redefine the dynamical variables,
e.g.,
S
(P,+)
n′l′,i (Q) :=
i−l
′
2pi
∫ 2pi
0
S
(P,+)
n′l′,i (Q)e
il′φQdφQ
in Eq. (11), because only l = 0 polarizations P(n,l)
are excited by a Gaussian beam without orbital an-
gular momentum. Since no quantity in the equa-
tion of motion for S(P,+) depends on φQ other than(
K(n,l),Q,(n′,l′)
)∗
ei(l−l
′)φQ , the integration over φQ can
be readily performed leading to the restriction l = 0 in
this case. This also shows that after coherent excitation
of the l = 0 coherence, no coherence of angular momen-
tum l 6= 0 is excited. We can therefore omit one summa-
tion, which leads to the equation of motion
i~
d
dt
S
(P,+)
n′l′,i (Q) =
(
λx′ − ~ωQ,i
)
S
(P,+)
n′l′,i (Q)
+ nQ,i
∑
n
|gQ,i|2
(
K(n,0),Q,(n′,l′)
)∗
Pn0.
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Here we made use of ~ωQ,i = ~ωQ,i and gQ,i = gQ,i in the
deformation potential approximation used here. Thereby
the φQ-integration and one summation over angular mo-
menta is eliminated. These redefinitions of dynamical
variables can be performed for all other quantities anal-
ogously. The most important implications of the used
symmetry are Nxx′ = N(nl)(n′l′)δl,l′ and Px = Pnlδl,0.
This redefinition of variables is independent of their spe-
cific treatment, i.e., it applies to the dynamics within the
delocalized states (DL) and localized states (L).
Appendix B: Damping due to higher-order
correlations
We here perform the derivation of the damping rate
Γx as introduced in Eq. (14). Considering higher order
correlations in fourth Born approximation (4BA) one ar-
rives at an additonal contribution for the phonon-assisted
polarization reading
i~
d
dt
S
(P,−)
x′,i (Q) = ...+
∑
x,Q′,j
gQ,igQ′,jKx′Q′xδ〈PˆxbˆQ,ibˆQ′,j〉
where we concentrate on T = 0 K for now. In that
case the equation of motion for the two-phonon-assisted
correlation reads
i~
d
dt
δ〈PˆxbˆQ,ibˆQ′,j〉
= (x + ~ωQ,i + ~ωQ′,j)δ〈PˆxbˆQ,ibˆQ′,j〉
+
∑
x′′
(
g∗Q,i
gQ′,j
(Kx′′Qx)
∗S(P,−)x′′,j (Q
′)
)
+
∑
x′′
(
g∗Q′,j
gQ,i
(Kx′′Q′x)
∗S(P,−)x′′,i (Q)
)
.
This correlation is now adiabatically integrated in a Born
approximation such that one can include its contribution
approximately without treating it as a dynamical vari-
able. This reads
δ〈PˆxbˆQ,ibˆQ′,j〉 = (B1)
− i
~
∑
x′′
g∗Q,i
gQ′,j
(Kx′′Qx)
∗fx,x′′,Q,i(t)S
(P,−)
x′′,j (Q
′)
− i
~
∑
x′′
g∗Q′,j
gQ,i
(Kx′′Q′x)
∗fx,x′′,Q′,j(t)S
(P,−)
x′′,i (Q)
with the introduced function
fx,x′′,Q,i(t) =
∫ t
0
exp
(
− i
~
(x − x′′ + ~ωQ,i) τ
)
dτ
where we chose t0 = 0 as the time of optical excita-
tion by a δ-pulse. Plugging this expression for the two-
phonon-assisted correlation into the equation of motion
for S
(P,−)
x′ (Q, i) shows that the Q
′ summation does not
contain dynamical variables for the second term on the
right hand side of Eq. (B1). Performing a random phase
approximation, the first term on the right hand side of
Eq. (B1) can be neglected. We therefore only consider
the second term on the right hand side where we ad-
ditionally only take into account the diagonal term for
x′′ = x′ in the equation of motion for S(P,−)x′ (Q, i) being
the only remaining term in the homogeneous limit lead-
ing to strong improvement of the dephasing dynamics in
Ref. [31]. These contributions then result in a damping
rate for the correlations according to
i~
d
dt
S
(P,−)
x′,i (Q) = ...− i~γx′S(P,−)x′,i (Q)
with the damping rate as introduced in the theory sec-
tion.
Appendix C: Influence of the damping
Below we compare two calculations with (2BA-D)
and without (2BA) the introduced damping rates Γx
in Fig. 10. We excite with a ∆E = 30 nm focussed δ-
pulse above a ∆R = 2 nm wide and V0 = 60 meV deep
QD potential and observe subsequent capture of carri-
ers. This corresponds to the dynamics shown in Fig. 4
and Fig. 5(b). One observes in Fig. 10(a) that the total
amount of captured excitons does not change much up to
0.6 ps, but that the final captured density is lower with
damping in 2BA-D and somewhat saturates in compar-
ison to the dynamics in 2BA. In Fig. 10(b) we plot the
occupation Nxx after 0.8 ps with both methods showing
that a substantial negativity around x = 5 meV builds
up in 2BA (green triangles) while in 2BA-D (red dots)
these strong negativities do not occur even though the
density matrix is still not positive definite. This explains
why the captured density increases without including the
damping at longer times. Since the equations of motion
in any case conserve the number of excitons, negativities
in the occupation lead to an overestimation of other occu-
pations which are usually the localized excitons, thereby
overestimating their population in 2BA. This can also be
seen in the spatial exciton density in Fig. 10(c) where
the incoherent density at t = 0.8 ps is plotted in analogy
to the case of Fig. 10(b) where one can see an increased
density within the potential at R ≈ 2 nm and a small but
spatially broad negativity for 5 nm≤ R ≤ 15 nm in the
case of 2BA compared to 2BA-D. Also a very small neg-
ativity is build up for 2BA-D, but considerably smaller.
This general feature is found also for the other studied
potential and excitation conditions.
Appendix D: Numerical details
We here discuss the implementation of the energy-
conserving δ-function for scattering within delocalized
states. For optical phonons no integral over a continuous
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FIG. 10. Comparison between 2BA and 2BA-D. (a) Fraction
of captured exciton density as in Fig. 4(a) with (solid red line)
and without (dashed green line) damping. (b) Occupation of
incoherent excitons after 0.8 ps with (red dots) and without
(green triangles) damping. (c) spatial density of incoherent
excitons after 0.8 ps with (red solid line) and without (green
dashed line) damping.
variable affects the δ-function such that we approximate
the δ-function by a Dirac sequence δ(x−E) ≈ δ¯x(x−E)
with δ¯x(x − E) = 1√2pi¯2x exp
(
− (x−E)22¯2x
)
. We choose
the broadening as
¯x = min
( |x±1 − x|
4
, 1 meV
)
such that in case of a quasi-resonant transition it is guar-
anteed that no states right above or below the resonant
state strongly contribute. The cut-off energy of 1 meV
guarantees that not too large broadenings are consid-
ered. While in homogeneous systems the numerical en-
ergy separations are given by the momentum discretiza-
tion ∆K, it is here given by the simulated disk radius.
We checked that the above definition does not change the
exciton dynamics considerably without confinement po-
tential when considering the cases with a Rmax = 50 nm
and a Rmax = 100 nm disk. Also the reduction of the
cutoff from 1 meV to 0.5 meV did not change the results.
For scattering with acoustic phonons the Q-integration
affects the δ-function and can therefore be eliminated
such that
∫
Q|gQ|2 (Kx′Qx¯)∗Kx¯Qx (1 + nQ) δ(x − x¯ + ~vsQ)dQ
=
x¯ − x
~2v2s
|gQ0 |2 (Kx′Q0x¯)∗Kx¯Q0x (1 + nQ0) Θ (x¯ − x)
with Q0 = (x¯ − x)/(~vs) and the Heaviside function
Θ. Because of finite discretization ∆Q, the value of the
integrand at Q0 is linearly interpolated.
For all given simulations we used a grid of 100 Q-points
with a cutoff Qmax = 6 nm
−1, lmax = 80 angular mo-
mentum states and a cutoff of x ≤ 100 meV for the
simulations on a Rmax = 50 nm disk.
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