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Abstract
By discarding the previous restrictive weak average distribution assumption on region sizes, we
have developed a new general probabilistic model on the regional voting (known as “direct popular
voting” in political science) and the national voting (typically, the electoral college), where we regard
the percentage of a candidate’s supporters in the nation as the probability of a voter voting for the
candidate. Our analysis demonstrates that the regional voting is always more stable than the national
voting, and that the stability margin of the regional voting always increases as the size of such par-
titioned regions decreases down to a certain critical value of region size, beyond which the stability
margin starts to decrease, asymptoting to a national voting level where the size of the partitioned
regions approaches the unit of voting cell so that the improved stability of the regional voting by
localizing the effects of noise into a restricted number of smaller effective areas will not be effective.
Our stability analysis remains valid over the entire range in size of the partitioned regions for regional
voting. We show that the regional voting asymptotes to the national voting in two extreme limiting
cases, when the region size decreases to a voting cell size and when the region size increases to the
size of the nation.
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1. Introduction
Voting is among the most common categories of distributed decision-making proce-
dures. Voting is most familiar from public life, when it is used to elect officials and decide
issues. There are many voting schemes. In daily life, the so-called national voting and the
so-called regional voting are the two most popular voting schemes. We resort to a national
voting, also known as a direct popular election, in selecting a mayor of our local com-
munities, for example, where we select the winner from among candidates directly by a
simple majority of the entire voting population. The regional voting on the other hand,
involves a more complex process whereby winners are determined by the majority of the
winning regions into which the entire national voting district is divided, as into prefectures
or states. The US presidential election, also being called as the electoral college, is a most
well-known example of regional voting scheme. The 2000 US presidential election has
rekindled interest in exploring the election system selection in political science. Is there
any advantage for the US presidential election to use an electoral college rather than a
simpler, more direct popular election?
As popular as voting schemes are, it is less well known that they are used as com-
putational models. In particular, they have been used in pattern recognition and machine
vision. Consider the cases of national voting scheme: a pixel-based matching approach
could be employed to define the similarities between frames in a video sequence so as to
construct video loops with apparently natural variation [1]; a perceptron that can be used
for the recognition of translation initiation sites in mRNA sequences is an example where a
weighted national voting approach is taken. The regional voting scheme has also many ap-
plications in scientific research. For example, in content-based image retrieval, the image
matching is always done by using more selective features from partitioned image blocks
rather than informative features extracted from an entire image without subdivision, i.e.,
“national” type features [2]. We see that different regions give rise to different hypothe-
ses, so that by combining all hypotheses rooted in all regions we shall then come up with
an overall decision. One of the simple partitioning is to divide the image into blocks of
equal size and “summarize” the dominant feature values, which could be taken as “region-
al” features, in each block to be used for matching purpose [3]. Keren gave an interesting
example of image “style” classification by regional voting approach [4] where he showed
how to determine the author of an image by firstly extracting, from each possible 9 × 9
sized block in the image, the features in the form of DCT coefficients, then labeling the
block by comparing the Bayes possibilities of the block belonging to different artists, and
finally determining the style of the entire image by a majority voting.1 Experiments [4]
1 Keren [4] uses a sliding window of size 9 × 9 to get the blocks so that the number of blocks used in voting is
very close to the number of pixels in the image, implying that Karen’s voting scheme is almost equivalent to the
extended regional voting which we will discuss in Section 3.3.
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showed that Keren’s method is able to yield results which agree very well with human in-
tuition. Keren also noticed that classification performance deteriorates significantly when
the size of the blocks is increased to 18 × 18.2 While many approaches in pattern recogni-
tion and machine vision can be viewed as regional or national voting procedures, it makes
sense to see which voting scheme performs better for pattern recognition. We believe that
there is a keen need for a proper explanation on the advantages/disadvantages of using re-
gional/national voting style approaches, and on how the size of a “block” in regional voting
affects the voting/matching performances.
While voting theorists in social science field are more concerned with the “fairness” of
social vote systems [5,6], such as universality criterion, monotonicity criterion, indepen-
dence of irrelevant alternatives criterion, citizen sovereignty criterion, and non-dictatorship
criterion, to name a few;3 it is known that one criterion always violates another one or
more, and Arrow’s impossibility theory [5] shows that there is no ‘perfect’ voting scheme
that meets all these criteria, implying that the selection of a voting scheme is, by necessity,
subjective.
We could see that, the fairness of the above criteria comes from the fact that they could
be used to reflect the democracy of a society that each voter and each candidate share and
retain the same amount of rights. But the criteria needed in democratic election systems
are not much of our concern here in scientific research such as pattern recognition and
image retrieval, where the concept of fairness is not directly relevant to the cells or pixels.
Our interest is concerned with the issue of stability, which in the context of voting can be
viewed as the robustness of these voting schemes to noise. To measure the robustness, we
use the maximum amount of noise that a voting system could accommodate before the
original winner selection is reversed. Noise here refers to factors or their combinations that
are capable of forcing the voters to change their minds from one to the other candidates.
This robustness feature in decision-making may find many applications in image and video
recognition. In the studies on voting theory and the applications, however, very little has
been done on the stability analysis of decision-making processes. Only some experimental
works are available showing that some special voting scheme is more reliable or more
stable than the others depending on specific applications [7–9].
We have made some progress on the stability analysis on the national and the regional
voting [10,11]. In [10], we succeeded in analyzing the stabilities of the voting processes
subject to an average distribution assumption where we set up a discrete model on a sim-
plest possible voting scheme with only two nearly competitive candidates with nearly equal
numbers of supporters. We have shown that the regional voting is always more stable than
the national voting against the concentrated noise which is applicable to image process-
2 Keren guesses that 5 × 5 and 3 × 3 would be too small to be useful for his image “style” classification,
although he has not done any experiment on these sizes (private communication).
3 These criteria guarantee, respectively, that voting should always find a winner between two alternatives or say
that there is a social indifference between them, that societal preference order should change only by (possibly)
promoting the same option if one individual voter modifies her or his preference order by promoting a certain
option, that societal preference of two alternatives should be independent of preferences for other options, that
every possible societal preference order should be able to be achieved by some set of individual preference ballots,
and that societal preferences should not depend only upon the preferences of one individual “dictator”.
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ing applications and that the stability of the regional voting should increase as the size of
subdivided regions decreases, as long as the regions are not too small to accommodate the
average distribution assumption [10]. The concentrated noise treated in the image process-
ing applies to damaged or polluted images due to ink blotting, leaking sunlight through
sunshade, carriers, or due to the electric noise at a certain period of times. The average
distribution assumption assumes homogeneity in distribution of supporters where the dis-
tribution of the numbers of supporters of different candidates in each region follows that
of the whole nation. By extending the analysis to a continuous model where we allow the
presence of both white noise and concentrated noise [11], we have succeeded in relaxing
the average distribution assumption to a weak average distribution assumption which as-
sumes the regions in regional voting are always large enough such that the dominating
relationship of the numbers of supporters among the candidates in each of the regions fol-
lows that in the whole nation, and showed that the conclusion on the improved stability
of regional voting over national voting and that of the regional voting with smaller sized
regions over the regional voting with larger sized regions remains valid as long as the weak
average distribution assumption is valid.
The average distribution assumption and the weak average distribution assumption share
the relationship of consistency.4 We believe the (weak) consistency assumption should hold
for many cases, but the validity may not extend to all the situations, especially to regions
involving very few voters, say only 2 or 3 voters, or even only 1 voter. On the other hand,
our experiments on facial recognition in both [10] and [11] convincingly demonstrated that
the “stability” of the regional voting decreases as the size of the regions decreases in a “not
too small” range. How can we set up an analytical model for this situation? This paper
is motivated to provide a general model capable of explaining the stability behavior that
has not been explained by previous models by discarding the restricted concept of (weak)
average distribution assumption.
To simplify the analysis, we will set up a noise-and-voting model using the simplest
vote counting scheme as the strategy for deciding the winner in national voting and also
the winner in each region in regional voting. Based on this model, we will show that the
regional voting is always more stable than the national voting, and that the stability margin
of the regional voting always increases as the size of each region decreases down to a
certain size beyond which the stability margin starts to decrease, asymptotes to a national
voting level where the improved stability due to localized effects of noise into a smaller,
more noise-concentrated area is lost. This is compatible with our physical intuition that the
localizing effect of the regional voting will be lost as the region size shrinks so that the unit
of voting cell and the region size are of the same order.
To relate the present analysis to practical applications in pattern matching, we need to
discuss the registration of objects for recognition. Pattern matching or recognition by pixel-
based (or single-voter based) vote counting encounters many difficulties if the registration
of an unknown object for recognition and an object in the training set is imperfect, particu-
larly so when the difference is large. Under these situations, it is not useful to compare the
4 The weak average distribution assumption is one of the most important, major criteria in evaluating a voting
system in political science, where it is called Consistency. If the voting system is not consistent, it may be
easily “manipulated” by government by constructing the strategically configured election districts [12].
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features or color values of an isolated pixel/cell on a pixel-to-pixel/cell-to-cell basis for ob-
ject recognition. This explains why, in many practical applications, the matching schemes
always take on more complex processes than pixel-based (or single-vote-based) vote count-
ing, where the matchings of characteristic features extracted from sets of pixels (or voters)
are called. The feature extraction schemes, such as principle component analysis (PCA),
Fourier transformations and Gabor transforms, play important roles in pattern matching ap-
plications. The PCA approach by an SVD, for example, has been a well-known method for
registration [13]; and it has been very successfully used for the facial recognition problem
[14].
Let G represent such a “global matching” process as PCA schemes or Fourier Trans-
forms which involves a more general process than the vote counting, allowing the vote
counting at its simplest case. In the regional matching scheme r(G), we make a final de-
cision by a simple majority of the winning regions using the “winner-take-all” principle
within all the regions of the pre-partitioned nation. Here the winner of each pre-partitioned
region is determined by employing G on the region. Although our model, and the conclu-
sion thereof on stability of national and regional voting schemes obtained thereafter, are
based on the analysis on the simplest vote counting scheme, we expect the model remains
valid for the general national matching schemes G and their regional matching versions
r(G). Consequently, we will pose a conjecture in this paper that our model is valid in
general decision-making processes, where feature extraction schemes are used in place of
simple vote counting for determining a winner in national matching and also in each region
for regional matching. An experimental verification of our theory presented in Section 4.3
(Example 2) is carried out by exploiting the PCA approach in both national matching
scheme G, and its regional matching version r(G).
The rest of the paper is constructed as follows: We introduce the basic terms in Section 2.
The main theorems regarding the stability are given in Section 3. We list the conclusions
derived from the main theorems on improved performance of regional voting and its rela-
tionship to region sizes in Section 4, along with the conjecture on the validity of our model
for more general matching processes using complex feature matching schemes in place of
simple vote counting for determining the winners in nation for national matching and also
in each region for regional matching. The experimental verifications of our conclusions are
also given in Section 4. The discussions on the applicability of the model and future work
are given in Section 5.
2. Basic model & assumption
2.1. Basic model
(1) We simplify the voting model to a simplest two candidate system of A and B . The
nation is represented by a rectangle area comprising l × w = N (l and w being positive
integers) unit cells, where a cell is the atomic unit of voting, that is, one cell comprises one
vote. The voting for candidates A and B of a cell, is defined as a selection either for A or
B . Let α and β denote the percentage of the (total) votes which candidates A and B get
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from the whole nation in the absence of noise; we have α + β = 1; In the absence of noise
candidate A wins in the national voting, so that we have 1 > α > β > 0.5
As we consider the voting in a nation having a reasonably large size of voting popu-
lation, we could regard α (or β) as the probability of the votes for candidate A (or B)
when we arbitrarily choose one voter in the nation.6 This implies that in a large subset of
the entire nation, the rate of A supporters should maintain the same rate throughout the
nation.7
(2) For regional voting purpose, the rectangular nation is divided into equal shaped
rectangles, called regions of size rl × rw (rl and rw being positive integers), where l and w
are divisible by rl and rw independently.
(3) The national voting is implemented over the entire nation, a winner in the national
voting is decided by a simple majority of the votes throughout the nation; a winner in the
regional voting is decided by the “winner-take-all” principle namely by a majority of the
winning regions, where the winner of each region is determined by a simple majority of
votes within the region.
(4) The noise is defined as a change of environment that enforces a change of voting
result. When subjected to noise, the votes of some of the cells will undergo a change from
A to B , some from B to A, and others may remain unchanged. The noise that influence
votes to change from A to B (or B to A) is called anti-A noise (or anti-B noise). A vote
which undergoes a change from A to B (B to A) is called an anti-A noise contaminated
vote (anti-B noise contaminated vote).
(5) Two types of noise caused by independent, known or unknown, sources are consid-
ered; concentrated noise which influences the votes within a block(s) of cells, and white
noise that is distributed uniformly and randomly over the whole nation.
(6) A set of anti-A white noise (or anti-B white noise) is dispersed uniformly over the
nation, producing a uniform chance of converting A to B (or B to A). The result of white
noise thus could be regarded as a change in the probability of voting for A from α to a new
value, and a change in the probability of voting for B from β to a new value accordingly.8
(7) A set of anti-A concentrated noise (or anti-B concentrated noise) is defined as the
union of non-overlapped rectangle blocks of size nl ×nw , on each of which all the votes for
A (or B) will be changed to B (or A). The corresponding union of these rectangle blocks
is called a noise concentrated area, and nl × nw is called the size of noise blocks.9
(8) In accordance with the above two types of noise, the anti-A noise contaminated votes
(anti-B noise contaminated votes) comprise also two different types depending on the noise
types, namely the anti-A concentrated noise contaminated votes (anti-B concentrated noise
5 In the later section, we will see that A will also win the regional voting in a noise free environment.
6 This is a direct consequence from Borel’s strong law of large numbers [15], which ensures the frequency of
occurrence of an event to converge to the probability of the event with probability 1.
7 Note that, as we have discarded the weak average distribution assumption, this paper does not regard a region
as a large or “large enough” subset of the nation any longer in the analysis.
8 It is obvious that the union of a set of white noise is also a set of white noise.
9 Intuitively, the “white noise” is isolated and scattered randomly over discrete “points” of the nation while
“concentrated noise” is distributed over connected, continuous areas which may be randomly distributed across
the nation.
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contaminated votes) and the anti-A white-noise contaminated votes (anti-B white-noise
contaminated votes).
Notice that, when both of white noise and concentrated noise coexist, some noise con-
taminated votes may belong to both of these two types, as it will be seen in the proof of
Theorem 1. As white noise is dispersed uniformly over the nation, the ratio of A (and that
of B) supporters subjected to white noise in an arbitrarily chosen large area of the nation
should be equal to that in the whole nation. This implies that a percentage of white noise
contaminated votes in the noise concentrated area should not change from that in the whole
nation. This is useful in computing an overlap of white noise contaminated votes and con-
centrated noise contaminated votes. It is understandable because the noise concentrated
area can be considered as reasonably large.
(9) We call a region concentrated noise polluted if and only if the conjunction of the
region and the noise-concentrated area is not empty.
(10) Because we are interested in computing the lower bounds of the voting stabil-
ity throughout this paper, we consider only the anti-A noise in the analysis. Thus anti-A
noise, anti-A concentrated noise, anti-A white noise, anti-A noise contaminated votes are
referred to as noise, concentrated noise, white noise, or noise contaminated votes here-
inafter, respectively.
(11) ℵc and ℵw denote the number of concentrated noise contaminated votes, and the
number of white noise contaminated votes separately.
The two-candidate election system we adopt in this paper is not as restrictive as it looks,
because as we will show in Section 5.1.2 the result of the conclusion is still valid for a
multi-candidate model involving three or more candidates.
2.2. Assumption
We always assume that both the voting population of a nation and the amount of noise
are large so that both the total number of noise contaminated votes and the noise concen-
trated area are large. It is important to note that we no longer assume the voting population
of subdivided regions to be large compared with the nation’s population.
Assumption (Basic Assumption). In the absence of concentrated noise, the percentage of
A (or B) dominated regions among all the regions, or among a set of a large number of
arbitrarily chosen regions which may or may not be neighbored, is equivalent to the chance
that A gets more votes than B does (or B gets more votes than A does) in any region.
The word “arbitrarily” in choosing regions here, and also in the lemmas below, is used to
indicate that a selection process/approach is independent of any knowledge on the specific
distribution of A or B supports on the chosen regions other than that of the whole nation,
and also independent of the sources of white noise if white noise is present.
This assumption implies that:
Lemma 1. In the absence of both white and concentrated noise, among a set of a large
number of arbitrarily chosen regions in the nation, the proportion of A and B dominated
regions PA and PB can be computed by
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 rl rw2 ∑ ( )  rl rw2 ∑ ( )
PA =
y=0
rlrw
y
βyαrlrw−y, PB =
y=0
rlrw
y
αyβrlrw−y .
Together with the definition of white noise in previous section, the Basic Assumption
also implies that:
Lemma 2. In the presence of only white noise, in a set of a large number of arbitrarily
chosen regions in the nation, the proportion of A and B dominated regions, P ′A and P ′B ,
can be computed by
P ′A =
 rl rw2 ∑
y=0
(
rlrw
y
)
β ′yα′rl rw−y, P ′B =
 rl rw2 ∑
y=0
(
rlrw
y
)
α′yβ ′rlrw−y,
where, α′ and β ′ are the percentage of the votes for A and for B , in the presence of white
noise.
A region is referred to pro A (A dominated) or pro B (B dominated) if A dominates B
in the region or B dominates A.
Of course, we have PA + PB = 1, and P ′A + P ′B = 1.
We could notice that PA
PB
→ ∞, when rlrw → ∞ and α > β ; this is what the weak
average distribution assumption says. But here we cannot claim that rlrw → ∞ is always
true, as the size of the regions can be small.
The fact that PA > PB if and only if α > β , simply says in noise free environment, both
of national and regional voting select the same candidate.
We should regard the set of concentrated noise polluted regions as a set of “arbitrarily”
chosen regions discussed in the above Basic Assumption, because concentrated noise also
have to be “random”, although they occur in the form of concentrated blocks. This is to say,
the above lemmas should be valid for the set of concentrated noise polluted regions. Thus,
although among the concentrated noise polluted regions, some of them should be originally
“A” dominating and some originally “B” dominating, the proportion of originally “A”
dominating regions in all the concentrated noise polluted regions equals that of all the
regions of the nation.
3. Main theorems
3.1. The stability of national voting
Theorem 1. The national voting will preserve the original candidate A iff
ℵc + ℵw × N − ℵc/α
N
<
α − β
2
× N.
Proof. Given the number of anti-A concentrated noise contaminated votes ℵc, the size of
anti-A noise-concentrated area can easily be calculated as ℵc/α. Among ℵw anti-A white-
noise contaminated votes, ℵc/α
N
× ℵw votes come from the anti-A noise-concentrated area.
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It is easy to see that ℵc/α ×ℵw votes are overlapped between ℵc anti-A concentrated noiseN
contaminated votes and ℵw anti-A white-noise contaminated votes. The national voting is
able to preserve the original candidate selection, if and only if the number of overall anti-A
noise contaminated votes is less then α−β2 × N . 
3.2. The stability of regional voting
Theorem 2. (1) The original candidate selection of the regional voting will be retained if
ℵc <
nlnw
rlrw
(nl−1
rl
 + 1)(nw−1
rw
t + 1) ·
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) · α · N,
and
ℵw < (α − β)/2 × N.
(2) The candidate selection of regional voting could still be preserved on lucky cases
when
nlnw
rlrw
(nl−1
rl
 + 1)(nw−1
rw
 + 1) ·
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) · α · N
 ℵc < PA(ℵw) − PB(ℵw)1 + PA(ℵw) − PB(ℵw) · α · N;
and
ℵw < (α − β)/2 × N,
where PA(ℵw) and PB(ℵw) denote the percentages of pro-A and pro-B regions under
white noise, and can be calculated as
PA(ℵw) =
 rl rw2 ∑
y=0
(
rlrw
y
)
(β + ℵw/N)y(α − ℵw/N)rlrw−y,
PB(ℵw) =
 rl rw2 ∑
y=0
(
rlrw
y
)
(α − ℵw/N)y(β + ℵw/N)rlrw−y .
Proof. If ℵw < (α − β)/2 × N , it is easy to see that PA(ℵw) > PB(ℵw), and thus the
regional voting is able to preserve the original candidate selection in the absence of con-
centrated noise.
(1) Suppose that the rate of concentrated noise polluted regions is X (0  X  1).
According to Lemma 2, we could know that PA(ℵw) portion of these concentrated noise
polluted regions are pro-A regions and PB(ℵw) portion are pro-B regions originally in the
presence of white noise only. Then when X + (1 − X)PB(ℵw) < (1 − X)PA(ℵw), i.e.,
X <
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) ,
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the number of pro-A regions should be still larger than the number of pro-B regions, even
if we regard all concentrated noise polluted regions as pro-B regions, while actually in all
possibility some of them still remain pro-A in practice. Thus, the regional voting should
be able to preserve the original voting selection when
X <
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) .
Noticing that a noise block of size nl × nw can be partitioned into at most (nl−1rl  +
1)(nw−1
rw
 + 1) different regions, we have:
Sr
Sc

(⌈
nl − 1
rl
⌉
+ 1
)(⌈
nw − 1
rw
⌉
+ 1
)
rlrw
nlnw
,
where Sr = X · N is the total size of concentrated noise polluted regions within the na-
tion, and Sc denotes the total size of noise concentrated area. To meet the requirement
on X of
X <
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) ,
we only need the following inequality:
|Sc| <
nlnw
rlrw
(nl−1
rl
 + 1)(nw−1
rw
 + 1) ·
PA(ℵw) −PB(ℵw)
1 + PA(ℵw) − PB(ℵw) · N.
Substituting the relation of ℵc = |Sc| × α, the conclusion of item (1) of Theorem 2
follows.
(2) To prove item (2) of Theorem 2, it is sufficient to consider the case when the
size of the noise concentrated area equals the total size of concentrated noise polluted
regions. 
3.3. Extended regional voting
In Theorem 2 above, the ceiling operations are used to develop a sufficient condition
of stability that constitutes a worst possible condition whereby each of the noise blocks
pollutes a maximum number of regions. It is unlikely that the worst situation for each
noise block happens at the same time. Some appropriate averaging will be introduced here
by shifting the partitions with noise distribution fixed.
Geometrically, we could regard the pair of the opposing edges along the outer boundary
of the rectangular nation glued so that they are to glide onto the other end as we move
across the boundary allowing a total of rl × rw different partitions by merely shifting all
of the horizontal and vertical boundaries of the regions. Taking into consideration of all
the rlrw different partitions which result as a total of rlrw × N/(rlrw) = N different re-
gions, Extended Regional Voting is defined as the regional voting where the winner is
selected by a majority of the winning regions from among the N regions rather than from
K = N/(rlrw) regions as a result of shifting operations. The following theorem shows the
improved result:
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Theorem 3. The extended regional voting will retain the candidate selection if :ℵc < nlnw
(rl + nl − 1)(rw + nw − 1) ·
PA(ℵw) −PB(ℵw)
1 + PA(ℵw) − PB(ℵw) · α · N
and
ℵw < 12 (α − β)N,
where PA(ℵw) and PB(ℵw) are calculated as they are in Theorem 2.
Proof. To prove the theorem, we must show that, among all the possible rlrw different
partitions, each of the nl × nw sized noise block is capable of contaminating a total of
(nl + rl − 1)(nw + rw − 1) different regions. We only consider the case of nl  rw and
nw  rw here. For an nl × nw sized noise block, among all the possible rl × rw partitions,
there are rl − nl + 1 partitions, that divide the block into nwrw  different regions, and also
rl −nl +1 partitions that divide the block into 1+nw−1rw  different regions, . . . , rl −nl +1
partitions divides it into . . . , 1 + nw−rw+1
rw
 different regions. We can find another nl − 1
partitions where each can divide the block into 2nw
rw
 different regions, and nl − 1 parti-
tions each can divide the block into 2 + 2nw−1
rw
 different regions, . . . , nl − 1 partitions
divide the block into 2 + 2nw−rw+1
rw
 different regions. Summing up all the possible terms
above, a noise block of size nl × nw will be divided into (nl + rl − 1)(nw + rw − 1)
different regions for all the rl × rw different partitions. Fig. 1 illustrates the case of
nl = 5 < rl = 9 and nw = 11 > rw = 4. Shifting the partitions from bottom up, we see
immediately that the partitions through the solid dots of the first line divide the noise block
into nw
rw
 regions, while those of the second line divide the noise block into 1 + nw−1
rw

regions, . . . ; the partitions through the crossed points of the first line divide the noise block
into 2nw
rw
 regions, while those of the second line divide the noise block into 2 + 2nw−1
rw

regions, . . . .
Let the total size of noise concentrated area be Sc . Now, counting all the polluted regions
by the extended regional voting, the total size of all the concentrated noise polluted regions
Sr can be computed by:
|Sr |
|Sc| 
(nl + rl − 1)(nw + rw − 1) × rlrw
nlnw
.
Let X (0  X  1) be the rate of concentrated noise polluted regions among all the N
regions of this extended regional voting. As shown in the proof for Theorem 2, when
X + (1 − X)PB(ℵw) < (1 − X)PA(ℵw), i.e.,
X <
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) ,
the number of pro-A regions should be still larger than the number of pro-B regions, even
if we take all concentrated noise polluted regions as pro-B regions. Thus, the extended
regional voting should be able to retain the original voting selection, when
X <
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) .
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Since X and Sr is related by X = |Sr |/(rlrwN), the above requirement on X can be
expressed as
|Sr | < (PA(ℵw) − PB(ℵw)) × rlrw × N1 + PA(ℵw) − PB(ℵw) .
This should be satisfied, when
|Sc| < nlnw
(nl + rl − 1)(nw + rw − 1) ·
PA(ℵw) − PB(ℵw)
1 +PA(ℵw) − PB(ℵw) · N.
Noting that ℵc = |Sc| × α, we have proved the theorem. 
4. Conclusions and examples
4.1. Conclusions
Fig. 2 illustrates the number of noise contaminated votes that regional and national vot-
ing can accommodate before the original pro-A decision is reversed. We are using extended
regional voting in the figure so as to see an averaged situation. Nearly equilibrium cases of
α − β = 0.02 are treated in the figure. Several typical sections of the surface in Fig. 2 is
shown in Fig. 3.
We could see that, as the size of subdivided regions decreases, the number of noise
contaminated votes a regional voting can accommodate increases continuously up to a
certain point then starts to decrease sharply until it asymptotes to that of the national voting
where the unit of voting cell and the region size are of the same order so that the improved
stability of the regional voting by localizing the effects of noise into a restricted number of
smaller effective areas may not be fully utilized in the limit.
It may seem that for very large regions with small white noise, the stability margin for
the regional voting looks smaller than that of the national voting for concentrated noise.
This is due to the upper ceiling operations we have adopted in the analysis for obtaining
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the largest number of concentrated noise polluted regions in the worst case, and also due
to our regarding all of the concentrated noise polluted regions as pro-B regions in regional
voting (see proofs of Theorems 2 and 3) so that only those regions that remain entirely free
of noise contamination are counted to remain pro-A.
In fact, many of the pro-B transformed regions still remain pro-A, though they are
polluted by concentrated noise. Evidently this overestimation is most serious when the
size of regions is large where the regional voting asymptotes to the national voting with
the size of regions increasing to the size of the nation. We expect that, if the effect of
over estimation of the concentrated noise polluted regions is properly taken into account,
the stability margin for the regional voting with large sized regions will be found to be
larger than that the formulas in Theorems 2 and 3 show, elevating the surface of Fig. 2
representing the regional voting slightly up from the peak point to the right-back corner
(consequently, the curves in Fig. 3 will be elevated slightly up from the peak points to
the right ends). Thus, we conclude that the regional voting is always more stable than the
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national voting, and that the regional voting asymptotes to the national voting in both of
the two extreme limiting processes, when the region size increases to that of the nation as
well as when the region size decreases to the unit size of a vote.
The advantage of the regional voting can be more easily understood from the physical
insight: in the regional voting, we can localize the effects of concentrated noise into a re-
stricted number of smaller regions leaving all other regions unaffected. We could see that
the sets of and the total sizes of concentrated noise polluted regions, which are the regions
for surrounding the concentrated noise, differ with different partitions. The extended re-
gional voting actually takes an average of the numbers of noise polluted regions. It also
shows that we may be able to find a best partition for the regional voting, if the distribution
of concentrated noise is fixed.
In all likelihood, as our theorems show that in the absence of concentrated noise, both
of national voting and regional voting are able to accommodate the same amount of white
noise 12 (α − β)N , partitioning a nation into regions does not have any influence in localiz-
ing the effect of white noise on stability. These situations are illustrated as the front bottom
line, which is a joint line of the surface representing regional voting and the surface repre-
senting national voting, in Fig. 2. But we believe that these “pure” situations are unlikely
to occur; because such a situation actually means that the noise is dispersed uniformly
over the nation without any exception, which makes the noise sound too regular and too
predictable to be “random” noise.
Thus, we claim here:
(1) The regional voting is always more stable than the national voting. (So, an electoral
college is always more stable than a direct popular election in selecting a president!10)
10 President George W. Bush might be happy to confirm this :-).
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(2) For the regional voting, the larger the number of the regions of partitions, the number
of noise contaminated votes we can accommodate without changing the original voting
results keeps increasing continuously up to a certain limit but across this point, the stability
margin keeps decreasing until it asymptotes to that of national voting with the size of
each region equals to 1. This limit is realized at the largest possible size of the subdivided
regions.
(3) For the regional voting with fixed region size, in the case that the distribution of
noise-concentrated area is fixed, we can try different partitions so as to find a best parti-
tioning scheme that can localize the noise into a least number of polluted regions.
4.2. Conjecture
We believe that the above conclusion related to national and regional version of match-
ing still remain valid even when the decision making process involves complicated match-
ing schemes such as feature matching by PCA method. That is:
(1) The regional matching is always more stable than the national matching.
(2) For the regional matching, the larger the number of the regions of partitions the
more noise contaminated votes we are able to accommodate without changing the original
voting results up to a certain limit. When the number of regions further decreases, the noise
contaminated votes it can accommodate will decrease.
4.3. Experiments
Example 1. The first example relates to the white-black mixed flag that we have used
in papers [10,11], which we want to recognize either as a white-dominated or a black-
dominated flag (see Fig. 4 for illustration where the cells in the figure denote a smallest
unit of a “pixel”). The size of the “nation” is 24×15 cells, and the original white-dominated
flag, with 207 “white” cells and 153 “black” cells, is given as in Fig. 4(a). As explained in
paper [10] the noise is introduced, transforming the flag into Fig. 4(b). As it is mentioned
in paper [10], if 4×5 regions are used in regional voting, the original selection of a “white”
dominated flag would still remains valid, while the national voting will reverse the results
of candidate selection from “white” to “black” dominated; and the 3 × 3 size regional
voting could maintain the selection by even better margin.11
We now try to perform the regional voting with further small regions, as indicated in
Table 1. A smaller regional voting of 2 ×3 sized regions corresponds to the situation in our
theorems that the size of the regions is too small crossing a certain limit where the margin
of noise accommodation starts to decrease. In this case, “White” and “Black” win the same
number of regions. At the extremity, the regional voting is exactly the same as the national
voting when we use only 1 cell as a region. The result will be “White” wins 172 regions,
and “Black” 188. It is surprising that the present analysis is able to explain the details of
the stability diagram.
11 In 4 × 5 regional voting, “white” wins 9 regions, while “black” does so in 6 with 3 regions tied; these two
numbers are now 25 and 15 in 3 × 3 regional voting. We see 9/6 < 25/15.
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Fig. 4. “White” or “Black” dominated?
Table 1
Dominating property of regional voting
Region size 6 × 5 4 × 5 6 × 3 3 × 3 2 × 3 3 × 1 2 × 1 1 × 1
W 7 9 11 25 23 60 50 172
B 5 6 7 15 23 60 58 188
W ≡ B 0 3 2 0 14 0 72 0
W+ W≡B2
W+B+W≡B 0.5833 0.5833 0.6 0.625 0.5 0.5 0.478 0.478
W, B and W ≡ B denote the numbers of “White” winning, “Black” winning and tied-up regions.
Table 2
Matching result of human faces
Number of correctly Size of regions for regional voting National
recognized faces 40 × 30 20 × 30 10 × 30 10 × 15 5 × 5 2 × 3 matching
Lower noise level 6 10 15 16 16 15 5
Higher noise level 1 1 2 2 6 2 1
Example 2. The experiments on facial recognition of 16 people’s images12 at a lower and
a higher noise levels as shown in Fig. 5(a) and (b) have been carried out in [10]. We use
noise-free images in training and these noise polluted images in testing.
The size of each picture is 80 × 120. As it is explained in [10], we use Turk and
Pentland’s PCA scheme-based eigenface approach as the fundamental national matching
scheme, and also as the way to determine the winner in each region in regional matching
scheme. The recognition rates of both lower and higher noise level images with national
matching and regional matching styles are demonstrated in [10], and are shown also in
Table 2. We could see that, when the size of regions decreases, the recognition rate firstly
increases up to a certain point and then starts to decrease down to the national voting level.
12 We use images of the 16 people in Turk and Pentland’s original work [14] and remove the backgrounds to get
the original noise-free pictures; and independently introduce circular blocks of noise into these images to produce
two sets of noise polluted test images. Fig. 5(a) and (b) are simply examples of noise polluted images.
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Fig. 5. Typical noise contaminated images: (a) at low and (b) high noise level.
5. Discussions and open problems
5.1. Discussions
5.1.1. Size of noise-concentrated blocks
The geometrical shapes and the sizes of the noise blocks must be so chosen to minimize
possible errors between the total size of the area consisting all the “concentrated” noise
affected cells and the union of all non-overlapped noise blocks. Let us consider cutting
some nl × nw blocks out of an area consisting of reasonably concentrated noise affected
cells, or a concentrated noise affected area. It is reasonable to assume that if nl × nw is
small compared to the size of any continuous parts of a concentrated noise affected area.
We expect that a measure of what is left after cutting out blocks is surely quite small
compared to the whole number of noise so that our model on concentrated noise remains
valid. This is demonstrated by an important observation following two definitions.
Definition 1. A line segment is called an ortho-diameter of a continuous area of the nation,
if and only if
(1) all the points of the segment lie within the area;
(2) only the two end points of the line segment lie on the boundary of the area;
(3) the line segment is parallel to the horizontal line or the vertical line comprising the
boundary of the nation.
Definition 2. The ortho-measure of an area (continuous or detached) of the nation is de-
fined by the length of the shortest ortho-diameter of any continuous part of the area.
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Observation 1. Let us cut out as many nl × nw blocks as possible and let Sc be the total
size of the union of all these blocks (i.e. the noise-concentrated area). Suppose OM and
ℵn be the ortho-measure and the total size of the noise set that looks concentrated (all the
noise except white noise). We have:
lim
OM/(max{nl ,nw}−1)→∞
ℵn − Sc
ℵn = limOM/(max{nl ,nw}−1)→∞
ℵn − Sc
Sc
= 0.
Notice that the above observation includes the situation that ℵn − Sc = 0 when nl =
nw = 1.
5.1.2. Extension to three or more candidates
We will show the validity of our stability properties for three or more candidates al-
though it is true that the special coefficients of equations in Theorems 1, 2 and 3 may
change depending on the definitions of noise and other conditions. This will be demon-
strated by the following theorem where we have considered only 3 candidates in the
presence of noise against candidate A.
Theorem 4. Let the percentage of the votes for candidates A, B and P be α, β and p
respectively. Assume further that α > β > p, α − β < p, α + β +p = 1. The anti-A noise
contaminated votes are defined as the votes that convert the votes originally for P to B .
Then
ℵc <
nlnw
rlrw
(nl−1
rl
 + 1)(nw−1
rw
 + 1) ·
PA(ℵw) − PB(ℵw)
1 + PA(ℵw) − PB(ℵw) · p · N,
and
ℵw < (α − β) × N
is a sufficient condition for regional voting to preserve the original candidate selection,
where PA(ℵw) and PB(ℵw) denote the percentages of pro-A and pro-B regions in the
presence of white noise only and can be calculated as
PA(ℵw) =
x+y+z=rlrw∑
x,yz
(rlrw)!
x!y!z! (p − ℵw/N)
xαy(β + ℵw/N)z,
PB(ℵw) =
x+y+z=rlrw∑
x,zy
(rlrw)!
x!y!z! (p − ℵw/N)
xαy(β + ℵw/N)z.
The sufficient and necessary condition for national voting to preserve the candidate selec-
tion is ℵc + ℵw × N−ℵc/pN < (α − β)N .
Theorem 4 clearly confirms that the regional voting can still accommodate more noise
contaminated votes than national voting when α and β are very close.
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5.1.3. Parameter estimation
Theorems 2 and 3 show the feature of stability for regional voting with respect to the
size of the regions as demonstrated in Fig. 3. From application point of view, of course, we
would like to choose the size of the regions in such a way as to accommodate the largest
amount of noise contaminated votes, which critically depend on important physical pa-
rameters such as the level of white noise, size of noise block etc. To do this, we should
have good knowledge of the parameters involved in the formulas. However, these parame-
ters are usually application and environment dependent, which we believe are difficult to
analyze and are beyond the main aim of this paper. What we can teach here is, when we
have no knowledge of these parameters, we have to try different sized partitions to find
the best region size in setting up regional matching scheme for machine recognition un-
der a given environment. The unimodality of the stability margins shown in the curves in
Fig. 3 and also demonstrated in Table 2 seems to suggest that a revised binary searching
(Dichotomous Searching) approach [16] is possible in finding such an optimal region size
for regional voting purpose.
5.2. Further work and open problems
The concept of regions in regional voting need not be restricted to geometrical interpre-
tation. A region can be considered as a society of people having same ethnic backgrounds
or sharing same interest in political area, or as a set of information of same frequency or
having same characteristic features in speech recognition and image processing. A regional
voting with partitioned regions using these criteria shall also retain its stability advantage.
The applications using such a regional voting scheme are of great interest, and may become
new topics, as traditional voting theory does not consider an issue of stability.
Some interesting voting schemes may emerge from our regional voting scheme to ex-
tend the applicability of the method to a wider range of decision making processes. For
example, it seems to be a highly exciting subject to pursue the analysis of a multi-level
regional scheme where we employ the regional voting scheme recursively for determin-
ing the winners of regions by recursively partitioning each of the regions into smaller
(sub)regions.
The stability analysis of other kinds of voting, such as the weighted-voting system, and
a variety of voting systems in political science, in the presence of different kinds of noise,
is also of great interest.
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