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Abstract
In a former article, in collaboration with Jean–Michel Vallin, we have constructed two
“quantum groupoïds” dual to each other, from a depth 2 inclusion of von Neumann algebras
M0 ⊂ M1, in such a way that the canonical Jones’tower associated to the inclusion can be
described as a tower of successive crossed-products by these two structures. We are now
investigating in greater details these structures in the presence of an appropriate modular theory
on the basis M ′0 ∩M1, and we show how these examples ﬁt with Lesieur’s “measured quantum
groupoïds”.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
1.1. In two articles [V1,V2], J.-M.Vallin has introduced two notions (pseudo-multipli-
cative unitary, Hopf-bimodule), in order to generalize, up to the groupoïd case, the
classical notions of multiplicative unitary [BS] and of Hopf-von Neumann algebras
[ES] which were introduced to describe and explain duality of groups, and leaded to
appropriate notions of quantum groups [BS,ES,W1--W3,MN,KV1,KV2].
In a former article [EV], J.-M. Vallin and the author have constructed, from a depth 2
inclusion of von Neumann algebras M0 ⊂ M1, with an operator-valued weight T1 veri-
fying a regularity condition, a pseudo-multiplicative unitary, which led to two structures
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of Hopf bimodules, dual to each other. Moreover, we have then construct an action of
one of these structures on the algebra M1 such that M0 is the ﬁxed point subalgebra,
the algebra M2 given by the basic construction being then isomorphic to the crossed-
product. We construct on M2 an action of the other structure, which can be considered
as the dual action.
If the inclusion M0⊂M1 is irreducible, we recovered quantum groups, as proved
and studied in former papers [EN,E1].
Therefore, this construction leads to a notion of “quantum groupoïd”, and a con-
struction of a duality within “quantum groupoïds”.
1.2. In a ﬁnite-dimensional setting, this construction can be mostly simpliﬁed, and is
studied in [BSz1,BSz2,NV1,Sz,Val3,Val4], and examples are described. In [NV2], the
link between these “ﬁnite quantum groupoïds” and depth 2 inclusions of II1 factors is
given.
1.3. In a second article [E2], we went on studying these structures, in order to con-
struct, from the pseudo-multiplicative unitary, the analog of an antipod; we showed that
this antipod bears a polar decomposition which leads to a co-inverse and a deforma-
tion one-parameter group of the structure. We also got a left invariant operator-valued
weight (and, using the co-inverse, a right-invariant one). All these results were claimed
when adding a modular hypothesis on the basis M ′0 ∩M1, namely that there exists on
this basis a normal semi-ﬁnite faithful weight  whose modular automorphism group
t is equal to the modular automorphism group of the operator-valued weight T1.
It appears that this property is much too restrictive; in particular, it does not go
through climbing up the tower and the inclusion M1 ⊂ M2 does not bear the same
property, unless the basis M ′0 ∩M1 is semi-ﬁnite. There is a mistake in [E2, 4.1], and
all the results claimed in that article are therefore proved only if the basis M ′0 ∩M1 is
semi-ﬁnite. I am indebted to Franck Lesieur who pointed out this mistake.
We consider now a wider hypothesis, namely that there exists on the basis M ′0 ∩M1
a normal semi-ﬁnite faithful weight which is invariant under the modular automorphism
group of the operator-valued weight T1.
1.4. Franck Lesieur introduced in his thesis [L] a notion of “measured quantum
groupoïds”, in which a modular hypothesis is required. We discuss when our con-
struction ﬁts with his axioms.
1.5. The paper is organized as follows: in Section 2, we recall all the preliminaries
needed for that theory, mostly Connes–Sauvageot relative tensor product and Hopf-
bimodules; in Section 3 is recalled the notion of a pseudo-multiplicative unitary, and
how, in [EV], was associated such an object to a depth 2 inclusion of von Neumann
algebras, with the appropriate technical conditions. In Section 4 is developed a modular
theory on the basis, which generalizes what was done in [E2]; in Section 5, we come
back to the multiplicative unitary and obtain analytical properties which allow us to
construct an antipod, its polar decomposition, a right-invariant operator-valued weight
and a left-invariant operator-valued weight; in Section 6, mimicking [L], we obtain
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a modular theory for the left-invariant weight and the right-invariant weight, and, in
Section 7, we obtain a density result which will be useful in the sequel of the theory.
Then, in Section 8, we easily put all these structures at the level of relative commutants
constructed from the Jones’ tower, and we ﬁnish in Section 9 by discussing when the
objects found ﬁt with Lesieur’s axioms of measured quantum groupoids.
1.6. The author is mostly indebted to F. Lesieur, S. Vaes, J.-M. Vallin and L. Vaı˘nerman
for many fruitful conversations.
2. Preliminaries
In this section are mostly recalled deﬁnitions and notations about Connes’ spatial
theory (2.1, 2.5) and the ﬁber product construction (2.6, 2.7) which are the main
technical tools of that theory. The deﬁnition of Hopf-bimodules is given (2.8).
2.1. Spatial theory [C1,S2,T]. Let N be a von Neumann algebra, and let  be a
faithful semi-ﬁnite normal weight on N; let N, M, H, , ,J, , . . . be the
canonical objects of the Tomita–Takesaki construction associated to the weight . Let
 be a non-degenerate normal representation of N on a Hilbert space H. We may as
well consider H as a left N-module, and write it then H. Following [C1, Deﬁnition
1], we deﬁne the set of -bounded elements of H as
D(H,) = { ∈ H; ∃C <∞, ‖(y)‖C‖(y)‖ ∀y ∈ N}.
Then, for any  in D(H,), there exists a bounded operator R,() from H to H,
deﬁned, for all y in N by
R,()(y) = (y).
If there is no ambiguity about the representation , we shall write R() instead of
R,(). This operator belongs to HomN(H,H); therefore, for any ,  in D(H,),
the operator:
,(, ) = R,()R,()∗
belongs to (N)′; moreover, D(H,) is dense [C1, Lemma 2], stable under (N)′,
and the linear span generated by the operators ,(, ) is a dense ideal in (N)′.
With the same hypothesis, the operator:
〈, 〉, = R,()∗R,()
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belongs to (N)′. Using Tomita–Takesaki’s theory, this last algebra is equal to
J(N)J, and therefore anti-isomorphic to N (or isomorphic to the opposite von
Neumann algebra No). We shall consider now 〈, 〉, as an element of No, and the
linear span generated by these operators is a dense ideal in No.
There exists [C1, Proposition 3] a family (ei)i∈I of -bounded elements of H, such
that
∑
i
,(ei, ei) = 1.
Such a family will be called a (N,)-basis of H. It is possible [EN, 2.2] to construct a
(N,)-basis of H, (ei)i∈I , such that the operators R,(ei) are partial isometries with
ﬁnal supports ,(ei, ei) 2 by 2 orthogonal, and such that, if i = j , then 〈ei, ej 〉, =
0. Such a family will be called a -orthogonal basis of H.
Let 	 be a normal non-degenerate anti-representation of N on H. We may then as
well consider H as a right N-module, and write it H	, or consider 	 as a normal
non-degenerate representation of the opposite von Neumann algebra No, and consider
H as a left No-module.
We can then deﬁne on No the opposite faithful semi-ﬁnite normal weight o; we
have No = N∗, and the Hilbert space Ho will be, as usual, identiﬁed with H, by
the identiﬁcation, for all x in N, of o (x∗) with J(x).
From these remarks, we infer that the set of o-bounded elements of H	 is:
D(H	,o) = { ∈ H; ∃C <∞, ‖	(y∗)‖C‖(y)‖,∀y ∈ N}
and, for any  in D(H	,o) and y in N, the bounded operator R	,
o
() is given by
the formula:
R	,
o
()J(y) = 	(y∗).
This operator belongs to HomNo(H,H). Moreover, D(H	,o) is dense, stable under
	(N)′ = P , and, for all y in P, we have
R	,
o
(y) = yR	,o ().
Then, for any ,  in D(H	,o), the operator
	,
o
(, ) = R	,o ()R	,o ()∗
belongs to P, and the linear span generated by these operators is a dense ideal in
P; moreover, the operator-valued product 〈, 〉	,o = R	,o ()∗R	,o () belongs to
(N); we shall consider now, for simpliﬁcation, that 〈, 〉	,o belongs to N, and
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the linear span generated by these operators is a dense ideal in N. More precisely,
〈, 〉	,o belongs to M [C1, Lemma 4] and we have [S1, Lemme 1.5]
(〈, 〉	,o ) = R	,
o
()∗.
A (No,o)-basis of H	 is a family (ei)i∈I of o-bounded elements of H	, such that
∑
i
	,
o
(ei, ei) = 1.
We have then, for all  in D(H	):
 =
∑
i
R	,
o
(ei)(〈, ei〉	,o ).
It is possible to choose the (ei)i∈I such that the R	,
o
(ei) are partial isometries, with
ﬁnal supports 	,
o
(ei, ei) 2 by 2 orthogonal, and 〈ei, ej 〉	,o = 0 if i = j ; such a
family will be then called a 	-orthogonal basis of H. We have then
R	,
o
(ei) = 	,
o
(ei, ei)R
	,o (ei) = R	,o (ei)〈ei, ei〉	,o .
2.2. Jones’ basic construction. Let M0 ⊂ M1 be an inclusion of von Neumann algebras
(for simpliﬁcation, these algebras will be supposed to be -ﬁnite), equipped with a
normal faithful semi-ﬁnite operator-valued weight T1 from M1 to M0 (to be more
precise, from M+1 to the extended positive elements of M0 (cf. [T, IX.4.12]). Let 0
be a normal faithful semi-ﬁnite weight on M0, and 1 = 0 ◦ T1; for i = 0, 1, let
Hi = Hi , Ji = Ji , i = i be the usual objects constructed by the Tomita–Takesaki
theory associated to these weights. Following [J, 3.1.5(i)], the von Neumann algebra
M2 = J1M ′0J1 deﬁned on the Hilbert space H1 will be called the basic construction
made from the inclusion M0 ⊂ M1. We have M1 ⊂ M2, and we shall say that the
inclusion M0 ⊂ M1 ⊂ M2 is standard. Using then Haagerup’s construction [T, IX.4.24],
it is possible to construct a normal semi-ﬁnite faithful operator-valued weight T2 from
M2 to M1 [EN, 10.7], which will be called the basic construction made from T1.
Repeating this construction, we obtain by recurrence successive basic constructions,
which lead to Jones’ tower (Mi)i∈N of von Neumann algebras, which is the inclusion
M0 ⊂ M1 ⊂ M2 ⊂ M3 ⊂ M4 ⊂ · · ·
which is equipped (for i1) with normal faithful semi-ﬁnite operator-valued weights
Ti from Mi to Mi−1. We deﬁne then, by recurrence, the weight i = i−1 ◦Ti on Mi ,
and we shall write Hi , Ji , i instead of Hi , etc. We shall deﬁne the mirroring ji onL(Hi) by ji(x) = Jix∗Ji , for all x in L(Hi).
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Following [EN, 10.6], for x in NTi , we shall deﬁne Ti (x) by the following formula,
for all z in Ni−1 :
Ti (x)i−1(z) = i (xz).
Then, Ti (x) belongs to HomMoi−1(Hi−1, Hi); if x, y belong to NTi , then Ti (x)
∗Ti (y)
= Ti(x∗y), and Ti (x)Ti (y)∗ belongs to Mi+1; more precisely, it belongs to MTi+1 ,
and Ti+1(Ti (x)Ti (y)∗) = xy∗.
By Tomita–Takesaki theory, the Hilbert space H1 bears a natural structure of M1 −
Mo1 -bimodule, and, therefore, by restriction, of M0 −Mo0 -bimodule. Let us write r for
the canonical representation of M0 on H1, and s for the canonical antirepresentation
given, for all x in M0, by s(x) = J1r(x)∗J1. Let us have now a closer look to the
subspaces D(H1s ,o0) and D(rH1,0).
2.3. Proposition. (i) Let x be in NT1 ∩ N1 ; then 1(x) belongs to D(H1s ,o0),
and Rs,
o
0(1(x)) = T1(x). Moreover, J11(x) belongs to D(rH1,0), and
Rr,0(J11(x)) = J1T1(x)J0 . Conversely, let  in D(H1s ,o0); then, there exists
a sequence xn in NT1 ∩ N1 such that 1(xn) is converging to , and T1(xn) is
weakly converging to Rs,
o
0().
(ii) Let a in N1 ∩NT1 ∩N∗1 ∩N
∗
T1 , analytic with respect to 1, such that, for all
z in C, z(a) belongs to N1 ∩NT1 ∩N∗1 ∩N
∗
T1 (we shall denote T1,T1 the set of
such elements); then 1(a) belongs to D(H1s ,o0) ∩D(rH1,0)(iii) The subspace D(H1s ,o0)∩D(rH1,0) is dense in H1. Moreover, if  belongs to
D(H1s ,
o
0), there exists a sequence n in D(H1s ,
o
0)∩D(rH1,0) such that Rs,
o
0(n)
is weakly converging to Rs,
o
0(); if ′ belongs to D(rH1,0), there exists a sequence
′n in D(H1s ,
o
0)∩D(rH1,0) such that Rr,0(′n) is weakly converging to Rr,0(′).
Proof. The ﬁrst results of (i) are just standard calculation. Let us prove the converse
part. Let us consider the basic construction M1⊂M2, and the normal semi-ﬁnite faithful
operator-valued weight T2 from M2 to M1. Then, the operator T2(s,
o
0(, )) is a
positive self-adjoint operator afﬁliated to M1, and let us write
T2(
s,o0(, )) =
∫ ∞
0

 de
.
Let us put pn =
∫ n
0 de
; then pn belongs to M1, and pn belongs to D(H1s ,
o
0).
Moreover, we get that
T2(
s,o0(pn, pn)) =
∫ n
0

 de
 ∈ M1
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from which we get that s,
o
0(pn, pn) belongs to M+T2 ; therefore, we get that there
exist xn in N1 such that pn = 1(xn), and s,
o
(pn, pn) = xnx∗n .
Let us take now x in M0, in the Tomita algebra associated to the weight o. As we
have
Rs,
o
0(pn)J00(x) = s(x∗)pn = s(x∗)1(xn) = 1(xn
0−i/2(x
∗))
we get
1(
0−i/2(x
∗)∗x∗nxn
0−i/2(x
∗))  ‖Rs,o0(pn)‖2‖0(x)‖2
 ‖Rs,o0()‖2‖0(x)‖2
from which we infer that the element T1(x∗nxn) of the extended positive part of M0
satisﬁes
(T1(x
∗
nxn)J00(x)|J00(x))‖Rs,
o
0()‖2‖0(x)‖2.
Therefore, T1(x∗nxn) is bounded, i.e. xn belongs to NT1 , and, more precisely, for all n
in N, we have ‖T1(x∗nxn)‖‖Rs,
o
0()‖2.
For any x in N0 , we have
T1(xn)J00(x)=Rs,
o
0(1(xn))J00(x)
= s(x∗)1(xn) = s(x∗)pn
which is converging to s(x∗) = Rs,o0()J00(x). As all the norms ‖T1(xn)‖ are
uniformly bounded, we get (i).
As D(rH1,0) = J1D(H1s ,o0) and J11(a) = 1
(
1−i/2(a∗)
)
, the result (ii)
is clear.
From which we get the density of D(H1s ,o0)∩D(rH1,0), by [EN, 10.12]. More
precisely, if x belongs to NT1 ∩ N1 , there exists, by [EN, 10.12] a sequence xn in
NT1 ∩N1 , with ‖xn‖‖x‖, ‖T1(x∗nxn)‖‖T1(x∗x)‖, such that 1(xn) is converging
to 1(x) and, using (i), such that 1(xn) belongs to D(H1s ,o0)∩D(rH1,). Using
same arguments as in (i), we ﬁnd also that T1(xn) is weakly converging to T1(x).
With the help again of (i), starting from  in D(H1s ,o0), we get a sequence n in
D(H1s ,
o
0) ∩D(rH1,0).
Again, as D(rH1,0) = J1D(H1s ,o0), we ﬁnish the proof. 
2.4. Proposition. Let a, b in N1 ; then T1(a
∗a) and T1(b∗b) are positive self-adjoint
closed operators which verify:
〈T1(b∗b),J11 (a)〉 = 〈T1(a
∗a),J11 (b)〉.
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Proof. Let us suppose ﬁrst that b belongs to N1 ∩NT1 . Let z in the Tomita algebra
of 0; we have
(zJ11(b)|J11(b))=1(b∗b
1−i/2(z
∗))−
=0(T1(b∗b)0−i/2(z∗))−
= (J00(z)|0(T1(b∗b)))−
= (0(z)|J00(T1(b∗b)))
which, by density, remains true for any z in N0 . Therefore, if a belongs to N1∩NT1 ,
we get
(T1(a
∗a)J11(b)|J11(b)) = (T1(b∗b)J11(a)|J11(a)).
Let us suppose now that a belongs only to N1 . It is then well known (see for instance[EN, 10.6]) that T1(a∗a) is a positive self-adjoint closed operator which can be written∫∞
0 
 dp
, and that, for all n, apn belongs to NT1∩N1 , and that the sequence 1(apn)
is converging to 1(a). In that situation, we get that
〈T1(a∗a),J11 (b)〉 = limn 〈T1(pna
∗apn),J11 (b)〉
= limn(T1(b∗b)J11(apn)|J11(apn))
= (T1(b∗b)J11(a)|J11(a)).
If now b belongs only to N1 , using the same trick and the fact we are dealing with
closed operators, we obtain the result. 
2.5. Relative tensor product [C1,S2,T]. Using the notations of 2.1, let now K be
another Hilbert space on which there exists a non-degenerate representation  of N.
Following Sauvageot [S2, 2.1], we deﬁne the relative tensor product H 	⊗

K as the
Hilbert space obtained from the algebraic tensor product D(H	,o)K equipped with
the scalar product deﬁned, for 1, 2 in D(H	,o), 1, 2 in K, by
(1  1|2  2) = ((〈1, 2〉	,o )1|2),
where we have identiﬁed N with (N) to simplify the notations.
The image of    in H 	⊗

K will be denoted by  	⊗

. We shall use inten-
sively this construction; one should bear in mind that, if we start from another faithful
semi-ﬁnite normal weight ′, we get another Hilbert space H 	⊗
′
K; there exists an
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isomorphism U,
′
	, from H 	⊗

K to H 	⊗
′
K, which is unique up to some functorial
property [S2, 2.6] (but this isomorphism does not send  	⊗

 on  	⊗
′
 !).
When no confusion is possible about the representation and the anti-representation,
we shall write H⊗ K instead of H 	⊗

K, and ⊗  instead of  	⊗

.
For any  in D(H	,o), we deﬁne the bounded linear application 
	, from K to
H 	⊗

K by, for all  in K, 
	, () =  	⊗

. We shall write 
 if no confusion is
possible. We get [EN, 3.10]

	, = R	,
o
()⊗ 1K,
where we recall the canonical identiﬁcation (as left N-modules) of L2(N)⊗ K with
K. We have (

	,
)∗

	, = 
(〈, 〉	,o) .
In [S1, 2.1], the relative tensor product H 	⊗

K is deﬁned also, if 1, 2 are in H,
1, 2 are in D(K,), by the following formula:
(1  1|2  2) = (	(〈1, 2〉,)1|2)
which leads to the deﬁnition of a relative ﬂip  which will be an isomorphism from
H 	⊗

K onto K ⊗	
o
H, deﬁned, for any  in D(H	,o),  in D(K,), by
(⊗ ) = ⊗o .
This allows us to deﬁne a relative ﬂip  from L(H 	⊗

K) to L(K ⊗	
o
H) which
sends X in L(H 	⊗

K) onto (X) = X∗. Starting from another faithful semi-ﬁnite
normal weight ′, we get a von Neumann algebra L(H 	⊗
′
K) which is isomorphic
to L(H 	⊗

K), and a von Neumann algebra L(K ⊗	

′o
H) which is isomorphic to
L(K ⊗	
o
H); as we get that
′ ◦ U,
′
	, = U
o,′o
,	
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we see that these isomorphisms exchange  and ′ . Therefore, the homomorphism
 can be denoted N without any reference to a speciﬁc weight.
We may deﬁne, for any  in D(K,), an application 	, from H to H 	⊗

K by
	, () =  	⊗

. We shall write  if no confusion is possible. We get that
(	, )
∗	, = 	(〈, 〉,).
We recall, following [S2, 2.2b] that, for all  in H,  in D(K,), y in N, analytic
with respect to , we have
	(y)⊗  = ⊗ (−i/2(y)).
Let x be an element of L(H), commuting with the right action of N on H	 (i.e.
x ∈ 	(N)′). It is possible to deﬁne an operator x 	⊗

1K on H 	⊗

K. By the same
way, if y commutes with the left action of N on K (i.e. y ∈ (N)′), it is possible
to deﬁne 1H 	⊗

y on H 	⊗

K, and by composition, it is possible to deﬁne then
x 	⊗

y. If we start from another faithful semi-ﬁnite normal weight ′, the canonical
isomorphism U,
′
	, from H 	⊗

K to H 	⊗
′
K sends x 	⊗

y on x 	⊗
′
y [S2, 2.3 and
2.6]; therefore, this operator can be denoted x 	⊗
N
y without any reference to a speciﬁc
weight.
Let us suppose now that K is a N − P bimodule; that means that there exists a
von Neumann algebra P, and a non-degenerate normal anti-representation  of P on K,
such that (P ) ⊂ (N)′. We shall write then K. If y is in P, we have seen that it is
possible to deﬁne then the operator 1H 	⊗

(y) on H 	⊗

K, and we deﬁne this way
a non-degenerate normal antirepresentation of P on H 	⊗

K, we shall call again  for
simpliﬁcation. If H is a Q−N bimodule, then H 	⊗

K becomes a Q− P bimodule
(Connes’ fusion of bimodules).
Taking a faithful semi-ﬁnite normal weight  on P, and a left P-module L (i.e.
a Hilbert space L and a normal non-degenerate representation  of P on L), it is
possible then to deﬁne (H 	⊗

K) ⊗

L. Of course, it is possible also to consider
the Hilbert space H 	⊗

(K ⊗

L). It can be shown that these two Hilbert spaces are
isomorphics as 	(N)′ − (P )′o-bimodules. (In [V1, 2.1.3], the proof, given for N = P
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abelian can be used, without modiﬁcation, in that wider hypothesis). We shall write
then H 	⊗

K ⊗

L without parenthesis, to emphasize this coassociativity property of
the relative tensor product.
If  denotes the canonical left representation of N on the Hilbert space L2(N), then
it is straightforward to verify that the application which sends, for all  in H and x in
N, the vector 	⊗

J(x) on 	(x∗), gives an isomorphism of H	⊗

L
2(N) on
H, which will send the antirepresentation of N given by n→ 1H	⊗

Jn
∗J on 	.
If H and K are ﬁnite-dimensional Hilbert spaces, the relative tensor product H 	⊗

K
can be identiﬁed with a subspace of the tensor Hilbert space H ⊗ K [EV, 2.4], the
projection on which belonging to 	(N)⊗ (N).
2.6. Fiber product [V1,EV]. Let us follow the notations of 2.5; let now M1 be a von
Neumann algebra on H, such that 	(N) ⊂ M1, and M2 be a von Neumann algebra
on K, such that (N) ⊂ M2. The von Neumann algebra generated by all elements
x 	⊗
N
y, where x belongs to M ′1, and y belongs M ′2 will be denoted M ′1 	⊗
N
M ′2 (or
M ′1 ⊗N M ′2 if no confusion if possible), and will be called the relative tensor product
of M ′1 and M ′2 over N. The commutant of this algebra will be denoted M1 	∗
N
M2 (or
M1 ∗N M2 if no confusion is possible) and called the ﬁber product of M1 and M2,
over N. It is straightforward to verify that, if P1 and P2 are two other von Neumann
algebras satisfying the same relations with N, we have
M1 ∗N M2 ∩ P1 ∗N P2 = (M1 ∩ P1) ∗N (M2 ∩ P2).
Moreover, we get that N(M1 	∗
N
M2) = M2 ∗	
No
M1.
In particular, we have
(M1 ∩ 	(N)′) 	⊗
N
(M2 ∩ (N)′) ⊂ M1 	∗
N
M2
and
M1 	∗
N
(N) = (M1 ∩ 	(N)′) 	⊗
N
1.
More generally, if 	 is a non-degenerate normal involutive antihomomorphism from N
into a von Neumann algebra M1, and  a non-degenerate normal involutive homomor-
phism from N into a von Neumann algebra M2, it is possible to deﬁne, without any
reference to a speciﬁc Hilbert space, a von Neumann algebra M1 	∗
N
M2.
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Moreover, if now 	′ is a non-degenerate normal involutive antihomomorphism from
N into another von Neumann algebra P1, ′ a non-degenerate normal involutive ho-
momorphism from N into another von Neumann algebra P2,  a normal involutive
homomorphism from M1 into P1 such that  ◦ 	 = 	′, and  a normal involutive
homomorphism from M2 into P2 such that  ◦  = ′, it is possible then to deﬁne a
normal involutive homomorphism (the proof given in [S1, 1.2.4]) in the case when N
is abelian can be extended without modiﬁcation in the general case):
 	∗
N
 : M1 	∗
N
M2 → P1 	′∗′
N
P2.
In the case when K is a N −Po bimodule as explained in 2.5 and L a P-module, if
(N) ⊂ M2 and (P ) ⊂ M2, and if (P ) ⊂ M3, where M3 is a von Neumann algebra
on L, it is possible to consider then (M1 	∗
N
M2) ∗
P
M3 and M1 	∗
N
(M2 ∗
P
M3). The
coassociativity property for relative tensor products leads then to the isomorphism of
these von Neumann algebra we shall write now M1 	∗
N
M2 ∗
P
M3 without parenthesis.
If M1 and M2 are ﬁnite-dimensional, the ﬁber product M1 	∗
N
M2 can be identiﬁed to
a reduced algebra of M1⊗M2 (reduced by a projector which belongs to 	(N)⊗(N)).
[EV, 2.4].
2.7. Slice maps [E2]. Let A be in M1 	∗
N
M2, and let 1, 2 be in D(H	,o); let us
deﬁne
(1,2 ∗ id)(A) = 
∗2A
1 .
We deﬁne this way a (1,2 ∗ id)(A) as a bounded operator on K, which belongs to
M2, such that
((1,2 ∗ id)(A)1|2) = (A(1 	⊗

1)|2 	⊗

2).
One should note that (1,2 ∗ id)(1) = (〈1, 2〉	,o ).
Let us deﬁne the same way, for any 1, 2 in D(K,):
(id ∗ 1,2)(A) = ∗2A1
which belongs to M1.
We therefore have a Fubini formula for these slice map: for any 1, 2 in D(H	,o),
1, 2 in D(K,), we have
〈(1,2 ∗ id)(A),1,2〉 = 〈(id ∗ 1,2)(A),1,2〉.
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Equivalently [E2, 3.3], for any 1 in M+1∗ such that there exists k1 in R+ such that
1 ◦ 	k1o, and 2 in M+2∗ such that there exists k2 in R+ such that 2 ◦ k2,
we have
〈(1 ∗ id)(A),2〉 = 〈(id ∗ 2)(A),1〉.
Let 1 be a normal semi-ﬁnite weight on M+1 , and A be a positive element of the
ﬁber product M1 	∗
N
M2, then we may deﬁne an element of the extended positive part
of M2, denoted (1 ∗ id)(A), such that, for all  in D(L2(M2),), we have
‖(1 ∗ id)(A)1/2‖2 = 1(id ∗ )(A).
Moreover, then, if 2 is a normal semi-ﬁnite weight on M
+
2 , we have
2(1 ∗ id)(A) = 1(id ∗ 2)(A)
and if i be in M1∗ such that 1 = supi i , we have (1 ∗ id)(A) = supi (i ∗ id)(A).
Let now P1 be a von Neuman algebra such that
	(N) ⊂ P1 ⊂ M1
and let i (i = 1, 2) be a normal faithful semi-ﬁnite operator-valued weight from Mi to
Pi ; for any positive operator A in the ﬁber product M1 	∗
N
M2, there exists an element
(1 ∗ id)(A) of the extended positive part of P1 ∗	
N
M2, such that [E2, 3.5], for all 
in D(L2(M2),), and  in D(L2(P1)	,o), we have
‖(1 ∗ id)(A)1/2( 	⊗

)‖2 = ‖1(id ∗ )(A)1/2‖2.
If  is a normal semi-ﬁnite weight on P, we have
( ◦ 1 ∗ id)(A) = ( ∗ id)(1 ∗ id)(A).
We deﬁne the same way an element (id ∗ 2)(A) of the extended positive part of
M1 ∗	
N
P2, and we have
(id ∗ 2)((1 ∗ id)(A)) = (1 ∗ id)((id ∗ 2)(A)).
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Considering now an element x of M1	 ∗

(N), which can be identiﬁed (2.6) to
M1 ∩ 	(N)′, we get that, for e in N, we have
(id	 ∗

J(e))(x) = 	(ee∗)x.
Therefore, by increasing limits, we get that (id	 ∗

) is the injection of M1 ∩ 	(N)′
into M1. More precisely, if x belongs to M1 ∩ 	(N)′, we have
(id	 ∗

)(x	⊗

1) = x.
Therefore, if 2 is a normal faithful semi-ﬁnite operator-valued weight from M2 onto
(N), we get that, for all A positive in M1 	∗
N
M2, we have
(id	 ∗

 ◦ 2)(A)	⊗

1 = (id	 ∗

2)(A).
Let now  be D(L2(M1)	,o); then, the operator (	 ∗

id)(A) is bounded and we
get
2((	 ∗

id)(A))= (	 ∗

id)(id	 ∗

2)(A)
= ((〈id	 ∗

 ◦ 2)(A), 〉	,o ).
2.8. Hopf-bimodules. A quadruplet (N,M, r, s,) will be called a Hopf-bimodule,
following [Val1,EV, 6.5], if N, M are von Neumann algebras, r a faithful non-degenerate
representation of N into M, s a faithful non-degenerate anti-representation of N into
M, with commuting ranges, and  an injective involutive homomorphism from M into
M s∗r
N
M such that, for all X in N:
(i) (s(X)) = 1 s⊗r
N
s(X),
(ii) (r(X)) = r(X) s⊗r
N
1,
(iii)  satisﬁes the co-associativity relation
( s∗r
N
id) = (id s∗r
N
).
This last formula makes sense, thanks to the two preceding ones and 2.6.
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If (N,M, r, s,) is a Hopf-bimodule, it is clear that (No,M, s, r, N ◦) is another
Hopf-bimodule, we shall call the symmetrized of the ﬁrst one (recall that N ◦  is a
homomorphism from M to M r∗s
No
M).
If N is abelian, r = s,  = N ◦, then the quadruplet (N,M, r, r,) is equal to its
symmetrized Hopf-bimodule, and we shall say that it is a symmetric Hopf-bimodule.
Let G be a groupoïd, with G(0) as its set of units, and let us denote by r and s the
range and source applications from G to G(0), given by xx−1 = r(x) and x−1x = s(x).
As usual, we shall denote by G(2) (or G(2)s,r ) the set of composable elements, i.e.
G(2) = {(x, y) ∈ G2; s(x) = r(y)}
In [Val1] was associated to a locally compact groupoïd G, equipped with a Haar
system (see [R1,R2,C2, II.5 and AR] for more details, precise deﬁnitions and examples
of groupoïds) two Hopf-bimodules:
The ﬁrst one is (L∞(G(0)), L∞(G), rG, sG,G), where, for g in L∞(G(0)), we put
rG(g) = g◦r , sG(g) = g◦s, and G is deﬁned the following way: for f in L∞(G), G(f )
will be the function deﬁned on G(2) by (s, t)→ f (st); G is then an involutive homo-
morphism from L∞(G) into L∞(G2s,r ) (which can be identiﬁed to L∞(G)s∗rL∞(G)).
The second one is symmetric; it is (L∞(G(0)),L(G), rG, rG, ̂G), where L(G) is the
von Neumann algebra generated by the convolution algebra associated to the groupoïd
G, and ̂G has been deﬁned in [Y1,Val1].
If (N,M, r, s,) be a Hopf-bimodule with a ﬁnite-dimensional algebra M, then, the
identiﬁcation of M s∗r
N
M with a reduced algebra (M ⊗M)e (2.6) leads to an injective
homomorphism ˜ from M to M⊗M such that ˜(1) = e = 1 and (˜⊗id)˜ = (id⊗˜)˜
[EV, 6.5]. Then (M, ˜) is a weak Hopf C∗-algebra in the sense of [BSz1,BSz2,Sz].
3. Pseudo-multiplicative unitary
In this section, we recall (3.1) the deﬁnition of a pseudo-multiplicative unitary, give
the fundamental example given by groupoïds (3.2), and construct the Hopf-bimodules
“generated by the left (resp. right) leg” of a pseudo-multiplicative unitary (3.3). Then,
we recall the deﬁnition of a depth 2 inclusions, and the precise hypothesis under which,
in [EV], a pseudo-multiplicative unitary was then associated (3.4).
3.1. Deﬁnition. Let N be a von Neumann algebra; let H be a Hilbert space on which
N has a non-degenerate normal representation  and two non-degenerate normal anti-
representations 	 and 	ˆ. These 3 applications are supposed to be injective, and to
commute two by two. Let  be a normal semi-ﬁnite faithful weight on N; we can
therefore construct the Hilbert spaces H 	ˆ⊗

H and H ⊗	
o
H. A unitaryW from H 	ˆ⊗

H
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onto H ⊗	
o
H will be called a pseudo-multiplicative unitary over the basis N, with
respect to the representation , and the anti-representations 	 and 	ˆ, if:
(i) W intertwines , 	, 	ˆ in the following way:
W((X) 	ˆ⊗
N
1) = (1 ⊗	
No
(X))W,
W(1 	ˆ⊗
N
	ˆ(X)) = (1 ⊗	
No
	ˆ(X))W,
W(	(X) 	ˆ⊗
N
1) = (	(X) ⊗	
No
1)W,
W(1 	ˆ⊗
N
	(X)) = (	ˆ(X) ⊗	
No
1)W.
(ii) The operator satisﬁes:
(1H ⊗	
No
W)(W 	ˆ⊗
N
1H)
= (W ⊗	
No
1H)(o ⊗	
No
1H)(1H ⊗	
No
W)2(1H 	ˆ⊗
N
o )(1H 	ˆ⊗
N
W).
In that formula, the ﬁrst o is the relative ﬂip deﬁned in 2.5 from H ⊗	ˆ
o
H to H 	ˆ⊗

H,
and the second is the relative ﬂip from H ⊗	
o
H to H 	⊗

H; while 2 is the relative
ﬂip from H 	ˆ⊗

H 	⊗

H to H ⊗	
o
(H 	ˆ⊗

H). The index 2 is written to recall that
the ﬂip “turns” around the second relative tensor product, and, in such a formula, the
parenthesis are written to recall that, in such a situation, associativity rules does not
occur because the anti-representation 	 is here acting in the second leg of H 	ˆ⊗

H.
All the properties supposed in (i) allow us to write such a formula, which will be
called the “pentagonal relation”.
If we start from another normal semi-ﬁnite faithful weight ′ on N, we may deﬁne,
using 2.5, another unitary W ′ = U o,
′o
,	 WU
′,
	ˆ,
from H 	ˆ⊗
′
H onto H ⊗	
′o
H. The
formulae which link these isomorphims between relative product Hilbert spaces and
the relative ﬂips allow us to check that this operator W ′ is also pseudo-multiplicative;
which can be resumed in saying that a pseudo-multiplicative unitary does not depend
on the choice of the weight on N.
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3.2. Fundamental example. Let G be a measured groupoïd, with G(0) as space of
units, and r and s the range and source functions from G to G(0). Let us note
G2r,r = {(x, y) ∈ G2, r(x) = r(y)},
G2s,r = {(x, y) ∈ G2, s(x) = r(y)}.
Then, it has been shown [Val1] that the formula WGf (x, y) = f (x, x−1y), where
x, y are in G, such that r(y) = r(x), and f belongs to L2(G2s,r ) (with respect to an
appropriate measure), is a unitary from L2(G2s,r ) to L2(G2r,r ). Moreover, this unitary
can be interpreted [Val2] as a pseudo-multiplicative unitary over the basis L∞(G(0)),
with respect to the representation rG , and anti-representation sG and rG (as here the
basis is abelian, the notions of representation and anti-representations are the same, and
the commutation property is fulﬁlled), where rG and sG are deﬁned, from L∞(G(0)) to
L∞(G) (and then considered as representations on L(L2(G))), for any f in L∞(G(0)),
by rG(f ) = f ◦ r and sG(f ) = f ◦ s.
3.3. Hopf-bimodules associated to a pseudo-multiplicative unitary. For 1 in
D(H	ˆ, 
o), 1 in D(H, ), the operator (

,	
1 )
∗W
	ˆ,1 will be written (1,1 ∗ id)(W);
we have, therefore, for all 2, 2 in H:
((1,1 ∗ id)(W)2|2) = (W(1 	ˆ⊗

2)|1 ⊗	
o
2)
and, using the intertwining property of W with 	ˆ, we easily get that (1,1 ∗ id)(W)
belongs to 	ˆ(N)′. If  belongs to D(H	ˆ, 
o) ∩D(H, ), we shall write ( ∗ id)(W)
instead of (, ∗ id)(W).
Following [EV, 6.1 and 6.5], we shall write A(W) (or A) the von Neumann algebra
generated by these operators. We then have A(W) ⊂ 	ˆ(N)′.
For 2 in D(H, ), 2 in D(H	, o), the operator (
,	
2 )
∗W	ˆ,2 will be written
(id ∗2,2)(W); we have, therefore, for all 1, 1 in H:
((id ∗2,2)(W)1|1) = (W(1 	ˆ⊗

2)|1 ⊗	
o
2)
and, using the intertwining property of W with 	, we easily get that (id ∗ 2,2)(W)
belongs to 	(N)′. If  belongs to D(H, ) ∩D(H	, o), we shall write (id ∗)(W)
instead of (id ∗ ,)(W).
Following [EV, 6.1 and 6.5], we shall write Â(W) (or Â) the von Neumann algebra
generated by these operators. We then have Â(W) ⊂ 	(N)′.
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In [EV, 6.3 and 6.5], using the pentagonal equation, we got that (No,A,	, ,),
and (N, Â, , 	ˆ, ̂) are Hopf-bimodules, where  and ̂ are deﬁned, for any x in A
and y in Â, by
(x) = W(x 	ˆ⊗
N
1)W ∗,
̂(y) = W ∗(1 ⊗	
No
y)W.
In [EV, 6.1(iv)], we had obtained that x in L(H) belongs to A′ if and only if x belongs
to (N)′ ∩ 	(N)′ and verify (1 ⊗	
No
x)W = W(1 	ˆ⊗
N
x). We obtain the same way
that y in L(H) belongs to Â′ if and only if y belongs to (N)′ ∩ 	ˆ(N)′ and verify
(y ⊗	
No
1)W = W(y 	ˆ⊗
N
1).
Moreover, we get that (N) ⊂ A ∩ Â, 	(N) ⊂ A, 	ˆ(N) ⊂ Â, and, for all x in N:
((x)) = 1 ⊗	
No
(x),
(	(x)) = 	(x) ⊗	
No
1,
̂((x)) = (x) 	ˆ⊗
N
1,
̂(	ˆ(x)) = 1 	ˆ⊗
N
	ˆ(x).
Let us take the notations of 3.2; the von Neumann algebra A(WG) is equal to the
von Neumann algebra L(G) [Val2, 3.2.6 and 3.2.7]; using [Val2, 3.1.1], we get that the
Hopf-bimodule homomorphism  deﬁned on L(G) by WG is the usual Hopf-bimodule
homomorphism ̂G studied in [Y1,Val1]. The von Neumann algebra Â(WG) is equal
to the von Neumann algebra L∞(G, ) [Val2, 3.2.6 and 3.2.7]; using [Val2, 3.1.1], we
get that the Hopf-bimodule homomorphism ̂ deﬁned on L∞(G, ) by WG is equal to
the usual Hopf-bimodule homomorphism G studied in [Val1], and recalled in 3.2.
3.4. Pseudo-multiplicative unitary associated to a depth 2 inclusion. Let M0 ⊂ M1
be an inclusion of von Neumann algebras, equipped with a normal semi-ﬁnite faithful
operator-valued weight T1 from M1 to M0; with the notations of 2.2, following [GHJ,
4.6.4], we shall say that the inclusion M0 ⊂ M1 is depth 2 if the inclusion M ′0 ∩M1 ⊂
M ′0 ∩M2 ⊂ M ′0 ∩M3 is standard, and, following [EN, 11.12], we shall say that the
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operator-valued weight T1 is regular if both restrictions T2|M ′0∩M2 and T3|M ′1∩M3 are
semi-ﬁnite.
In the sequel, we shall consider a depth 2 inclusion M0 ⊂ M1 of -ﬁnite von
Neumann algebras, equipped with a regular normal semi-ﬁnite faithful operator-valued
weight T1. In such a case, we had constructed and studied in [EV] a pseudo-multiplica-
tive unitary, the construction of which is here recalled.
We consider the set of double intertwinners HomM0,Mo1 (H1, H2), and, more precisely,
if  is a normal semi-ﬁnite faithful weight on M ′0 ∩M1, the subset Hom deﬁned this
way
Hom = {x ∈ HomM0,Mo1 (H1, H2)/(x∗x) <∞}.
This set is clearly a pre-Hilbert space, and we shall denote H its completion, and 
the canonical injection of Hom into H.
For all a ∈ NT2 ∩M ′0, T2(a) belongs to HomM0,Mo1 (H1, H2), and, for any e in N,
T2(a)e belongs to Hom. As, by hypothesis, NT2 ∩M ′0 is not reduced to {0}, Hom
(and H) are not reduced to {0}.
By hypothesis, the restriction T˜2 of T2 to M ′0 ∩M2 is semi-ﬁnite, and if we write
2 =  ◦ T˜2, which is a normal semi-ﬁnite faithful weight on M ′0 ∩M2, we obtain this
way an injection I from L2(M ′0 ∩M2) into H, deﬁned, for all a in N2 , by
I2(a) = (T2(a)).
Then, we can prove [EV, 3.8] that this isometry I is surjective, and we shall identify
H with L2(M ′0 ∩M2).
By hypothesis, the inclusion M ′0∩M1 ⊂ M ′0∩M2 ⊂ M ′0∩M3 is a basic construction,
which means that there exist a normal faithful representation  of M ′0∩M3 on the Hilbert
space L2(M ′0 ∩M2), such that (M ′0 ∩M3) = J22(M ′0 ∩M1)′J2 . The restriction of
 to M ′0 ∩M2 is 2 ; moreover,  can be easily described using the identiﬁcation of
L2(M ′0 ∩M2) with H [EV, 32(ii), 3.9, 3.10]; we have, for all X in M ′0 ∩M3 and x in
Hom:
(X)(x) = (Xx).
Moreover, we get a normal semi-ﬁnite faithful operator-valued weight T˜3 from M ′0∩M3
to M ′0 ∩M2, and a normal semi-ﬁnite faithful weight 3 on M ′0 ∩M3, such that, for
all x in M ′0 ∩M3, we have (3t (x)) = it2(x)−it2 .
In that situation, we had constructed in [EV] a pseudo-multiplicative unitary over
the basis (M ′0 ∩M1)o, with respect to a representation s, and two antirepresentations r
and rˆ of (M ′0 ∩M1)o on the Hilbert space H = L2(M ′0 ∩M2).
Here, r is the restriction of 2 to M
′
0 ∩M1, rˆ is the isomorphism of M ′0 ∩M1 onto
M ′2 ∩M3 given by j2 ◦ j1, composed with the restriction of  to M ′2 ∩M3, and s is
the antirepresentation of M ′0 ∩M1 given, for all x in M ′0 ∩M1, by s(x) = J2x∗J2 ,
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which sends M ′0 ∩M1 onto J22(M ′0 ∩M1)J2 , which, by the depth 2 hypothesis, is
equal to (M ′0 ∩M3)′.
The operator W can be deﬁned the following way [EV, 5.3]: for any x in Hom,
(x) belongs to D(Hs , o) [EV, 4.2], and for x, y, z, t in Hom such that
W((x) r⊗s
o
(y)) =
∑

((z) s⊗rˆ

(t))
means that
(y ⊗M0 1)x =
∑

(1⊗M0 z)t,
the sum being strongly convergent in Hom(H1, H3) (let us recall, by 2.2, that y⊗M0 1 ∈
Hom(H2, H3), and that 1⊗M0 z ∈ Hom(H2, H3)).
In [EV] is shown that the von Neumann algebra A(W) generated by the operators
(, ∗ id)(W), with  in D(rH, ), and  in D(Hs , o), is then equal to (M ′0∩M2)′,
and that the bimodule homomorphism deﬁned for x in (M ′0 ∩M2)′ by
(x) = W(xr ⊗
o
s1)W ∗
sends this algebra to (M ′0 ∩M2)′ s∗rˆ
M ′0∩M1
(M ′0 ∩M2)′.
It is shown also that the von Neumann algebra Â(W) generated by the operators
(id ∗′,′)(W), with ′ in D(Hs , o) and ′ in D(rˆH, ), is then equal to (M ′1∩M3)′,
and the bimodule homomorphism deﬁned for x in (M ′1 ∩M3)′ by
̂(y) = W ∗(1s ⊗

rˆ y)W
sends this algebra to (M ′1 ∩M3)′ r∗s
(M ′0∩M1)o
(M ′1 ∩M3)′.
4. Modular theory on the basis
For the construction of the pseudo-multiplicative unitary made in 3.4, we had made
a technical use of some auxilliary weight on the basis; we now suppose a modular
property on this weight, in order to get more analytical properties.
4.1. Invariant property for a weight on the basis. Let M0 ⊂ M1 be a depth 2
inclusion of -ﬁnite von Neumann algebras, equipped with a regular normal semi-ﬁnite
faithful operator-valued weight T1. We shall use all the notations described in 2.2 and in
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3.4. We recall that, by deﬁnition, the modular automorphism group T1t is the restriction
on M ′0 ∩M1 of 1t ; let now  be a normal semi-ﬁnite faithful weight on M ′0 ∩M1;
let us climb one step in the tower: we deﬁne the normal faithful semi-ﬁnite weight 2
on M ′1 ∩M2 by 2 =  ◦ j1. We have, for all x in M ′0 ∩M1:

2
s (j1(x)) = j1 ◦ −s(x)
and
T2t (j1(x)) = 2t (j1(x))=it1 J1x∗J1−it1
= J1it1 x∗−it1 J1 = j1(1t (x)) = j1(T1t (x)).
We shall now suppose that there exists some normal semi-ﬁnite faithful weight  on
M ′0∩M1 which is invariant under the modular automorphism group of T1; we then get
that 2 is invariant under T2t .
4.2. Proposition. Let M0⊂M1 be a depth 2 inclusion of -ﬁnite von Neumann al-
gebras, equipped with a regular normal semi-ﬁnite faithful operator-valued weight T1.
Let us use all the notations of 2.2 and 3.4; let  be a normal semi-ﬁnite faithful weight
on M ′0 ∩M1, invariant under the modular automorphism group of T1. Then:
(i) the weight 2 on M ′0 ∩M2 is invariant under the modular automorphism group
T1◦T2t , and there exists a positive invertible operator h on H, such that, for all a in
N2 and x in M
′
0 ∩M3:
hit2(a) = 2(2t (a)),
hit(x)h−it = 3t (x).
The one-parameter unitary group hit is the canonical implementation of T1◦T2t , and,
therefore, the operator h veriﬁes J2hJ2 = h−1, and h commutes with 2 ; for any
x in A(W) = (M ′0 ∩M2)′, let us put t (x) = hitxh−it ; then t is a one-parameter
group of automorphisms of A(W); if ′2 denotes the canonical normal faithful semi-ﬁnite weight on A(W) constructed by the Tomita–Takesaki theory from the weight 2
on the commutant (M ′0 ∩M2), then, for all s, t in R, we have t ◦ 
′2
s = 
′
2
s ◦ t .
(ii) for all t in R, the application which sends, for all a in N2 ∩NT2 and b in N1 ,
2(a)s ⊗ r1(b) on h
it2(a)s ⊗ r
it
1
1(b) is well deﬁned, and can be extended to
a unitary on the Hilbert space Hs ⊗

rH1 that we shall denote by hits ⊗ r
it
1
; we obtain
this way a one-parameter group of unitaries on this Hilbert space, whose generator
will be denoted by hs ⊗

r1 ; this group of unitaries satisﬁes
U1(h
it
s ⊗ r
it
1
) = it2U1.
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Proof. The proof of [E2, 4.4 (i) and (iii)] remains valid in that context. 
4.3. Deﬁnitions and notations [EN, 10.11, 10.13, 10.14]. Let X be in EndMo0 (H0, H1)
such that XX∗ belongs to M+T2 ; then, there exists a unique element 1(X) in M1
such that T2(XT1(a)∗) = 1(X)a∗, for all a in NT1 . We deﬁne this way an injective
morphism 1 of (M1,M0)-bimodules such that
1(X)1(X)∗T2(XX∗)
and we have clearly 1(T1(a)) = a, for all a in NT1 .
If X belongs to NT2 and e to NT1 ∩N1 , then 1(X∗T1(e)) belongs to N1 , and
we get
X∗1(e) = 1(1(X∗T1(e))).
If X belongs to NT2 and e to NT1 , then 1(X∗T1(e)) belongs to NT1 , and we get
X∗T1(e) = T1(1(X∗T1(e))).
Starting from the inclusion M1 ⊂ M2, we get an application 2.
4.4. Lemma. Let x be in M ′1 ∩NT3 , analytical with respect to 3t , a in NT2 ∩N∗T2 ∩
N2 ∩N∗2 ; then 2(x∗T2(a∗)) belongs to N2 ∩N∗2 , and we have
2(2(x
∗T2(a∗))) = (x∗)2(a∗),
2(2(x
∗T2(a∗))∗) = J2(3−i/2(x∗))J22(a).
Proof. The ﬁrst part had been obtained in [E2, 5.2], and the second part is easy, using
the fact that, for all x in M ′0 ∩M3, we have (3t (x)) = it2(x)−it2 (3.4). 
4.5. Lemma. Let x be in M ′1 ∩NT3 , analytical with respect to 3t , a in NT2 ∩N∗T2 ∩
N2 ∩N∗2 , b in NT2 ∩N
∗
T2 ; then:
(i) 2(x∗T2(a∗)) belongs to N2 ∩N∗2 , and we have
2(2(x
∗T2(a∗))∗) = J23−i/2(x∗)J22(a).
(ii) 2(x∗T2(b∗)) belongs to NT2 ∩N∗T2 , and we have
T2(2(x
∗T2(b∗))∗) = J23−i/2(x∗)J2T2(b).
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Proof. The proof is given in [E2, 5.3]. 
4.6. Lemma. Let x be in MT3 ∩M ′1; let us deﬁne the elements xn by
xn = n
∫ ∞
−∞
∫ ∞
−∞
e−n(t2+s2)3t ◦ 3s (x) ds dt.
Then, for all n in N, xn belongs to MT3 ∩M ′1, are analytic with respect both to 3t
and 3s , and the sequence xn is strongly converging to x. Moreover, for all z in C,
3z (xn) belongs to MT3 and is analytic with respect to 
3
t .
Proof. Let us ﬁrst remark that, as the restriction of 3t to M1 is equal to 
1
t , it
is clear that 3t leaves M ′1 ∩M3 globally invariant; using 4.2, we have, for all x in
M ′1 ∩M3:
(3t (x)) = hit(x)h−it
and, using 3.4, we have
(3t (x)) = it2(x)−it2 .
As, by 4.2, h and 2 commute, we see that the two automorphism groups 
3
t and
3s of M ′1 ∩M3 commute.
Let us suppose ﬁrst that x is positive; for any u in R, we get that
3u (xn) = n
∫ ∫
e−n((t−u)2+s2)3t ◦ 3s (x) ds dt
which is the restriction of the analytic function
z → n

∫ ∫
e−n((t−z)2+s2)3t ◦ 3s (x) ds dt.
So, xn is analytic with respect to 
3
t . Using the commutation property of the auto-
morphism groups, we get the same way that xn is analytic with respect to 
3
s . The
fact that 3z (xn) is analytic with respect to 
3
s is easy to get by the same type of
calculations. We obtain that it is a linear combination of four elements in M+T3 , using
same arguments than in [EN, 10.12]. We obtain that xn is strongly converging to x by
same arguments as in [EN, 10.12]; by linearity, all the results remain true for any x
be in MT3 ∩M ′1. 
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4.7. Proposition. Let M0 ⊂ M1 be a depth 2 inclusion of -ﬁnite von Neumann
algebras, equipped with a regular normal semi-ﬁnite faithful operator-valued weight
T1. Let us use all the notations of 2.2 and 3.4; let  be a normal semi-ﬁnite faithful
weight on M ′0 ∩M1, invariant under the modular automorphism group of T1. Then:
(i) For all x in M ′1 ∩M3, we have
(j2(x)) = J2(x)∗J2 .
(ii) The operator h deﬁned in 4.2 is such that the positive invertible operator h−12
is afﬁliated to (M ′1 ∩M3)′.
Proof. Let us take x in NT3 ∩M ′1, analytical with respect both to 3t and 3s , and
such that 3z (x) belongs to NT3 ∩M ′1 and is analytic with respect to 3 (does exist
by 4.6).
Then, if a belongs to N
T˜2
∩N∗
T˜2
∩N2 ∩N∗2 , we have, by 4.4
2(2(x
∗T2(a∗))∗) = J2(3−i/2(x∗))J22(a).
On the other hand, using 4.5, we see that 2(x∗T2(a∗)) belongs to NT2 ∩N∗T2 , and
we get that
2(2(x
∗T2(a∗))∗)=(T2(2(x∗T2(a∗))∗))
=(J23−i/2(x∗)J2T2(a))
= (j2(3i/2(x)))(T2(a))
= (j2(3i/2(x)))2(a)
from which we get that
J2(
3−i/2(x
∗))J22(a) = (j2(3i/2(x)))2(a)
which, by density, leads to
J2(
3−i/2(x
∗))J2 = (j2(3i/2(x))).
Using again 4.6, it is possible to ﬁnd elements such that we can apply this formula to
the element y = 3i/2(x), which leads to
J2(j2(y
∗))J2 = 
(
3i/2 ◦ 3−i/2(y)
)
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from which we get that
(3−i/2 ◦ 3i/2(y∗))= (3i/2 ◦ 3−i/2(y))∗
= J2(j2(y))J2
= (3i/2 ◦ 3−i/2(y∗))
which leads to the fact that h−12 commutes with all the operators (y), with y in
MT3 ∩M ′1, analytic with respect both to 3t and 3s , such that the elements 3z (y)
are analytic with respect to 3t , and belong to MT3 ; using again 4.6, we get that it
will commute with all elements in MT3 ∩M ′1, which is, by hypothesis, a dense subset
of M3 ∩M ′1. This ﬁnishes the proof of (ii). Then, we get
(j2(x)) = J2(x)∗J2
for all x in MT3∩M ′1, analytic with respect both to 3t and 3s , such that the elements
3z (x) are analytic with respect to 
3
t , and belong to MT3 , using 4.6 again, by density,
it is true for all x in MT3 ∩M ′1, and, by density again, we obtain (i). 
4.8. Corollaries. With the hypothesis of 4.7, we have:
(i) For any x in (M ′1 ∩M3)′ and t in R, let us put ̂t (x) = hitxh−it , and jˆ (x) =
J2x
∗J2 ; then ̂t is a one-parameter automorphism group of (M ′1 ∩M3)′, and jˆ is
an anti-isomorphism of (M ′1 ∩M3)′, such that jˆ ◦ r = s, and
jˆ ◦ ̂t = ̂t ◦ jˆ .
(ii) We have, with the notations of 3.4
(M ′0 ∩M2)′ ∩ (M ′1 ∩M3)′ = (M ′0 ∩M3)′ = s(M ′0 ∩M1),
(M ′0 ∩M2) ∩ (M ′1 ∩M3)′ = (M ′0 ∩M1) = r(M ′0 ∩M1),
(M ′0 ∩M2)′ ∩ (M ′1 ∩M3) = (M ′2 ∩M3) = rˆ(M ′0 ∩M1),
(M ′0 ∩M2) ∩ (M ′1 ∩M3) = (M ′1 ∩M2) =  ◦ j1(M ′0 ∩M1).
(iii) We get
M ′0 ∩M1 = M ′0 ∩M2 ∩ (M ′1 ∩M3)′,
M ′1 ∩M2 = (M ′0 ∩M2) ∩ (M ′1 ∩M3),
336 M. Enock / Journal of Functional Analysis 223 (2005) 311–364
M ′2 ∩M3 = M ′1 ∩M3 ∩ (M ′0 ∩M2)′,
((M ′0 ∩M2) ∪ (M ′1 ∩M3))′′ = M ′0 ∩M3.
(iv) For all t in R, we have T2t = T˜2t |(M ′1∩M2), where T˜2 is the restriction of T2 to
M ′0 ∩M2, which is, by deﬁnition, a normal semi-ﬁnite faithful operator-valued weight
from M ′0∩M2 to M ′0∩M1, whose modular group T˜2t is a one-parameter automorphism
group of M ′0 ∩M2 ∩ (M ′0 ∩M1)′ (which contains clearly M ′1 ∩M2).
Proof. For (i), (ii) and (iii), we can follow [E2, 5.5]. For any x in M ′1 ∩M2, we have
(T2t (x)) = (2t (x)) = hit(x)h−it ,
(T˜2t (x)) = (2t (x)) = it2(x)−it2
which gives the result, by 4.7(ii). 
5. Back to W
In this section, following what remains of [E2, 6 and 7] under the wider hypothesis of
the existence of a normal faithful semi-ﬁnite weight  on the basis, invariant under the
modular group Tt , we construct a co-inverse, a right-invariant operator-valued weight
(and, therefore, a left-invariant operator-valued weight) on the Hopf-bimodule A(W).
All these results are written down in 5.10, and give (with a wider hypothesis) the proof
of the results claimed in [E2].
5.1. Proposition. For any x in M ′0 ∩M2, let us deﬁne
	((x)) = W ∗((x)s ⊗
M ′0∩M1
r1)W.
Then:
(i) We have: 	((x)) = (ids ∗
M ′0∩M1
r )(U
∗j2j1(x)U).
(ii) 	((x)) belongs to (M ′0 ∩M2)r ∗
(M ′0∩M1)o
s(M ′0 ∩M2)′.
(iii) We have
(	r ∗
(M ′0∩M1)o
s id)	((x)) = (idr ∗
(M ′0∩M1)o
s)	((x)).
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(iv) For all t in R, we have
	((2t (x))) = (2t s ∗
M ′0∩M1
rAdh
it )	((x)).
(v) If x is positive, we have
rˆ(T˜2(x)) = (2r ∗
(M ′0∩M1)o
s id)	((x)) = (T˜2r ∗
(M ′0∩M1)o
s id)	((x)).
(vi) If x belongs to N
T˜2
(resp. N2 ), and ,  to D(Hs , o), the operator
(id ∗ ,)	((x)) belongs to NT˜2 (resp. N2 ).(vii) The subspace D(rˆH, ) ∩D(Hs , o) is dense in H.
(viii) If x belongs to N2 ,  to D(rˆH, ) ∩D(Hs , o) and  to D(Hs , o), we have
2((id ∗ ,)	((x))) = (id ∗ ,)(W ∗)2(x).
Proof. The proof is identical to [E2, 6.1 to 6.6]. 
5.2. Proposition. It is possible to deﬁne a one-parameter unitary group, denoted
hitr ⊗
o
sh
it
, on Hr ⊗
o
sH, with natural values on elementary tensors, and one-parameter
unitary group, denoted hits ⊗ rˆ h
it
, on Hs ⊗

rˆH, with natural values on elementary ten-
sors, and they verify, for all t in R:
W(hitr ⊗
o
sh
it ) = (hits ⊗ rˆ h
it )W
Proof. As, for any x in M ′0 ∩M1, we have, using 4.2
hit r(x)h−it = r(1t (x)),
hit s(x)h−it = s(1t (x)),
hit rˆ(x)h−it = 3t (rˆ(x)) = rˆ(1t (x))
which, by standard computations, will give a meaning to hitr ⊗
o
sh
it and hits ⊗ rˆ h
it
.
Moreover, using again 4.2 and 5.1, we have, for all a in N
T˜2
∩N2 ,  in D(rˆH, ) ∩
D(Hs , o) and  in D(Hs , o):
(id ∗ ,)(W ∗)hit2(a)= (id ∗ ,)(W ∗)2(2t (a))
338 M. Enock / Journal of Functional Analysis 223 (2005) 311–364
=2((id ∗ ,)	((2t (a))))
=2(2t ((id ∗ h−it,h−it)	((a))))
= hit (id ∗ h−it,h−it)(W ∗)2(a)
from which we get the result. 
5.3. Proposition. For all t in R and x in (M ′1∩M3)′, let us deﬁne ̂t (x) = it2x−it2 ;
then, ̂t is a one-parameter automorphism group of (M ′1∩M3)′, which commutes with
the anti-isomorphism jˆ deﬁned in 4.8(i). Moreover, we have, for all a in M ′0 ∩M1:
̂t (r(a)) = r(t (a)),
̂t (s(a)) = s(t (a)).
Proof. Clearly, ̂t is the composition of the one-parameter automorphism group ̂t of
(M ′1 ∩M3)′, deﬁned in 4.8(i), with the inner automorphism group implemented by
h−itit2 . The commutation relation between J2 and 
it
2
gives all the other results.

5.4. Theorem. Let , be in D(rˆH, )∩D(Hs , o). Then, the operator (id ∗,)(W ∗)
belongs to D(̂−i/2), and we have
jˆ ◦ ̂−i/2((id ∗ ,)(W ∗)) = (id ∗ ,)(W).
Proof. We can repeat what was written in [E2, 6.8]. 
5.5. Theorem. There exists an involutive antilinear isomorphism Jˆ on H, which imple-
ments an anti-isomorphism j of (M ′0 ∩M2)′ such that j ◦ rˆ = s, and a positive self-
adjoint invertible operator ̂ on H, which implements a one-parameter automorphism
group t of (M ′0∩M2)′ commuting with j, such that, for all , in D(rH, )∩D(Hs , o),
the operator (, ∗ id)(W) belongs to D(−i/2), and we have
j ◦ −i/2((, ∗ id)(W)) = (, ∗ id)(W ∗).
Moreover, for all a in M ′0 ∩M1, we have
t (s(a)) = s(t (a)),
t (rˆ(a)) = rˆ(t (a)).
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Proof. As we had obtained 5.4 under the hypothesis that there exists a weight 
invariant under T1t , we can (4.1) apply this result to the inclusion M1 ⊂ M2.
Let us precise the notations: we start from the set of double intertwinners
HomM1,Mo2 (H2, H3), and the normal semi-ﬁnite faithful weight 
2 = ◦j1 on M ′1∩M2,
from which we construct (3.4) an Hilbert space H2; more precisely, if X belongs to
HomM0,Mo1 (H1, H2), the application X→ J3(1H1⊗0X)J2 deﬁnes an antilinear isomor-
phism from HomM0,Mo1 (H1, H2) onto HomM1,Mo2 (H2, H3), which sends the subset Hom
onto the subset Hom2 , and extends to an antilinear isomorphism F from H onto the
Hilbert space H2. This Hilbert space can be identiﬁed with the standard Hilbert space
L2(M ′1 ∩ M3), using the normal semi-ﬁnite faithful weight 23 = 2 ◦ T3|M ′1∩M3 on
M ′1∩M3, and we can construct a normal faithful representation 2 of M ′1∩M4 on H2,
which will verify [EV, 3.3], for all X in M ′0 ∩M3:
F(X)∗F∗ = 2(j2(X)).
Then, we can construct a pseudo-multiplicative unitary W2 over the basis (M ′1 ∩M2)o,
with respect to the representations r2 and rˆ2 of M ′1 ∩M2 and the anti-representation s2
of M ′1 ∩M2. Then, the antilinear isomorphism F from H to H2 intertwines r with rˆ2,
rˆ with r2, s with s2, and we have [EV, 5.4]
W2 = (Fs ⊗

rF)oW ∗o (F∗r2 ⊗
2o
s2F
∗).
Writing Jˆ = F∗J23F, we construct an antilinear involutive isomorphism Jˆ of H which,
using 4.7 applied to M1 ⊂ M2 and the properties of F, will verify, for all x in M ′0∩M2:
Jˆ(x∗)Jˆ =  ◦ j1(x)
and, therefore, the application x → Jˆ x∗Jˆ is an anti-automorphism j of (M ′0 ∩M2)′,
such that j ◦ rˆ = s.
Writing ̂ = F∗−1
23
F, we construct a positive invertible self-adjoint operator on H,
which commutes with Jˆ , and a one-parameter group of unitaries ̂it = F∗it23F, which,
using 5.3 applied to M1 ∩M2 and the properties of F, implements on (M ′0 ∩M2)′ a
one-parameter automorphism group t which verify, for all a in M ′0 ∩M1:
t (rˆ(a)) = rˆ(t (a)),
t (s(a)) = s(t (a))
and we get, using 5.4 applied to M1 ⊂ M2 and the properties of F, that, for all
,  in D(rH, ) ∩ D(Hs , o), the operator (, ∗ id)(W) belongs to D(i/2) and
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that:
j ◦ −i/2((, ∗ id)(W)) = (, ∗ id)(W ∗). 
5.6. Theorem. (i) It is possible to deﬁne a one-parameter unitary group it2 r ⊗o s̂
it
on Hr ⊗
o
sH, with natural values on elementary tensors, and a one-parameter unitary
group it2 s ⊗ rˆ ̂
it
on Hs ⊗

rˆH, such that
W(it2 r ⊗o s̂
it
) = (it2 s ⊗ rˆ ̂
it
)W.
(ii) It is possible to deﬁne an antilinear bijective isometry J2 r ⊗o s Jˆ from Hr ⊗o sH
onto Hs ⊗

rˆH, with natural values on elementary tensors, whose inverse is the antilinear
bijective isometry J2 s ⊗ rˆ Jˆ , from Hs ⊗ rˆH onto Hr ⊗o sH, deﬁned the same way with
natural values on elementary tensors. This antilinear bijective isometry verify
(J2 r ⊗o s Jˆ )W
∗(J2 r ⊗o s Jˆ ) = W.
Proof. The proof is identical to [E2, 7.2]. 
5.7. Theorem. (i) The one-parameter automorphism group t deﬁned in 5.5 satisﬁes,
for all t in R:
 ◦ t = (t s ∗
 rˆ
t ) ◦ .
(ii) the antiisomorphism j deﬁned in 5.5 satisﬁes  ◦ j = (j s ∗ rˆ j ).
Proof. Let  in D(rH, ) and  in D(Hs , o); using the pentagonal equation, we get
that
((, ∗ id)(W))
= (, ∗ id ∗ id)(Ws ⊗

rˆ1H)(s ⊗

rˆ1H)(1Hs ⊗

rˆW)2o (1Hr ⊗
o
s)).
On the other hand, using 5.6(i), we get, for all t in R:
t ((, ∗ id)(W)) = ̂it (, ∗ id)(W)̂−it = (it2,it2 ∗ id)(W)
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from which we get that
(t (, ∗ id)(W))
= (it2,it2 ∗ id ∗ id)(Ws ⊗ rˆ1H)(s ⊗ rˆ1H)(1Hs ⊗ rˆW)2o (1Hr ⊗o s)
and, using again 5.6(i), we have
(t (, ∗ id)(W)) = (t s ∗ rˆt )((, ∗ id)(W))
from which we get that ◦ t (x) = (t s ∗
 rˆ
t )◦(x), for all x in the involutive algebra
generated by the elements of the form (, ∗ id)(W), which, by continuity, gives (i).
On the other hand, using 5.6(ii), we get
j ((, ∗ id)(W)) = Jˆ (, ∗ id)(W)∗Jˆ = (J2,J2 ∗ id)(W)
from which we get that
(j ((, ∗ id)(W)))
= (J2,J2 ∗ id ∗ id)(Ws ⊗ rˆ1H)(s ⊗ rˆ1H)(1Hs ⊗ rˆW)2o (1Hr ⊗o s))
and, using again 5.6(ii), we ﬁnally have
(j s ∗
 rˆ
j )(j ((, ∗ id)(W))) = o((, ∗ id)(W))
from which we get that  ◦ j (x) = (j s ∗ rˆ j )(x), for all x in the involutive al-
gebra generated by the elements of the form (, ∗ id)(W), which, by continuity,
gives (ii). 
5.8. Theorem. (i) Let us deﬁne T˜2′ the normal semi-ﬁnite faithful operator-valued
weight from (M ′0 ∩M2)′ = J2(M ′0 ∩M2)J2 to s(M ′0 ∩M1) = J2(M ′0 ∩M1)J2
given, for all positive x in (M ′0 ∩M2)′ by
T˜2
′
(x) = J2 T˜2(J2xJ2)J2
which verify ′2 =  ◦ s−1 ◦ T˜2
′
. We have then, for all positive x in (M ′0 ∩M2)′:
T˜2
′
(x) = (T˜2′s ∗ rˆ id)(x) = (
′
2s ∗ rˆ id)(x).
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Therefore, T˜2′ is a right-invariant operator-valued weight for the Hopf-bimodule
A(W).
(ii) Let us consider j ◦ T˜2′ ◦ j the normal semi-ﬁnite operator-valued weight from
(M ′0 ∩M2)′ to j ◦ s(M ′0 ∩M1) = rˆ(M ′0 ∩M1); it veriﬁes ′2 ◦ j =  ◦ rˆ−1 ◦ j ◦ T˜2
′ ◦ j ,
and, for all positive x in (M ′0 ∩M2)′, we get
j ◦ T˜2′ ◦ j (x) = (ids ∗
 rˆ
j ◦ T˜2′ ◦ j)(x) = (ids ∗
 rˆ
′2 ◦ j)(x).
Therefore, j ◦ T˜2′ ◦ j is a left-invariant operator-valued weight for the Hopf-bimodule
A(W).
Proof. The proof of (i) is identical to [E2, 7.5]. Then (ii) is a straightforward corollary
of 5.7(ii). 
5.9. Proposition. For any x in (M ′0 ∩M2)′, and t in R, we have
 ◦ ′2t (x) = (
′
2
t s ∗ rˆ−t )(x),
 ◦ ′2◦jt (x) = (t s ∗ rˆ
′2◦j
t )(x).
Proof. The ﬁrst formula is a direct corollary of 5.6(i).
As 
′
2◦j
t (x) = j ◦ 
′
2−t ◦ j (x), the second formula comes from the ﬁrst and
5.7(ii). 
5.10. Theorem. Let M0 ⊂ M1 be a depth 2 inclusion of -ﬁnite von Neumann algebras,
equipped with a regular normal semi-ﬁnite faithful operator-valued weight, in the sense
of [EV, 3.4]; let r, rˆ (resp. s), be the representations (resp. the antirepresentation) of
M ′0 ∩M1 on L2(M ′0 ∩M2) deﬁned in [EV, 3.4] and W be the pseudo-multiplicative
associated [EV, 3.4]; let ((M ′0 ∩ M1)o, s, rˆ,(M ′0 ∩ M2)′,) be the Hopf-bimodule
associated in [EV, 3.4]. Let us suppose that there exists on M ′0 ∩M1 a normal faithful
semi-ﬁnite weight  invariant under the modular automorphism group T1t . Then, the
Hopf-bimodule bears the extra structures:
(i) There exists an anti-automorphism j of (M ′0 ∩M2)′ such that j ◦ s = rˆ , and
 ◦ j = (j s ∗ rˆ j ).
(ii) There exists a one-parameter automorphism group t of (M ′0 ∩M2)′, such that,for all t in R, j ◦ t = t ◦ j , and
 ◦ t = (t s ∗
 rˆ
t ) ◦ .
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Moreover, if , are in D(rH, ) ∩D(Hs , o), the operator (, ∗ id)(W) belongs to
D(−i/2), and we have
j ◦ −i/2((, ∗ id)(W)) = (, ∗ id)(W ∗).
Moreover, for all a in M ′0 ∩M1, we have
t (s(a)) = s(t (a)),
t (rˆ(a)) = rˆ(t (a)).
(iii) There exists a normal semi-ﬁnite faithful operator-valued weight T˜ ′2 from
(M ′0 ∩M2)′ to s(M ′0 ∩M1), which is right-invariant in the sense that, for all positive
x in (M ′0 ∩M2)′:
T˜2
′
(x) = (T˜2′s ∗ rˆ id)(x) = (
′
2s ∗ rˆ id)(x),
where we have ′2 =  ◦ s−1 ◦ T˜2
′
. Moreover, for all t in R, we have
 ◦ ′2t = (
′
2
t s ∗ rˆ−t ).
Proof. This is a résumé of 5.5, 5.7, 5.8 and 5.9. 
6. Modular theory on A(W)
In this section, mostly inspired by the work of Lesieur [L, Chap. 3, 4 and 5], we
obtain results about the modular theory of the left-invariant weight and of the right-
invariant weight constructed on A(W) in 5.8. We construct a scaling operator and a
modulus (6.3), and prove that the modulus is, in a special sense, a cocharacter (6.10).
6.1. Proposition. (i) For any a in M ′0 ∩M1, we have

′2
t (rˆ(a)) = rˆ(T1−t (a)),

′2◦j
t (s(a)) = s(T1t (a)).
(ii) For any positive x in (M ′0 ∩M2)′, and t in R, we have
′2 ◦ j (x) = ′2 ◦ j ◦ 
′
2
t ◦ t (x),
′2(x) = ′2 ◦ 
′
2◦j−t ◦ t (x).
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Proof. Using 4.7(ii), we get

′2
t (rˆ(a)) = −it2 rˆ(a)it2 = h−it rˆ(a)hit
= 3−t (rˆ(a)) = rˆ(1−t (a)) = rˆ(T1−t (a))
which is the ﬁrst result of (i). We then get

′2◦j
t (s(a)) = j ◦ 
′
2−t ◦ j (s(a))= j ◦ 
′
2−t (rˆ(a))
= j ◦ rˆ(T1t (a)) = s(T1t (a))
which ﬁnishes the proof of (i).
From 5.9 and 5.7(i), we get
 ◦ ′2t ◦ t (x) = (
′
2
t ◦ t s ∗ rˆ id)(x)
and then, using 5.8(ii), we have
j ◦ T˜2′ ◦ j ◦ 
′
2
t ◦ t (x)= (ids ∗ rˆ
′
2 ◦ j) ◦ 
′
2
t ◦ t (x)
= ′2t ◦ t (j ◦ T˜2′ ◦ j (x)).
If a is in M ′0 ∩M1, we have, by 5.5, t (rˆ(a)) = rˆ(t (a)), and, therefore, using (i),

′2
t ◦ t (rˆ(a)) = rˆ(T1−tt (a)). So, we get
′2 ◦ j ◦ 
′
2
t ◦ t (x)=  ◦ rˆ−1 ◦ j ◦ T˜2′ ◦ j ◦ 
′
2
t ◦ t (x)
=  ◦ T1−t ◦ t ◦ rˆ−1 ◦ j ◦ T˜2′ ◦ j (x)
=  ◦ rˆ−1 ◦ j ◦ T˜2′ ◦ j (x)
= ′2 ◦ j (x)
which gives the ﬁrst formula of (ii). The second formula comes then from the com-
mutation of j and t (5.5). 
6.2. Theorem. The three automorphism groups t , 
′2
t , 
′2◦j
t are two by two commut-
ing.
Proof. Using 6.1, we get that the automorphism group 
′
2◦j
s is commuting, for all t
in R, with the automorphism 
′
2
t ◦ t . Which we can write, for all s, t in R:

′2◦j
s ◦ 
′
2
t ◦ t ◦ 
′
2◦j−s = 
′
2
t ◦ t .
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Therefore, using 5.9, we get
 ◦ s ◦ 
′
2
t ◦ t ◦ −s = (s s ∗ rˆs) ◦ 
′2
t ◦ t ◦ −s
= (s s ∗
 rˆ
s)(
′2
t ◦ t s ∗ rˆ id) ◦ −s
= (s s ∗
 rˆ
s)(
′2
t ◦ t s ∗ rˆ id)(−s s ∗ rˆ−s)
= (s s ∗
 rˆ

′2◦j
s )(
′2
t ◦ t s ∗ rˆ id)(−s s ∗ rˆ
′2◦j−s )
= (s s ∗
 rˆ

′2◦j
s )(
′2
t ◦ t s ∗ rˆ id) ◦ 
′2◦j−s
= (s s ∗
 rˆ

′2◦j
t ) ◦ 
′
2
t ◦ t ◦ 
′
2◦j−s
= ◦ ′2◦js ◦ 
′
2
t ◦ t ◦ 
′
2◦j−s
= ◦ ′2t ◦ t
and, by the injectivity of , we get that

′2
t ◦ t = s ◦ 
′
2
t ◦ t ◦ −s = s ◦ 
′
2
t ◦ −s ◦ t
from which we get that 
′
2
t = s ◦ 
′
2
t ◦ −s , which gives the commutation of the
one-parameter groups of automorphisms s and 
′2
t .
It is then straightforward to get the commutation of s with 
′2◦j
t .
Finally, we have
 ◦ ′2t ◦ 
′
2◦j
s = (
′
2
t s ∗ rˆ−t ) ◦ 
′2◦j
s
= (′2t s ∗ rˆ−t )(s s ∗ rˆ
′2◦j
s )
= (s s ∗
 rˆ

′2◦j
s )(
′2
t s ∗ rˆ−t )
= (s s ∗
 rˆ

′2
s ) ◦ 
′
2◦j
t
= ◦ ′2◦js ◦ 
′
2
t
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which, by the injectivity of , gives the commutation of the one-parameter groups 
′
2
s
and 
′
2◦j
t . 
6.3. Theorem. There exists a positive invertible operator ′ afﬁliated to (M ′0 ∩M2)′,
called the modulus, and a positive invertible element 
 afﬁliated to Z(M0) ∩ Z(M1),
called the scaling operator, such that, for all s, t in R, x positive in (M ′0 ∩M2)′:
(i) 
′
2
s (
′it ) = (
)ist′it ,
(ii) (D′2 ◦ j : D′2)t = (
)it
2/2′it ,
(iii) ′2 ◦ 
′2◦j
t (x) = ′2 ◦ t (x) = ′2((
)t/2x(
)t/2).
Proof. Using [V3, Proposition 5.2], and the fact that the automorphism groups 
′
2
s and

′2◦j
t commute by 6.2, we get the existence of ′ and a positive invertible element 
in (Z(M ′0 ∩M2)) such that
(D′2 ◦ j : D′2)t = it
2/2′it ,

′2
s (
′it ) = ist′it .
By the unicity of this decomposition, we easily get that j (′) = ′−1, and j () = .
Moreover, a calculation completely similar to [V3, Proposition 5.5] leads to
′2 ◦ 
′
2◦j
t (x) = ′2(t/2xt/2)
and, by 6.1, we have
′2 ◦ 
′
2◦j
t (x) = ′2 ◦ t (x)
and, therefore, we get that ist = (D′2 ◦ t : D′2)s .
We have, using 5.3 and 5.8
′2 ◦ t =  ◦ s−1 ◦ T˜2′ ◦ t =  ◦ s−1 ◦ −t ◦ T˜2′ ◦ t
from which we get that ist = (D−t ◦ T˜2′ ◦ t : DT˜2′)s and belongs therefore to
s(M ′0 ∩ M3); as  is afﬁliated to (Z(M ′0 ∩ M2)), we have J2J2 = −1, and 
is therefore afﬁliated to r(M ′0 ∩ M1); as j () = , we get that  is also afﬁliated
to rˆ(M ′0 ∩ M1) = M ′2 ∩ M3. Let us write  = (
); we get that 
it belongs to
M ′0 ∩M1 ∩ Z(M ′0 ∩M2) ∩ (M ′0 ∩M3)′ ∩M ′2 ∩M3; so 
it belongs to Z(M1); we have
J1
J1 = 
−1, and, therefore, as 
it belongs to M ′2, it belongs also to M0, and, more
precisely, to Z(M0), which ﬁnishes the proof. 
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6.4. Corollary. The operator-valued weight T˜ ′2 (resp. j ◦ T˜ ′2 ◦ j ) from (M ′0 ∩M2)′ to
s(M ′0∩M1) (resp. rˆ(M ′0∩M1)) introduced in 5.8, satisﬁes, for all t in R and x positive
in (M ′0 ∩M2)′:
T˜ ′2 ◦ 
′2◦j
t (x) = (
)t/2s ◦ T1t ◦ s−1(T˜ ′2(x))(
)t/2,
j ◦ T˜ ′2 ◦ j ◦ 
′2
t (x) = (
)−t/2rˆ ◦ T1−t ◦ rˆ−1(j ◦ T˜ ′2 ◦ j (x))(
)−t/2.
Proof. Using 5.8 and 5.9, we get
T˜ ′2(
′2◦j
t (x)) = (′2s∗ rˆ id)(
′2◦j
t (x)) = (′2s∗ rˆ id)(t s∗ rˆ
′2◦j
t )(x).
Using then 6.3, we get it is equal to

′2◦j
t ((
′
2s∗ rˆ id)((
)
t/2
s ⊗

rˆ1)(x)((
)
t/2
s ⊗

rˆ1))
and, using the fact that (
)t/2 is afﬁliated ﬁrst, to rˆ(M ′0∩M1), second, to s(M ′0∩M1),
and, third, to the center of (M ′0 ∩M2)′, we obtain it is equal to

′2◦j
t ((
′
2s∗ rˆ id)((
)
t/2x(
)t/2))= ′2◦jt (T˜ ′2((
)t/2x(
)t/2))
= ′2◦jt ((
)t/2T˜ ′2(x)(
)t/2)
= (
)t/2′2◦jt (T˜ ′2(x))(
)t/2
which, using 6.1, gives the ﬁrst result. The second formula is then obtained by similar
calculations. 
6.5. Corollary. Let us denote by T 
′
2◦j
′2,T˜ ′2
the subset of T′2,T˜ ′2 (deﬁned in 2.3) made of
elements a in N
T˜ ′2
∩N′2 ∩N′2◦j , analytic with respect to both ′2 and ′2 ◦j , such that,
for all z, z′ in C, 
′
2
z ◦ 
′
2◦j
z′ (a) belongs to NT˜ ′2 ∩N′2 ∩N′2◦j . This linear space is
weakly dense in (M ′0 ∩M2)′, and the set of ′2(a) (resp. ′2◦j (a)), for a in T
′2◦j
′2,T˜ ′2
,
is a linear dense subset in H′2 (resp. H′2◦j ); moreover, the subset J2′2(T
′2◦j
′2,T˜ ′2
) is
included in the domain of ′z, for all z in C, and is an essential domain for ′z.
348 M. Enock / Journal of Functional Analysis 223 (2005) 311–364
Proof. Let us take x in T +
′2,T˜ ′2
; let us write 
 = ∫∞0 t det and let us deﬁne fp = ∫ p1/p det ;
if we put
xq,p = (fp)
√
q

∫ +∞
−∞
e−qt2
′
2◦j
t (x) dt
we, by classical remarks (see [EN, 10.12] for instance for similar calculations) obtain
that xq,p is in T +
′2,T˜ ′2
and, moreover, is analytical with respect to ′2 ◦ j , and that all

′2◦j
z (xq,p) belong to T′2,T˜ ′2 . Moreover, when q, p go to inﬁnity, xq,p is weakly con-
verging to x, and ′2(xq,p) is converging to ′2(x). We can verify also that T˜ ′2(xq,p)
is weakly converging to 
T˜ ′2
(x).
As, for any t in R, and y in (M ′0 ∩M2)′, we have
′it y′−it = ′2◦jt ◦ 
′
2−t (y)
we see that, for all such elements xq,p, and z in C, ′izxq,p′−iz is bounded and
belongs to T′2,T˜ ′2 ; in particular 
′−1/2xq,p′1/2 belongs to M′2 ∩MT˜ ′2 , and is analytic
with respect to both ′2 and ′2 ◦ j . Using then the operators en introduced in [V3, 1.1],
which are analytic to both ′2 and ′2 ◦ j and converging to 1 when n goes to inﬁnity,
we get that enxq,p belongs to N′2 ∩NT˜ ′2 ; on the other hand, as
enxq,p
′1/2 = (en′1/2)′−1/2xq,p′1/2
belongs to N′2 , we see, by [V3, 3.3], that enxq,p belongs to N′2◦j , and, therefore, to
T
′2◦j
′2,T˜ ′2
, from which we then get all the results claimed. 
6.6. Proposition. As usual, we shall identify H′2 with H2 by writing, for all x in N2 :
′2(J2xJ2) = J22(x).
(i) If a′ belongs to N
T˜ ′2
∩N′2 , J2′2(a′) belongs to D(Hs , o), andRs,
o
(J2′2(a
′))
= 
T˜2
(J2a
′J2); and ′2(a
′) belongs to D(rH, ) and Rr,(′2(a
′)) =
J2T˜2(J2a
′J2)J.
(ii) We have then, for all y in N′2 ,  in D(Hs) ∩D(rˆH),  in D(rˆH):
′2(ids ∗ rˆ,)((y)) = (id ∗ ,)(W)′2(y).
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(iii) If y, z, z′ belong to N
T˜ ′2
∩N′2 , we have
(J2′2 (z),J2′2 (z
′)s ∗ rˆ id)(y) = (′2 (y),J2 z∗′2 (z′) ∗ id)(W).
(iv) For a, b in N
T˜ ′2
∩N′2 , we have
(J2′2 (a),J2′2 (a)
s ∗
 rˆ
id)(b∗b) = (′2 (b∗b),J2′2 (a∗a) ∗ id)(W).
(v) For a, b in N
T˜ ′2
∩N′2 , we have
j ((J2′2 (a),J2′2 (a)
s ∗
 rˆ
id)(b∗b)) = (J2′2 (b),J2′2 (b)s ∗ rˆ id)(a
∗a).
Proof. Using 2.3, we get (i) by direct calculations.
Using 5.1 and 5.6, we get
′2(id ∗ ,)((y))= J22(J2(id ∗ ,)(W(yr ⊗o s1)W
∗)J2)
= J22((id ∗ Jˆ,Jˆ)(W ∗(J2yJ2 s ⊗ r1)W))
= J2(id ∗ Jˆ,Jˆ)(W ∗)2(J2yJ2)
= (id ∗ ,)(W)′2(y)
which gives (ii); moreover, we have
((y)(J2′2(z)s ⊗ rˆ)|J2′2(z
′)s ⊗

rˆ)
= ((id ∗,)(y)J2′2(z)|J2′2(z′))
= (J2z∗J2′2((id ∗ ,)((y))|J2′2(z′))
which, using (ii), is equal to
′2((id ∗ ,)((y))|J2z′2(z′))
= ((id ∗ ,)(W)′2(y)|J2z′2(z′))
from which we get (iii) and (iv).
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Using (iv) and 5.6, we have
j ((J2′2 (a),J2′2 (a)
∗ id)(b∗b))= j ((′2 (b∗b),J2′2 (a∗a) ∗ id)(W))
= Jˆ (′2 (b∗b),J2′2 (a∗a) ∗ id)(W)
∗Jˆ
= Jˆ (J2′2 (a∗a),′2 (b∗b) ∗ id)(W
∗)Jˆ
= (′2 (a∗a),J2′2 (b∗b) ∗ id)(W)
= (J2′2 (b),J2′2 (b) ∗ id)(a
∗a)
which is (v). 
6.7. Proposition. For all t in R and x in (M ′ ∩M2)′, we have
t (x) = (
′
2◦j
t s ∗ rˆ
′2−t )(x),

′2◦j
t 
′2−t (x) = (
′
2◦j
t 
′2−t s ∗ rˆ
′2◦j
t 
′2−t )(x).
Proof. Let x be in (M ′0 ∩M2)′ and b in T′2,T˜2 ′ ; using 6.3, we have
J2′2 (b)
◦ ′2◦jt (x)= ′2(
′
2−i/2(b
∗)∗
′
2◦j
t (x)
′2−i/2(b
∗))
= ′2 ◦ 
′
2◦j
t ((
′2−i/2
′2◦j−t (b∗))∗x(
′2−i/2
′2◦j−t (b∗)))
= ′2((
′
2−i/2
′2◦j−t (b∗))∗(
)t/2x(
)t/2
′2−i/2
′2◦j−t (b∗))
=
J′2′2 ((
)
t/2
′2◦j−t (b))
(x).
The same way, we shall get J2′2 (b)
◦ t = J′2′2 ((
)t/2−t (b)). Then
(J2′2 (b)
∗ id)(′2◦jt s ∗ rˆ
′2−t )(−t (a∗a))
is equal to

′2−t (
J′2′2 ((
)
t/2
′2◦j−t (b))
∗ id)(−t (a∗a))
= j′2◦jt j ((
J′2′2 ((
)
t/2
′2◦j−t (b))
∗ id)(−t (a∗a)).
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Using 6.6 and the property of (
), it is equal to
j
′2◦j
t (J2′2 (−t (a))
∗ id)((
)t/2′2◦j−t (b∗b)(
)t/2)
= j′2◦jt (J2′2 ((
)t/2−t (a)) ∗ id)(
′2◦j−t (b∗b))
= j′2◦jt ((J2′2 (a) ◦ t ) ∗ id)(
′2◦j−t (b∗b)).
Using 5.9 and 6.6(v) again, we see it is equal to
j (J2′2 (a)
∗ id)(b∗b) = (J2′2 (b) ∗ id)(a
∗a)
from which we get the ﬁrst equality. Then, we get, using 5.9, 5.7 and the ﬁrst relation,
that

′2◦j
t 
′2−t = (t ∗ 
′
2◦j
t )(
′2−t ∗ t )
= (′2−t ∗ 
′
2◦j
t )t = (
′
2◦j
t 
′2−t s ∗ rˆ
′2◦j
t 
′2−t ). 
6.8. Proposition. It is possible to deﬁne a one-parameter unitary group of unitaries,
denoted ′it s ⊗

rˆ
′it
, with natural values on elementary tensors; moreover, with have,
for all t in R, and x in (M ′0 ∩M2)′:
(′it s ⊗

rˆ
′it )(x)(′−it s ⊗

rˆ
′it ) = (′it x′−it )
and, the two one-parameter automorphism groups of unitaries (′is) and ′it s ⊗

rˆ
′it
commute.
Proof. For all t in R, and x in M ′0 ∩M1, we have

′2
t (s(x))=−it2 J2x∗J2it2
= J2−it2 x∗it2J2 = s(
2−t (x)) = s(−t (x))
and we have seen in 6.1 that 
′
2
t (rˆ(x)) = rˆ(T1−t (x)). So, we have

′2◦j
t (s(x))= j ◦ 
′
2−t ◦ j (s(x))
= j ◦ ′2−t (rˆ(x)) = j ◦ rˆ(T1t (x)) = s(T1t (x))
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and, therefore
′it s(x)′it = ′2◦jt 
′
2−t (s(x)) = 
′
2◦j
t (s(

t (x)) = s(T1t t (x))
and an analogous calculation for ′it rˆ(x)′it will lead to the possibility of deﬁning
′it s ⊗

rˆ
′it
.
On the other hand, by 6.3, that, for all x in (M ′0 ∩M2)′, for all t in R, we have
′it x′−it = ′2◦jt 
′
2−t (x).
Therefore, the ﬁrst formula is a corollary of 6.7. If, in this formula, we take x = ′is ,
we obtain the second result. 
6.9. Lemma. (i) Let b be in N
T˜ ′2
∩ N′2 ∩ N′2◦j , and let X positive afﬁliated to
(M ′0 ∩M2)′ be such that ′−1/2X′−1/2 is bounded; then, the element of the extended
positive part (ids ∗
 rˆ
′2)(X) is such that
〈(ids ∗
 rˆ
′2)(X),J2′2 (b)
〉
= 〈j ◦ T˜ ′2 ◦ j (′−1/2X′−1/2),′1/2J2′2 (b)〉.
If X is bounded, such that ′−1/2X′−1/2 is bounded and in M+
j◦T˜ ′2◦j
, then
(J2′2 (b)
s ∗
 rˆ
id)(X) belongs to M+
T˜ ′2
∩M+′2 .
(ii) If Y is in M+
j◦T˜ ′2◦j
, we have
′1/2(j ◦ T˜ ′2 ◦ j)(Y )′1/2 = (ids ∗ rˆ
′
2)(
′1/2Y′1/2).
Proof. Let us suppose ﬁrst that a and b belong to N
T˜ ′2
∩N′2 ; using 6.6(v), we have
j (J2′2 (a)
s ∗
 rˆ
id)(b∗b) = (J2′2 (b)s ∗ rˆ id)(a
∗a)
and, therefore, applying the weight ′2, and using 5.8, we obtain
〈(ids ∗
 rˆ
′2)(a∗a),J2′2 (b)
〉 = 〈j ◦ T˜ ′2 ◦ j (b∗b),J2′2 (a)〉.
Let us suppose now that a and b belong to N
T˜ ′2
∩ N′2 ∩ N′2◦j (which is dense by
6.5); we get, using [V3], that J′2◦j′2◦j (a) is in the domain of 
′−1/2
, and that
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−1/2J′2◦j′2◦j (a) can be identiﬁed with (
)
i/4J2′2(a). So we get that
〈(ids ∗
 rˆ
′2)(a∗a),J2′2 (b)
〉 = 〈j ◦ T˜ ′2 ◦ j (b∗b),′−1/2J′2◦j′2◦j (a)〉.
Let us suppose now that a′−1/2 is bounded (we shall then denote again a′−1/2 its
closure, which, using again [V3] belongs to N′2◦j ). We then get that
〈(ids ∗
 rˆ
′2)(a∗a),J2′2 (b)
〉 = 〈j ◦ T˜ ′2 ◦ j (b∗b),J′2◦j′2 (a′−1/2)〉
And, using 2.4, it is equal to
〈j ◦ T˜ ′2 ◦ j (′−1/2a∗a′−1/2),J′2◦j′2◦j (b)〉
or, using again these identiﬁcations, to
〈j ◦ T˜ ′2 ◦ j (′−1/2a∗a′−1/2),′1/2J2′2 (b)〉.
If X is positive such that ′−1/2X′−1/2 is bounded, we may consider X as the upper
limit of elements of the type a∗i ai , where the operators ai belong to the dense left
ideal N
T˜ ′2
∩N′2 ∩N′2◦j ; then every ai
′−1/2 is bounded, and we get the ﬁrst formula
of (i) by increasing limits.
The second formula of (i) is just a corollary, using 2.6. The proof of (ii) is easy,
using the fact that we are in an essential domain of ′1/2, thanks to 6.5. 
6.10. Theorem. We have (′) = ′s ⊗

rˆ
′
.
Proof. Applying  to 6.4(ii), we get, for all Y in M+
j◦T˜ ′2◦j
:
(′1/2)((j ◦ T˜ ′2 ◦ j)(Y )s ⊗ rˆ1)(
′1/2) = ((ids ∗
 rˆ
′2)(
′1/2Y′1/2))
which is equal to
((ids ∗
 rˆ
ids ∗
 rˆ
′2)(s ∗ rˆ id)(
′1/2Y′1/2))
and, therefore, to
((ids ∗
 rˆ
ids ∗
 rˆ
′2)(ids ∗ rˆ)(
′1/2Y′1/2)).
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Let now b be in the set T 
′
2◦j
′2,T˜ ′2
deﬁned in 6.5, and let deﬁne Z by
Z = (J2′2 (b)s ∗ rˆ id)(
′1/2Y′1/2).
Then, we get, using 6.8, that
′−1/2Z′−1/2 = ′−1/2(J2′2 (b)s ∗ rˆ id)(
′1/2Y′1/2)′−1/2
= (′1/2J2′2 (b)s ∗ rˆ id)(Y )
which is bounded, by 6.5. So, we can use 6.9(i) and we get, for b′ in N′2 ∩NT˜ ′2 , that
〈(′1/2)(j ◦ T˜ ′2 ◦ j)(Y )s ⊗ rˆ1)(
′1/2),J2′2 (b)s ⊗ rˆ J2′2 (b
′)〉
is equal to
〈(ids ∗
 rˆ
′2)((J2′2 (b)s
∗
 rˆ
id)(′1/2Y′1/2)),J2′2 (b
′)〉
which is equal to
〈j ◦ T˜ ′2 ◦ j (′−1/2Z′−1/2),′1/2J2′2 (b′)〉
or to
〈(j ◦ T˜ ′2 ◦ j (Y )s ⊗ rˆ1),′1/2J2′2 (b)s ⊗ rˆ′1/2J2′2 (b′)〉
from which we infer, by increasing limits, that
〈(′),J2′2 (b)s ⊗ rˆ J2′2 (b′)〉 = ‖
′1/2J2′2(b)s ⊗ rˆ
′1/2J2′2(b
′)‖2
which, by 6.5 again, ﬁnishes the proof. 
7. A density theorem
In that section, we prove that there are sufﬁciently enough operators which are both
bounded under the left-invariant operator-valued weight and the right-invariant operator-
valued weight (7.5); this fact was proved before only in the case when the basis was
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semi-ﬁnite. This allows, as a corollary, to ﬁnd bounded elements for both s and rˆ (7.7),
which will be useful for duality.
7.1. Lemma. (i) Let y, z, z′ in N
T˜ ′2
∩N′2 ; then, we have
(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗((′2 (y),J2 z∗′2 (z′) ∗ id)(W))
‖T˜ ′2(z′∗z′)‖(J2′2 (z)s ∗ rˆ id)(y
∗y).
(ii) Let y, z′ in N
T˜ ′2
∩N′2 , and z in (M ′0 ∩M2)′; then, we have
j ((′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗((′2 (y),J2 z∗′2 (z′) ∗ id)(W)))
‖T˜ ′2(z′∗z′)‖(J2′2 (y)s ∗ rˆ id)(z
∗z).
Proof. Using 6.6(iii), we get that
(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗(′2 (y),J2 z∗′2 (z′) ∗ id)(W)
is equal to
(J2′2 (z),J2′2 (z
′)s ∗ rˆ id)(y)
∗(J2′2 (z),J2′2 (z
′)s ∗ rˆ id)(y)
= 
s,rˆ∗
J2′2 (z)
(y∗)
s,rˆ
J2′2 (z
′)

s,rˆ∗
J2′2 (z
′)(y)

s,rˆ
J2′2 (z)
which is less than
‖Rs,o (J2′2(z′))‖2(J2′2 (z)s ∗ rˆ id)(y
∗y)
from which we get (i), using 6.6(i).
Moreover, we obtain, using 6.6(v), that
j ((′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗(′2 (y),J2 z∗′2 (z′) ∗ id)(W))
‖T˜ ′2(z′∗z′)‖j ((J2′2 (z)s ∗ rˆ id)(y
∗y))
= ‖T˜ ′2(z′∗z′)‖(J2′2 (y)s ∗ rˆ id)(z
∗z).
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Let us suppose now that z belongs to (M ′0 ∩M2)′; using Kaplansky’s theorem, there
exist a family zi in NT˜ ′2
∩N′2 , weakly converging to z, with ‖zi‖‖z‖; from which
we infer that Rs,o (J2z
∗
i′2(z
′)) is weakly converging to Rs,o (J2z
∗′2(z
′)), with
‖Rs,o (J2z∗i′2(z′))‖‖Rs,
o
(J2z
∗′2(z
′))‖
and, therefore, that (′2 (y),J2 z
∗
i ′2 (z
′) ∗ id)(W) is weakly converging to
(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W), with
‖(′2 (y),J2 z∗i ′2 (z′) ∗ id)(W)‖‖(′2 (y),J2 z∗′2 (z′) ∗ id)(W)‖.
Therefore, we obtain, for such a z, that we still have
j ((′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗(′2 (y),J2 z∗′2 (z′) ∗ id)(W))
‖T˜ ′2(z′∗z′)‖(J2′2 (y)s ∗ rˆ id)(z
∗z)
which ﬁnishes the proof. 
7.2. Proposition. If z belongs to N
j◦T˜ ′2◦j , y and z
′ to N
T˜ ′2
∩ N′2 , then
(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W) belongs to NT˜ ′2 ∩N′2 .
Proof. Using 7.1 and 5.8(ii), we get that
′2((′2 (y),J2 z
∗′2 (z
′) ∗ id)(W)∗(′2 (y),J2 z∗′2 (z′) ∗ id)(W))
is less or equal to
‖T ′2(z′∗z)‖(j ◦ T˜ ′2 ◦ j (z∗z)J2′2(y)|J2′2(y))
which proves that (′2 (y),J2 z
∗′2 (z
′) ∗ id)(W) belongs to N′2 .
With same arguments, we get that
j ◦ T˜ ′2((′2 (y),J2 z∗′2 (z′) ∗ id)(W)
∗(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W))
is majorized by ‖T ′2(z′∗z)‖‖j ◦ T˜ ′2 ◦ j (z∗z)‖‖T ′2(y∗y)‖, which proves that
(′2 (y),J2 z
∗′2 (z
′) ∗ id)(W) belongs to NT˜ ′2 . 
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7.3. Lemma. Let y1, y2, z in NT˜ ′2 ∩N′2 ; then we have
j ((y∗1′2 (y2),J2′2 (z)
∗ id)(W)∗)∗j ((y∗1′2 (y2),J2′2 (z) ∗ id)(W)
∗)
‖T˜ ′2(y∗1y1)‖(J2′2 (y2)s ∗ rˆ id)(zz
∗).
Proof. If y, z are in N
T˜ ′2
, we have, using 5.5 and 5.6
j ((′2 (y),J2′2 (z)
∗ id)(W)∗)= Jˆ (′2 (y),J2′2 (z) ∗ id)(W)Jˆ
= (J2′2 (y),′2 (z) ∗ id)(W
∗)
= (′2 (z),J2′2 (y) ∗ id)(W)
∗
and, we get that
j ((y∗1′2 (y2),J2′2 (z)
∗ id)(W)∗)∗j ((y∗1′2 (y2),J2′2 (z) ∗ id)(W)
∗)
is equal to
(′2 (z),J2y
∗
1′2 (y2)
∗ id)(W)(′2 (z),J2y∗1′2 (y2) ∗ id)(W)
∗
and, thanks to 6.6(iii), is equal to
(J2′2 (y1),J2′2 (y2)
s ∗
 rˆ
id)(z)(J2′2 (y1),J2′2 (y2)
s ∗
 rˆ
id)(z))∗
which can be written as

s,rˆ∗
J2′2 (y2)
(z)
s,rˆ
J2′2 (y1)

s,rˆ∗
J2′2 (y1)
(z∗)
s,rˆ
J2′2 (y2)
which is less than
‖Rs,o (J2′2(y1))‖2(J2′2 (y2)s ∗ rˆ id)(zz
∗)
which gives the result, by 6.6(i). 
7.4. Proposition. Let y1, z′ in NT˜ ′2 ∩N′2 , y2 in NT˜ ′2 ∩N′2 ∩N′2◦j , z in j (T
′2◦j
′2,T˜ ′2
)∗
(where T 
′
2◦j
′2,T˜ ′2
has been deﬁned in 6.5), and en the analytic elements associated to the
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Radon–Nykodym derivative ′, deﬁned in [V3]); then the operators
(y∗1′2 (y2),J2 z
∗e∗n′2 (z
′) ∗ id)(W) belong to NT˜ ′2 ∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j .
Proof. Let us write X = (y∗1′2 (y2),J2 z∗e∗n′2 (z′) ∗ id)(W).
As y∗1y2 belongs to NT˜ ′2 ∩N′2 , and z belongs to j (N
∗
T˜ ′2
) = N
j◦T˜ ′2◦j , and, therefore,
enz belongs to Nj◦T˜ ′2◦j , we get, using 7.2, that X belongs to NT˜ ′2 ∩N′2 .
On the other hand, as y1, y2, z∗e∗nz′ belong to NT˜ ′2 ∩N′2 , we can use 7.3, and we
get that
j (X∗)∗j (X∗)  ‖T˜ ′2(y∗1y1)‖(J2′2 (y2)s ∗ rˆ id)(z
∗e∗nz′z′∗enz),
 ‖T˜ ′2(y∗1y1)‖‖z′‖2(J2′2 (y2)s ∗ rˆ id)(z
∗e∗nenz).
Let us apply T˜ ′2 to this inequality; we get that
T˜ ′2(j (X
∗)∗j (X∗))‖T˜ ′2(y∗1y1)‖‖z′‖2T˜ ′2((J2′2 (y2)s ∗ rˆ id)(z
∗e∗nenz))
which is equal, thanks to 6.9(i), to
‖T˜ ′2(y∗1y1)‖‖z′‖2〈j ◦ T˜ ′2 ◦ j (′−1/2z∗e∗nenz′−1/2),′−1/2J2′2 (y2)〉.
With the hypothesis, we get that ′1/2z′−1/2 belongs to N
j◦T˜ ′2◦j , and, therefore
enz
′−1/2 = (en−1/2)′1/2z′−1/2 belongs also to Nj◦T˜ ′2◦j . We also get that J2′2(y2)
belongs to D(−1/2), which proves that j (X∗) belongs to N
T˜ ′2
, and, therefore, that X
belongs to N
j◦T˜ ′2◦j . We prove by similar calculations that j (X
∗) belongs to N′2 , and,
therefore, that X belongs to N′2◦j . 
7.5. Theorem. The left ideal N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j is dense in (M
′
0 ∩M2)′,
and the linear space ′2(NT˜ ′2 ∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j ) is dense in H.
Proof. Let y be in N
T˜ ′2
∩N′2 ∩N′2◦j , and z in NT˜ ′2 ∩N′2 . Taking, by Kaplansky’s
theorem, a bounded family ei in NT˜ ′2 ∩ N′2 strongly converging to 1, we get that
Rr,(e∗i ′2(y)) is weakly converging to R
r,(′2(y)); taking also a bounded family
fk in j (T
′2◦j
′2,T˜ ′2
)∗ strongly converging to 1, we get that Rs,o (J2f
∗
k e
∗
n′2(z)) is weakly
converging, when n and k go to inﬁnity, to Rr,o (′2(z)).
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Therefore, using 7.4, we get that (′2 (y),J2′2 (z)
∗ id)(W) belongs to the weak
closure of N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j .
Using then 6.5, we get that, for any x in T′2,T˜ ′2 , there exists yi in NT˜ ′2 ∩N′2 ∩N′2◦j
such that 
T˜ ′2
(yi) is weakly converging to T˜ ′2
(x), or, equivalently, that Rr,(′2(yi))
is weakly converging to Rr,(′2(x)). Therefore, we get that (′2 (x),J2′2 (z)
∗id)(W)
belongs to the weak closure of N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j .
Using 2.3(ii), this result remains true for x in N
T˜ ′2
∩N′2 ∩N
∗
T˜ ′2
∩N∗′2 .
If now x belongs to N
T˜ ′2
∩N′2 , and hi is a bounded family in NT˜ ′2 ∩N′2 weakly
converging to 1, as 
T˜ ′2
(h∗i x) = h∗iT˜ ′2(x) is weakly converging to T˜ ′2(x), we ﬁnally
obtain that, for any x, z in N
T˜ ′2
∩N′2 , the operator (′2 (x),J2′2 (z) ∗ id)(W) belongs
to the weak closure of N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j .
Using then 2.3(i), we get that, for all  in D(Hr , o), and  in D(sH, ), the operator
(, ∗ id)(W) belongs to the weak closure of NT˜ ′2 ∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j . Which
proves the density of N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j in (M
′
0 ∩M2)′, by 3.4.
Let gn be an increasing sequence of positive elements ofMT˜ ′2∩Mj◦T˜ ′2◦j∩M′2∩M′2◦j
strongly converging to 1; the operators
hn =
√
1

∫ ∞
−∞
e−t2
′
2
t (gn) dt
are in M
T˜ ′2
∩M′2 , analytic with respect to ′2, and, for any z in C, 
′2
z (hn) is a bounded
sequence strongly converging to 1.
Let now 
 = ∫∞0 t det be the scaling operator, afﬁliated to Z(M0)∩Z(M1), and let us
write h′n = (
∫ n
1/n det )hn; these operators are in NT˜ ′2
∩N′2 , analytic with respect to ′2,
and, for any z in C, 
′
2
z (hn) is a bounded sequence strongly converging to 1. Moreover,
using 6.3 and 6.4, we get that the operators h′n belong also to Nj◦T˜ ′2◦j ∩N′2◦j .
Let now x be in N′2 ; we get that xh
′
n ∈ NT˜ ′2 ∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j , and that
′2(xh
′
n) = J2
′2−i/2(h
′
n)J2′2(x)→n ′2(x)
which ﬁnishes the proof. 
7.6. Theorem. Let T′2,T˜ ′2,′2◦j,j◦T˜ ′2◦j be the subset of elements x in
N
T˜ ′2
∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j , analytic with respect to both 
′
2 and ′2 ◦ j , and such
that, for all z, z′ in C, 
′
2
z ◦ 
′
2◦j
z′ (x) belongs to NT˜ ′2 ∩N′2 ∩Nj◦T˜ ′2◦j ∩N′2◦j . Then
T′2,T˜ ′2,′2◦j,j◦T˜ ′2◦j is dense in (M
′
0 ∩M2)′, and ′2(T′2,T˜ ′2,′2◦j,j◦T˜ ′2◦j ) is dense in H.
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Proof. Let x be a positive operator in M′2 ∩MT˜ ′2 ∩M′2◦j ∩Mj◦T˜ ′2◦j ; let now 
 =∫∞
0 t det be the scaling operator, afﬁliated to Z(M0) ∩ Z(M1), and let us deﬁne
xn = 
(∫ n
1/n
det
)
n

∫ ∞
−∞
∫ ∞
−∞
e−n(t2+s2)
′
2
t 
′2◦j
s (x) ds dt.
By similar arguments as in 4.6, we can show that xn is analytic both with respect to
′2 and ′2 ◦ j .
Using 6.3(iii) and 6.4 and the same technics as in [EN, 10.12], we see that, thanks
to (
∫ n
1/n det ), the operators 
′2
z (xn) and 
′2◦j
z (xn) are linear combinations of positive
elements in M′2 ∩MT˜ ′2 ∩M′2◦j ∩Mj◦T˜ ′2◦j . 
7.7. Corollary. There exist a dense linear subspace E of N′2◦j such that ′2◦j (E) is
dense in L2((M ′0 ∩M2)′, ′2 ◦ j), and
J′2◦j′2◦j (E) ⊂ D(rˆL2((M ′0 ∩M2)′, ′2 ◦ j)) ∩D(L2((M ′0 ∩M2)′, ′2 ◦ j)s).
Proof. Let E be the linear subspace generated by the elements of the form enx,
where en are the analytic elements associated to the Radon–Nykodym derivative ′,
deﬁned in [V3], and x belongs to the subset T′2,T˜ ′2,′2◦j,j◦T˜ ′2◦j deﬁned in 7.6; it is clear
that E is a subset of N′2◦j , dense in (M
′
0 ∩ M2)′, and that ′2◦j (E) is dense in
L2((M ′0 ∩M2)′, ′2 ◦ j).
As E ⊂ N′2◦j ∩Nj◦T˜ ′2◦j , we get, using 2.3(i), that
J′2◦j′2◦j (E) ⊂ D(rˆL2((M ′0 ∩M2)′, ′2 ◦ j)).
Using [V3], we get that, if x is in T′2,T˜ ′2,′2◦j,j◦T˜ ′2◦j , we can identify the vector
J′2◦j′2◦j (enx) with 
′−1/2J2′2(enx). As we have
enx
′−1/2 = (en′−1/2)(′1/2x′−1/2)
and, by 7.6, ′1/2x′−1/2 is a bounded operator in N
T˜ ′2
, so is enx′−1/2, and, therefore,
we have
′−1/2J2′2(enx) = (
)1/4J2′2(enx
′−1/2) ⊂ J2′2(N′2 ∩NT˜ ′2)
and we get, by 6.6(i), that J′2◦j′2◦j (enx) belongs to D(L2((M
′
0 ∩M2)′, ′2)s), and,
by linearity, we get the result. 
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8. Hopf-bimodule structures on the relative commutants
In this section, we put all the structures obtained on the relative commutant algebra
M ′0 ∩M2. We obtain this way on this algebra a canonical structure of Hopf-bimodule,
with a co-inverse, a left-invariant operator-valued weight, and a right-invariant operator-
valued weight (8.2). We obtain also, thanks to Sections 6 and 7, modular and analytical
properties of this object.
8.1. Lemma. Let J be the canonical anti-isomorphism from (M ′0∩M2) to (M ′0∩M2)′
given, for x in by M ′0∩M2, by J ((x)) = J2(x)∗J2 . Then, we get that j ◦J ((x)) =J ((j1(x))).
Proof. It has been proved in [E2, Proposition 7.7]. 
8.2. Theorem. Let M0 ⊂ M1 be a depth 2 inclusion of -ﬁnite von Neumann algebras,
equipped with a regular normal semi-ﬁnite faithful operator-valued weight T1. Let us
suppose there exists on M ′0 ∩M1 a normal faithful semi-ﬁnite weight  invariant under
the modular automorphism group of T1. Then,
(i) there exists an application ˜ from M ′0 ∩M2 to
(M ′0 ∩M2)j1 ∗
M ′0∩M1
id (M
′
0 ∩M2)
such that (M ′0 ∩M1,M ′0 ∩M2, id, j1, ˜) is a Hopf-bimodule, (where id means here the
injection of M ′0∩M1 into M ′0∩M2, and j1 means here the restriction of j1 to M ′0∩M1,
considered then as an anti-representation of M ′0 ∩M1 into M ′0 ∩M2). Moreover, the
anti-automorphism j1 of M ′0 ∩M2 is a co-inverse for this Hopf-bimodule structure.
(ii) T˜2 is a left-invariant operator-valued weight from M ′0 ∩M2 to M ′0 ∩M1, and,
therefore, j1 ◦ T˜2 ◦ j1 is a right-invariant operator-valued weight from M ′0 ∩ M2 to
M ′1 ∩M2.
(iii) Let 2 be the weight  ◦ T˜2; there exist a one-parameter automorphism group
˜t of M ′0 ∩M2, commuting with the modular automorphism group 2s , such that, for
all t in R, we have
˜ ◦ 2t = (˜t j1 ∗ id
2
t ) ◦ ˜.
Moreover, we have j1 ◦ ˜t = ˜t ◦ j1.
Proof. For simpliﬁcation, let us identify M ′0∩M2 with (M ′0∩M2); then j ◦J = J ◦j1
is an isomorphism from M ′0∩M2 onto (M ′0∩M2)′. We just then use this isomorphism
to get all the results, from those obtained in Section 5. 
8.3. Theorem. Let M0 ⊂ M1 be a depth 2 inclusion of -ﬁnite von Neumann alge-
bras, equipped with a regular normal semi-ﬁnite faithful operator-valued weight T1.
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Let us suppose there exists on M ′0 ∩M1 a normal faithful semi-ﬁnite weight  invari-
ant under the modular automorphism group of T1. Then the Hopf-bimodule structure
(M ′0 ∩M1,M ′0 ∩M2, id, j1, ˜) with co-inverse j1, left-invariant operator-valued weight
T˜2 (and right-invariant j1 ◦ T˜2 ◦ j1) bears the following properties:
(i) The modular automorphism groups 2t and 2◦js commute, and there exist a
positive invertible operator 
 afﬁliated to Z(M0) ∩ Z(M1), and a positive invertible
operator  afﬁliated to M ′0 ∩M2 such that, for all s, t in R, and:
2t (
is) = 
ist (is),
(D2 : D2 ◦ j1)t = 
it
2/2it ,
2 ◦ 2◦j1t (x) = 2 ◦ ˜t (x) = 2(
t/2x
t/2).
Moreover, it is possible to deﬁne on elementary tensors a one-parameter group of
unitaries it j1 ⊗ id
it
, whose generator satisﬁes
() = j1 ⊗ id.
(ii) There exists a dense subspace E of N2 such that the subspace 2(E) is dense
in H, and included in D(idH) ∩D(Hj1).
Proof. We use the same isomorphism as in 8.2 to obtain these results from Sections
6 and 7. 
9. Lesieur’s measured quantum groupoids
In this section, we restrict to the case where the weight  deﬁned on the basis has
the same modular automorphism group than T1, i.e. when we have, for all t in R,
t = T1t .
9.1. Deﬁnition. Let  be a normal semi-ﬁnite faithful weight on M ′0 ∩M1; following
[E2], we shall say that  is adapted to T1 if, for all t in R, we have t = T1t ; it is then
clear that  is invariant under T1t , and we may apply all the preceding results. It must
be noticed that the weight 2 = ◦j1 on M ′1∩M2 is not adapted to T2: the calculations
made in 4.1 show that we have, for all t in R and t in M ′1 ∩M2, 
2
t (y) = T2−t (y). We
shall say then that 2 is anti-adapted to T2.
9.2. Theorem. Let M0 ⊂ M1 be a depth 2 inclusion of -ﬁnite von Neumann algebras,
equipped with a regular normal semi-ﬁnite faithful operator-valued weight T1. Let us
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suppose there exists on M ′0 ∩M1 an adapted normal faithful semi-ﬁnite weight , as
deﬁned in 9.1; then the Hopf-bimodule constructed in 8.2 by deﬁning ˜′ from M ′1∩M3
to
(M ′1 ∩M3)j2 ∗
M ′1∩M2
id (M
′
1 ∩M3)
and taking the left invariant operator-valued weight T˜3 = T3|M ′1∩M3 and the right-
invariant operator-valued weight j2 ◦ T˜3 ◦ j2, is a “measured quantum groupoid” in the
sense of Lesieur [L].
Proof. Let us apply 4.8 to the inclusion M1 ⊂ M2; we obtain, that, for all x in M ′2∩M3,
and t in R, we have T˜3t (x) = T3t (x); moreover, using both times the remark done
in 9.1, we see that the weight 3 = 2 ◦ j2 is adapted to T3, and therefore, we have
T3t (x) = 
3
t (x).
So, for any y in M ′1 ∩M2, we have
T˜3t (j2(y)) = T3t (j2(y)) = 
3
t (j2(y)) = j2(
2
−t (y))
which means that the weight 2 is adapted to T˜3, in the sense of Lesieur. 
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