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Using federated learning to enhance image transformations on
learning-based techniques

Abstract
This disclosure defines a new strategy to enhance image transformation
approaches for image scale-up and super-resolution (SR) using a federated learning
architecture to augment image resolution. The main idea relies on using FL which allows
the tunning of learning algorithms in a decentralized way without the necessity of any
sensitive data leaving the client’s device. Hence, it is possible to train models to adjust
image resolution directly on customer devices, using locally available information to
learn the patterns most relevant to the desired task in an self-supervised and privacyguaranteed way. FL can optimize models indirectly by using the info from highresolution users (i.e., users that contain high-resolution images) without the need for
labeling and storage on external servers. Moreover, FL reduces the need for specialized
hardware for training and maintaining models while improving the result using
accurate data related to the application. Labels should be self-created from the highresolution data available. This way, low-resolution clients (i.e., users that contain lowresolution images) can benefit from the shared models trained in other clients' devices
for super-resolution in the same task. Yet, high-resolution clients can maintain good
accuracy using the models when adjusting the local data to a lower resolution (e.g., due
to changes in the network or low battery status).

Problems Solved
Strategies for image transformations based on resolution adjustment and superresolution are widely applied in the industry. For example, streaming and video
conferencing tools benefit from dynamic resolution, e.g., switching the image size
dynamically during a broadcast. Moreover, recognition systems can also use superresolution algorithms to improve the quality of the image and extract fine details that
wouldn't be possible to recognize from the original image. Generally, applying those
transformations to the image requires an in-depth study of the application and the type
of information involved in the task. Thus, it can define which sets of operations and
parameters work best in each scenario.
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In consequence, a series of experiments and evaluations need to be performed
to configure each strategy empirically. Also, based on a predefined data set, learning
methods can extract knowledge to satisfactorily set the operations and parameters to
optimize the desired task. Building and using such learning methods require a large
training structure with high computational power and great quantities of labeled data.
Meanwhile, developing this transformation using real user data requires considerable
attention to data protection and privacy requirements. With a classic learning method,
data must be kept in a centralized server, which can cause unwanted access or
accidental leaks.
Furthermore, training these approaches is difficult: obtaining a large dataset
with enough variation on the problem evaluated (or similar) is necessary to make the
algorithm work properly. If only low-resolution data is available to train the models, it
won't be easy to estimate how to apply the correct operation in the images in order to
augment it. Same for the image processing-based techniques, where functions must be
defined a priori with extensive experiments to determine the correct parameters for
each use case. Nevertheless, in distributed applications, the image information can be
affected by changes in the user's devices or network status, affecting the algorithm's
results.
Federated Learning is a Machine Learning paradigm in which we can train
algorithms in a decentralized privacy-aware way, sharing models adjusted locally by
different users without sending any private information through the network.
Federated learning makes it possible to send simple models pre-trained on generic
datasets to infer how to transform images scale and resolution, adjusting it by utilizing
high-resolution samples available on the participant clients' devices.
Suppose that the server has a small number of samples available for training. In
that case, the model's parameters can be adjusted using the local client data,
aggregating the learned parameters with the information that they have available and
updating the model parameters. Also, since the model is shared with all users, clients
that do not have useful data available for training can benefit from federated learning,
using the shared models to improve the local inferences of a scaling transform on
images.
Federated Learning can bring several improvements to the models training like:
● Train super-resolution models locally from the end-users local data;
● Use the federated setup to improve models without exposing user-sensitive
data;
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● Improve the results by aggregating information from different sources using
decentralized training;
● Share models to enhance results in clients with no high-resolution data available;
● Define strategies to adjust the parameters on clients' models when it is
necessary;
The solution proposed here describes how we can use federated learning to
improve algorithms for image transformation in distributed applications, using the
user's data locally to improve results without accessing the private information directly
by external devices (e.g., centralized servers).

Proposed Solution
This proposal aims to improve the result of super-resolution and scale-up
strategies on the distributed scenario using a federated architecture, using samples
extracted from real distributed data to solve the desired problem. Several models in
the literature can improve image features from low-resolution examples [1,2]. Some
methods define basic operations based on image processing approaches which can
apply these operations adaptively to solve the image augmentation in different
contexts [3]. More sophisticated techniques rely on learning-based solutions to learn
the best features to augment images, increase image resolution to maximize perceived
quality, and estimate fine details in the picture that could not be identified from the
low-resolution data [4,5,6,7,8,9,10]. These learning models achieve great performance
on the super-resolution task, adjusting the image resolution without losing pixel
details. However, it is known that the learning models largely depend on the training
data [11]. There is a need to have large datasets to train the models in traditional
centralized training. Still, in the deployment scenario, users data can severely differ for
the used training data (which decreases the model performance on the deployed
solution). Recently, a new paradigm, Federated Learning (FL), was proposed to train
these learning models in a distributed way [12,13,14,15], sharing parameters trained
locally on users' devices but prioritizing the privacy of each user. FL can train the models
without any data leaving the user machine. Only the changes in the model or the locally
updated model are transmitted to be aggregated on the server. It can, as an example,
minimize the risk of using the model to infer the user data by reverse engineering.
Some approaches [16] have shown how federated learning architectures can train and
aggregate these models, maintaining the model's performance and sometimes even
improving the result when new data unavailable on the server is used. Following the
same idea, we can propose an architecture to enhance the training of super-resolution
3/9

Published by Technical Disclosure Commons, 2022

4

Defensive Publications Series, Art. 5352 [2022]

models, developing a structure that includes different types of users and interactions
with each user.
The architecture proposed comprises the server, high-resolution clients, and
low-resolution clients; the architecture overview is illustrated in figure 1. The server
must define the operations and training parameters that will be sent to the clients in
training. Also, the server determines the model architecture and initial parameters, and
the metrics used to evaluate the application during the test phase. The global model is
encoded before the transmission to the clients, and each client can decode the model
locally. Finally, the server must define the optimizers and aggregators to adjust the
global model with the updates made by the clients.
The connection between server and clients must be secured, but it does not
need to be persistent. Therefore, the clients can receive the updated parameters from
the server and execute the training asynchronously when the training conditions are
satisfied (e.g., connected to the network, charging, low use of memory). Clients can
inform the server when an updated model is ready for transmission. The server will wait
for enough updates from different clients to adjust the global model using the
parameters from each local model sent.
Only clients with high-resolution images available are selected for training. They
can use their local HR images to create new samples with lower resolution and use
these samples as inputs for the scaling-up model, using the operations sent by the
server, labeling the data by the pair of original (HR) and transformed (LR) images. The
HR client updates the global model locally, adjusting the model parameters to fit the
client's local data samples, and the modified model can be sent back to the server. The
server can use the models adjusted on different local data samples to improve task
performance with the real client's data samples, even not knowing what these data
samples are. Finally, the adjusted global model can be sent to the HR and LR client, and
they can use the model to test and return analytics describing the model performance
locally on each device.
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Figure 1 - Overview of the proposed federated architecture. The actors involved are the server, high
resolution clients, and low resolution clients. On the left of the server is shown each operation necessary
to execute the federated training. HR clients will participate in training, testing, and deploy while LR
clients participate only for the test and deploy phases.

The federated training will use the server and clients with high resolution to
adjust the learning model anonymously, mixing the model parameters' information
without identifying the source data available in the devices. Also, all clients can
participate in testing the model and using the application, independent of the image
resolution available on their devices.
The federated training and test can be described in four major steps:
1. As shown in figure 2, the server initializes the training process by sending the
initial SR (Super Resolution) model (pre-trained or from scratch) to clients with
high-resolution images available on their devices. Clients can use the local data
to create training samples with simple transformations (e.g., high to low
resolution by downscaling the photos). The image pairs (i.e., low and high
resolution ones) should be used to update the SR model sent by the server,
adjusting the weights locally.
2. Each client participating in the training will create an adjusted SR model, which
should have been optimized on each local device. The clients will send only the
updated weights to the server without sharing any information about their
private data. The server will receive the model's weights and aggregate them to
5/9
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combine the updates from each user, creating a new adjusted global SR model
optimized for different distributions. This process is shown in figure 3.
3. The server sends the adjusted global SR model to all clients (with high and low
resolution). Clients with high resolution can use their own or global SR model,
tuning the local SR model to deal with the local image samples. The global
adjusted SR model can solve the task for new images after being trained on
different data samples of other clients. Also, HR (High-Resolution) clients can
use low-resolution photos instead of only HR images (e.g., network problems,
performance requirements, or saving battery). Additionally, LR (Low-Resolution)
clients cannot participate in the training but can benefit from the adjusted global
SR model. This process is described in figure 4.
4. Finally, the server can choose the best models that fit the application
requirements for all devices participating in the evaluation from the analytics
returned from the HR and LR clients. The model finishes the training adjusted to
the real data samples on the client's local images at the end of the process. There
is no need to keep any data on the server; all private data never leaves the user's
devices. The server can request further federated training for the active clients
to perform a new model adjustment over time.

Figure 2 - The server initializes the training process by sending the initial SR model to clients with highresolution images available on their devices. Clients can use the local data to create training samples
with simple transformations. The image pairs will be used to update the SR model sent by the server,
adjusting the weights locally.
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Figure 3 - Each client participating in the training will create an adjusted SR model, which should have
been optimized on each local distribution. The clients will send only the updated weights to the server
without sharing any information about their private data. The server will receive the models and
aggregate each one to combine the updates from each user, creating a new adjusted global SR model
optimized for different distributions of the target application.

Figure 4 - The server sends the adjusted global SR model to all clients (with high and low resolution).
Clients with high resolution can use their own or global SR models to solve the target task. Also, HR
clients can use low-resolution photos instead of only HR images (e.g., network problems, performance
requirements, or saving battery). Additionally, LR clients cannot participate in the training, but they can
benefit from the adjusted global SR model to adapt their local images and improve the task accuracy.
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