In this study, we pursue fundamental ideas of granular computing by concentrating on further conceptual developments of metastructures which are inherently associated with computing involving a large number of distributed datasets. We show that such processing leads to the representatives of information granules and granular models in the form of metastructures and metamodels. The formulation of the concept is provided and presented along with some essential algorithmic developments and pertinent optimisation strategies.
Introduction and motivating insights
The commonly encountered constructs of granular computing are concerned with processing individual data sets conveying experimental evidence. Numeric data are available locally by being collected at some single data site, call it D. The resulting information granules come as a result of processing of the data. The research agenda of granular computing has been predominantly focused on this general framework of data exploitation. For instance, in fuzzy modelling we can commonly witness design scenarios of using a single data set to construct fuzzy sets and afterwards treating them as building blocks (modules) in the realisation of the fuzzy model. In particular, fuzzy rule-based models are representative examples of these modelling developments; we construct information granules which afterwards constitute a backbone of the fuzzy model. Schematically, we can portray the underlying processing strategy in Figure 1 . There is, however, a growing interest in the design and analysis of distributed systems, multi-agent systems, and distributed modelling (cf. Acampora and Loia, 2008; Bouchon-Meunier, 1998; Ferrero and Salicone, 2007; Genesereth and Ketchpel, 1994; Pedrycz and Vukovich, 2002) . This interest is supported by a wealth of pertinent methodologies and algorithmic developments (cf. Ayad and Kamel, 2003; Bickel and Scheffer, 2004; Campobello et al., 2005 ; Costa da Silva and Klusch, 2006; Gersho and Gray, 1992; Krogh and Vedelsby, 1995; Merugu and Ghosh, 2005; Pedrycz and Vukovich, 2002; Pedrycz, 2002; Pedrycz and Rai, 2008; Skillicorn and McConnell, 2007; Stubberud and Kramer, 2006; Tsoumakas et al., 2004; Wiswedel and Berthold, 2007) .
Alluding to Figure 2 , let us now envision a number of individual data sets, denoted here by D 1 , D 2 , …, D p . There are situations in which we encounter a collection of data for which granulation is realised individually and therefore leads to the resulting structures as illustrated in this figure. We would like to determine a global structure-metastructure which is regarded as the most representative topology of the individual structures and reconciles the locally formed information granules to the highest possible extent. Note the use of different graphic symbols in Figure 2 which emphasise the existence of different levels of the hierarchy emerging in this fashion. A task of forming metastructures could be of interest from several points of view. First, one could be interested in the determination of the most profound commonalities one could come across when dealing with the individual structures of some specific characteristics. The discovered commonalities are critical to the better understanding of the phenomenon at the global level. Second, we may identify differences across various perspectives (data sets) which in this way become properly exposed and could be further investigated.
The ultimate objective of this study is to extend a concept of structures (information granules) realised through information granulation (Zadeh, 1999; by moving to the reconciliation of structures built for individual data sites and in this way supporting an idea of handling multiset data architectures being commonly encountered in multi-agent architectures, distributed data processing, distributed data mining and alike. We demonstrate how granular constructs are formed. Two main types of constructs are investigated; in the first one, we encounter metastructures while the second one is concerned with metamodels. While initially the underlying concept is presented for a regular topology of data sites in which we encounter a well delineated layer of hierarchy, we also elaborate on higher diversity by demonstrating how the same concept becomes refined and augmented. In the detailed investigations carried out in the consecutive sections, we consider that the structures formed at the level of individual data are represented in the form of a finite family of prototypes (centroids) constructed e.g., by running a certain clustering algorithm (producing Boolean or fuzzy set-based results). To invoke the formation of metastructures, we assume that the individual data are defined in the same feature space F. If this assumption does not hold (which might be the case in practice), the ensuing analysis can be completed by considering an intersection of the features present at the level of the individual data sets. In other words, the common feature space for which metastructures are formed is taken in the form F = F 1 F 2 F p . Throughout the study, we adhere to the standard notation. Vectors are indicated in boldface. The underlying granulation process giving rise to some information granules is exemplified here within the setting of fuzzy sets. In particular, fuzzy c-means (FCM) (Bezdek, 1981; Pedrycz and Valente de Oliveira, 1996; Pedrycz, 2005; Pedrycz and Gomide, 2007) can be sought as a certain vehicle to form information granules represented as fuzzy sets whose sound descriptors come in the form of prototypes (centroids). Those will be denoted by v 1 , v 2 , … etc. Note that we are not confined ourselves to this particular scheme of fuzzy clustering and any other grouping technique giving rise to a family of prototypes could be anticipated here.
∩ ∩ ∩
Before proceeding with the development of metastructures, it is instructive to elaborate on the concept of granulation-degranulation (or encoding-decoding) as it is realised in the setting of fuzzy clustering. These results will be of direct use in the assessment of the quality of the metastructures.
Granulation and degranulation: a concept and a quantification of the process
The general scheme portrayed in Figure 3 is now made more detailed as we elaborate on the specific realisation of the tasks of granulation and degranulation. These processes are closely related to encoding and decoding schemes which are their particular instances given the set-theoretic mechanism or fuzzy set-based scheme of information granulation. We show that the tandem granulation-degranulation is inherently associated with the functional components generated by the FCM. One can also refer here to some discussion on vector quantisation and pertinent analysis of its quality (Gersho and Gray, 1992; Krogh and Vedelsby, 1995) . Let us assume that we are provided with a collection of prototypes v 1 , v 2 , …, v c that are generated by running the FCM clustering on some numeric data. Consider that we are provided with a certain input datum x. (
Where ||.|| is a certain distance function. Interestingly, we can recognise that this minimisation is similar to the one we have encountered when dealing with the original FCM problem when optimising its underlying objective function. The fuzzification coefficient 'f' (f > 1) offers an extra level of parametric flexibility. By solving (3) through the standard use of Lagrange multipliers, we arrive at the expression of the granular representation of the numeric datum to be in the form
The vector of the membership grades u(x) = [u 1 u 2 … u c ] is thus a result of encoding, hence, a numeric datum becomes represented in the language of the information granules.
We have used the notation u(x) to underline that u depends directly upon the numeric input x it encodes. As a side effect, note that this representation usually leads to a useful compression effect instead of transmitting (storing) the original pattern x, we need to store and transmit 'c -1' numeric values taking the values in the (0,1) interval (the last coordinate of u could be easily computed given the normalisation condition).
Decoding
The decoding process relies on the two components. As before, we use the prototypes and involve the vector of membership grades, u(x). The form of the decoding formula results from the minimisation of the following expression (which quantifies the resulting decoding error)
The minimisation of (3) is completed with respect to the result of decoding, that is . In essence, we require that is positioned in such a way so that minimises the distances from the prototypes; noticeable is an impact of the membership grades in the overall computing of F. Assuming the use of the Euclidean distance in (3) and zeroing the gradient of F( ) that has been computed with respect to the encoded vector, we obtain the following expression for the encoded numeric result of u(x)
In this expression, we note that each prototype is weighted by the corresponding coordinates of u. The fuzzification coefficient becomes also an integral part of this aggregation of the prototypes. A certain simplified variation of (4) comes as the expression of the form
As an illustration of the quality of encoding and decoding, let us consider three two-dimensional clusters (prototypes) and assume several values of the fuzzification coefficient. The series of plots in Figure 4 shows the values of F treated as a function of . The plots of the decoding error F (that is the differences between the original numeric entry and its decoded result, viz. reconstructed value) are included in Figure 3 . As intuitively anticipated, the values of F are small in some close neighbourhoods of the prototypes and start increasing when moving into the regions where we are distant from any prototype. The distribution of error with respect to the values of the fuzzification coefficient is also worth noting. The decoding error usually assumes non-zero values which are quite intuitive since we must have introduced some error by using the granular representation of the numeric data. The non-ideal decoding and non-zero decoding error are typical for multivariable cases. While this error could be minimised, it cannot be completely eliminated. Note however that this is not the case in a one-dimensional case where x∈R. It could be easily demonstrated, (cf. Pedrycz and Gomide, 2007 ) that fuzzy sets with triangular membership functions where each two successive fuzzy sets overlap at the level of 0.5 lead to the zero values of the decoding error. This somewhat explains the popularity of the use of triangular fuzzy sets (even though the concept of the encoding-decoding mechanisms is not widely known and embraced in the fuzzy set community).
Performance evaluation of the encoding-decoding scheme
So far, we have demonstrated how for some input x the reconstruction error can be computed. In general, an overall performance of the reconstruction is more representative for the design of the encoding and decoding schemes. To assess this performance, we consider the dataset for which the clustering has been completed. This gives rise to the following index
(obviously, one could have consider some other sets of data for which the testing of the scheme could be realised). The optimisation of V with respect to the number of clusters and the values of the fuzzification coefficient forms the essence of the design activities of the encoding-decoding tandem, V = V(c, m).
There is an interesting alternative to the fuzzy decoding that is a Boolean (two-valued) option. Here, instead of considering all the prototypes, we choose the one for which x is the closest and use this prototype in the decoding process. In other words, we choose the index of the prototype i 0 where the following relationship holds
Then the decoded result becomes the i 0 -th prototype, = v i0 for all x for which (7) holds. The evaluation of the Boolean decoding is quantified by the same performance index as given by (6).
The design of metastructure and its combinatorial optimisation
To elaborate on the essence of the formation of the metastructures, let us consider a generic scenario shown in Figure 5 . Figure 5 . The number of prototypes at each data site could vary as we might envision several views (perspectives) realised at different levels of granularity. Considering all prototypes together, we end up with their set of dimensionality n, that is v 1 , v 2 , …, v n . Denote by I the set of indexes of these prototypes, I ={1, 2, …, n}. While several alternatives could be sought with a diversified category of averaging (aggregation) existing prototypes, all of these come with a quite visible drawback such that the results of aggregation are different than the originally available prototypes meaning that an interpretation of such constructs could be quite limited. Having this possible limitation in mind we consider a different development path where the metatstructure is sought as a subset of the prototypes. Denote by J the set of 'p' indexes from I where p is the number of prototypes selected from I. These prototypes v j , j ∈ J will be regarded as the resulting metastructure (again illustrated as black dots in Figure 5 . While the formulation of the problem is straightforward, there is the underlying design procedure to be established which comes hand in hand with a way of assessing the quality of the metastructure.
Performance evaluation of the metastructure
Let us assume that the prototypes of the metastructure v j , j ∈ J have been selected.
Given this, we express each prototype v i i∈ I-J in terms of the metastructure. The degranulation scheme presented in Section 2 offers a way of computing the values of u ij as follows
In other words, u ij is a degree of matching achieved between the i-th prototype and the j-th element of the metastructure. The higher the value of the u ij , the better match is reported between the two elements under discussion. The values of u ij close to 1 are reflective of the close match between v i and v j . The degranulation scheme allows us to represent each v i in terms of the metastructure and u ij by computing the following convex combination of the form
j∈J which could be treated as an expansion formula using which we describe all prototypes in I-J in terms of the elements of the metastructure. The quality of the metastructure could be expressed in a straightforward manner by calculating the distance ||.|| between v i i ∈ I-J and the representation provided by (9), that is .
The optimal metastructure J arises as a result of the minimisation of the above performance index, min J Q. One can also take another look at the expansion (9) by concentrating on the distribution of the values of u ij which tell about the use of the components of the metastructure. If we consider a collection of values u ij for some fixed index 'j', this characterises how different prototypes in I-J are expressed by the j-th component of the expansion. In this case, the entropy function can serve as a suitable measure of uncertainty associated with the utilisation of this component in the description of the structure.
(11) An alternative approach used to the assessment of the nature of the activation levels of the elements of the metastructure can be envisioned as follows. Note that the values u ij that are either close to 0.0 or close to 1.0, become indicative of a sound representation of the prototypes in terms of the metastructure. On the other hand, if the values of u ij tend to be close to 1/c, we may talk about a high level of uncertainty when expressing the prototypes in the language of the available structure. More formally, we may quantify the structural diversity by introducing some functional ϕ defined on the set of membership degrees such that which is increasing over (0, 1/c) attains the maximal value at 1/c and then monotonically decreases to zero. Here, the sum of the following form serves as a concise descriptor of the uncertainty of structural differences associated with the metastructure.
( ) ( )
The minimisation of Q is of combinatorial nature viz. we are concerned with the formation of the subset of the prototypes which realise the metastructure. The mechanisms of evolutionary optimisation come here as an effective design alternative. Genetic algorithms (GAs), particle swarm optimisation (PSO), evolutionary strategies (ES) and alike are sound algorithmic tools worth exploiting here. The representation of the combinatorial problem in the form suitable for further evolutionary optimisation is central to this problem solving strategy. One of the approaches to the representation is realised through the ranking mechanism. Its underlying essence is illustrated in Figure 6 . The original n-element set of the prototypes is processed through genetic optimisation (say GA or PSO). Assuming that 'p' components are sought as the contributor to the metastructure, the entries of the n-dimensional vector are ranked and the first 'p' entries (here p = 3) are selected. There are two design parameters used in the development of the metastructure that is (a) the number of its elements (p) and the fuzzification coefficient (f) used in the determination of the membership grades. The role of the first parameter is self-evident: it implies the level of generalisation offered by the metastructure. A few prototypes induce the metastructure of high generality. More details are captured with the increasing values of 'p'. The general tendency of Q is that its values decrease when the values of 'p' go up. Hence, for the formation of the metastructure in terms of its abilities to capture details could be controlled. The choice of the fuzzification coefficient is not so obvious. While an impact of the fuzzification coefficient on the form of the membership function is known (low values of 'f' give rise to Boolean-like relationships), it is not clear how the values of 'f' affect the values of the performance index. Given this, the design strategy involves two phases. For fixed value of 'f' the genetic optimisation is carried out so that Q attains minimum (inner optimisation loop) while the outer optimisation loop is completed by adjusting the values of 'f'.
The strategy presented here is quite passive as we built upon the existing structures which are kept fixed while the metastructure is actively formed by being guided by the performance index. In what follows, we anticipate a different strategy where the build-up of the metastructure engages the existing structures and affects them so that the metastructure could achieve a higher level of consistency.
Metastructure construction through a hierarchy of clusters of clusters
One can envision a different architecture and the underlying strategy of reconciling findings at the local level. This brings the concept of clusters of clusters. The essence of the method is that the structural findings formed at the lowest level are reconciled in the form of structure that is common to all local data sites. The prototypes at each lower level of data scheme are considered together and clustered into 'cc' clusters formed at the higher level. In the sequel, the resulting partition matrix is used to convey information about the behaviour of the original prototypes when being confronted with structural findings (prototypes) at other data sites. The essence of the scheme is visualised in Figure 7 . More specifically, using the partition matrix U formed at the higher level of this hierarchy, we form some relevancy index γ(U) to quantify the impact on any of the prototypes coming from the data site. The index which applies to each column of U associates the i-th prototype at data site D ii with γ i (U) ii which articulates how much identity this prototypes retains when confronted with the data structure obtained at other data sites. The index is included in the modified objective function used to cluster data at the ii-th data site 
The design of metastructures for rule-based granular models
So far, the metastructure design has been presented for information granules. The underlying concept can be directly applied to problems of forming metamodels. To concentrate our discussion, we consider granular rule-based models where at each data site there are a collection of rules where the i-th rule reads as if A i then y is g i (x,a i )
The conclusion part g i (x,a i ) is a local model whose region of 'activity' is determined by the information granule Ai occurring in the condition part of this rule. The metastructure in this case could be referred to as a metamodel. Its realisation follows the general scheme we discussed in Section 3, however, there are some refinement of the performance index using which we can assess the performance of the resulting construct. 
where g j is the conclusion of the j-th rule in J. The performance of the metamodel requires some attention as u ij (x) is a function of x and one has to exercise caution when considering the quality of the i-th rule. In general we could have written down the following performance index
However, its practical feasibility is still limited as Q becomes an explicit function of x and hence it requires further interpretation and refinement. Intuitively, one could integrate (16) over the entire input space, that is .
However, which this sounds like a viable solution, its practicality could be questionable particularly in case of highly dimensional input space. To come up with a practical version of (17) we confine ourselves to some selected values of x that is v i i∈ I-J so in essence the following criterion
which concentrates on assuring that the i-th rule and its representation by expansion via the elements of the metamodel at some points (as shown above) are getting close as possible to each other. In this sense, the criterion considered here is a special case of the far more general (yet practically not viable) performance index (17).
Architectural augmentations of metastructural developments
The overall structure discussed in the previous sections is quite general yet there are a number of interesting and practically viable alternatives which bring forward some types of structures. Instead of the commonly distinguished layers of data, structures and metastructures (with the example illustrated in Figure 2) , we can envision a topology where the metastructure is built on a basis of structures as well as data themselves (see Figure 9 ). They illustrate the effect of dealing with information granules of higher diversity (embracing both data and information granules). 
Concluding comments
The study has introduced a concept of metastructures which arise through distributed processing carried out for a variety of local data where such metastructures can be regarded as a direct outcome of reconciliation of locally established information granules. We have presented two main categories of scenarios of practical relevance embracing situations of:
1 establishing information granules at the global level 2 forming rule-based metamodels.
In this case, both a passive and active schemes of metamodelling have been introduced. The design of metastructures is guided by a well-articulated performance index whose minimisation becomes feasible via combinatorial optimisation (in which we stressed a role of biologically-inspired optimisation). This study has focused on the underlying concepts and while we elaborated on some development aspects and optimisation tools, it should be stressed that further refinement and a thorough exploitation of optimisation techniques in application to the inherently combinatorial facet of the problem are to be pursued in detail.
