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Abstract
This research focused on the hydrologic characterization of porous pavement and
pavement properties that can affect its hydraulic behavior. The first of these properties
investigated was the presence of a vertical porosity distribution which can significantly
impact the infiltration rate. A method utilizing image analysis was tested and
experimentally verified. The representative elemental area (REA) was needed for this
imaging method and was found to be 83.9 cm2 (13 in2). To convert the porosity
distribution into a permeability distribution the relationship between porosity and
permeability was found using homogenous samples. From the resulting permeability
distribution an effective permeability was found which was better correlated to the actual
permeability than other predictions, especially the one using the average porosity value.
The effective curve number (ECN) model was initially used to hydrologically
characterize the porous pavements which was a good fit for the drained porous
pavements. However, as it does not match the fill and spill behavior of the undrained
pavements, the ECN model produces much larger error when applied to them and
actually becomes a function of rainfall distribution. For a more accurate approximation of
the undrained pavement’s behavior, the broken-line model was developed. It is able to
approximate the fill and spill behavior using the initial abstraction, the volume that is
required before runoff occurs, and the slope, which is a function of the rainfall to
infiltration ratio. Both of these models summarize the pavement variables in terms of two
parameters, the storage depth and the 24-hour infiltration rate.
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Because of a question as to the appropriateness of one of the modeling assumptions,
experimental verification was conducted to determine the actual magnitude of masking
and embedding effects of subbase aggregate on the infiltration rate of the underlying soil.
The results showed that aggregate masking and embedding does have an impact on the
soil infiltration rate, but the magnitude was less than that predicted by earlier work.
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Chapter 1

Introduction

As population has grown, the amount of developed land has grown too. In rural,
suburban, and urban areas, development often means that the amount of impervious
surfaces is increasing. This increase comes from roofs and pavements, which include
roads, sidewalks, and parking lots. Ferguson (2005) approximated that paved area is
growing at a rate of 250 square miles per year across the United States.
This impervious surface is having a negative impact on stormwater runoff, because much
of the water that once infiltrated into the soil to provide water to plants and recharge to
groundwater is now diverted into natural channels causing a multitude of problems
including erosion, water quality reduction in receiving water-bodies, and flooding.
Porous pavement, a low-impact development (LID) technology, provides a solution to
help mitigate the problem by treating the stormwater at its source through natural
processes, having pollutant removal capacity, mimicking the undeveloped water cycle,
and removing the need for large “end-of-pipe” treatment facilities (Dietz 2007).
1.1

Properties of porous pavement systems

Porous pavements effectively act as retention ponds by allowing rainfall to infiltrate
through the pavement surface into the aggregate subbase which stores the water in its
voids until it can be infiltrated by the soil or is removed by an underdrain. Figure 1-1
shows the components of the system, which are described in more detail in the following
sections.
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Figure 1-1: Schematic of permeable pavement with variables and processes labeled. Φ
and H represent the effective porosity and the height of the layer respectively. The height
of water in the subbase is h, which changes over time, t.
1.1.1

Porous surface pavement
avement

There are many different types of porous surface pavements, from pervious concrete,
porous asphalt, and permeable interlocking pavers, to loose aggregate and reinforced
grass pavement (Ferguson 2005)
2005).. Each has its advantages and disadvantages, but the
most common porous pavements for commercial and municipal use are the modified
versions of traditional pavements: pervious concrete, porous asphalt and permeable
pavers.
Pervious concrete and porous asph
asphalt pavements are made by reducing or completely
removing the fine material from the aggregate gradation
gradation.. The resulting pavement
typically has a porosity between 15% and 25%,, though higher and lower values are seen
depending on the aggregate gradation, bin
binder
der (asphalt or cement) content, and
compaction. The infiltration rate of the surface pavement is positively correlated to the
porosity, as seen in Figure 1--2, and the hydraulic conductivity can range from 0 cm/hr (0
2

in/hr) for poorly constructed, non-functional porous pavement, to 7600 cm/hr (3000
in/hr), with typical values around 860 cm/hr (340 in/hr) (Bean et al. 2007a; Tennis et al.
2004). For most properly constructed porous pavements, the hydraulic conductivity of the
surface pavement for a well maintained installation is typically several orders of
magnitude greater than peak rainfall intensities (Bean et al. 2007a; NOAA US
Department of Commerce 2010; Tennis et al. 2004).
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Figure 1-2: Relationship between porosity and hydraulic conductivity after Neithalath
(2010).
Structurally, the pavement system will have a minimum depth required to support the
traffic loading expected based on the strength of the underlying soil. This structurally
required depth (combined pavement and subbase) typically ranges from 13 cm (5 in) for
light traffic on a good soil to 30 cm (12 in) for medium traffic on poorer soil (Field et al.
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2004). Generally, the actual depths of the pavement systems are greater than this to
increase the stormwater storage capacity.
1.1.2

Subbase

The surface pavement acts as an inlet to the aggregate subbase which can store the water
in its voids (Leming 2007; Tennis et al. 2004). The aggregate used is an open-graded
mix, with typical porosity of around 20 to 40%. The hydraulic conductivity is many times
greater than the rainfall rate, so unsaturated flow occurs in the upper layers the majority
of the time. However, because the underlying soil has a much lower hydraulic
conductivity, the water ponds in the aggregate base where it is stored until it is infiltrated
into the soil or removed through an underdrain.
1.1.3

Exfiltration – soil and underdrains

The soil underlying a porous pavement is ideally left undisturbed during construction so
that it can retain its natural structure, and high infiltration rate. The aggregate subbase
stores the stormwater allowing the soil more time to infiltrate a greater volume, but in
cases where the soil infiltration is extremely low or the volume of stormwater is great,
underdrains can be installed to help the pavement subbase drain down the stored water in
a timely manner. This is important so that the pavement can regain its stormwater storage
capacity in time for future storms, aerate the subbase to encourage biodegradation of
pollutants, and reduce the potential for freezing which could affect the structural stability
of the pavement (Ferguson 2005).
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1.2

Benefits of porous pavements

Porous pavements are a popular LID technology because they have many benefits which
reduce stormwater’s impacts while they don’t require extra space in a development like
retention/detention ponds. They can be installed in the same spaces as traditionally paved
parking lots and low traffic areas, thereby minimizing development costs while providing
stormwater treatment comparable to conventional treatment practices. Because porous
pavements capture stormwater at its source and allow it to naturally infiltrate, the quantity
of stormwater runoff can be dramatically reduced (Abbot and Comino-Mateos 2003;
Booth and Leavitt 1999; Collins et al. 2008; Dreelin et al. 2006; Fassman and Blackbourn
2010; Pratt et al. 1989), especially for smaller more frequent storm events. This can
reduce downstream flooding and erosion, even for porous pavements that have
underdrains, because even they help increase the lag time for stormwater runoff and
reduce the peak runoff rate.
Stormwater quality is also improved in different ways. The porous pavement acts as a
filter for particulate matter, trapping it either in the surface pores or in the subbase at the
soil surface (Mata and Leming 2012). Additionally, the reduction of runoff quantity from
the pavement limits downstream sediment erosion and transport which can be a large
source of water pollution. Other pollutants, such as nitrogen, phosphorous, heavy metals
(zinc, copper, lead, cadmium, platinum, palladium, and rhodium), organic compounds,
and many others are common pollutants associated with highway runoff (Opher and
Friedler 2010). Many of these pollutants can be treated by porous pavements by either
removing the particulate matter that it is absorbed to or providing an environment
5

conducive to the natural breakdown of the pollutants (Bedan and Clausen 2009; TotaMaharaj and Scholz 2010). Even much lower volume roads and parking lots, where
porous pavements are best suited, still have pollutant problems and could benefit
(Passeport and Hunt 2009).
By reducing the stormwater runoff, porous pavements direct much more precipitation
into the groundwater system. This recharge is more typical of the natural water cycle than
has been experienced with impervious pavements (Finkenbine et al. 2000; Klein 1979). It
provides a more sustainable base flow for streams and rivers and increases the amount of
groundwater stored in aquifers.
Porous pavements have additional benefits other than decreasing stormwater runoff and
increasing recharge. Three of these other benefits are reduced heat island effect, increased
safety, and noise reduction. Because porous pavements have a more open structure than
dense (impervious) pavements, it transfers less heat to the ground below which causes
less heat release at night (Haselbach and Gaither 2008). Porous pavements reduce splash
and spray created while driving in the rain and can decrease stopping distance, both of
which have a remarkable impact on driver’s safety (Kowalski et al. 2009;
Rungruangvirojn and Kanitpong 2010). Porous pavement has also been found to produce
measurable reductions in road noise from tire-pavement interaction as well as absorbing
frequencies of sound that are in the typical range associated with traffic noise (Crocker et
al. 2004).
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1.3

Drawbacks of porous pavements

While porous pavements have numerous benefits, they also have some potential
drawbacks.
1.3.1

Groundwater pollution

One of the major environmental drawbacks is the potential for groundwater pollution. If
more chemical pollutant enters the pavement than it can treat, the excess can infiltrate
into the soil and pollute the local aquifer. The problem is exacerbated if the pavement is
located close to a drinking water well. Luckily, the chances of groundwater pollution
occurring can be reduced with proper planning and site selection. Porous pavements
should not be used anywhere where chemical spills have a high likelihood of occurring
such as at gas stations, chemical transfer points at businesses or industry, wash down
locations for contaminated equipment, or any other contaminant hotspots. In addition to
contaminant hotspots, locations where the water table is high and would encroach upon
the subbase are not recommended for porous pavement applications (Ferguson 2005).
1.3.2

Clogging

One of the biggest functionality problems associated with porous pavements is their
tendency to clog. Either sediment deposited by vehicle traffic or washed into the
pavement from upstream locations can cause clogging severe enough to decrease the
infiltration capacity to nearly zero, which removes many of the beneficial properties from
porous pavements. The best way to solve clogging problems is to prevent clogging in the
first place by ensuring any surrounding areas are properly maintained to prevent erosion,
7

especially during construction, and to perform regular maintenance on the pavement,
which includes sweeping, vacuuming, and/or washing (Ferguson 2005).
1.3.3

Construction

Similarly to clogged pavements, some porous pavements never achieve their design
infiltration rates due to problems during their construction. Surface sealing is a common
construction problem, and it can be caused by an improper mix, if the cement to
aggregate ratio was too great for example, or by poor placement techniques, such as overcompaction or over-working the surface. When the porosity has a non-homogenous
distribution, especially in the vertical direction as with surface sealing, the average
porosity may vary greatly from the porosity of the limiting layer which has a strong
influence on the hydraulic conductivity. Porosity and its relationship to hydraulic
conductivity has been studied (Low et al. 2008; Mansour and Putman 2013; Montes and
Haselbach 2006; Neithalath 2004; Neithalath et al. 2010; Wang et al. 2006) and has been
used to evaluate the functionality (hydraulic conductivity) of the pavement based on the
porosity. In a case where a vertical porosity distribution is present, the average porosity
of a core may be acceptable by the specifications, while the actual hydraulic conductivity
of the pavement is not.
If a pavement has been placed and exhibits functionality problems due to surface sealing
or over-consolidation, ideally it would be removed and replaced. However, there has
been some research into restoring the infiltration of the pavement by other means, such as
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using surface cuts or cores to open inlets for the surface water to access the functional
storage volume below the sealed surface (Bunting 2011).
1.3.4

Design

Currently, there is no comprehensive hydrologic design and analysis methodology for
porous pavements. The most common approach is to design the effective storage volume
of the pavement system to hold a certain design storm and then check the drawdown time
to ensure it is acceptable (Field et al. 2004; Tennis et al. 2004). While this is a very basic
and easy to understand design process that is acceptable for storms less than or equal in
size to the design storm, it does not provide any guidance or understanding of the
behavior of the pavement system for larger storms. Other case studies have tried to
understand the overall behavior of the pavements by constructing a pavement and then
monitoring it over time (Abbot and Comino-Mateos 2003; Booth and Leavitt 1999;
Collins et al. 2008; Dreelin et al. 2006; Fassman and Blackbourn 2010; Pratt et al. 1989).
The results of these studies are often reported as the percent reduction in runoff compared
to the precipitation. However, many studies were only carried out for just over a year, and
most did not encounter any storms larger than a two-year storm with a majority of the
rain events measured being much smaller than that. Only two of the six studies listed had
a ten-year storm and one of the two did not have the proper equipment to measure a
storm of such magnitude. The results from these studies all report high percent flow
reductions, in the range of 90-100% for non-underdrained systems (Collins et al. 2008;
Dreelin et al. 2006; Pratt et al. 1989) and 25-50% for underdrained systems (Abbot and
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Comino-Mateos 2003; Booth and Leavitt 1999; Fassman and Blackbourn 2010). While
these are impressive reductions, they apply only to smaller, more frequent rain events.
The question left unanswered by these two approaches is how to quantify the pavement’s
performance over a broad range of precipitation values to compare the use of porous
pavement with other stormwater management options. One suggested approach is to
determine a curve number for the pavement. The SCS curve number method is a very
common procedure used in stormwater modeling today and is built into many hydrologic
modeling tools such as HEC-HMS and EPA-SWMM. It provides a simple representation
of the relationship between the rainfall and runoff of an area of land based on the land
use, cover, and soil type. However, because a porous pavement system behaves more as a
stormwater retention pond than a typical subbasin, characterizing the pavements in terms
of a curve number is not a simple process. Leming et al. (2007) numerically calculated a
curve number for an individual design event by routing a design storm through the
pavement utilizing stage-storage-discharge equations. The problem with this method is
that it can produce a different curve number for each design event so the curve number is
only useful for comparing the pavement to alternatives at a certain design storm, but
cannot be used to predict the system’s behavior for other size storms. Bean, Hunt, and
Bidelspach (2007b) used rainfall-runoff and storage data collected over a period of one to
two years to find an equivalent curve number for a pavement installation. This is in line
with the how the SCS curve number method was originally developed (Hawkins et al.
2009), however, the same limitations on the range of rain events experienced are still
present. Further, this approach would be difficult to implement for use in design as
10

changing locations or altering the dimensions of the pavement system changes the curve
number for the pavement. Such an approach is mostly useful for a post installation
performance assessment.
Additionally, none of the analysis techniques address the timing or peak of the runoff
from porous pavements. Traditional methods of finding peak runoff or runoff
hydrographs often rely on the use of the time of concentration, but this time of
concentration is somewhat undefined for porous pavement systems. Time of
concentration is normally defined as the amount of time for all areas of the basin to
contribute to the runoff at the outlet (Akan and Houghtalen 2003), but for a porous
pavement without an underdrain the entire subbase has to fill before runoff occurs. There
is, therefore, the potential for a significant ponding time prior to any runoff. If the
pavement is designed to hold the entire 10 year 24 hour storm, any storm with a return
period shorter than 10 years will have no runoff. For return periods greater than 10 years,
the time of concentration may be extremely long in comparison to the time of
concentration for any surrounding subbasins.
Leming et al. (2007) concluded that, when using the Rational Method to predict peak
runoff for a storm, it seems reasonable to use a runoff coefficient of C = 0 for smaller
return period storms. This assumption would not accurately predict peak runoff for larger
storms and would cause reviewers or permitting officials to question the validity of the
design if they were not familiar with porous pavement systems. Similar problems arise
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when the standard idea of time of concentration is applied to pavements without
underdrains.
1.4

Objectives and scope

This dissertation seeks to address certain problems related to the design, construction, and
use of porous pavements as described. The specific objectives of this work were to:
•

Develop a method to analyze images of porous pavements to measure the porosity
distribution. The measurement of the representative elemental area for different
gradations was also experimentally found as part of this work.

•

Study the effects of non-homogenous porosity distribution, especially in the
vertical direction, and determine what impact it has on the hydraulic conductivity
of the pavement.

•

Develop a simple preliminary design tool to characterize the hydrologic behavior
of an undrained porous pavement.

•

Develop a timing analysis for runoff from an undrained porous pavement site
based on standard NRCS design storms.

•

Develop a simple preliminary design tool to characterize the hydrologic behavior
of a drained porous pavement.

•

Experimentally verify the magnitude of masking and embedding effects predicted
by Radcliffe et al. (2005) and used by Schwartz (2010).
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1.5

Organization of dissertation

Chapter 2 addresses the importance of the vertical porosity distribution to the
functionality of the pavement and the method developed to measure it. When the porosity
has a non-homogenous distribution, especially in the vertical direction, the average
porosity may vary greatly from the porosity of the limiting layer which has a strong
influence on the hydraulic conductivity. This has practical importance because overconsolidation and surface sealing are common construction problems associated with
pervious concrete pavements. In these situations, the average porosity of a core may be
acceptable by the specifications, while the hydraulic conductivity of the pavement is not.
In Chapter 3, definitions for the standardization of the effective curve number (ECN)
method are derived and applied to undrained pavements. In addition, a timing method is
given that produces an accurate estimation of the runoff hydrograph, including important
information such as the peak runoff rates and time to peak runoff.
Before the ECN method can be used for underdrained pavements, the hydraulic behavior
of the drain in the pavement system must be fully understood. Chapter 4 first will
describe the hydraulic effects and behavior of the underdrain, which will involve
development of the stage-discharge relationship of a perforated pipe from unsubmerged
to completely submerged conditions. Then adjustments to account for the drain’s
presence will be incorporated into the ECN method.
Chapter 5 addresses the experimental verification of the masking and embedding effects
in a lab-scale study. As the hydraulic behavior of the porous pavement is dependent on
13

the exfiltration rate, it is important that the assumptions are realistic. While a certain
safety factor is good, if the masking assumption is too conservative the model will predict
incorrect hydrologic behavior and understate the potential stormwater benefits.
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Chapter 2

2.1

Non-uniform vertical porosity

Background

Chapter 2 presents a method to measure the porosity distribution in a porous pavement
and investigates the effect that this distribution has on the hydraulic behavior of the
pavement. Porosity is critical to the hydraulic functionality of a pavement which is why
studies have been conducted that look at the relationship between porosity and hydraulic
conductivity; however, most of these studies use or assume homogenous samples
(American Concrete Institute (ACI) 2008; Low et al. 2008; Montes and Haselbach 2006;
Neithalath 2004; Wang et al. 2006). When the porosity has a non-homogenous
distribution, especially in the vertical direction, the average porosity may vary greatly
from the porosity of the limiting layer which strongly influences the hydraulic
conductivity. This has practical importance because over-consolidation and surface
sealing are common problems associated with improperly constructed pervious concrete
pavements (Putman 2010). In these situations, the average porosity of a core may be
acceptable by the specifications, while the hydraulic conductivity, which is limited by the
low porosity layer, is not.
A number of papers have looked at this relationship (Low et al. 2008; Montes and
Haselbach 2006; Neithalath 2004; Sumanasooriya and Neithalath 2011; Wang et al.
2006) and the individuals studies have often represented this data with an exponential
relationship, though when the results from multiple studies are combined, see Figure 2-1,
it is clear that there is significant variation in this behavior.
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Figure 2-1: Collection of permeability as a function of porosity from a number of studies.
Neithalath et al. (2010) recognized that there were more factors involved in the prediction
of the permeability than just the porosity. They incorporated the characteristic pore
diameter and connectivity to try to improve the predication of a pavement’s permeability.
However, they, like the other studies, assumed that the pavement specimens had a
uniform porosity. It has been shown (Haselbach and Freeman 2006; De Somer and De
Winne 1998) that compaction of porous pavement samples, in the lab and in the field,
creates a vertical porosity distribution within the pavement. In the five studies included in
Figure 2-1, vibration, rodding, tamping with a proctor hammer, and field compactions
were all used as compaction methods. Therefore, the assumption of uniform porosity in
the specimens is likely incorrect. These porosity distributions can impact the overall
permeability of the specimen and be the source of some variability in Figure 2-1.
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Additionally, the vertical porosity distribution influences the filtering and clogging
capabilities of the pavement. Studies have found that clogging of pavements occurs at
two locations which are determined by particle size (Mata and Leming 2012). Large
particles, like sand, tend to get trapped on the surface of the pavement while smaller
particles, like clay, travel through the pavement and build up on the subsoil or filter fabric
below. The presence of a vertical porosity distribution can greatly impact this behavior
and could be manipulated to make the filtering more effective.
Prior studies have attempted to measure this porosity distribution with other methods.
One of the first, by De Somer and De Winne (1998), did this by incrementally adding a
known volume of water to a container in which a porous specimen was hanging. The
relationship between the volume of water added and the change in height of the water
level allowed a porosity value to be found at incremental distances along the height of the
specimen. However, De Somer and De Winne (1998) reported some problems with this
method. The capillary action of the water caused extra water to be taken up by the sample
which makes the porosity appear greater at that point than it actually is. Also, when the
sample is slowly submerged, some pores will entrap air that would be released when
using other porosity testing methods, which could lower the measured porosity values.
This problem would be exacerbated when the porosity is low. Even with these
shortcomings, their results for the nine samples tested show a similar pattern of having a
slightly lower porosity near the surface (due to the slight compaction which results in
surface smoothing) followed by a slight increase in porosity in the middle which then
decreased approaching the bottom. The researchers attribute this pattern to using
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vibration as the compaction method. The vibration caused the lower viscosity cement
paste to flow down towards the bottom of the sample, increasing the upper porosity and
decreasing the lower (De Somer and De Winne 1998).
When tamping is used as a compaction method, a different pattern in the porosity
distribution is observed. Haselbach and Freeman (2006) used samples that had been
surface compacted in the field and found that the top quarter of the pavement had a much
lower porosity than the middle half of the sample, with the lowest quarter having the
greatest porosity. Their technique for looking at the vertical porosity distribution
produced a much coarser profile than De Somer and De Winne’s (De Somer and De
Winne 1998). They simply split the cores into the top and bottom quarter and the middle
half, and used common volumetric porosity methods to measure the individual pieces.
These three data points were then used to create the profile.
The objective of this work was to develop a method to measure the porosity distribution
of a porous pavement sample using an image analysis method which has been used by
other researchers to find material properties such as average porosity and pore size
distribution (Neithalath et al. 2010; Sansalone et al. 2008; Sumanasooriya and Neithalath
2009). This method will provide a much better resolution of the porosity distribution than
Haselbach and Freeman’s (2006) method while avoiding some of the measurement
technique drawbacks encountered by De Somer and De Winne (1998). While this method
can be used to measure the porosity distribution in any direction, the focus is on vertical
porosity distribution because of its importance to the hydraulic behavior in porous
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pavements. This vertical porosity distribution was then studied to better understand the
impact of a vertical porosity distribution on the permeability of a porous pavement and to
utilize this knowledge to improve the prediction of pavement’s permeability from
measured pavement porosity.
2.2

Materials and methods

2.2.1

Mix design

Four pervious concrete mixes were used to develop and calibrate the image analysis
method in addition to cores taken from a pavement installation. Twelve compacted
cylinders were made from each of the four mixes shown in Table 2-1; six were used to
find the vertical porosity distribution using image analysis and the other six to find the
porosity profile using volumetric testing of 2.5 cm (1 in) slices, similar to Haselbach and
Freeman (2006).

Percent Passing, %

Table 2-1: Mix proportions and aggregate gradations used for four sets of pervious
concrete samples.

Water/Cement
Cement/Aggregate
25 mm (1”)
19 mm (3/4”)
12.5 mm (1/2”)
9.5 mm (3/8”)
4.75 mm (#4)
2.36 mm (#8)
1.18 mm (#16)
0.15 mm (#100)

Mix 1
(VPD-89)
0.30
0.25
100
100
100
100
29
4
2
1

Mix 2
(VPD-78)
0.30
0.28
100
100
100
50
15
5
3
-19

Mix 3
(VPD-7)
0.30
0.28
100
100
100
50
10
2
---

Mix 4
(VPD-67)
0.30
0.28
100
98
68
39
5
2
---

Cylinders, 15.2 cm (6 in) tall and 15.2 cm (6 in) in diameter, were used because that is a
common thickness of pervious concrete and simulating the porosity distribution over this
height would closely approximate an over-consolidated pavement. Multiple studies have
found that placing two layers and compacting each layer with 10 blows of the proctor
hammer creates cylinders that replicate the average in-situ properties of field placed
concrete (Putman and Neptune 2011; Rizvi et al. 2009), but in the field, the specimen is
only compacted in a single lift, which is the cause of the vertical porosity distribution. To
replicate the surface compaction, the concrete was mixed and placed in one lift and was
compacted with 20 blows of a standard proctor hammer.
When the first mix was compacted (VPD-89), the above compaction procedure was used.
However, even though the mix was compacted in one lift, the mold did not have an
extension collar as the specimen was compacted, so more concrete was added to the top
to keep the mold as close to full as possible. This technique produced satisfactory surface
compaction. However, it was found that adding a collar and initially overfilling the mold,
so that no mix needed to be added during compaction, produced a more pronounced
porosity distribution. Because this second compaction method is closer to field placement
and exaggerates the porosity distribution, it was used for the other three mixes.
Additionally, two cylinders from each mix were cast that had no compaction as a
reference.
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2.2.2

Volumetric porosity testing

To check the accuracy of the image analysis method when measuring total porosity, the
porosity of a number of cores was measured using two volumetric methods and a
Corelok® vacuum sealing machine to establish a baseline for the porosity (ASTM D7063
/ D7063M 2011; Montes et al. 2005). The volumetric methods of measuring the porosity
directly measure the volume, V, of the sample (based on an average of four measurements
of the height and diameter) and weigh the sample both dry and submerged in water. In
the first volumetric method the submerged weight is measured after soaking the cylinder
for 30 minutes and tapping it to release any trapped air. The second applies a vacuum and
vibration while the sample is submerged for a shorter period of time (5 minutes). Both the
soaking and vacuum are used to release any trapped air from within the sample. The
porosity, Φ, is then found from the dry mass, A, and submerged mass, D, of the specimen
(Montes et al. 2005) using

A− D 
Φ = 1 −
× 100
 ρ H OV 
2



(2.1)

where ρH2O is the density of water.
The Corelok machine uses another method to find the volume. The core is vacuum sealed
inside a bag having a mass, B, and then weighed submerged underwater both sealed, E,
and unsealed, C (ASTM D7063 / D7063M 2011). The porosity is found as
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Φ=

SG 2 − SG1
×100
SG 2

Bulk Specific Gravity = SG1 =

(2.2)

A
B− A
B−E−
FT

Apparent Specific Gravity = SG 2 =

A
B−A
B−C −
FT 1

(2.3)

(2.4)

where FT and FT1 are the apparent specific gravity of the plastic sealing material when
sealed and unsealed, respectively.
Six of the cylinders were cut up into 2.5 cm (1 in) horizontal slices to measure the
porosity distribution volumetrically (similar to Haselbach and Freeman (Haselbach and
Freeman 2006)). All three volumetric methods were used on the first batch, VPD-89.
However, because the methods’ results were so similar, only the Corelok method was
used for the slices from the other three mixes.
2.2.3

Permeability measurement

To quantify the impact of over-consolidation on the permeability of the pavement, the
hydraulic conductivity of all 12 cylinders in each set were measured using a modified
falling head procedure based on ASTM D 5856 (2007). The permeameter apparatus is
shown in Figure 2-2.
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Figure 2-2:: Diagram of falling
falling-head
head permeameter used in experiments.
The six cylinders that were not sliced vertically for image analysis porosity measurement
underwent further hydraulic conductivity tests to establish the vertical variation in
permeability. In this series of tests 2.5 cm (1 in) slices were cut from the top of the
cylinders and the hydraulic conductivity was then measured for the remaining lower
section of the cylinder. Once four 2.5 cm (1 in) slices had been removed from each
cylinder the hydraulic conductivity of each slice can be calculated using

L
K cylinder

=

Lslice Lcylinder 2
+
K slice K cylinder 2
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(2.5)

where K is the hydraulic conductivity and L is the length of the respective element. The
subscripts indicate the full specimen, ‘cylinder’, the slice, ‘slice’, and the truncated
specimen, ‘cylinder2’. This procedure was used because it was impractical to test a 2.5
cm (1 in) slice. This is also why the remaining 5 cm (2 in) cylinder was not sliced.
Continuing to slice off a layer at a time provides a vertical distribution of the hydraulic
conductivity, K, which can be transformed into the vertical permeability, k, distribution
using

k=K

µ
ρg

(2.6)

where µ is the dynamic viscosity of water, ρ is the density of water, and g is the
acceleration due to gravity. The term permeability here is used to mean the intrinsic
permeability which is a material property independent of the fluid material properties and
is used in the Darcy equation for porous media flow.
2.2.3.1 Corrections for high permeability samples.

The first mix tested was a very porous sample with a high permeability which was above
the typical range, creating problems while using the permeameter. This was further
exacerbated by running permeability tests on thin specimens (the thinnest specimen used
was 2 inches). Two adjustments were made to the typical calculation of the permeability
to account for the excessive permeability. The local head losses in the permeameter,
which are typically neglected, were accounted for in the calculations and the DarcyForchheimer equation was used instead of Darcy’s Law because the flow Reynolds
24

number was greater than one meaning the non-linear Forchheimer term had to be
included in the head loss calculation.
The total head loss through the permeameter, hL, can be written as
2
l

 AspecimenV
hL = 1 + f + K eff 
d

 2 gAoutlet

(2.7)

Where f is the friction factor, l is the length of the specimen, d is the diameter of the
specimen, Keff is the sum of the minor loss coefficients in the permeameter, V is the
velocity through the outlet, and A is the area of either the specimen or the outlet (denoted
by the subscripts). The minor loss coefficient, Keff, can be solved for using time and head
data from runs of the empty permeameter. After several runs over different head
differences, it was determined that the permeameter minor loss coefficient was 60.
The Reynolds number, Re, for the flow was calculated to be 32.87, which is well above
the transition zone for porous media (1 to 10 (Bear 1988)). Therefore, the DarcyForchheimer equation (2.8) was used instead of Darcy’s Law to account for the turbulent
flow regime.
h
υ
c
= − V − 1 F2 V 2
L
kg
k g

(2.8)

where h is the head drop across the specimen, k is the permeability, and cF is the formdrag constant which was taken to be 0.55 (Ward 1964).
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By multiplying by the length, the equation represents the head loss across the specimen.
This can be combined with equation (2.7) to give

υL 
h=
V
 kg 

 c L Aspecimen
+ F +
 g k 2 gAoutlet

l

1 + f + K eff
d


 2
 V


(2.9)

By expansion and integration similar to the manipulation of Darcy’s Law, equation (2.9)
can be put into terms of the head drop and time of the hydraulic conductivity test and
numerically solved for permeability. The resulting equation is given by
h2

As tan dpipe 
L 
 L 
 B ( h ) +   ln  B ( h ) −     = t
Aspecimen 
K 
 K  h
1

(2.10)

where


l

1
Aspecimen 1 + f + K eff
2

 ρ 
d
L

B ( h ) =   + 4 h  cF L 
 +
2 gAoutlet

K
 Kµg 


2

2.2.4








(2.11)

Sample preparation for image analysis

To measure the vertical porosity of a pavement using image analysis, a cylinder or core
was cut in half vertically through the middle. That provided a wide rectangular face that
runs the length of the core. The cut face was painted with black spray paint to darken the
pores of the sample. After drying, the cut surfaces were painted white with a broad tip,
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opaque oil-based paint pen (bold point Sharpie® with tip dimensions 4 by 7 mm). Careful
attention was taken to make sure this paint did not run onto the inside surfaces of the
pores or into any very small pores. While care must be used during painting, the process
is repeatable as it is clear what areas should be painted and if white paint does get into a
pore the sample can always be repainted. Figure 2-3 shows pictures of one sample (UP14) before and after painting.

(a)
(b)
Figure 2-3: Sample UP-14 (a) before being painted and (b) after being painted.
2.2.5

Image acquisition and preparation

The specimen’s face was scanned (using a transparency sheet as protection for the
scanner glass) at high resolution (600 dpi). To further clean the image, a threshold value
of 127 (RGB) was set using an open source photo editing software (GNU Image
Manipulation Program [GIMP]) so that any pixels were either white (solid surface) or
black (pore space) as in Figure 2-4. The image was also cropped to just smaller than the
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borders of the sample’s face. This was done to minimize the impact of the wall effect on
the aggregate packing and because the edges of the face are prone to a loss of aggregate
dislodged during cutting. For the 15.2 cm (6 in) specimens, the width was set to 14.6 cm
(5.75 in).

Figure 2-4: Scanned and cleaned image of sample UP-14 (pores are shown as black).
2.2.6

Measuring pore size using two-point correlation

The Two-Point Correlation (TPC) function was used to calculate the characteristic pore
size in a porous pavement as shown by Neithalath et al. (2010). Using ImageJ, a public
domain image processing program developed by the National Institutes of Health (NIH
2013), the TPC function and correlation length was calculated. The estimate of the pore
diameter, dTPC, from the correlation length, lTPC, was given by

dTPC =

lTPC
1− Φ
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(2.12)

where Φ is the porosity of the sample in the image.
2.2.7

Image analysis

To quantify the vertical pore distribution, the areal porosity (ratio of the area of the pores
to the total area of the sample) for each row of pixels in the image was found using
Matlab®. However, because a row of pixels is such a small area (1.76 x 10-5 cm2 for the
14.6 cm (5.75 in) wide, 600 dpi resolution images used), the resulting porosities have
many fluctuations and are not a statistically accurate representation of the porosity of a
horizontal slice of the material at that point. To smooth the fluctuations so that the
porosity distribution is representative of the sample, the area used to find the porosity
must be increased. However, the larger an area used, the less resolution the porosity
distribution will have. The smallest area that yields a representative porosity value for
that location in the sample is called the representative elemental area (REA). This
concept is parallel to that of a representative elemental volume (REV) (Bear 1988),
except that the porosity is being approximated by an area ratio in this case. The concept
of an REA has been used before in a similar manner, for example when using thin soil
sections for quantitative soil micromorphology (VandenBygaart and Protz 1999). It is
important to note that the wider a sample is, the fewer pixel rows will need to be
averaged to reach a given REA. This means that using a wider sample (such as a 15.2 cm
[6 in] core) will result in a vertical porosity distribution with a finer vertical spatial
resolution than a vertical porosity distribution from a narrow sample (such as a 5.1 cm [2
in] core) assuming the two samples have the same REA.
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The recommendation for the REA presented by Sumanasooriya and Neithalath (2009)
(which they refer to as the representative area elements [RAE]) is simply that it needs to
be much larger than the typical pore size. While this may be acceptable for finding
average properties from an image, finding a porosity distribution requires that the REA
be as small as possible (to provide maximum spatial resolution), while still being large
enough to be representative of the local porosity.
2.2.7.1 Representative elemental area (REA)
The simplest method to find the REA is to experimentally plot multiple data sets of the
porosity versus area for a sample and find the point at which the data sets tend to
converge. This data was generated by starting at randomly selected points on the image
(using Matlab’s random number function) and expanding an area from that point,
measuring the porosity within the area at each increment. The number of points used is
discussed in more detail in section 2.3.2.1. To accommodate experimental variability in
the sample, convergence was defined to be when the porosity values fell within a range of
five percent centered on the average porosity of the sample. Figure 2-5 shows the results
using sample UP-14, with the two horizontal lines representing the upper and lower
bounds of the ±2.5% tolerance. The smallest area at which all the data lines stay within
the tolerance is 22.7 cm2 (8.9 in2), which can be taken as the REA for this sample.
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Figure 2-5:: Plot showing three of the porosity versus area data sets used to find the
representative elemental area for sample UP-14.The
14.The data falls completely within the
±2.5%
2.5% tolerance when the area is greater than 22.7 cm2 (8.9 in2).
)
However, when the REA is being measured, there are three variables which are
important: REA starting location,
ocation, REA shape, and REA size. In Figure 2-6,, four areas, A
– D, are selected from a well--packed
packed distribution of circular particles to illustrate these
considerations.

Figure 2-6: Four areas, A-D,
D, which demonstrate the effect of location, shape, and size of
area on the REA.
The starting location of the sample areas clearly has an impact on its porosity (compare
(co
areas A and B or C and D in Figure 2-6)) when the areas are small. As this area increases,
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the impact of starting locations should decrease for well-packed, spherical particles.
However, the aggregates in porous pavements are far from spherical in their shape, and
truly uniform samples are very difficult to create experimentally due to layering,
compaction, and wall effects. Therefore, due to the small scale variability in a pavement,
an experimentally measured REA may differ by location, even within a small sample.
Figure 2-5 is a prime example of this, where the three different starting locations produce
a range of REA values from 0.5 to 22.7 cm2 (0.2 to 8.9 in2).
The shape of the area used to calculate the REA can also influence the measurement. For
well-packed particles, if a square (A or B in Figure 2-6) is expanded, the resulting
porosity will quickly converge to the average porosity of the entire specimen. However,
if a rectangle (C or D in Figure 2-7) is expanded along its long axis, the average porosity
of the specimen may never be reached. For the random structure of porous pavements
which are more isotropic, this will prove to be less of an issue. Bear (Bear 1988) showed
that the porosity found along a line (the length of the line that fell on voids divided by the
total length of the line) should be representative of the volumetric porosity if the material
is isotropic.
The importance of size to the REA is inherent from its definition. The most variability in
porosity occurs when the area is smaller than the average particle, and then decreases as
the area grows (Figure 2-5). The experimental range for REA values is determined in
section 2.3.2.3, along with the impact of the shape and number of starting locations.
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It is important to note that the method above will only work for a relatively homogenous
sample as it relies on a measurement of the mean porosity of the sample to set the REA
calibration limits. For a non-homogenous sample, this approach will result in an REA
that, by definition, is incapable of measuring porosity variations greater than 2.5%. The
degree of non-uniformity on the smaller scale will also affect the spread of the porosity,
so the arbitrary choice of a 5% range may not be applicable for all cases.
2.2.7.2

Vertical porosity profile smoothing using the REA

Figure 2-7 shows the porosity distribution found from the sample in Figure 2-4. The
single row porosity is the row by row calculation of the porosity and the smoothed
porosity is the porosity calculated using a minimum area equal to the REA (22.7 cm2 [8.9
in2]). Correlation between the bands of black (pore space) in the image, Figure 2-4, and
the high single row porosity can be seen. The smoothed porosity follows the trend of the
single row porosity, but removes the extreme fluctuations. The average porosity
calculated using image analysis, which represents the overall porosity for the sample, is
given as a reference.
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Figure 2-7: Plot of the vertical porosity distribution of sample UP-14 with single row,
smoothed, and average porosity, from image analysis. An REA of 22.7 cm2 (8.9 in2).was
used for the smoothing.
2.3
2.3.1

Results and discussion
Comparison of porosity methods

The average porosity of the full samples found using the image analysis method was
compared to the three independent measures of porosity. The vacuum method was not
used for the VPD-89 samples because a testing bowl tall enough to test a full cylinder had
not been fabricated at that point in testing. Figure 2-8 clearly shows that the Corelok
method gives the lowest porosity measurement followed by the soaking, vacuum, and
image analysis methods in that order.
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Figure 2-8: Comparison of porosity measurement techniques.
Using an ANOVA test, it was found that at least one of the methods was statistically
different from the others (α=0.05). As a follow up, paired t-tests were used to see which
differences were statistically significant. Because the VPD-89 specimens were missing
the vacuum porosity data, only VPD-78, 7 and 67 specimens were used for comparisons
with the vacuum method. For the other comparisons all four mixes were used.
The results showed that of all the methods, only the image analysis and vacuum methods
were not statistically different from one another. They were slightly larger than the other
methods, though the variation between all the methods was small, being around 1-3%.
These results agree with the results of other researchers which show that using image
analysis to measure the porosity is comparable to other common methods (Neithalath et
al. 2010; Sansalone et al. 2008).
Two possible reasons the image analysis method tends to yield a higher porosity could be
from the difference between total and effective porosity in a specimen and knockout.
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Total porosity is a measure of all the pores in a specimen, while effective porosity
includes only pores that are hydraulically accessible. For most porous pavements with an
acceptable porosity (greater than 10-15%), effective and total porosity are very similar.
However, as the volumetric porosity methods are measuring effective porosity and the
image analysis method measures total porosity, any inaccessible voids present in the
specimen could cause the image analysis method to be slightly higher.
The other probable cause of the increase in porosity is knockout, which is when small
pieces of aggregate are knocked out of the sample during cutting or coring. It is common
in porous pavements because there is less cementitious material to hold the aggregate
particles in place. Haselbach and Freeman (2007) found that knockout increased porosity
by about 3% when comparing the porosity of a slab to that of numerous cores of the same
slab. They proposed a correction factor to account for the knockout, but it is focused on
the effects of knockout on volumetric porosity and does not apply directly to the image
analysis calculation of porosity using a flat cut face. During the image preparation, the
scanned face was cropped to remove the most severe impact of knockout (at the edges of
the sample), but that does not entirely remove the impact of knockout on the specimen.
The impact of knockout was verified by taking the volumetric porosity of the individual
horizontal slices and putting them together to find the average porosity for the whole
cylinder such that
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The average porosity that is found is much closer to the image analysis porosity value
which confirms the importance of knockout to the image analysis porosity measurement.
These results for the VPD-89 specimens are given in Table 2-2.
Table 2-2: Impact of knockout on average porosity values for mix VPD-89.
Average Porosity [%]
Vacuum
Soak
Corelok
Image Analysis
Cylinders
33.4
31.1
35.6
Slices
36.4
35.1
36.1
2.3.2

Representative elemental areas (REA) for different aggregate gradations

2.3.2.1 Required number of sampling locations for REA calculation
When using multiple, random starting locations to develop the porosity-area data set used
to calculate the REA, as described in section 2.2.7.1, the number of data sets used
becomes important to the resulting REA value. The REA for a number of data sets
combined will be the largest of the individual data sets’ REAs. Therefore, the more data
sets used in calculation of the REA, the larger the resulting measured REA value
becomes as it is more likely that one of the randomly selected starting locations will be
affected by non-uniformities and have a higher than average REA. Because of this, using
more data sets will also lower the variability in the calculated REA. Figure 2-9 shows this
relationship graphically and the discussed trends are clearly visible. It appears that when
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using eight to ten data sets, the resulting REA becomes relatively constant as does the
standard deviation.
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Figure 2-9: Effect of increasing number of starting locations used to calculate the REA
on the average REA (data points) and its standard deviation (error bars).
From these results, it can be seen that, to get a good estimate for the REA of a sample, at
least eight randomly located data sets need to be used. However, even with eight starting
locations there is still some variability in the calculated REA. Repeating this procedure an
additional seven times and taking the average of the eight REAs calculated will ensure
that the resulting REA is within 6.45 cm2 (1 in2) of the actual REA with 95% confidence
for the porous pavement samples tested in this study.
2.3.2.2 REA shape
To compare the effect of the shape of the area on the measurement of the REA, two
shapes were tested. The first was a square which was expanded from an initial point
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evenly in all directions. The second was a rectangle the width of the image which was
then expanded vertically from its initial position.
A comparison of the two shapes is shown in Figure 2-10. Both methods used an
acceptable variation of five percent. It can be seen that there is a reasonably strong
correlation between the REAs found, though the square generally produced a larger REA.
This is most likely because the square encounters local non-uniformity in both the
vertical and horizontal directions, whereas the rectangle only encounters the vertical nonuniformities. Because the square produces a larger REA, which is more conservative, it is
the better of the two shapes to use.

REA (rectangle) [cm2]

100
80
60
40
20
0
0

20

40
60
80
REA (square) [cm2]

100

Figure 2-10: Comparison of REA calculation methods for VPD-89 specimens.
2.3.2.3 Calculation of experimental REA
Six specimens from each of the four mixes described in section 2.2.1 were cut to create
horizontal slices. Because the major porosity distribution in a cast cylinder is in the
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vertical direction, the cut faces of these slices were relatively uniform and had minimal
porosity variation. Using the method in section 2.3.2.3, the REA for each image was
found eight times and the average value was taken as the REA for that image to ensure an
accurate measurement. Because each sample from a mix can have a slightly different
experimental REA, the experimental REA was measured for a number of horizontal
slices from the samples. However, the horizontal slices were cut through areas with
different porosities, due to the vertical porosity distribution, so the REA for each slice
was plotted as a function of its porosity. Figure 2-11 clearly illustrates that although there
is a slight increasing trend between REA and porosity, the correlation is very low. The
range of the REAs measured was between 23.1 and 91.7 cm2 (3.58 and 14.22 in2).
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Figure 2-11: Relationship between REA and porosity.
One might expect that the REA would be strongly correlated to the porosity or particle
size, however, the data in Figure 2-11 shows that this is not the case. Those trends are on
a smaller scale and the actual REA size is dominated by the larger scale non-uniformity
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of the mix which is affected by variables like the random shape of particles and the
binder/paste distribution. The average and maximum values of REA for each gradation
were found and plotted against the gradation’s average aggregate size, D50 (see Figure
2-12). There is a slight increasing trend for the average REA, but it is not significant for
the maximum REA values.
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Figure 2-12: Effect of average particle size on the average and maximum REA.
When choosing a standard REA to use for smoothing the porosity distribution data, it is
better to use the maximum REA value as this ensures all the samples are using an area at
least as large as their individual REA. Because of this, and the low correlation of the
maximum REA values to the porosity (Figure 2-12), a constant value for the REA of 83.9
cm2 (13 in2) was used to smooth the vertical porosity distribution for the samples tested
in this study. Only one of the more than 50 faces tested had an REA larger than this for
porosities 30% and lower, which is the typical range for porous pavements. Even for the
porosities up to 40%, this value is a reasonable maximum that results in little error.
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While an REA of 83.9 cm2 (13 in2) will ensure a smooth and accurate distribution of the
porosity, the resolution of this profile will be very low for an individual sample. For
example, a 14.6 cm (5.75 in) wide face using this REA would require averaging over a
5.7 cm (2.3 in) deep band. To refine the resolution, multiple specimens can be used to
increase the effective width of the sample if they are representative of the same
population. For the results presented in this paper, six cylinders were made for each batch
which resulted, after cutting, in twelve 14.6 cm (5.75 in) wide faces. This created an
effective width of 175 cm (69.0 in) which in turn means that the required averaging depth
is reduced from 5.7 to 0.5 cm (2.2 to 0.2 in). Thus the vertical porosity distribution for the
mix and compaction method can be found with a much higher resolution.
2.3.3

Results for vertical porosity distributions

From the results of the image analysis porosity method, an average vertical porosity
distribution was measured for each of the four mixes, using a REA of 83.9 cm2 (13 in2)
and the six samples (12 faces) prepared with each mix. This was compared to the second
set of six cylinders which were prepared and cut horizontally into 2.54 cm (1 in) slices.
The porosity of each slice was calculated using the volumetric measurement techniques
described in section 2.2.2. Additionally, the average areal porosity of each face of the
slices was calculated using the image analysis technique. These three data sets are plotted
in Figure 2-13.
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Figure 2-13: Examples comparing the vertical porosity distribution to average
measurements taken at the cut faces and from the slices. The error bars represent the
volumetric data’s range. Mixes VPD-89, 78, 7, and 67 correspond with (a), (b), (c), and
(d), respectively.
The trend of a relatively low porosity zone just below the open surface texture is clearly
visible on all the data sets. Also, at the very top and bottom of the surface, the porosity
increases towards 100% as the surface is approached. On the top, the 100% porosity is
due to the open surface texture and on the bottom it is due to wall effects. Overall, the

43

image analysis and volumetric measurements agree with each other, with the maximum
difference being around five percent.
In addition to the experimental data shown in the figures, an approximate porosity
distribution, Py, proposed by Haselbach and Freeman (2006) was also plotted. This
approximate porosity distribution is given by

 2y 
 2y 
Py = P ' 1 −  + P  
h 

 h 

(2.14)

where, P’ is the un-compacted porosity of the sample (measured from the un-compacted
specimens), P is the average porosity of the compacted sample, y is the position, from the
bottom, of the sample, and h is the height of the sample.
As can be seen, this is a good approximation for all the mixes except VPD-89. This is
because the compaction assumed in the development of Haselbach and Freeman’s
distribution consists of the specimen being overfilled by a certain height and then
compacted to its final height (2006). VPD-89 was the only sample not prepared in this
manner and hence, it has the worst agreement with the distribution.
Though Haselbach and Freeman’s distribution (2.14) describes the porosity distribution
in the middle of the samples well, the porosity distribution at the ends of the cylinders is
poorly described (2006).
It is clear that while the porosity distribution generated by image analysis gives the
overall trend, there is still some oscillation. This is an artifact of REA being defined as
44

the area which reduces the oscillation in porosity to a range of 5%. To remove this
oscillation further, this acceptable range (5%) could be decreased. However, that would
increase the REA and either decrease the resolution of the porosity distribution, or require
more samples from the population to be scanned and analyzed to keep the same vertical
spatial resolution.
2.3.4

Effect of vertical porosity distribution

In past studies, when the relationship between porosity and permeability has been found,
any porosity distribution in the specimens has been neglected. However, all these studies
used samples that were compacted in some manner, and therefore porosity distributions
were present in the specimens. To eliminate the impact of vertical porosity variation on
the permeability the permeability-porosity relationship was examined for the 2.5 cm (1
in) slices from the cylinders. Only the interior slices were used to avoid extreme
variations in porosity at the ends of the specimens. The porosity distribution over the
internal slices was negligible.
The measured slice permeability was plotted against the measured slice porosity along
with the data for the full specimens that had a vertical porosity distribution present, see
Figure 2-14. For the three mixes that had the more rigorous compaction (78, 7, and 67)
the permeability of the compacted full specimens clearly fall below the permeability of
the individual slices. This means that, although a slice and a cylinder have the same
porosity, the vertical porosity distribution in the cylinders acts to reduce the overall
permeability. This difference is not as clear for the VPD-89 mix, possibly as a result of
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the less effective (concentrated) compaction method or the higher porosity of these
samples. To check this, samples from a similar mix and gradation that underwent the
more rigorous compaction was also plotted in Figure 2-14(a). While their permeability is
definitely lower than the full cylinders created for this study, they were not as different
from the slices as for the other gradations which leads to the conclusion that both the
compaction method and mean porosity influence the impact that a vertical porosity
distribution has on the permeability.
A power law function is fitted through the porosity – permeability data for the individual
slices. For all but one of the mix designs the power law exponent is very close to 4
though the pre-factor varies significantly with gradation.
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Figure 2-14: Relationship between permeability and porosity for slices, compacted full cylinders, and un
un-compacted full
cylinders. Figures (a), (b), (c), and (d) represent the gradations 89, 78, 7 and 67 respectively (which are in orde
order of increasing
size).
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2.3.5

Permeability as a function of porosity

In past studies (Johnson et al. 1986; Katz and Thompson 1986; Neithalath et al. 2010), it
has been shown that permeability, k, (which is proportional to the hydraulic conductivity)
can be represented by
 1 
2
k =
 χΦ l
 226 

(2.15)

where χ is the pore connectivity factor, Φ is the porosity, and l is a length scale that
Neithalath et al. (2010) took to be the morphologically determined value of pore sizes.
Sumananooriya and Neithalath (2009) have shown that the pore connectivity factor is
linearly related to effective pore size

χ = m1d eff + b1

(2.16)

where m1 and b1 are functions of aggregate gradation. Similarly, the pore diameter, deff,
found using the two-point correlation method as described in Neithalath et al. (2010), is
also a linear function of the porosity
d eff = m2 Φ + b2

(2.17)

where m2 and b2 are functions of aggregate gradation. This linear relationship is observed
in the pervious concrete samples prepared for this study, see Figure 2-15.
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Figure 2-15: Morphological pore diameter as measured using two-point correlation as a
function of porosity and gradation. The R2 values ranged from 0.85 to 0.95 with an
average of 0.92.
By combining equations (2.15)-(2.17) and expanding

 1 
3 4
2
3
k =
  m1m2 Φ + m2 ( 3m1b2 + b1 ) Φ
226



(2.18)

+ m2b2 ( 3m1b2 + 2b1 ) Φ + b ( m1b2 + b1 ) Φ 
2

2
2

a fourth order polynomial in terms of porosity is obtained. The average value of each
parameter is given in Table 2-3 and was substituted into equation (2.18) giving
 1 
−3
2
4
−4
2
3
k =
 ( 3.584 × 10 m ) Φ + ( 4.35 ×10 m ) Φ
226


+ ( −2.6 ×10 m ) Φ + ( −3 × 10 m ) Φ 
−6

2

2

−7

.

(2.19)

2

Equation (2.19) can then be used to establish which terms contribute most significantly to
the estimated permeability.

49

Table 2-3: Approximate value of each variable used to determine the scale of each term
in equation (2.18) . Variables m1 and b1 are estimated from Sumananooriya and
Neithalath (2009)

Variable
m1
m2
b1
b2

Average Value
7000 /m
.008 m
-10
.00008 m

Figure 2-16 (a) shows a term by term plot of (2.19) over the range of porosity values
measured in the test samples prepared for this study. Though the behavior at lower
porosities is hard to see, it is clear that the fourth order term begins to dominate above a
porosity of 0.2.

Permeability, k (m2)

1.E-06

Permeability, k (m2)

5.E-07
4.E-07

1.E-07

3.E-07

1.E-08

2.E-07

1.E-09

1.E-07

0.E+00

1.E-10
10

20
30
40
Porosity (%)
Full Eqn.
4th order term
3rd order term
2nd order term
1st order term

10
Porosity (%)
Full Eqn.
4th order term
3rd order term
2nd order term
1st order term

(a)
(b)
Figure 2-16: Contribution from each term to the total permeability plotted as (a) linearlinear and (b) log-log. The values used to generate this are averages of the gradations
and are given in Table 2-3. The first and second order terms plotted are the absolute
value of actual terms.
When the same data is plotted on a log-log scale, Figure 2-16(b), it becomes much clearer
that in the range plotted (0.1 – 0.4), the total permeability can be accurately approximated
by the fourth order term, even though its slope is slightly less than four. This is confirmed
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by experimental data in Figure 2-14, where the median exponent was 3.89. Therefore,
above 10% porosity, the permeability effectively scales on the porosity raised to the
fourth power, that is,
k ≈ ai Φ 4

(2.20)

where ai is a function of the gradation used.
The experimental data for the individual slices presented in Figure 2-14 is re-plotted as
the permeability versus the porosity raised to the fourth power, see Figure 2-17. Plotted in
this form, the data is seen to be approximately linear. The R2 values attained from fitting
a line through the data (forced through the origin) ranged from 0.819-0.936 with a mean
of 0.864. It is, therefore, reasonable to approximate the permeability of a homogeneous
pervious concrete of porosity φ using (2.20) and an appropriate pre-factor ai.
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Figure 2-17: Permeability as a function of porosity to the fourth.
The pre-factor ai is a function of the connectivity and the pore size (2.20). The pore size
will vary depending on the irregularity of the aggregate shape and the size of the
aggregate particles, therefore, one would expect that ai would vary with aggregate
gradation and increase with increasing nominal particle size. This is clearly seen in
Figure 2-18 which shows the calculated pre-factor from the linear fit in Figure 2-17
plotted against the nominal particle diameter.
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Figure 2-18: Relationship between coefficient ai and the nominal particle diameter of the
gradation.
2.3.6

Vertical permeability distribution

Using the relationships between porosity and permeability (2.20), and a measured vertical
porosity profile (as found in Haselbach and Freeman (2006) and section 2.3.3), a vertical
permeability distribution can be calculated for a given aggregate gradation. A plot of the
calculated vertical permeability distribution for one sample, along with measured values
of the permeability from the falling head tests, is shown in Figure 2-19. There is clearly
very good agreement between the measured and predicted values and the result indicates
that the local permeability can vary significantly over the sample depth.
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Figure 2-19: Distribution of experimental and predicted permeability over the depth of a
specimen. The predicted theoretical values are based on the experimental relationships
calculated in section 2.3.5.
Because this vertical permeability curve is representative of the actual permeability
curve, it can be used to find an effective permeability for the sample by integrating the
head loss over the depth of the sample
L

L
L
1
= ∑ i = ∫ dL
keff
ki 0 k

(2.21)

where keff is the effective permeability for the specimen, L is the length of sample, and ki
and Li are the permeability and length of the incremental slices.
By utilizing the concept of the effective permeability, the impact of the vertical porosity
distribution on permeability can be easily estimated. Three porosity distributions which
match the porosity distributions common to surface compacted porous pavements were
generated (similar to section 2.3.3 and Haselbach and Freeman (2006)). The three
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distributions varied only in their mean porosity, see plots in Figure 2-20 (a). The
contribution of each slice to the effective permeability was then calculated, using the
summation form of equation (2.21), and plotted in Figure 2-20 (b). The contributions
from the slices for a distribution sum to one. Two things are apparent in this figure. First,
the minimum porosity in the distribution has the biggest impact on the effective
permeability. Second, the relative importance of this minimum porosity increases as the
porosity decreases.
These trends confirm the observations made from Figure 2-14 that the porosity
distribution impacts the permeability and that this impact increases as the porosity
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Figure 2-20: Three typical porosity distributions for low, medium, and high porosity
specimens (a) and each slice’s contributions to the effective permeability of the specimen
(b).The lowest porosity slice has the largest impact on the effective permeability and the
impact increases as the porosity decreases.
2.3.7

Effects of porosity distribution on permeability

Using the relationship between permeability and porosity (2.20) determined from the
uniform porosity samples, see section 2.3.5, the permeability of each cylinder sample was
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1

predicted in three ways: using their average porosity (found using the Corelok method),
minimum porosity (found using the image analysis method), and the effective
permeability (found using the vertical permeability distribution derived from the vertical
porosity distribution and equation (2.20)). Because the effective permeability was derived
on a theoretical basis, it was expected that it would be the best indicator of the actual
permeability. The minimum porosity value was used because it was shown to have a
strong impact on the effective permeability (Figure 2-20b) and, therefore, may have a
good correlation with the actual behavior. It was expected that using the average porosity
of the samples would produce an overestimation of the permeability compared to
experimental results because the porosity distribution reduces the permeability. The three
predicted permeability values are plotted against the measured cylinder permeability in
Figure 2-21.
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Figure 2-21: Using the average porosity, minimum porosity, and effective permeability to
predicted the experimental permeability of the samples.
The data in Figure 2-21 shows that the calculated effective permeability did have the best
fit to the experimental permeability with an R2 of 0.69. The prediction of the permeability
using the minimum porosity was also comparatively high with an R2 of 0.64, while the
predictions using the average porosity had the worst fit with an R2 of 0.32. This means
that when a porous pavement has a vertical porosity distribution due to compaction, it is
critical to incorporate that into the estimation of permeability for an accurate prediction
of the permeability.
This relationship could be further improved if the actual values of the connectivity were
measured and used in equation (2.15) (similar to Neithalath et al. (2010)) instead of using
the approximations in equation (2.20).
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2.4

Conclusions

Using image analysis to measure the porosity distribution of a porous pavement has been
shown to result in porosity measurements that agree well with existing porosity test
procedures. There was shown to be no statistically significant difference between the
image analysis measurements and vacuum porosity method when calculating the average
porosity, and general agreement by all the methods with respect to the porosity
distribution. Further, for the specimens that match the compaction criteria, the vertical
porosity distribution measured using the image analysis technique agreed well with the
empirical model of Haselbach and Freeman (2006) when applied to the interior of the
sample.
The REA was identified as an important parameter which enables the raw, individual
pixel row porosities to be area averaged to create a smooth porosity distribution with high
resolution that is still statistically meaningful. The REA for a sample can be found
experimentally using the procedure and definition presented in sections 2.2.7.1 and
2.3.2.3. For the samples created for this study, an REA of 83.9 cm2 (13 in2) was
experimentally found and used.
Though this process was only used to find the vertical porosity distribution in pervious
concrete, it will be compatible with other pavement types, such as porous asphalt, and
can be used to find distributions in other directions, such as horizontally or radially in
cylindrical specimens.
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Using this method to find the vertical porosity distribution, it was shown that the
prediction of permeability using measured porosity values requires knowledge of the
vertical porosity distribution that is present in typically compacted porous pavement
specimens. To ensure an accurate prediction of permeability using pavement properties,
the vertical porosity distribution must be considered. Current permeability-porosity
relationships that do not include the effects of a vertical porosity distribution need to be
revised to consider this.
Permeability-porosity relationships for four gradations were established using uniform
porosity samples, samples that do not have a permeability distribution. The concepts of
pore size and connectivity, which have been shown to be important to the permeability of
the pavement (Neithalath et al. 2010), were incorporated into the approximated
relationship given by equation (2.20). The relationships and pre-factors presented here
are only valid for the mix designs presented in this study. Further work would need to be
completed to establish standard permeability-porosity relationships for other gradations
or varied design parameters such as cement content.
Using these permeability-porosity relationships and the vertical porosity distributions
generated from the samples, an accurate vertical permeability distribution within a
specimen was created and experimentally verified. From this, an effective permeability
was calculated which had a much higher correlation with the actual permeability of the
sample than a prediction of the specimen’s permeability using only the average porosity.
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If the vertical porosity distributions created by different compaction methods were
generalized, such as in Haselbach and Freeman (2006), the effect of the porosity
distribution could be used to predict the permeability. This would simplify the process by
using the more simply measured average porosity, along with knowledge of the gradation
and compaction, to calculate the permeability instead of having to measure the vertical
porosity distribution.
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Chapter 3

Hydrologic characterization of non-underdrained pavements

In Chapter 3, definitions for the standardization of the effective curve number (ECN)
method are derived and applied to non-underdrained pavements. In addition, a timing
method is given that produces an accurate estimation of the runoff hydrograph, including
important information such as the peak runoff rates and time to peak runoff.
3.1

Background

Schwartz (2010) proposed a method to calculate an effective curve number (ECN) that
was not limited to a certain rainfall. Rainfalls of various intensities are routed through the
pavement system to determine the resulting runoff, and the ECN is fitted to this data set.
The standard NRCS curve number equations were used in the analysis. However, for the
method proposed by Schwartz (2010) to yield consistent results there needs to be a
standard calculation technique. Such a standard would specify the rainfall distribution
used, the range of rainfall values routed, and the increment of the rainfall depth used to
create the paired rainfall-runoff data set.
The ECN value provides a very useful tool to stormwater designers and regulators
because it is such a common method and can easily be used to compare pre- and postdevelopment hydrologic behaviors. However, because the curve number method is an
empirical model developed for basins with no significant storage, it does not fit the
behavior of undrained porous pavements well. An undrained porous pavement exhibits
more of a fill-and-spill behavior where the pavement has no runoff up to a certain point
and then, after the storage is filled, the majority of the rainfall becomes runoff. This
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behavior is better represented by a broken-line model, where up to the breakpoint the
runoff is zero, and then the runoff increases linearly with rainfall.
While the ECN values and broken-line parameters are useful in predicting the volume of
runoff from an area, they contain no information about the runoff hydrograph. Traditional
methods of finding runoff hydrographs often rely on the use of the time of concentration,
but this is undefined for porous pavement systems. Time of concentration is normally
defined as the amount of time for all areas of the basin to contribute to the runoff at the
outlet (Akan and Houghtalen 2003), but for an undrained porous pavement (a pavement
without an underdrain) the entire subbase has to fill before runoff occurs. There is,
therefore, the potential for a significant ponding time prior to any runoff. If the pavement
is designed to hold an entire 10 year 24 hour storm, any storm with a return period shorter
than 10 years will have no runoff if it has sufficient surface infiltration. For return periods
longer than 10 years, the time of concentration may be extremely long in comparison to
the time of concentration for any surrounding sub-basins. Leming et al. (2007) concluded
that, when using the Rational Method to predict peak runoff for a storm, it seems
reasonable to use a runoff coefficient of C = 0 for storms smaller than the pavement’s
storage capacity. This assumption would not accurately predict peak runoff for larger
storms and would cause reviewers or permitting officials to question the validity of the
design if they were not familiar with porous pavement systems.
The objective of this portion of the research was to develop analytical methods for the
hydrological design of porous pavements. This involved a simplified analysis for creating
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a runoff hydrograph, the development of a method to develop and present local ECN
values, and the development of the broken-line model. This chapter focuses only on
undrained porous pavements as the hydrologic behavior of undrained and underdrained
porous pavements are fundamentally different and the broken-line model is not
appropriate for underdrained pavements.
3.2

Methods

This study built on the theoretical framework of Schwartz (2010) and generalizes the
analysis for all undrained porous pavements. Figure 3-1 provides an overview of the
components of the undrained porous pavement system and the model’s routing processes.
The analysis only modeled rainfall that falls on the pavement and did not consider run-on
from surrounding areas. The calculation of an ECN or broken-line parameters for a
pavement has two main components. The first is a pavement routing model which is used
to generate a runoff hydrograph. The second uses the runoff hydrographs to generate a set
of paired rainfall-runoff data. This is then used to calculate the ECN or broken-line
parameters. The ECN is calculated by minimizing the sum of the squared differences
between the data set and the curve number equations (Hawkins et al. 2009), and the
broken-line parameters to linearly fit to the non-zero data (this is described in more detail
in section 3.3.3.1).
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Figure 3-1:: Schematic of permeable pavement with variables and proc
processes
esses labeled. Φ
and H represent the effective porosity and the height of the layer respectively. The height
of water in subbase is h,, which changes over time, t.. The path through the center is shows
the modeling processes, where P is the rainfall, i is the infiltration through pavement into
subbase and is equal to P minus the wetting losses of the pavement, f is the subbase
exfiltration into soil, and Q/A is the surface runoff per unit area.
3.2.1

Rainfall

Schwartz (2010) did not explicitly specify the rainfall hyetographs used in the ECN
calculations. Too standardize the calculation procedure and in keeping with common
practice, twenty-four
four hour NR
NRCS hyetographs were used with a rainfall depth range
varying from minor storms,, to a 100 year storm
storm.
3.2.2

Pavement wetting losses

Following Schwartz (2010),, the pavement wetting losses due to water absorption by the
dry pavement was accounted for by treating it as a catchment with a curve number of 98
and routing the runoff into the subbase control volume where it is considered inflow, i.
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By using a curve number of 98, which is normally used for impervious pavements, it was
assumed that the lack of depression storage of the permeable pavement is compensated
for by the increase of surface area, in both the surface pavement and subbase, that will
absorb water. Of course, because this wetting loss is ultimately tied to evaporation
between storms, this value could significantly vary, depending on the antecedent
conditions, so the assumed curve number must be a conservative estimate. In a study by
Anderson et al. (1999) the three day evaporation loss was approximately 0.15 to 0.20 cm
(0.06 to 0.08 in). A similar study by Nemirovsky et al. (2013) found that the maximum
summer evaporation loss was approximately 0.35 cm (0.14 in) over three days and, using
their approximations (Nemirovsky et al. 2011), the yearly average three day evaporation
was 0.18 cm (0.07 in). The chosen curve number of 98 represents an initial abstraction of
0.10 cm (.04 in) which is a conservative estimate while still being close to values from
past studies.
3.2.3

Pavement infiltration

Typical porous pavements exhibit hydraulic conductivity ranging from 730 to 1950 cm/hr
(Tennis et al. 2004) which is far in excess of any recorded rainfall intensity. Therefore,
any rain that falls will infiltrate the pavement unless the storage capacity of the pavement
is already filled or the surface pavement is clogged. The time of flow through the
pavement layer is very short compared to the time taken for the pavement to fill and can
therefore be assumed to be instantaneous.
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3.2.4

Storage routing

The pavement and subbase are treated as a reservoir with an inflow from the rainfall, i
(cm/hr), and outflow due to infiltration into the soil layer, f (cm/hr). It should be noted
that the inflow, i, is the intensity of the rainfall, P, minus the wetting losses of the
pavement. Therefore, the overall routing equation after wetting losses is

dh 1 
Q
= i − f − 
dt Φ 
A

(3.1)

Where h = depth of water above the soil (cm); t = time (hr); Q= surface runoff (cm3/hr);
A= area of the pavement (cm2); Φ = porosity of the aggregate at the free water surface
which is either the subbase porosity if the depth (h) is less than the subbase thickness HS
or the pavement porosity if the depth is between HS and the total pavement thickness,
HT=HS+HP. While 0<h< HT the reservoir is filling and there is no surface runoff. Once
the pavement is full (h=HT), dh/dt=0 and the runoff rate Q/A=i-f. See Figure 3-1 for a
schematic diagram showing the variables from (3.1).
3.2.5

Soil infiltration

Schwartz (2010) assumed a constant soil infiltration capacity for use in the ECN
procedure (equivalent to using the final infiltration capacity in the Horton infiltration
model). This was a conservative assumption, but appropriate as the soil below the
subbase will take considerably longer to dry than soil exposed to the air. Further,
infiltration will only occur through soil exposed to the pores. Therefore, the area
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averaged infiltration capacity, f, will be given by the soil infiltration capacity, fsoil,
multiplied by the fraction of soil that is not masked by the aggregate lying on top of it.
f = f soil Φ S

(3.2)

The magnitude of the masking effect changes based on how much the subbase material is
embedded in the soil, which is subject to change during a pavement’s life (Radcliffe et al.
2005), so it is appropriate to take the worst case of this reduction of infiltration capacity.
3.3

Results and discussion

Results of a simplified technique for calculating a runoff hydrograph for a porous
pavement are presented below. This is followed by a generalized method for calculating
an ECN along with design charts for establishing the ECN as a function of the effective
storage capacity and the potential infiltration depth and the development of the brokenline model.
3.3.1

Approximate runoff hydrograph

The runoff hydrograph for a porous pavement has four components, infiltration,
accumulation, runoff and drawdown. To understand the length and flow behavior of each
of these stages it is necessary to route a rainfall hyetograph through the pavement. In the
model presented, the NRCS 24-hour hyetographs were used. So that simple preliminary
design calculations can be made, the intensity hyetographs are approximated by four lines
given by
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i(t ) = a j t + b j

(3.3)

where the subscript j refers to one of the four sections of the hyetograph. Equation (3.3)
can be integrated to give an approximate cumulative rainfall hyetograph

P (t ) =

aj
2

t 2 + bjt + c j

(3.4)

Figure 3-2 shows the approximations developed to represent the Type II rainfall. Values
for the coefficients for each stage of equation (3.3) and (3.4) are given in Table 3-1
through Table 3-4, with a table for each rainfall distribution.

(a)
(b)
Figure 3-2: Type II rainfall hyetograph (a) and cumulative rainfall (b) with piecewise
approximations.
Table 3-1: Approximation for Type I hyetograph and cumulative distribution.
Domain
j
aj
bj
cj
2
[hours]
[1/hr ]
[1/hr]
0≤t<8.9
1 6.4045e-3
0
0
8.9≤t<9.8
2 3.1444e-1 -2.7416 12.1999
9.8≤t<10.6 3 -3.5000e-1 3.7700 -19.7067
10.6≤t<24
4 -4.4776e-3 0.1075
-0.2953
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Table 3-2: Approximation for Type IA hyetograph and cumulative distribution.
Domain
j
aj
bj
cj
2
[hours]
[1/hr ]
[1/hr]
0≤t<6.95
1 1.0791e-2
0
0
6.95≤t<7.7 2 1.6667e-1 -1.0833
3.7646
7.7≤t<8.8
3 -1.2273e-1 1.1450
-4.8145
8.8≤t<24
4 -4.2763e-3 0.1026
-0.2281

Table 3-3: Approximation for Type II hyetograph and cumulative distribution.
Domain
j
aj
bj
cj
[hours]
[1/hr2]
[1/hr]
0≤t<10.8
1 3.8148e-3
0
0
10.8≤t<11.75 2 4.7242e-1
-5.0609 27.3287
11.75≤t<12.9 3 -3.9217e-1 5.0980 -32.3540
4 -3.5135e-3 0.0843 -0.0163
12.9≤t<24
Table 3-4: Approximation for Type III hyetograph and cumulative distribution.
Domain
j
aj
bj
cj
[hours]
[1/hr2]
[1/hr]
0≤t<10.8
1 3.8148e-3
0
0
10.8≤t<11.8 2 4.3880e-1 -4.6978 25.3683
11.8≤t<12.8 3 -4.3470e-1 5.6095 -35.4447
12.8≤t<24
4 -4.0446e-3 0.0971
-0.1654

During a storm in which the total rainfall is large enough that runoff occurs, four distinct
stages can be identified: infiltration, accumulation, runoff, and drawdown, each of which
is shown graphically in Figure 3-3. The length of each of these stages and the resulting
runoff hydrograph can be calculated either analytically, using the hyetograph
approximation (3.3) and (3.4), or graphically. Note that the four stages do not correspond
to the four line segments used to approximate the rainfall hyetograph. The procedure for
calculating the runoff hydrograph is presented in the form of a worked example below.
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Figure 3-3: Graphical solution to runoff timing in porous pavements. The cumulative
rainfall, storage capacity, and potential infiltration depth can be used to generate the
cumulative runoff hydrograph.
The example pavement system used to demonstrate this method is comprised of a surface
pavement 16 cm (6.0 in) thick with porosity of 20% and a subbase 18 cm (7.0 in) thick
with porosity of 40%. The infiltration capacity of the underlying soil is 0.95 cm/hr (0.375
in/hr). A Type II storm was used with a rainfall depth of 20 cm (8.0 in). The storage
capacity of the pavement is the volume of water per unit area that can be stored in the
subbase and pavement voids and is given by,
Storage Capacity = H P Φ P + H S Φ S

(3.5)

and is equal to 16 cm*0.2 + 18 cm*0.4 = 10.4 cm (4 in) for this example. The effective
infiltration capacity is given by equation (3.2) and is 0.95 cm/hr*0.4 = 0.38 cm/hr (0.15
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in/hr). This is the slope of the potential infiltration depth line shown in Figure 3-3. The
potential infiltration depth is the cumulative depth of infiltration that will occur if the
infiltration capacity is fully utilized. It is placed on top of the storage capacity in Figure
3-3 to represent the total capacity of the pavement system. The rainfall hyetograph, i(t),
and cumulative rainfall curve, P(t), are found using equations (3.3) and (3.4) respectively,
and are given by
Rainfall hyetograph = i(t ) = 20 cm * ( a j t + b j )

(3.6)

 aj

Cumulative rainfall = P(t ) = 20 cm *  t 2 + b j t + c j 
 2
.

(3.7)

and

Where, the coefficients aj, bj, and cj for a Type II storm are found in Table 3-3 in the
appendix.
3.3.1.1 Infiltration
In the early part of a storm the rainfall intensity is low and all water entering the subbase
is infiltrated into the soil. This will continue, and the subbase will remain empty, until the
rainfall rate, i, is greater than the effective infiltration capacity, f, of the soil,
dP
= i (t ) = Φ s f soil .
dt
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(3.8)

This happens when the potential infiltration depth line, ΦSfsoil, is parallel to the
cumulative rainfall hyetograph curve. The first time at which the infiltration capacity is
equal to the rainfall intensity is denoted TP and is analogous to the ponding time. In this
case, the ponding occurs below the pavement surface and, as such, runoff does not begin
immediately following this time. Prior to this time, all the rainfall will have infiltrated the
soil and the subbase will remain empty and infiltration was limited by the rainfall rate.
Therefore, the actual infiltration depth line up to time TP shown in Figure 3-3 is the same
as the cumulative hyetograph line added to the storage capacity line.
For the example pavement, the subbase begins to fill when equation (3.8) is satisfied,
0.38 cm/hr = ( 20 cm ) * 3.8148 × 10−3cm/ ( cm*hr 2 ) * TP

(3.9)

which is at TP =4.98 hours.
3.3.1.2 Accumulation
Once the rainfall intensity, i, is greater than the effective infiltration capacity, f, the
subbase will begin to fill. During this time, the rate at which the subbase fills will be
given by the difference between the rainfall rate and the effective infiltration capacity.
That is

Φ

dh
= i (t ) − Φ S f soil .
dt

(3.10)

where Φ is the porosity of either the subbase or the surface pavement depending on
whether h is less than or greater than the height of the subbase. The entire pavement will
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be full when the cumulative rainfall is equal to the storage capacity plus the actual
infiltration depth.
P = Φ s H s + Φ p H p + ∫ fdt .

(3.11)

The actual infiltration depth is the infiltration depth prior to ponding plus the effective
infiltration capacity multiplied by the time from ponding to filling. Denoting the time at
which the pavement is full by TF , (3.11) can be re-written as
P (TF ) = ( Φ s H s + Φ p H p ) + P (TP ) + Φ s f soil (TF − TP ) .

(3.12)

For the example pavement, this becomes
 −0.39217 2

20 cm * 
TF + 5.0980TF − 32.3540 
2


= 10.4 cm + 0.95 cm + .38 cm/hr(TF − 4.98 hr)

(3.13)

which is satisfied when TF=12.39 hours. Graphically, this corresponds to when the actual
infiltration depth curve crosses the cumulative rainfall curve.
3.3.1.3 Runoff
After the pavement is full, runoff will occur until the rainfall intensity, i, drops back
below the effective infiltration capacity, f. The time at which runoff ends ( TR ) will occur
when equation (3.8) is satisfied for the second time. For the example presented this leads
to
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(

0.38 cm/hr = ( 20 cm ) * −3.5135 × 10−3cm/ ( cm*hr 2 ) * TR + 0.0843

)

(3.14)

which can be solved to give TR=18.59 hours. Graphically, this is when the actual
infiltration depth curve is again parallel to the cumulative rainfall curve. During the
runoff period, the runoff rate will be the rainfall rate minus the infiltration capacity. The
total runoff can then be calculated as
R = P (TR ) − P (TF ) − Φ s f soil (TR − TF )

(3.15)

which is the vertical distance between the actual infiltration depth curve and the
cumulative rainfall curve at the end of runoff. In fact, the cumulative runoff hydrograph
is given by the vertical distance between the actual infiltration depth and the cumulative
rainfall curves for TF < t < TR . Analytically, equation (3.4) can be combined with the
right hand side of equation (3.12) to calculate an approximate cumulative runoff
hydrograph, shown in Figure 3-4(a) for the example presented. The runoff hydrograph is
simply the derivative of the cumulative runoff (Figure 3-4(b) for the example presented).
The method does not convolute the rainfall excesses using a unit hydrograph or kinematic
wave method as the runoff response is assumed to be immediate.
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(a)
(b)
Figure 3-4: The cumulative runoff (a) and runoff hydrograph (b) diagrams from the
example pavement. Numerical solutions were found by numerically solving the
differential storage-discharge equations.
The differences between the approximations and the numerically modeled solutions
(shown in Figure 3-4) are due to the approximation error from the simplified hyetograph.
The runoff hydrograph approximation is linear as it is derived from a linear rainfall
intensity approximation. To eliminate any approximation errors, the same procedure
could be followed numerically with the full NRCS hyetograph and cumulative
distribution.
3.3.1.4 Drawdown
The subbase starts to empty once the rainfall rate, i, drops back below the effective
infiltration capacity, f. Between the end of runoff (t = TR) and the end of the storm
(denoted by TE) the total drawdown height (HD) will be equal to the effective infiltration
capacity multiplied by the remaining storm time minus the rainfall depth during this time
scaled on the porosity of the layer in which the water surface is located. That is,

( Φ s f soil (TE − TR ) − ( P(TE ) − P(TR ) ) ) Φ P
HD = 
 H P + ( Φ s f soil (TE − TR ) − ( P(TE ) − P (TR ) ) − H P Φ P ) Φ S
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HD ≤ HP
HD > HP

(3.16)

3.3.1.5 Time to peak runoff
The time from the beginning of runoff (TF) to the maximum runoff rate (TM) will depend
on when the peak rainfall intensity occurs relative to the filling time since the runoff
hydrograph is given by the difference between the cumulative rainfall and the actual
infiltration depth. If the peak rainfall rate occurs prior to the pavement filling, the peak
runoff will occur as soon as the pavement fills as the intensity is monotonically
decreasing after the peak. If the peak intensity occurs after the filling time, then the
maximum runoff rate will occur simultaneously with the peak in the rainfall intensity.
In both cases the peak runoff rate, rmax, is given by
rmax = i (t = TM ) − Φ s f soil

(3.17)

3.3.1.6 Design to satisfy peak runoff rate
The graphical approach can be used for design purposes if the goal was to reduce the
peak runoff to a certain level, say rdesign. Graphically, this method is shown in Figure 3-5.
Given a specified subbase and surface layer porosity and soil infiltration capacity, one
could calculate the effective infiltration capacity (ΦSfsoil). One could then find the time,
TM, on the falling limb of the rainfall hyetograph at which the rainfall intensity was equal
to the design runoff rate plus the effective infiltration capacity. Then a line of slope equal
to the effective infiltration capacity can be drawn from the cumulative hyetograph
starting at t=TM back to the vertical axis. The intersection of the line with the vertical axis
would give the preliminary storage capacity (Hprelim) required. This geometric
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construction assumes that the infiltration rate is constant throughout the storm. However,
the infiltration rate only equals the effective infiltration capacity once the rainfall
intensity exceeds the capacity. Therefore, an additional correction equal to the difference
between the actual infiltration depth prior to ponding and the infiltration capacity is
needed. This correction is labeled as the initial infiltration correction in Figure 3-5. The
total effective storage required to achieve the desired peak runoff rate for the given
design storm is given by
H = Φ P H P + Φ S H S = H Pr e lim + Φ S f SoilTP − P (TP )

(3.18)

Figure 3-5: Graphical method for sizing based on peak allowable discharge.
3.3.2

ECN model

3.3.2.1 Input parameter sensitivity analysis
The runoff hydrograph presented above is design storm specific. To calculate an effective
curve number for a given pavement, multiple storms must be routed through the
pavement. One must therefore choose how many storms to route, which storms to route,
the storm hyetograph, and the upper maximum storm depth to route. This section presents
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results of a sensitivity analysis that explores the impact of each of these modeling
decisions on the resulting curve number.
3.3.2.1.1 Initial abstraction
Ideally, when using a curve number to represent the rainfall-runoff relationship, it should
be independent of the size of the storms used to generate it. However, it was found found
that the common practice of assuming that the initial abstraction, Ia, and the post-Ia
maximum potential losses to runoff, S, were related by Ia=0.2*S (NRCS 2004), causes the
curve number to be a function of storm depth. For a porous pavement, the initial
abstraction is equal to the storage of the pavement plus any infiltration which occurs
while the subbase is filling. After the storage volume is full, all the water runs off the
surface except the small amount infiltrated into the soil. Considering in most cases that
the storage volume provided by the subbase and pavement is generally much larger than
the infiltration depth during runoff, it is clear that the assumption of Ia=0.2*S does not fit
the actual behavior. If the Ia/S ratio were adjusted for a specific pavement, the curve
number method fit would be improved, and the effect of increasing the maximum rainfall
depth would be minimized or eliminated completely, which can be seen clearly in Figure
3-6.
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Figure 3-6: Effect of initial abstraction to storage capacity ratio on the fit of the ECN to
a rainfall-runoff data set.
However, the use of Ia=0.2*S is so common that it was adopted in this study. This has the
added advantage in that the resulting ECN values can be directly compared to standard
curve numbers. If two different initial abstraction to storage assumptions had been used,
this would not be possible (Hawkins et al. 2009). Further, as one of the goals of this
research was to provide a simple design tool for porous pavements, it is important that the
use of the results closely match current common practice.
3.3.2.1.2 Maximum rainfall
As the model uses an initial abstraction to storage ratio of 0.2, the curve number is a
function of the maximum rain depth routed when forming the paired rainfall-runoff data
set. To illustrate this, multiple runs were made for a Type II storm and the pavement
systems presented in Schwartz (2010).
For all the pavement systems, as seen in Figure 3-7, the ECN increased as the maximum
rainfall depth routed increased. This was due to the increased number of cases where the
subbase fills and the excess rainfall runs off the surface of the pavement, increasing the
curve number. If event curve numbers were plotted, instead of curve numbers from
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rainfall-runoff data sets, it would be seen that this represents a “violent” case (Hawkins et
al. 2009). Schwartz (2010) only used a maximum rainfall of approximately 25 cm (10 in)
which is equal to or greater than the 100 year storm for most of the continental United
States. However, as shown in Figure 3-8, the resulting ECN approximation will
underestimate the runoff in the upper range of rainfall.

Figure 3-7: Effect of the maximum rainfall and rainfall types in the calculation of the
effective curve number. The properties of the pavement system are ΦP=.2, HP=15 cm (6
in), ΦS=.3, HS=18 cm (7.2 in), and fsoil=2.5 cm/hr (1.0 in/hr).

Figure 3-8:Rainfall-runoff data set used to generate ECN for a pavement system which
has properties of ΦP=.2, HP=15.2 cm (6 in), ΦS=.3, HS=23 cm (9.1 in), and fsoil=1.27
cm/hr (0.5 in/hr). The ECN of this pavement is 45.5.
3.3.2.1.3 Storm type
The storm hyetograph also influences the resulting ECN. The same pavement design was
used and five different storm types were routed, namely the four NRCS storms and a
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uniform rainfall hyetograph (see Figure 3-7). The difference in ECN is due to the
difference in infiltration depth prior to ponding. Type I and IA storms are more uniform
in intensity, which allows more water to be infiltrated prior to ponding resulting lower
ECNs than Type II and III storms.
3.3.2.1.4 Increment of rainfall
Unlike maximum rainfall, the increment between data points used to generate the ECN
did not have any significant influence on the final result. Three different increments of
rainfall were used in the calculation of the ECN for one pavement system and their
resulting curve numbers are shown in Table 3-5. The difference in ECN between using a
1.3 cm (0.5 in) increments compared to a 2.5 cm (1 in) increment was 0.2, or 0.5%.
Table 3-5: Effect of changing the increment of the rainfall on the ECN.
Rainfall
ECN
increment
[cm (in)]
1.3 (0.5)
45.5
2.5 (1.0)
45.7
7.6 (3.0)
46.5
3.3.2.2 Proposed method
Based on the results of the sensitivity study, it was seen that the largest factor in the
calculation of the ECN is the maximum storm depth routed. Because the standard
frequency storms (2-year, 10-year, etc) vary spatially, the choice of a single distribution
of rainfalls for all locations would cause the accuracy of the ECN to vary significantly.
For example, if a 25 cm (10 in) storm were chosen as a maximum, that might represent a
100 year storm in some locations but a 500 year storm elsewhere. Therefore, the
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following procedure was proposed as a guideline for calculating an ECN for an undrained
porous pavement. For a given region, the local 1, 2, 5, 10, 25, 50, and 100-year storms
(NOAA 2010) are routed through the pavement using the NRCS hyetograph for that
region to generate corresponding runoff values. The choice of using standard frequency
storms over a set rainfall increment ensures a degree of uniformity in a location while not
compromising the accuracy of the model significantly. These rainfall-runoff pairs are
then weighted according to their expected frequency over a hundred years (i.e., 100 1year storms, 50 2-year storms, 20 5-year storms, etc) and an ECN, using the standard
NRCS curve number equations, is fit to the weighted data set using the least squares
technique.
The weighted data set was utilized to minimize the over-prediction of the ECN method at
lower, more frequent rainfall depths. Because LID is more focused on these more
frequent storm events, it is important that these storms are well represented. To illustrate
this point, a pavement sized to hold the two-year, 24-hour storm (12.7 cm) in Clemson,
SC on soil with an infiltration rate of 0.51 cm/hr (0.2 in/hr) was used to calculate the
ECN using both a weighted and un-weighted data set. The ECN generated using the unweighted set had a maximum over-prediction of 2.0 cm (0.8 in), while the weighted data
only had a maximum of 1.0 cm (0.4 in). However, this accuracy for the lower range of
rainfall does come at the cost of under-predicting the run-off from larger storms.

82

3.3.2.3 ECN characterization
To create a summary design aid for porous pavements in a specific region, the ECN can
be plotted as a function of the storage capacity and the 24-hour infiltration depth of the
system. The storage capacity is defined as
Storage Capacity = Φ P H P + Φ S H S

(3.19)

which is the effective depth of water that can be held in the pavement system. The 24hour infiltration depth is
24-hour Infiltration Depth = f soil Φ S 24

(3.20)

which is the depth of water able to be infiltrated by the soil over one day (24 hours). An
example of this plot for Pickens County, SC is given in Figure 3-9. The ECN increases as
either the relative storage or relative exfiltration capacity are decreased which is as
expected. Also shown are lines of constant drawdown time. For any given pavement
design, one can calculate the storage capacity and 24-hour infiltration depth then read the
ECN directly from the figures provided.
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Figure 3-9: ECN curve numbers and drawdown time as a function of pavement storage
capacity and relative exfiltration capacity for Pickens County, SC.
3.3.2.3.1 Illustrative example
Take for example the pavement system used previously that had 16 cm (6.0 in) of surface
pavement with 20% porosity and 18 cm (7.0 in) of aggregate subbase with 40% porosity
located on a soil with an infiltration rate of 0.953 cm/hr (0.375 in/hr). The storage
capacity for the pavement was 10.4 cm, from equation (3.19) and the 24-hour infiltration
depth was 9.2 cm, from equation (3.20). Using Figure 3-9, the ECN for the pavement was
found to be 33.
The drawdown time lines shown in Figure 3-11 are calculated using the worst case
assumption that, at the end of the storm, the entire effective storage is full. Therefore, the
drawdown time is given by

tdrawdown =

ΦP H P + ΦS H S
Storage Capacity
=
24 f soil Φ S
24-hour Infiltration Depth .
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(3.21)

A pavement will satisfy the drawdown requirement provided the design point on the
figure where the ECN is read is above the line for the drawdown time specified in local
regulations (typically 3-5 days (Leming et al. 2007)). For the example pavement
mentioned above, the drawdown time was approximately 1.1 days, well within typical
drawdown requirements.
As discussed in the section above, the weighted event distribution provided a good
estimate of the lower intensity rainfall events, but has a tendency to under-predict larger
storm events. To see if 10-year storms were small enough to be accurately represented,
the difference between the runoff from the 10-year storm calculated by the routing model
and the runoff predicted by the ECN method was found over the range of storage
capacity and infiltration depths shown in Figure 3-9. The histogram in Figure 3-10 shows
that while there was a slight tendency to over-predict, the ECN model was relatively
accurate being mostly within +/- 1cm.

Figure 3-10: ECN method’s over-prediction of the runoff from the 10-year storm. This
was calculated from the rainfall data from Figure 9 over the range of storage capacities
and infiltration depths.
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Figure 3-11 was generated to provide the maximum ECN limits for pavements using a
worst case scenario. An un-weighted data set including storms up to 38 cm (15 in), which
is approximately the maximum 100-year rainfall across the United States (NOAA US
Department of Commerce 2010), was used. Because this data set will create such a
conservative estimation of ECN values, these figures can be used as a reference or check
for people generating an ECN figure for their location. Wherever an ECN is calculated
for, none should exceed the ECN values shown in Figure 3-11. Additionally, because the
weighted ECN figures generated for local storms will underestimate larger storms, Figure
3-11 could be used as a good estimation of the 100-year ECN in regions where the 100-yr
storm depth is around 25 cm (10 in).
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(a)

(b)

(c)
(d)
Figure 3-11: Maximum ECN curve numbers and drawdown time as a function of relative
storage capacity and relative exfiltration capacity. These plots were generated with a
maximum storm of 38 cm (15 in). Storm Types I, IA, II, and III are represented by (a),
(b), (c), and (d), respectively.
The plots in Figure 3-11 are qualitatively similar for all four storm types. Type I and Ia
storms exhibit lower ECNs for a given pavement than Types II and III, especially at
higher 24-hour infiltration depths.
3.3.3

Broken-line model

As can be seen in the section above, the ECN gives only an approximate estimation of the
behavior of an un-drained porous pavement. Its value, however, comes from the
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popularity of the curve number method and the ease of implementation and acceptance
that this creates. However, for a much more accurate runoff estimate, the broken-line
model can be used to describe the runoff behavior. This model fits with the fill-and-spill
behavior expected from an un-drained porous pavement and is no more complex than the
curve number method.
3.3.3.1 Model description
The general behavior of an undrained porous pavement is that up to a certain rainfall
depth, the pavement fills and does not have any runoff, and then after the pavement is
full, most of the additional rainfall becomes runoff (Figure 3-12). This depth up to which
no runoff occurs is called the initial abstraction. This is synonymous with the initial
abstraction from the curve number method, however, using the broken-line model, the
initial abstraction is calculated from pavement properties instead of assuming an initial
abstraction as a ratio to the total storage (Ia=0.2*S).
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Figure 3-12: General behavior of an un-drained porous pavement with both ECN and
broken-line model shown. The pavement system has properties of ΦP=.2, HP=15.2 cm (6
in), ΦS=.3, HS=23 cm (9.1 in), and fsoil=1.27 cm/hr (0.5 in/hr). The ECN was 33.7 and
calculated using a local weighted distribution for Pickens County, SC.
The initial abstraction is approximately the storage depth of the pavement, but a more
accurate calculation includes any infiltration up to the time the pavement fills. To
calculate this directly becomes difficult, since as soon as time is introduced to the
problem, the initial abstraction becomes dependent on not only the pavement parameters
but also the storm intensity and rainfall distribution. For example, this means that for a
12-hour and 24-hour storm of identical depths (that is a 12-hour storm with an intensity
twice that of the 24-hour storm), the initial abstraction for the 24-hour storm will be
larger. This is because the soil below the pavement will have had more time for
infiltration before the pavement fills. While this will cause some variability in the value,
overall the effects will be negligible assuming the infiltration capacity of the soil is small
compared to the storage capacity of the pavement.
After the breakpoint of the initial abstraction is reached, the runoff increases
approximately linearly with rainfall depth. The slope, m, of this line depends on the soil
89

infiltration capacity, rainfall intensity, and rainfall distribution. When the soil infiltration
rate is small compared to rainfall intensity, the slope approaches unity.
Putting the initial abstraction, Ia, and slope, m, values together, the overall model for
runoff, Q, from a undrained porous pavement as a function of rainfall, P, is given by
P ≤ Ia

0
Q=
 m * ( P − I a )

P > Ia

(3.22)

To calculate the slope, m, and initial abstraction, Ia, for a paired data set of rainfall and
runoff, such as in Figure 3-12, a line is fitted to the data pairs for which the runoff is nonzero, that is, through the data points with rainfall greater than the initial abstraction.
Q = C1 * P + C2

(3.23)

The slope and initial abstraction can then be calculated from the coefficients in (3.23) to
give
m = C1

(3.24)

and

Ia =

−C 2
.
C1
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(3.25)

3.3.3.2 Sensitivity analysis
To determine the effect of the range of precipitation and storm type on the slope and
initial abstraction values, a number of cases were modeled and the resulting initial
abstraction and slopes compared in Figure 3-13. Figure 3-13(a) shows a plot of slope
versus maximum rainfall depth used in the curve fit. The data follows the expected trend
that, as the maximum rainfall increases, the slope increases toward unity. Unfortunately,
because the slope increases gradually and does not have a clear limit to its behavior until
it reaches very large rainfall depths, the maximum rainfall value modeled will have to be
determined by what is a hydrologically reasonable maximum rainfall.
Figure 3-13(b) shows a plot of the calculated initial abstraction as a function of the
maximum rainfall depth used in the curve fitting. The maximum rainfall depth has much
less effect on the initial abstraction values than on the slope. Therefore, the upper limit on
the rainfall depth modeled will be controlled by the desired level of accuracy in the slope
estimate, not the initial abstraction.
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(b)
(a)
Figure 3-13: The effect of maximum rainfall depth on slope (a) and initial abstraction
(b). The properties of the pavement system are ΦP=.2, HP=15 cm (6 in), ΦP=.3, HS=18
cm (7.2 in), and fsoil=1.5 cm/hr (1.0 in/hr).
As can be seen in Figure 3-14, the largest error between the broken-line model and the
actual routing data (over the range of rainfall that was used to calculate the model) occurs
at the initial abstraction value. As more rainfall data is used, the initial abstraction and
slope has to slightly shift to better model the larger storms, causing the error at the initial
abstraction to increase as the maximum rainfall modeled increases. This error is relatively
small and is quantified in Figure 3-15 for a sample pavement. However, the error at the
initial abstraction has to be balanced with the error for larger rainfall events. Because the
line is fit to the data points between the initial abstraction and the maximum rainfall
modeled, it is accurate in that range but would become inaccurate if used to extrapolate
the runoff for a storm larger than the maximum rainfall value.
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Figure 3-14: Comparison of model accuracy when using different maximum rainfall
values.

Figure 3-15: Maximum error generated between the routing results and broken-line
model.
If the maximum 100-year storm rainfall depth across the United States, 38 cm, was used
as the upper limit on the rainfall range, it would cap the error for larger events (as there
would never be a need to extrapolate using the model). Additionally, this maximum
rainfall would result in a maximum error less than 1 cm, Figure 3-15, for a high
infiltration rate soil (fsoil =2.54 cm/hr). The high infiltration rate case will have the highest
error because it causes the rainfall-runoff relationship to be the least linear, so the
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maximum error for any pavements with a soil infiltration rates lower than 2.54 cm/hr
should be smaller than 1 cm. This is much better than the error expected using an ECN.
At the initial abstraction, the ECN can overestimate the runoff by 1-2 cm and drastically
underestimate the runoff for larger storms, as seen in Figure 3-12.
For both initial abstraction and slope, the rainfall distribution type has an impact on the
value. The storms with a more uniform rainfall distribution over time have a higher initial
abstraction (because they are able to utilize more infiltration at the beginning of the
storm).
3.3.4

Broken-line characterization

3.3.4.1 Initial abstraction
Rainfall depths, using a maximum rainfall of 38.1 cm (15 in), were routed through a
range of pavements to find their initial abstraction and slope using equations (3.24) and
(3.25). To summarize the results in a figure, the initial abstraction was plotted as a
function of the storage capacity and the 24-hour infiltration depth of the system as
defined in equations (3.19) and (3.20).
The overall behavior of the initial abstraction is as expected. The initial abstraction
increases with both the relative storage capacity and the relative infiltration depth, but is
controlled most strongly by the storage capacity. The drawdown time lines shown in
Figure 3-16 are calculated as in section 3.3.2.3, using the worst case assumption that, at
the end of the storm, the entire effective storage is full (3.21).
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(b)

(a)

(c)
(d)
Figure 3-16: Initial abstraction and drawdown as a function of storage capacity and 24hour infiltration depth. Initial abstraction is in units of centimeters. SCS storm Types I,
IA, II, and III are represented by (a), (b), (c), and (d), respectively.
3.3.4.2 Slope
Figure 3-17 gives the results for the slope displayed in the same manner as the initial
abstraction.
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(b)

(a)

(c)
(d)
Figure 3-17: Slope as a function of storage capacity and 24-hour infiltration depth. SCS
storm Types I, IA, II, and III are represented by (a), (b), (c), and (d), respectively.
In these figures, one can see that the slope is predominately controlled by the infiltration
capacity as expected. When the infiltration is low the slope is effectively one, and as the
infiltration increases the slope decreases. The slight increase in slope with respect to
increasing storage capacity was due the impact of storage capacity on the timing of the
runoff. For deep pavements, runoff will only occur during a storm with a large depth.
Such storms have higher rainfall intensity rainfall and as such, when runoff begins it
overwhelms the infiltration capacity of the soil and the slope is close to one.
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The region over which no slope values are shown is simply the region over which no
runoff is generated for a 38 cm storm (the largest rainfall depth routed). If larger storms
were routed, the same trends would be expected to continue in this region. This same
region is present in Figure 3-16 which shows the initial abstraction and drawdown. The
38 cm contour in Figure 3-16 corresponds to the boundary line in Figure 3-17.
3.3.4.3 Illustrative example
To illustrate the use of the broken-line model, consider an example pavement comprised
of a surface pavement 16 cm (6.0 in) thick with porosity of 20% and a subbase 18 cm
(7.0 in) thick with porosity of 40%. The infiltration capacity of the underlying soil in this
example is 0.95 cm/hr (0.375 in/hr). The storage capacity for the pavement is 10.4 cm,
from equation (3.19) and the 24-hour infiltration depth is 9.12 cm, from equation (3.20).
For a location that experiences Type II storms, using sub-figure (c) from Figure 3-16 and
Figure 3-17, the slope is 0.9, the initial abstraction is 18 cm, and the drawdown time is
1.1 days (from equation (3.21)). Therefore, the behavior of this pavement can be modeled
as
P ≤ 18

0
Q=
0.9( P − 18)

P > 18

(3.26)

by substituting the initial abstraction and slope, taken from figure 5(c) and 6(c)
respectively, into equation (3.22). For a 20.3 cm (8 in) depth storm the calculated total
runoff would be
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Q = 0.9( P − 18) = 0.9(20.3 − 18) = 2.1 cm

(3.27)

The result attained by routing the full storm through the example pavement gives a runoff
depth of 2.1 cm (0.83 in). This is reasonably close to the runoff calculated using the ECN
method for the same pavement, which is 1.6 cm (0.64 in).
3.4

Conclusion

Using the hydraulic routing model described in section 3.2, the hydrologic behavior of
porous pavements have been characterized using both the ECN and broken-line models.
The characterization also includes a methodology for calculating an approximate runoff
hydrograph that can be used to design a pavement to limit the peak runoff rate and gain
an understanding of the timing of the runoff. The standardized effective curve number
method, which can be calculated given pavement parameters and local intensity-durationfrequency (IDF) data, provides a useful value for the comparison of pre- and postdevelopment runoff behavior, while the broken-line model, which is only a function of
pavement parameters, provides a more accurate representation of the runoff for a given
rainfall.
The procedure to generate the ECN charts presented is described and the inputs can be
adjusted allowing for the generation of an ECN design chart specific to any location.
Both the ECN and the hydrograph method are best used for preliminary design
calculations and feasibility studies. For example, instead of looking up an ECN based on
the pavement properties, the ECN charts could also be used to design the pavement
depth. Given a soil infiltration capacity and subbase porosity, the 24-hour infiltration
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depth can be calculated. Where this 24-hour infiltration depth intersects the line showing
the required drawdown time represents the lowest ECN achievable for the site and gives
the storage capacity required. Alternatively, the pavement depth to achieve a desired
ECN can be found from the intersection of the 24-hour infiltration depth and that ECN.
This simple calculation quickly and easily provides design parameters that can be used to
assess feasibility.
Beyond preliminary design, the ECN provides a convenient comparison between the
pavement and its pre-development condition. For example, the “Sustainable Sites
Initiative” is a sustainability rating system for site development which has a stormwater
credit which utilizes a curve number for the site as its criteria. Using the ECN for a
pavement enables a direct comparison between pre-development and post-development
curve numbers.
The broken-line model presented gives an easy to calculate, accurate estimate of the
runoff from an undrained porous pavement. By using the pavement parameters of storage
capacity and 24 hour infiltration depth, the initial abstraction and slope can easily be
found in Figure 3-16 and Figure 3-17 and substituted into the broken-line model of
Equation (3.22).
The initial abstraction is equal to the storage capacity when the infiltration rate is zero,
and increases as the infiltration capacity increases. It is synonymous with the initial
abstraction in the curve number method, however, it was calculated from the pavement
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properties in this research as opposed to being taken as a fraction of the total storage as is
common using the curve number method.
The slope is of the broken-line model is primarily a function of the infiltration capacity of
the soil. However, as the infiltration rate increases, the slope is more sensitive to changes
in the timing of the runoff that would result from a change in the storage depth of the
pavement.
The broken-line model is a much more accurate representation of the rainfall-runoff
behavior of undrained porous pavements than curve number type models. This is because
it describes the actual fill and spill behavior of undrained porous pavements rather than
simply fitting routing data to an existing model framework that was not intended to
model catchments with significant initial abstractions.
However, it is clear the ECN (Figure 3-11) and initial abstraction (Figure 3-16) are in fact
related. The fill-and-spill behavior of undrained pavements is most impacted by initial
abstraction, but the ECN model forces the initial abstraction to be a fixed proportion to
the storage. This means that the behavior due to the actual initial abstraction has to be
absorbed by the ECN values. As this is not what the curve number is designed to
represent, it is clear why the ECN is not the best model to use for accuracy. If the ECN
characterization would have considered the actual initial abstraction, which would be
identical to that in Figure 3-16, then the ECN method would fit the data much better.
Also, the resulting ECNs would have been much larger and likely their behavior would
likely be similar to that of the slope in Figure 3-17.
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Chapter 4

Hydrologic characteristics of underdrained pavements

Before the ECN method can be used for underdrained pavements, the hydraulic behavior
of the drain in the pavement system must be fully understood. Chapter 4 will first
describe the hydraulic effects and behavior of the underdrain. This will be done using an
experimental relationship between the various drain parameters. Then adjustments to
account for the drain’s presence will be incorporated into the ECN method.
4.1

Development of stage-discharge relationship of perforated drain

To develop an approximation of the stage-discharge relationship, the head-loss equation
was used which included the head-loss through the aggregate base, drain orifices, drain,
and the exit head-loss. The flow path used to generate this head-loss approximation was
from the surface of an underdrained pavement vertically through the aggregate layer,
through an orifice at the end of the drain (farthest away from the outlet), and along the
length of the pipe to the outlet.

∑h

L

h=

= h = hL _ agg + hL _ orifice + hL _ pipe + hL _ exit

(4.1)

2
2
2
uorifice
H
l u pipe u pipe
uagg + K O
+f
+
K
2g
d 2g
2g

(4.2)

where h is the height of water in subbase, H the depth of aggregate layer, K the hydraulic
conductivity of the aggregate, KO the head-loss coefficient for orifice, f the friction factor,
l the length of pipe, d the diameter of pipe, g gravity, uagg the vertical velocity through the
aggregate, and upipe the velocity through the pipe.
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This is only an approximation of the actual problem because the velocity in the pipe is
not constant along its length and the orifice head-loss is assuming the flow into the
orifices is uniform.
By replacing the velocities with the overall flow rate through the system, Q, divided by
the appropriate area we get

h=

h
1  KO
l f
1 
Q+
+ 2  Q2
 2 +
2
KApave
2 g  Aorifice d Apipe Apipe 

(4.3)

Equation (4.3) can be solved analytically using the quadratic equation.

2

 h  2  KO
h
l f
1 
−
± 
+  2 +
+

 h
2
2
 KA  g  A
KApave
pave 

 orifice d Apipe Apipe 
Q=
1  KO
l f
1 
+
 2 +

2
2
g  Aorifice d Apipe
Apipe


(4.4)

To get an idea of the scale of each term, the values in Table 4-1 are assumed typical
values and the head-loss coefficient for the orifice, KO, is given as

 1

K O =  2 − 1
 Cv

where Cv is equal to 0.98 (Street et al. 1995).
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(4.5)

Table 4-1: Typical values for variables in equation (4.3).

h (m)
.2

K (m/s) KO
1
0.053

f
0.09

l (m)
3

d (m)
.1

g (m/s2)
9.81

Apave (m2)
4.5

Aorifice (m2)
.02

1
3
= 0.222 s m
KApave

1  KO
l f
1
+ 2
 2 +
2
2 g  Aorifice d Apipe Apipe

(4.6)


2
5
 = ( 6.75 + 2230.93 + 826.27 ) s m

= 3064 s 2 m5

(4.7)

The head-loss contribution from the vertical flow through the aggregate, equation (4.6), is
four orders of magnitude less than that of the head-loss terms that vary quadratically with
velocity: orifice flow, pipe friction, and exit losses, equation (4.7). When these terms are
plugged into equation (4.4), the two aggregate flow components can be neglected because
it is small compared to the other parts. Even after the square root has been taken of the
“quadratic terms” it is still three orders of magnitude larger.
Therefore equation (4.4) can be simplified to

 K
l f
1
Q = 2g  2 O +
+ 2
2
A
 orifice d Apipe Apipe

−1


 h


(4.8)

From equation (4.8) we can see that the discharge varies proportionally to the square root
of h. The other variables behave as expected too. If the areas of the orifices or pipe are
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increased, the discharge will increase. If the length of pipe, friction factor, or orifice
head-loss coefficient increases, the discharge will decrease.
The model presented in (4.8) can be reduced, for simplicity, to the orifice equation in
which the term in brackets is the square of an effective orifice coefficients, Cd*. The data
of (Murphy 2013) was analyzed and the effective discharge coefficients were found
empirically for three underdrains. The details of the tested underdrains and their effective
orifice coefficients that were experimentally measured are shown below in Table 4-2.
Table 4-2: List of typical values for .1 m (4 inch) and .15 m (6 inch) leached and
perforated pipe. Perforated pipe has orifices around the full circumference while the
leached pipe only has orifices on the bottom half. The effective orifice coefficients were
experimentally measured by Murphy (2013).

Parameter

Symbol

Length
Diameter
Friction Factor
Cross Sectional
Area
Orifice Area
(Total)
Orifice Discharge
Coefficient
Orifice Loss
Coefficient
Effective Orifice
Coefficient

l
d
f
Apipe

10.2 cm (4 in) 10.2 cm (4 in) 15.2 cm (6 in)
Leached
Perforated
Leached
3.048
3.048
3.048
0.102
0.102
0.152
0.082
0.082
0.093
8.11e-3
8.11e-3
1.824e-2

Unit
m
m
m2

Aorifice

2.0428e-2

2.2341e-2

2.6389e-2

m2

Cd

0.62

.62

0.62

-

Ko

0.053

.053

0.053

-

C d*

0.409

.492

0.335

-

The data of (Murphy 2013) shows that once the head over the pipe is less than twice the
diameter the outlet no longer runs full and the flow rate decreases more rapidly with
decreasing head. Because the fully submerged case behaved as an orifice, the
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unsubmerged region was approximated as weir using a power law giving the total head –
discharge relationship as

  h − H 53
(
d)

Qo 
Q ( h ) =   Dd 
 *
Cd Ad 2 g ( h − H d − Dd 2 )

h < ( H d + 2 Dd )

(4.9)

h ≥ ( H d + 2 Dd )

where

Qo =

Q ( H d + 2 Dd )
2

5

(4.10)

3

Hd is the height of the drain invert, Dd is the drain diameter, and Ad is the area of the
drain. This discharge equation is plotted for the 15.4 cm leached underdrain in Figure
4-1.

Flow (cm3/s)
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Height from Drain Invert[cm]
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Pipe Not Full
Orifice Approx
Weir Approx

Figure 4-1: Discharge curve for 15.4 cm leached drain.
It is important to note that the experimental work done by Murphy (2013) was limited in
the range of the parameters tested. Most notably there was very little testing done when
105

the pipe was flowing partially full, as seen in Figure 4-1. While the weir approximation
used theoretically makes sense considering the drain’s orifice behavior when submerged,
there is not enough experimental data to definitively verify this. Further experimentation
would be needed to verify or improve the lower range of the discharge equation.
Additionally, the testing was completed using only a single length of pipe in a relatively
narrow trench setup. Because of this, the influence of the length and width of the
drainage area on the drain behavior is unknown, which could be important to setting
maximum spacing guidelines when using underdrains. To approximate the maximum
spacing between underdrains, the full discharge equation created from the sum of the
head-loss terms, equation (4.4), was modified so that the head-loss through the aggregate
was not a function of vertical depth but of a horizontal distance from the drain. This
distance approximates half the width (assuming the drain is located at the mid-point of
the width) and the length of the drainage area. It was found that the aggregate head-loss
term increased to 10% of the other head-loss terms when the length considered was
approximately 75 m. Therefore, when using this underdrain approximation, the maximum
underdrain spacing in a porous pavement should be no more than 150 m center to center
and the maximum drainage area should be less than 11250 m2.
Even though the underdrain approximations currently used are limited, the following
modeling approach, presentation of results, and design procedures are still relevant and
can be directly applied given an improved underdrain discharge equation.
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4.2

ECN approximation
oximation using underdrains

The runoff model for the pavement contained the same components as described in
section 3.2 with the addition of an underdrain. The pre
presence
sence of an underdrain introduces a
number of new parameters. They include the discharge from the drain, Qd, the drain
diameter, Dd, the height of the drain invert above the bottom of the subbase, Hd, and the
drainage area per underdrain, Ap. A pavement schematic
hematic with the additional parameters
introduced by the inclusion of the underdrain is show in Figure 4-2.

Figure 4-2: Schematic of permeable pavement with variables and processes labeled. Φ
and H represent the effective porosity and the height of the layer respectively. The height
of water in subbase is h,, which changes over time, t. P is the rainfall, i is the infiltration
infilt
through pavement surface to subbase, and f is the subbase infiltration into soil. Qs and
Qd are the surface and underdrain runoff from a pavement of area, A.
The routing equation is also slightly modified to account for the drain discharge, and is
given by
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( Q − Qd ) 
dh 1 
= i − f − s

dt Φ 
AP

4.2.1

(4.11)

Sensitivity analysis

It was shown in section 3.3.2.1.2 that the ECN calculated for an undrained porous
pavement was highly sensitive to the choice of storm depths that were routed through the
pavement. The sensitivity to storm depths for an under-drained pavement was examined
and found to be much less significant. A plot of the ECN for a sample pavement as a
function of the maximum storm depth routed is shown in Figure 4-3. The maximum
rainfall does impact the ECN at lower values, but as the maximum rainfall increases
beyond 25 cm (10 in) its impact decreases significantly. Therefore, 25 cm was chosen as
the maximum rainfall storm depth routed when calculating the ECN. Even though 25 cm
was used as the maximum rainfall for the calculations, the resulting ECN will be valid for
depths larger than 25 cm since the maximum rainfall has no impact on the ECN in this
range.

Figure 4-3: Impact of storm type and maximum rainfall depth on the ECN. The pavement
system had a 10.2 cm (4 in) perforated underdrain properties of ΦP=.2, HP=15.2 cm (6
in), ΦS=.3, HS=33.2 cm (13.1 in), and fsoil=0.38 cm/hr (1.5 in/hr).
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The choice to use a constant maximum rainfall value to calculate the ECN instead of a
local rainfall distribution, as used for undrained pavements (see section 3.3.2.2), may
appear excessive for locations where the 100 year storm is much smaller than 25 cm.
However, looking at the Type IA storm for example, which has the largest variation in
ECN values between 10 cm and 15 cm (86.5 and 88.1), it can be seen in Figure 4-4 that
the actual difference between these two estimations is relatively small (less than .5 cm).
Additionally, in this case the ECN calculated using a maximum rainfall depth of 10 cm
begins to under predict the actual runoff for rainfall greater than 7 cm.

Figure 4-4: Runoff behavior for an underdrained porous pavement with a 10.2 cm (4 in)
leached underdrain. The calculated ECNs using a maximum rainfall of 10 and 25 cm
were 86.5 and 88.1 respectively. The pavement system used had properties of ΦP=.2,
HP=15.2 cm (6 in), ΦS=.3, HS=33.2 cm (13.1 in), and fsoil=0.38 cm/hr (1.5 in/hr).
Figure 3 also illustrates why the sensitivity to rainfall depth choice is smaller for drained
as opposed to undrained pavements. For undrained pavements there is a sharp transition
between storms for which there is no runoff and those for which there is runoff, whereas
for under-drained pavements there is some runoff even for relatively small storms. As
such, the curve number model is a much better fit to the shape of the paired rainfall
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runoff data sets and is thus less sensitive to the choice for data pairs used in fitting for the
ECN.
The impact of the rainfall hyetograph was also evaluated in Figure 4-3 which shows the
ECN for the four NRCS storm types. The more uniform storm distributions, Type I and
IA, had lower ECNs than Type II and III at lower maximum rainfalls, but as the
maximum rainfall increased, the differences between the storm types decreased. The
difference is predominately due to the full utilization of the infiltration capacity by the
more uniform distributions. Because Type I and IA storms are more uniform than Type II
and III, they have slightly higher rainfall intensities at the beginning of the storm which
allows more stormwater to infiltrate. This difference between the storm types would be
expected to decrease for lower soil infiltration rates, which are typical for underdrained
porous pavement systems. If underdrains were used for a soil with a high infiltration rate
the differences between the ECN may be larger.
4.2.2

ECN for underdrained pavements

The results of the sensitivity analysis show that using a maximum rainfall of 25 cm and
the Type II storm distribution will provide an accurate estimation of the pavement’s
behavior over a range of rainfall values and storm types. Unlike the undrained porous
pavement ECN where a site specific calculation of the ECN was necessary, the good fit
between the behavior of an underdrain porous pavement system and the ECN model,
Figure 4-4, allow a single non-site specific calculation of the ECN based on the
pavement’s properties.
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The addition of an under-drain introduces three new parameters, the drain type (size and
geometry), the invert elevation, and the pavement area. The other two parameters that
control the ECN are the storage capacity and the 24-hour infiltration depth, as identified
in section 3.3.2.3. The storage capacity is defined as
Storage Capacity=η H = Φ P H P + Φ S H S

(4.12)

which is the effective depth of water that can be held in the pavement system. The 24hour infiltration depth is
24-hour Infiltration Depth = f soil Φ S 24

(4.13)

which is the depth of water able to be infiltrated by the soil over one day (24 hours).
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(a)

(b)

(c)

(d)

(e)
Figure 4-5: ECN figures for Type II storm and a 10.2 cm (4 in) perforated underdrain
with drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
These figures show only the lower range of 24-hour infiltration depths (0-10 cm) as these
are the likely infiltration rates to require and underdrain. For an extended range see the
appendix.
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For a given underdrain, from Table 4-2, a set of ECN plots, Figure 4-5, can be created for
different drainage areas with the pipe invert resting on the soil. These figures only
include a limited range of 24-hour infiltration depths as pavements with an infiltration
depth greater than 10 cm are unlikely to require an underdrain. This also allows greater
detail to be shown in the figures. For the design of an underdrained pavement with higher
infiltration depths, figures with a larger range of 24-hour infiltration depths are given in
the appendix along with figures for other drains.
The overall behavior of the ECN is similar to that for undrained pavements. As the
infiltration capacity and storage capacity increases the ECN decreases. However,
especially for smaller drainage areas, the impact of effective storage capacity is limited to
only a small range. Above a certain depth, the ECN is no longer a function of the
effective storage. This is because the drain has the capacity to completely drain the
pavement during the storm without the pavement filling and surface runoff occurring.
This prevents any surface runoff for all but the smallest pavements and as a result the
discharge, and therefore ECN, is controlled by the drain and the infiltration depth.
As the drainage area increases the ECN decreases. This is because, while the drain
discharge will be similar, the larger drainage area allows more infiltration to occur, which
results in less runoff per unit area. The relationship between the ECN and drainage area is
linear in the region where the ECN is not a function of the storage capacity (where the
ECN lines are horizontal). In the regions where the ECN is a function of the storage
capacity, which is at low storage capacities, the behavior can still be closely
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approximated by linearly interpolating between different calculated ECN values for
different pavement areas as shown in Figure 4-6. For example, in figure 5, the
approximation error in the ECN for a pavement with a drainage area of 3000m2 was less
than one.

85
Interpolation

Routed

ECN

80
75
70
65
0

2000
4000
Drainage Area, Ap (m2)

6000

Figure 4-6: Linear approximation of the ECN from the drainage area for a storage
capacity of 5 cm and 24-infiltration depth of 6 cm. The interpolation data points came
from the Figure 4-5 and represent areas of 50, 100, 500, 1000, and 5000 m2. The routed
data used drainage areas of 75, 300, 800, and 3000 m2.
4.2.3

Impact of drain height on ECN and drawdown time

If the pipe invert is raised above the soil layer then more of the rainfall will be stored
prior to runoff commencing, and more rainfall will be infiltrated. Therefore, the ECN will
decrease with increasing invert elevation. Figure 4-7 shows this behavior clearly. As the
drain is raised, the ECN decreases approximately linearly and the drawdown time
increases approximately linearly, until the drain is effectively out of the pavement at
which point the ECN and drawdown are identical to the undrained case. For practical
reasons, a drain would never be located partially in the surface pavement or partially
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exposed, but this region was included in Figure 4-7 for the analysis in order to connect
the undrained and underdrained ECN results.

Figure 4-7: Effect of raising the drain on the ECN and drawdown time. The double data
point around 10 cm is the transition from the subbase to the surface pavement.
Because the changes in ECN and drawdown are approximately linear with invert
elevation (in terms of effective storage), they can easily be estimated. The ECN by

 ECNUD − ECN D 
ECN h = ECN D + 
η h
ηH



(4.14)

where ηH is the total effective storage of the pavement, η h is the effective storage under
the drain invert (at height h). ECN is the effective curve number with the sub-scripts
representing the underdrained case with the invert on the soil, D, undrained case, UD, and
underdrained at the effective height η h , h. There will be a slight over-estimation of the
ECN by the approximation, but it will be relatively small.
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In order to determine the relative size of the error, 50 test pavements were modeled with
parameters that were randomly assigned from within the ranges given in Table 4-3. These
pavements were then routed over the full range of possible drain invert elevations and the
error between the actual routed values and the linear approximation was calculated. The
maximum error between the routed and approximation for each pavement is shown in
Figure 4-8. The average maximum error was 2.9 with a standard deviation of 1.4. This
level of uncertainty / variability is consistent with current application of the curve number
model to undeveloped sites (Hawkins et al. 2009).
Table 4-3: Range of pavement parameters used to generate 50 random pavements to
estimate size of approximation error.

Parameter
Pavement porosity (%)
Pavement height (cm)
Subbase porosity (%)
Subbase height (cm)
Soil infiltration rate (cm/hr)
Drainage area (m2)
Drain

Range
10-30
5.1-20.3
25-50
10.2-45.7
0.1-5.0
50-5000
10.2 cm or 15.2 cm leached
10.2 cm perforated
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Figure 4-8: Maximum difference between the calculated and approximated ECN values
for a random distribution of 50 pavements.
The drawdown time is the time required to completely drain a full pavement through
drain discharge and infiltration. It too has a linear behavior as the drain elevation is
raised. An exact approximation could be created similar to equation (4.14), but this would
require the creation of contour plots of drawdown time for all the different drains and
drainage areas similar to Figure 4-5 and complicate the design process presented in
section 4.2.4. To make the analysis easier, the drawdown can be approximated by a
simplified linear model that will also act as a factor of safety.
To better understand this approximation of the drawdown time, it is helpful to break it
into two periods. The first is the time to remove the water above the drain invert, tdrained.
This time is a function of both the soil infiltration and the drain characteristics. The
second period is when the water level is below the drain invert, tundrained. The time to drain
this volume is a function solely of the infiltration capacity and can be easily calculated by

tundrained =

ηh
24 f soil Φ
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(4.15)

where ηh is the effective storage below the drain invert located at hd = h. This undrained
drawdown time is in days.
The first period of drawdown, tdrained, is not as easy to directly calculate as it is a function
of every parameter of the pavement. However, it is known that it will be largest when the
drain is located at the bottom of the pavement, hd = 0, and will decrease as the drain is
raised because it will have less volume to drain. When the drain is completely removed
and the pavement is undrained it will reach zero.
For the 50 pavements with randomly selected parameter values described above, the
maximum drained drawdown time, at hd = 0, was also calculated. The mean was 10.7
hours a standard deviation of 11.3 hours, and the distribution is shown in Figure 4-9.
From the distribution, it can be seen that approximately 90% of the pavements have a
drained drawdown time, tdrained, of 24 hours or less. Therefore, a linear approximation for
the drained drawdown time can be created by assuming a 1 day (24 hours) drained
drawdown time when hd = 0 and zero drained drawdown time when the drain invert is
located on top of the pavement. In terms of the effective storage at a height h, ηh, and
total effective storage, ηH, the drained drawdown time, in days, becomes

 η 
tdrained =  1 − h 
 ηH 

(4.16)

This approximation was valid or conservative for 90% of the randomly generated
pavements described above. The only pavements for which this may underestimate the
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drawdown time would be pavements with very low capacity drains and low soil
infiltration coupled with very large drainage areas.

Figure 4-9: Drawdown time when drain invert is flush with the soil.
Therefore using equations (4.15) and (4.16), the total drawdown for a pavement, in days
can be conservatively approximated using

 η 
ηh
Drawdownh = tdrained + tundrained = 1 − h  +
 η H  24 f soil Φ S
 DrawdownUD − 1 
= 1+ 
η h
ηH



(4.17)

Figure 4-10 illustrates the approximation of equation (4.17) compared to the drawdown
times from a pavement that was modeled using three different drainage areas: 25, 50, and
1500 m2. As the drainage area increases the drawdown time increases, because the single
drain has a much larger volume to convey out of the pavement. Figure 4-10 confirms that
the approximation is conservative for most cases. However, as stated before, pavements
with low soil infiltration rates that are designed with very large drainage areas per
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underdrain (approximately greater than 3000 m2) may have drawdown times larger than
approximated by equation (4.17).

Figure 4-10: Drawdown approximation compared to the actual drawdown for a
pavement subjected to different drainage areas.
4.2.4

Suggested design procedure for underdrained pavements

The figures and equations presented thus far allow the calculation of an ECN value for a
completely designed underdrained porous pavement. However, they can also be utilized
as a design tool for determining the elevation and spacing of underdrains. Using this
method, a porous pavement can be designed to have an acceptable drawdown time while
minimizing the ECN to get the most hydrologic benefits from the pavement.
First, the design ECN needs to be established, which can be based on the predevelopment ECN, and soil infiltration capacity for the site must be found. Because this
method only adjusts the elevation and spacing of the underdrains to achieve the design
ECN, the pavement dimensions (pavement thickness, subbase thickness) must be
designed based on either structural or general hydrologic guidelines. For example, the
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minimum thickness for a given traffic load, or the thickness required to hold a given
design storm can be used. Additionally the choice of what drain type to use, 10.2 cm or
15.2 cm (4 inch or 6 inch) for example, can be made at the onset of design because the
spacing of the drains will account for the difference in drain capacities.
With these two inputs (design values and pavement design), the location and spacing of
the underdrain can be determined as follows:
(1) Undrained drawdown time – The undrained pavement’s drawdown time, in days,
can be calculated using the pavement dimensions, using
tdrawdown =

ΦP HP + ΦS HS
Storage Capacity
=
24 f soil Φ S
24-hour Infiltration Depth

(4.18)

If the drawdown time is acceptable, no underdrain is needed and the pavement
can be designed as described in section 3.3.2.3.
(2) Underdrain height – If the drawdown time for the undrained pavement is
unacceptable, the drawdown time versus drain height can be calculated (4.17),
and the maximum drain height can be found based on the drawdown
requirements. Additionally, it is necessary to check that the drain is located fully
within the subbase for construction purposes.
(3) Fully underdrained ECN – Using the ECN for the undrained pavement (section
3.3.2.3), the design ECN, and the drain height, the fully underdrained ECN,
ECND, can be calculated from equation (4.14).
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(4) Drainage area (underdrain spacing) – Then using the set of charts for the
underdrain size and type to be used, Figure 4-5 or appropriate figure in the
appendix, the drainage area required to match the ECND value can be found. This
drainage area can be used to calculate the number of underdrains for a given
pavement area.
Input:
Design ECN
and
Soil Infiltration
Unacceptable

Input:
Pavement and
Drain Geometry
Calculate
Drawdown Time
[Equation 4.17]

Calculate Underdrain
Height
[Equation 4.16]

Calculate ECN for
Fully Underdrained
Pavement
[Equation 4.13]

Acceptable

Design Pavement as
Undrained
(Chapter 3)

Calculate Drainage
Area per Underdrain
(Underdrain Spacing)
[Figure 4-5]

Figure 4-11: Flow diagram of the design process for a porous pavement
This procedure is best illustrated through a worked example.
Consider a 1500 m2 pavement system that has 15.2 cm (6.0 in) of surface pavement with
20% porosity and 29.9 cm (11.8 in) of aggregate subbase with 30% porosity located on a
soil with an infiltration rate of 0.13 cm/hr (0.05 in/hr). The pre-development curve
number, which is also taken to be the design ECN, is 84, the maximum allowable
drawdown is three days, and 10.4 cm diameter perforated underdrains will be used.
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The storage capacity for the pavement is η H = 0.2 ∗15.2 + 0.3 ∗ 29.9 = 12 cm, from
equation (4.12), and the 24-hour infiltration depth is = 0.13*0.3*24 = 0.94 cm, from
equation (3.20). The drawdown time for the undrained pavement is tdrawdown =

12
= 13.3
0.94

days, using equation (4.18), which means an underdrain is necessary. The drain height is
determined using equation (4.17)




 12 cm 
 = ( 3 days − 1) 
 = 2.0 (4.19)
Drawdown
1
13.3
days
1
−
−


UD



ηh = ( DrawdownD − 1) 

ηH

Since the effective height of the drain is 2.0 cm, the actual height in the 30% porosity
aggregate would be 6.7 cm (= 2.0 cm/0.3). This places the underdrain completely in the
aggregate subbase so no adjustments need to be made. The ECN for the completely
drained case can be found using (4.14) which yields

(

)


η
 
2.0 cm

 ECN h − ECNUD ∗  h η    84 − 43 ∗

12
cm
H 

 = 92.2 (4.20)
ECN D = 
=
2.0 cm
 η h  


1 −

1 −  η  
12
cm


H 
 

(

)

The number of pipes needed to achieve the design ECN can then be calculated from
Figure 4-5. Using the effective storage depth and 24-hour infiltration depth, the ECN can
be read from subfigures (d), drainage area of 1000 m2, and (e), drainage area of 5000 m2,
(93 and 89 respectively for this example). By interpolating between the two curve
numbers and areas, the ECND value of 92.2 is achieved with a pavement area per drain of
1800 m2. For the 1500m2 pavement, this means that less than one (0.83) 10.2 cm
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perforated drains are required. If one drain, placed with an invert elevation of 6.7 cm
above the soil, was used the total runoff would increase and the ECN would be 84.25.
This is slightly higher than the design value of 84, but still acceptable.
Because this design is based not on the capacity of the drains, but on the volume of
discharge, if the calculations require 2.5 drains for a pavement, it would be better to use
only two drains and have an ECN lower than the design value, than to use three drains
which would result in an ECN higher than the design value. This would slightly increase
the drawdown time, but this difference will still be within the approximation used to
define the drained drawdown time because the drained area is less than 3000 m2.
4.3

Conclusions

It was shown that the ECN model provides a better fit to the behavior of an underdrained
porous pavement than an undrained pavement, and is, therefore, not a function of the
maximum rainfall values or storm distributions used in the analysis. This means that the
ECN for an underdrained pavement is not site-specific, as the undrained pavement ECN
was, and the ECN figures presented in this paper are applicable across the United States.
However, because of the multiple new parameters that the underdrain introduces: drain
diameter, discharge coefficient, drain invert elevation, and drainage area, multiple sets of
figures have to be created to fully parameterize underdrain performance. The procedure
described in section 3.3.2.3 describes how to properly use these figures to design an
underdrained porous pavement to have a design ECN and have an acceptable drawdown
time. Additional figures for different drains are given in the appendix.
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As can be seen in the appendix, the use of different drains does not significantly affect
the overall behavior or characterization. Therefore, as drain discharge equations for other
drain types are found, or the improvements are made upon the current discharge
equations, new figures can be created, presented, and used in design as presented in this
chapter.
While more detailed modeling will be required during the design process, these tools
should prove to be valuable to both designers and regulators during the preliminary
stages of design to assess the feasibility of porous pavement for any given application.
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Chapter 5

Masking and embedding effects

Schwartz (2010) made a assumption about the masking effects of the aggregate on the
underlying soil based on the work of Radcliffe (2005) by taking the masking effects
proportional to the subbase porosity. However, the study by Radcliffe (2005) was
actually a study based on septic leach fields (Radcliffe et al. 2005) which had a low
hydraulic conductivity biomat at the aggregate-soil interface, which is different in some
ways than the aggregate-soil interface beneath a porous pavement. Because the
magnitude of the masking can have a large impact on the hydrologic behavior of the
pavement, Chapter 5 describes the work done to isolate and experimentally verify the
masking and embedding effects.
5.1

Background

The issue of gravel masking and embedding effects in leach fields has been a source of
debate for a number of years. Siegrist and Boyle (1987) suggested that gravel would
impede the infiltration into the underlying soil, however their research indicated that the
masking effects were not significant. Amerson et al. (1991) also found that gravel
masking did not have an effect on the infiltration rates. However, Beach (2001) saw that
while there was no initial reduction from embedded particles in a one dimensional sand
column, after wastewater loading the non-embedded columns had twice the hydraulic
conductivity of the embedded columns. Bumgarner and McCray (2007) also found that
after wastewater loading the overall infiltration rates for gravel covered soil were
significantly reduced.
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Radcliffe et al. (2005) completed a numerical assessment of this problem and found the
theoretical ratios of the infiltration rates of uncovered to restricted soils (restricted by
masking or embedding of aggregate). Table 5-1 shows the results from that study and the
corresponding percent reductions. The range comes from the two soil types investigated.
Table 5-1: Table of reductions predicted by the theoretical model of Radcliffe et al.
(2005)
Hydraulic Conductivity Percent Reduction
Open :Restricted
(%)
Masked
1.15:1 – 1.34:1
13 - 25
Embedded
1.5:1 – 1.93:1
33 - 48
When Schwartz (2010) created a porous pavement storm routing model, the results of
Radcliffe et al. (2005) were used to create a reduction factor for the exfiltration of
stormwater into the soil. Schwartz (2010) multiplied the soil infiltration capacity by the
porosity of the aggregate subbase to account for the reduction. However, all the previous
studies mentioned that observed flow reductions, including Radcliffe et al. (2005), were
looking at the effects of masking and embedding when there is a biomat with a
significantly lower hydraulic conductivity value present, due to wastewater loading.
While a porous pavement may have some bio-growth in the subbase, it would be minimal
compared to what is experienced with wastewater loading.
Because of this, experimental verification was needed to apply the masking and
embedding effects predicted by Radcliffe et al. (2005) to porous pavement systems. A
certain safety factor is required for the design of porous pavements, but if the exfiltration
capacity predicted by Schwartz (2010) is too conservative, the model will predict
incorrect hydrologic behavior and understate the potential stormwater benefits.
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5.2

Materials and Methods

Two different soil types and three combinations of the two soils, (ratios of 3:1, 1:1, and
1:3) were used with No. 67 stone (ASTM 2012) to test the masking and embedding
effects of aggregate on soil infiltration rates.
5.2.1

Soils

The two soils used were a Cecil soil which is a common soil in the Piedmont area of the
Southeast US (Hayes et al. 2001) and river sand. A sieve test conducted in accordance
with ASTM D422 (2007) for the soil and with ASTM C136 (2006) for the sand yielded
distributions as shown in Figure 5-1. The uniformity coefficient, Cu, and coefficient of
gradation, Cz, were found to be 11.1 and 1.8 for the Cecil and 3.8 and 0.9 for the sand.
This means that the Cecil would be described as a well-graded soil and the sand as
poorly-graded.
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Cecil Soil

0.0

Sand

Figure 5-1: Particle size distribution of the Cecil soil and the sand used in the masking
experiments.
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The three soils used in addition to the two individual soils were mixes composed of ratios
of 3:1, 1:1, and 1:3 (Cecil:sand). These mixes will be described by the percentage of sand
they contain, 25, 50, and 75% sand respectively.
5.2.2

Aggregate

The aggregate used was a No. 67 stone from a crushed granite aggregate source (ASTM
2012). The actual gradation is plotted in Figure 5-2. The porosity of the aggregate was
found to be 31% using ASTM C29 (2009).
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Figure 5-2: Gradation of the No. 67 stone used.
5.2.3

Hydraulic conductivity

The hydraulic conductivity of each individual soil blend or aggregate was found using a
modified ASTM D 5856 (2007). A schematic of the falling-head permeameter is shown
in Figure 5-3. An expanded steel mesh and geotextile fabric were used to contain the soil
and aggregate. The permittivity of the geotextile was measured as 2120 1/hr using ASTM
D4491 (2009). The material was placed in one 15 cm (6 in) lift and compacted with ten
blows of the proctor hammer. The permeameter was filled from the outlet to flush any
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entrapped air out of the specimen and the soils were left to fully saturate for 12 hours.
The standpipe was filled to approximately 380 mm above the outlet and the water was
allowed to flow through the specimen. The time, t, required for the water level to drop
from an initial head, h1, of 300 mm to a final head, h2, of 75 mm was recorded. Using
Darcy’s law, the effective hydraulic conductivity, K, was calculated using

K=

aL h1
ln
At h2

(4.21)

where a is the cross-sectional area of the standpipe, L is the height of the specimen, and A
is the cross-sectional area of the specimen. Because the soil mixtures had low hydraulic
conductivity, the hydraulic conductivity for these was also measured over smaller head
intervals to evaluate any effect varying head had on the hydraulic conductivity. There
was a slight decrease in the hydraulic conductivity with the head, though the effects were
negligible for this experiment. Two specimens for each soil and aggregate were tested
and for each, the hydraulic conductivity was measured four times and averaged.
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Figure 2. Schematic of falling
falling-head permeability test setup.
For the soil and aggregate tests, the actual hydraulic conductivity of the soil (or
aggregate), Ksoil, was calculated by removi
removing
ng the effects of the permittivity of the
geotextile, Ψ, from the effective hydraulic conductivity, Keff, using
Leff
K eff

=

Lsoil 1
+
K soil Ψ

(4.22)

where Leff is the total length of the specimen and Lsoil is the length of the soil.
5.2.4

Measuring masking and embedding impacts

To test the interaction of the aggregate and soil, an approximately 15 cm (6 in) layer of
soil was placed in the permeameter and compacted with ten blows of the proctor hammer.
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Then an 8 cm (3 in) layer of aggregate was placed on top of the soil and compacted with
another ten blows of the proctor hammer to ensure a good interface between the soil and
the aggregate. The effective hydraulic conductivity for the masked case was then
measured as described in section 5.2.3.
The embedded effects were measured similarly, but after the soil had been compacted a
2.5 cm (1 in) layer of mixed soil and aggregate was added and compacted. The mixed soil
and aggregate was proportioned that the volume of the soil was equal to that of the void
spaces of the aggregate. Then another 5 cm (2 in) of clean aggregate was added and
compacted with 10 proctor hammer blows.
The effective hydraulic conductivity, Keff, was measured for each test. This was compared
to the effective hydraulic conductivity predicted by combining the hydraulic
conductivities of the individual layers.

Leff
K eff _ pred

=

Lsoil Lagg 1
+
+
K soil K agg Ψ

(4.23)

where K and L are the hydraulic conductivity and length of the soil layer, soil, and
aggregate, agg. Leff is the total length of the sample for the test (= Lsoil + Lagg) and Ψ is
the permittivity of the geo-textile. For the embedded case, the effective hydraulic
conductivity was calculated using the length of soil and aggregate which would be
present if the two layers were not mixed, as when a pavement is installed the aggregate
would not initially be embedded. The embedment of the aggregate would only occur over
time. Because the soil was proportioned to fill the voids in the aggregate, the total length
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of the aggregate was the length of the mixed layer plus the length of the clean aggregate
layer. The total soil length was the length of the unmixed soil, plus the length of the
mixed layer times the porosity of the aggregate.
5.3

Results

The experimentally determined hydraulic conductivity for the soils and aggregate is
given in Table 5-2. These values were used to predict the effective hydraulic conductivity
for the masked and embedded cases using equation (4.23). There is some variability from
the expected pattern, most notably the hydraulic conductivity for soil that was 50% sand
was lower than for the 25% sand soil. This is due to a difference in moisture content
which influenced the effectiveness of the compaction. Because the different soil blends
were mixed at different times, the moisture content was slightly varied between blends.
However, because each soil type was mixed in a single batch, the moisture content for a
single soil type was constant and therefore the reductions caused by masking and
embedding are still valid.
Table 5-2: Hydraulic conductivity of the soils and aggregate which was experimentally
determined.

Soil
Hydraulic Conductivity
(Percent sand)
(cm/hr)
0
8.6
25
21.4
50
14.9
75
51.4
100
228.3
No. 67 Stone
381000
The resulting predictions are compared to the actual experimental data in Figure 5-3 for
the (a) masked and (b) embedded case. The actual data fell well below the predictions,
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which means that there was an additional reduction on the behavior of the effective
hydraulic
draulic conductivity due to the masking and embedding effects.

1000

Actual

Effective Hydraulic
Conductivity (cm/hr)

Effective Hydraulic
Conductivity (cm/hr)

1000
Predicted

100

Actual

Predicted

100

10
1

10
1

0

20

40
60
Percent Sand

80

100

0

20

40
60
Percent Sand

80

100

(b)
(a)
Figure 5-3: Measured and predicted values (equation (4.23) of the effective hydraulic
conductivity, Keff, for the (a) masked and (b) embedded cases. The vertical scale is
logarithmic, which makes the percent reduction difficult to visualize.
The vertical scale in Figure 55-3 is a log scale to clearly represent the data over a broad
range of hydraulic conductivities, but this log scale distorts the percent difference
between the actual and predicted values. To better visualize its impact, the data in Figure
5-3 was transformed into a percent reduction value and plotted in Figure 5-4.. For the
Cecil soil and the three mixed soils, the average reduction from predicted to actual
hydraulic behavior was 46% and 49% for masking and embeddin
embedding
g respectively. The sand
had a lower reduction, which is likely due to the lack of fine material or its initially large
hydraulic conductivity. It is reasonable to believe that there is a decreasing impact of
masking and embedding as the hydraulic conducti
conductivity
vity of the soil increases, but there is
not enough data to clearly demonstrate this.
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Figure 5-4:: Reduction of hydraulic conductivity caused by masking and embedding for a
variety of soil types. The dashed line represents the predicted reduction proportional to
the aggregate porosity.
From this it is clear that the assumption that the reduction in hydraulic conductivity is
proportional to the porosity of the aggregate is a conservative assumption. All these tests
were run with a single aggregate gradation having a porosity of 31% which would
correspond to a reduction of 69% (represented by the dashed line in Figure 5-4).
5
Only
one embedded test for the 25% sand soil type reached close to that percent reduction,
with a reduction of 66%. Instead of reducing the hydraulic conductivity by the porosity of
the aggregate, for this aggregate it appears to be more accurate to reduc
reducee soil infiltration
by a constant 50%. More testing is necessary to see if this 50% reduction is a constant for
different aggregate gradations which have different porosity.
5.4

Conclusion

The experimental results verify that masking and embedding does have aan
n impact on the
hydraulic conductivity at the interface between a soil and aggregate layer. For the soil
mixes with fine material (all soils excluding 100% sand) the average reduction due to
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masking and embedding were 45% and 49% respectively. These fall on the higher side of
predictions made by Radcliffe et al., however this experiment did not have a low
hydraulic conductivity biomat as modeled by Radcliffe et al. (2005). These reductions
were much smaller than what was used in the reduction factor of the subbase porosity
recommended by Schwartz (2010) which would have been 69% for the 31% porosity
aggregate used.
These results only consider the case when the embedding soil material is the same as the
underlying soil. Because of the nature of porous pavement filtration, only fine particles
can pass through the pavement and be collected at the soil-subbase interface (Mata and
Leming 2012). This means that the sediments that build up at the interface could be a
different gradation than the underlying soil. This could cause a much greater reduction
than shown if, for example, clay were to infiltrate the pavement and build up at the
subbase interface when the underlying soil was sand. Because this depends on so many
variables (the presence of soil in the run-on, the gradation of this sediment, the pore
structures which control sediment infiltration, the underlying soil infiltration rate, etc)
this “embedding” from sediment run-on is difficult to predict. However, this would more
a special case of clogging than a case of masking and embedding and could be mitigated
through effective design and maintenance of the pavement.
As long as proper maintenance is conducted to prevent clogging, the 50% reduction to
account for masking and embedding should be an adequate correction to account for
aggregate masking and embedding effects when using a No. 67 stone. By using a more
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accurate, and smaller, reduction value, models of porous pavements are able to better
predict their hydrologic behavior and their design better represents their hydrologic
contributions to stormwater management.
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Chapter 6

Summary, conclusions, and recommendations

As described in detail in Chapter 1, porous pavements have a number of stormwater
quality and quantity benefits. However, without a full understanding of the pavement’s
hydrologic behavior, porous pavements cannot be designed to fully utilize their water
quantity benefits. This research focused on systematically characterizing the hydrologic
behavior of porous pavement using simple models that provide designers and regulators
the necessary tools to incorporate porous pavements into site developments.
In Chapter 2, a method for measuring the surface sealing, or the vertical porosity
distribution, was developed using an image analysis method. This method compared
favorably to the other volumetric porosity methods it was compared to (section 2.3.1).
The resulting porosity distribution generally agreed with that predicted by Haselbach and
Freeman (2006), which was a linearly increasing porosity from a low porosity value at
the top of the sample to a higher porosity at the bottom (section 2.3.3).
In order to process the results for this method, the representative elemental area, (REA)
had to be defined and measured. It was defined as the smallest area over which the
average porosity will fall into a range of ±2.5% of the actual porosity for a uniform
sample. The REA was found for the samples in this study to be 83.9 cm2 (13 in2) (section
2.3.2.3).
To understand the hydraulic impact of this porosity distribution, the relationship between
the porosity and permeability must be understood. Though many researchers have studied
this relationship, most have used samples that have been compacted and, therefore, likely
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have a vertical porosity distribution (Low et al. 2008; Montes and Haselbach 2006;
Neithalath 2004; Sumanasooriya and Neithalath 2011; Wang et al. 2006). Theoretically,
it was predicted that the permeability would be a function of porosity to the fourth power,
and this was confirmed using small slices of samples which had a relatively uniform
porosity. Each gradation had a different pre-factor, which accounted for the differences in
pore size and connectivity (section 2.3.5). The relationships and pre-factors presented
here are only valid for the mix designs presented in this research. Further work would
need to be completed to establish standard permeability-porosity relationships for other
gradations or varied design parameters such as cement content.
Using the porosity distribution and the relationship between the porosity and
permeability, a vertical permeability distribution was calculated which agreed well with
the experimentally measured permeability distribution (section 2.3.6). Using this
permeability distribution, an effective permeability value for each sample can be
calculated. This effective permeability takes into account the impact of low porosity
layers to better estimate the actual permeability for the sample (section 2.3.7).
To characterize the hydrologic behavior of porous pavements, the runoff for a given
pavement was calculated from a rainfall hyetograph using a numerical model which
incorporated all the parameters of a porous pavement (section 3.2). This paired rainfallrunoff data was used to fit generalized models. The ECN and broken-line models were
the two models used. The ECN was used for both undrained and drained pavements,
though it did not fit the behavior of undrained pavements well resulting in the need for
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site specific ECN charts. This is why the broken-line model was used to provide a more
accurate runoff model of undrained pavements. For both of these models, the design
values are functions of the pavement storage capacity and the 24-hour infiltration depth
(section 3.3.2.3).
Because the ECN model did not fit the undrained pavement behavior well, the rainfall
distributions used to generate it were restricted to ensure the most accurate values
possible. This resulted in the model being dependent on location and local rainfall
distributions. Even though it is not the most accurate model and is restricted by location,
the ECN does have a number of benefits when used for undrained pavements. First, the
curve number which it produces is directly comparable to the curve numbers which are
currently in use by stormwater developers. It provides the designers with a value which
they understand and are comfortable with, in addition to allowing them to directly
compare the pre-development curve number to the post-development curve number. It
can also be used as a quick preliminary design tool to estimate the storage required by a
porous pavement to match the pre-development curve number which would be useful in a
feasibility study (section 3.4).
As mentioned above, the broken-line model was used to generate a much more accurate
prediction of total runoff for undrained porous pavements. The improved accuracy is
primarily due to the model reflecting the actual fill and spill behavior of undrained
pavement (section 3.3.4). In the broken-line model, the runoff from the pavement is
always zero when the rainfall is less than the initial abstraction, which is the maximum
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volume of water the pavement can hold (section 3.3.4.1). When the rainfall is larger than
the initial abstraction, most of the extra rainfall becomes surface runoff. The slope of this
runoff line is predominately controlled by the infiltration rate of the underlying soil
(section 3.3.4.2).
Drained pavements behave much differently than undrained pavements, because the drain
allows runoff before the pavement is full and that runoff increases as the depth of water
stored in the pavement increases. This behavior better matches that of the curve number
model and as such, the ECN predicts the hydrologic response of a drained pavement
much more accurately. Because of this, the ECN value is no longer a function of the
rainfall distributions used in its calculations and is not site-specific.
However, because of the multiple new parameters that the underdrain introduces: drain
diameter, discharge coefficient, drain invert elevation, and drainage area, multiple sets of
figures have to be created to fully parameterize underdrain performance. The procedure
given in section 3.3.2.3 describes how to properly use these figures to space and position
the underdrains to optimize the hydrologic benefits of a drained porous pavement.
As useful as these models are for understanding the hydrologic behavior of porous
pavements, they are only valid if all the assumptions made remain true. One of these
assumptions is that the surface pavement has adequate infiltration to allow all the rainfall
to infiltrate into the subbase. If a pavement is properly designed and constructed this will
not be a problem. However, poor construction practices or a bad mix can lead to a
pavement that is sealed at the surface.
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In addition to the assumptions of the surface pavement having adequate permeability, the
model includes an assumption about the reduction of the infiltration rate of the
underlying soil due to aggregate masking. This assumption was used because of the work
of Radcliffe et al. (2005) and Schwartz (2010). However, the magnitude of the predicted
reduction varied significantly. Because the 24-hour infiltration rate is one of the two main
parameters for the models, the impact of this reduction value could be significant.
Because of this, the impact of masking and embedding effects were experimentally
examined in the lab. The results confirmed that masking and embedding does have an
impact on the hydraulic conductivity of the soil layer. For the soil mixes with fine
material (all soils excluding 100% sand) the average reduction due to masking and
embedding were 45% and 49%, respectively. This falls on the higher side of predictions
made by Radcliffe et al., however this experiment did not have a low hydraulic
conductivity biomat as modeled by Radcliffe et al. (2005). These reductions were much
smaller than the reduction factor of the subbase porosity recommended by Schwartz
(2010) which would have been 69% for the 31% porosity aggregate used. More study
would be needed when using different aggregate gradations to determine if the effects are
a relative constant of if they are a function of the subbase porosity.
Even though the ECN and broken-line models were developed using Schwartz’s (2010)
assumption of masking proportional to the subbase porosity, they will still be valid if
another masking reduction is shown to be more accurate. The model values are a function
of the 24-hour infiltration depth, which contains the masking reduction. If the 24-hour
infiltration depth was redefined to account for a new masking reduction, that is replacing
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the porosity with a different masking reduction, all of the design figures would remain
unchanged.
All this work is focused on the single goal of better understanding the hydraulic and
hydrologic behavior of porous pavements and using that understanding to improve and
simplify their design. By providing more accurate design tools that designers and
regulators are comfortable with, some of the barriers preventing wider acceptance of
porous pavements will be eliminated, which could result in their more wide spread use.
6.1

Recommendations and future work

It was clearly shown that the porosity distribution does have an impact on the
permeability of the pavement and this magnitude can be estimated from the porosity
distribution. However, as shown by Haselbach and Freeman (2006), the porosity
distribution for a given type of compaction can be reasonably predicted. Using these two
facts, it should be possible to summarize the effects of a compaction method on the
permeability, which would allow an estimation of the permeability, using the average
porosity that is corrected for the presence of a porosity distribution.
Also, the porosity – permeability relationships developed in section 2.3.5 are only
applicable for the pervious concrete mixes described. Further testing is needed to be able
to predict a pre-factor value given the pavement’s type (porous asphalt or pervious
concrete), gradation, and binder content. However, this relationship, coupled with the
understanding of effects of compaction on permeability, would be valuable to designers
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because it would allow them to create a much better prediction of a pavement’s in-situ
permeability based on the mix design of the pavement.
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Appendix A Underdrained ECN figures for different drains

145

(a)

(b)

(c)

(d)

(e)
Figure A-1: ECN figures for Type II storm and a 10.2 cm (4 in) leached underdrain with
drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
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(a)

(b)

(c)

(d)

(e)
Figure A-2: ECN figures for Type II storm and a 15.2 cm (6 in) leached underdrain with
drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
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(a)

(b)

(c)

(d)

(e)
Figure A-3: ECN figures for Type II storm and a 10.2 cm (4 in) perforated underdrain
with drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
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(a)

(b)

(c)

(d)

(e)
Figure A-4: ECN figures for Type II storm and a 10.2 cm (4 in) leached underdrain with
drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
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(a)

(b)

(c)

(d)

(e)
Figure A-5: ECN figures for Type II storm and a 15.2 cm (6 in) leached underdrain with
drainage area of (a) 50 m2, (b)100 m2, (c) 500 m2, (d) 1000 m2, and (e) 5000 m2.
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Appendix B Worked examples for hydrologic design
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Undrained porous pavement (ECN model)
For a pavement system located in Pickens County, SC which is composed of 16 cm (6.0
in), HP, of surface pavement with 20% porosity, ΦP, and 18 cm (7.0 in), HS, of aggregate
subbase with 40% porosity, ΦS, located on a soil with an infiltration rate, fsoil, of 0.953
cm/hr (0.375 in/hr), the undrained ECN would be found as follows.
The storage capacity and 24-hour infiltration depth are calculated as:
Storage Capacity = Φ P H P + Φ S H S = 0.2 (16 cm ) + 0.4 (18 cm ) = 10.4 cm

(B.1)

24-hour Infiltration Depth = f soil Φ S 24 = 0.953 cm/hr ( 0.4 ) 24 hr = 9.2 cm

(B.2)

Using these and Figure B-1, the ECN for the pavement is found to be 33 and the
drawdown time just over one day.

Figure B-1: Undrained ECN figure for Pickens County, SC rainfall distribution.
The exact calculation of the drawdown time is given by:
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tdrawdown =

Φ P H P + ΦS H S
Storage Capacity
10.4 cm
=
=
= 1.1
24 f soil Φ S
24-hour Infiltration Depth 9.2 cm

(B.3)

Figure B-1 can also be used to preliminarily size a porous pavement. The infiltration rate
for a site and the porosity of the subbase should be known before design. From this the
24-hour infiltration depth can be calculated. Using the same values as the above problem,
if the 24-hour infiltration depth is known to be 9.2 cm and the design ECN is 33, the
required effective storage of the pavement can be found using Figure B-1.
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Undrained porous pavement (Broken-line model)
For a pavement system which is composed of 16 cm (6.0 in), HP, of surface pavement
with 20% porosity, ΦP, and 18 cm (7.0 in), HS, of aggregate subbase with 40% porosity,

ΦS, located on a soil with an infiltration rate, fsoil, of 0.953 cm/hr (0.375 in/hr), the
undrained broken-line model would be found as follows.
The storage capacity and 24-hour infiltration depth are calculated as:
Storage Capacity = Φ P H P + Φ S H S = 0.2 (16 cm ) + 0.4 (18 cm ) = 10.4 cm

(B.4)

24-hour Infiltration Depth = f soil Φ S 24 = 0.953 cm/hr ( 0.4 ) 24 hr = 9.2 cm

(B.5)

Using these and Figure B-2, the initial abstraction, Ia, and slope, m, values for the
pavement are found to be 18 cm and 0.9 and the drawdown time just over one day.

(a)
(b)
Figure B-2: Broken-line model’s (a) initial abstraction and (b) slope for Type II SCS
storms
The exact calculation of the drawdown time is given by:
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tdrawdown =

Φ P H P + ΦS H S
Storage Capacity
10.4 cm
=
=
= 1.1
24 f soil Φ S
24-hour Infiltration Depth 9.2 cm

(B.6)

As the broken-line model is given by
Q = C1 * P − C2

(B.7)

C1 = m

(B.8)

C2 = I a m

(B.9)

Where

Using the initial abstraction and slope values, the behavior of this pavement can be
modeled as
0
Q=
0.9 P − 16.2

155

P ≤ 18
P > 18

(B.10)

Drained porous pavement (ECN model)
Consider a 1500 m2 pavement system that has 15.2 cm (6.0 in), HP, of surface pavement
with 20% porosity, ΦP, and 29.9 cm (11.8 in), HS, of aggregate subbase with 30%
porosity, ΦS, located on a soil with an infiltration rate, fsoil, of 0.13 cm/hr (0.05 in/hr).
The design ECN, ECNh, is 84, the maximum allowable drawdown is three days, and 10.4
cm diameter perforated underdrains will be used.
The storage capacity and 24-hour infiltration depth are calculated as:
Storage Capacity (η H ) = Φ P H P + Φ S H S = 0.2 (15.2 cm ) + 0.4 ( 29.9 cm ) = 12 cm (B.11)
24-hour Infiltration Depth = f soil Φ S 24 = 0.13 cm/hr ( 0.3) 24 hr = 0.94 cm

(B.12)

The undrained drawdown time is given by

tdrawdown =

ΦP H P + ΦS H S
Storage Capacity
112 cm
=
=
= 13.3
24 f soil Φ S
24-hour Infiltration Depth 0.94 cm

(B.13)

Because the drawdown time, 13.3 days, is greater than the maximum allowable
drawdown time, an underdrain is required. The drain height is determined by:




 12 cm 
 = ( 3 days − 1) 
 = 2.0 (B.14)
 13.3 days − 1 
 DrawdownUD − 1 

ηh = ( DrawdownD − 1) 

ηH

Since the effective height of the drain is 2.0 cm, the actual height in the 30% porosity
aggregate would be 6.7 cm (= 2.0 cm/0.3). This places the underdrain completely in the
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aggregate subbase so no adjustments need to be made. The ECN for the completely
drained case can be found using (4.14) which yields

(

)


η
 
2.0 cm

 ECN h − ECNUD ∗  h η    84 − 43 ∗

12
cm
H 




ECN D =
=
= 92.2 (B.15)
 η h  
1 − 2.0 cm


1 −  η  
12 cm 

H 
 

(

)

The number of pipes needed to achieve the design ECN can then be calculated from
Figure B-3. Using the effective storage depth and 24-hour infiltration depth, the ECN can
be read from subfigures (a), drainage area of 1000 m2, and (b), drainage area of 5000 m2,
(93 and 89 respectively for this example). By interpolating between the two curve
numbers and areas, the ECND value of 92.2 is achieved with a pavement area per drain of
1800 m2.

(a)
(b)
Figure B-3: ECN figures for 10.2 cm (4 in) perforated underdrain with drainage areas of
(a) 1000m2 and (b) 5000m2.
For the 1500m2 pavement, this means that less than one (0.83) 10.2 cm perforated drains
are required. If one drain, placed with an invert elevation of 6.7 cm above the soil, was
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used the total runoff would increase and the ECN would be 84.25. This is slightly higher
than the design value of 84, but still acceptable.
Because this design is based not on the capacity of the drains, but on the volume of
discharge, if the calculations require 2.5 drains for a pavement, it would be better to use
only two drains and have an ECN lower than the design value, than to use three drains
which would result in an ECN higher than the design value. This would slightly increase
the drawdown time, but this difference will still be within the approximation used to
define the drained drawdown time because the drained area is less than 3000 m2.
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