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Abstract
Numerical simulations are of paramount importance in the study of structure
formation in a cosmological context: only they can provide accurate predictions to
be tested against observations. Within the computation, the cosmic fluid is rep-
resented by a set of point particles. These are far less numerous than the actual
building blocks of the system and represent a Monte Carlo sampling of the underly-
ing phase-space density. In simulations involving only the dark-matter component
of the cosmic fluid, these particles are made to interact solely through gravity. The
presence of a limited number of particles and, consequently, the significant mass
that each one of them carries, is at the origin of unwanted discreteness effects;
these have an impact on the performance and the accuracy of the modelling and
need to be tackled with care. Softening of the gravitational force at small scales
is introduced to moderate the effect of spurious collisions on the dynamics of the
system; as a consequence, the interaction loses its Newtonian form below a scale
given by the softening length and this sets a resolution limit below which the results
of the simulation cannot be trusted. This scale is normally fixed in space and time
throughout the simulation; this is not an ideal choice in a cosmological scenario,
though, where the high level of inhomogeneity in the matter distribution requires,
in principle, a different treatment in each region. In the first part of this thesis,
we introduce the problem of adapting the gravitational softening according to the
density of the environment and present the implementation of the algorithm in the
cosmological simulation code GADGET-3. From the analysis of its impact on sim-
ulations of structure formation, we conclude that adaptive gravitational softening
enhances the clustering of particles on small scales and anticipates the results ob-
tained from simulations employing a considerably higher number of particles. As
will be shown, the extension of the method to scenarios where the baryonic compo-
nent of the cosmic fluid is also taken into account is very promising, but not trivial.
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Even though ordinary, baryonic matter is believed to constitute a small fraction
of the matter in the Universe, its modelling is of fundamental importance to the
purpose of comparing the outcome of simulations to observational results. Yet, the
accurate treatment of hydrodynamics and the handling of various astrophysical
processes at work is a problem of great complexity on which little consensus has
been achieved. Semi-analytic models of galaxy formation and evolution provide a
powerful approach to the problem. Instead of following the evolution of dark matter
and baryons self-consistently, they post-process existing, dark-matter-only simu-
lations and model the behaviour of the baryonic component by means of a set of
physically-motivated, analytical prescriptions. In the second part of this thesis, we
make use of a state-of-the-art semi-analytic model to investigate the relationship
between the orbital properties of satellite galaxies and their star-formation activ-
ity. Galaxy clusters are the largest virialised structures observed in our Universe;
when galaxies join such a dense environment and become satellites orbiting within
it, several processes act in changing their internal properties. We study the im-
pact that the initial orbits of these galaxies have on the subsequent evolution of
star-formation properties or related quantities. We conclude that this impact is
strong and its imprint can still be observed at late times in the evolution of the
cluster members.
Zusammenfassung
Für die Untersuchung der Strukturbildung in der Kosmologie sind numerische
Simulationen von herausragender Bedeutung, da nur sie präzise Voraussagen er-
lauben, welche mit Beobachtungsdaten verglichen werden können. In der Simu-
lation wird das kosmische Fluid durch punktförmige Teilchen beschrieben. Diese
Teilchen sind weit weniger zahlreich als die eigentlichen Bausteine des Systems
und stellen eine Monte-Carlo-Stichprobe der Phasenraumdichte dar, welche die-
sem System zugrunde liegt. In dem Fall, dass lediglich diejenige Komponente des
kosmischen Fluids simuliert wird, welche die Dunkle Materie beschreibt, kann die
Wechselwirkung dieser Teilchen ausschließlich durch Gravitationskräfte beschrie-
ben werden. Aufgrund der endlichen Teilchenzahl und der daraus folgenden signi-
fikanten Masse eines jeden dieser Teilchen, ergeben sich für unerwünschte dis-
krete Effekte. Diese Effekte haben Einfluß auf die Effizienz und Genauigkeit der
Simulation und müssen daher sorgfältig behandelt werden. Um den Einfluß von
störenden Teilchen-Kollisionen auf die Dynamik des Systems zu mildern, wurde
ein sogenanntes Softening der Gravitationskraft auf kleinen Skalen eingeführt. Da-
durch verliert die Wechselwirkung unterhalb einer gewissen Skala, welche durch
die Softening-Länge definiert ist, ihre Newton’sche Natur. Gleichzeitig resultiert dar-
aus eine Auflösungsgrenze, unterhalb welcher den Ergebnissen der Simulationen
nicht mehr vertraut werden kann. Üblicherweise bleibt die erwähnte Skala inner-
halb der gesamten Simulation in Raum und Zeit konstant. Diese Vorgehensweise
ist jedoch nicht ideal für kosmologische Szenarien, in denen es die hohe Inhomo-
genität in der Verteilung der Materie im Prinzip nötig macht, jeden Region unter-
schiedlich zu behandeln. Im ersten Teil dieser Arbeit widme ich mich den Problem,
wie das Gravitations-Softening der Teilchendichte der Umgebung angepasst wer-
den kann. Ferner präsentiere ich die Implementierung des daraus resultierenden
Algorithmus in den kosmologischen Simulationscode GADGET-3. Der Einfluß des
Algorithmus auf Simulationen der Strukturentstehung wird untersucht und führt
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zu der Schlussfolgerung, dass adaptives Gravitations-Softening das Klumpen von
Teilchen auf kleinen Skalen verstärkt und es auSSerdem erlaubt, die Ergebnisse
von Simulationen mit erheblich höheren Teilchenzahlen vorwegzunehmen. Wie ge-
zeigt wird, ist der Erweiterung dieser Methode auf Szenarien, in denen zusätzlich
die baryonische Komponente des kosmologischen Fluids Berücksichtigt wird, viel
versprechend wenn auch nicht-trivial.
Obwohl man annimmt, dass gewöhnliche baryonische Materie nur einen kleinen
Teil der Gesamtmaterie im Universum ausmacht, ist deren Modellierung funda-
mental Wichtig um Simulationsergebnisse mit Beobachtungen vergleichen zu koen-
nen. Allerdings ist die exakte Behandlung der Hydrodynamik und der verschiede-
nen astrophysikalischen Prozesse eine sehr komplexe Aufgabe, bei der noch we-
nig Einigkeit herrscht. Semi-analytische Galaxienentstehungs- und Evolutionsmo-
delle bieten einen sehr leistungsfähigen Lösungs-ansatz für dieses Problem. An-
statt der Evolution von Dunkler Materie und Baryonen selbstkonsistent zu fol-
gen, wird das Verhalten der baryonischen Komponent modelliert, ausgehend von
bereits existierenden Simulationen mit rein Dunkler Materie sowie physikalisch
motivierten, analytischen Beschreibungen. Im zweiten Teil dieser Doktorarbeit ver-
wenden wir ein semi-analytisches Modell auf dem aktuellen Stand der Forschung,
um die Beziehung zwischen den Orbiteigenschaften von Satellitengalaxien und de-
ren Sternentstehungsaktivität zu untersuchen. Galaxienhaufen sind die größten
beobachteten virialisierten Strukturen in unserem Universum; wenn Galaxien in
solch dichte Umgebungen eintreten und darin zu umlaufenden Satelliten werden,
führen verschiedene Prozesse, zu eine Änderung ihrer internen Eigenschaften. Wir
untersuchen, welchen Einfluß der Anfangsorbit dieser Galaxien auf die spaetere
Entwicklung der Sternentstehungseigenschaften oder anderer verwandter Größen
hat. Zusammenfassend lässt sich sagen, dass dieser Einfluß stark ist und Aus-
wirkungen auch zu späteren Zeiten in der Entwicklung von Haufenmitgliedern
beobachtet werden kann.
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1
Elements of Cosmology
In this chapter we will briefly review the fundamentals of Cosmology, the study
of the Universe in its entirety. We will start by analysing the consequences of the
application of Einstein’s theory of gravitation and subsequently unveil the issue of
structure formation, towards the definition of the Standard Cosmological Model,
believed to provide the best description of the Universe developed to date. The
concepts introduced here will serve as a theoretical background for the discussion
of the following chapters, where we will progressively restrict the analysis to some
specific aspects of today’s cosmological studies.
1.1 The geometry of the Universe
Since the early years of the 20th century, when the first steps were taken to-
wards the construction of a scientific theory of the Universe, it became clear that
some sort of simplifying assumption was needed in order to overcome the difficul-
ties due to our poor understanding and knowledge about the distribution of matter
in the Universe. The starting point is the observational evidence that the Universe,
as observed from our point of view, appears isotropic (see, e.g., Fig. 1.1). When
combining this evidence with the so-called Copernican Principle, stating that we are
not privileged observers, one concludes that the Universe must appear isotropic
from every point of observation. This last statement is known as the Cosmological
Principle.
In General Relativity, the properties of symmetry in the distribution of matter
directly translate into geometrical properties of space-time. The simplification in-
troduced by the Cosmological Principle is to restrict the possible space-time metrics
for the Universe to the so-called Robertson-Walker metric (Robertson 1935; 1936a;
1936b; Walker 1937):
ds2 = (cdt)2 − dl2 = (cdt)2 − a(t)2
[
dr2
1−Kr2
+ r2(dθ2 + sin2θdφ2)
]
, (1.1)
where r, θ and φ are the comoving, spherical coordinates and t is the cosmic time.
The metric is completely determined by a “radius” a(t), with the dimension of a
1
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Figure 1.1: Map of the galaxy distribution in the nearby universe, obtained from the Two-
degree-Field Galaxy Redshift Survey (2dFGRS; Colless et al. 2001). The volume covered
by the survey is approximately 108 h−1 Mpc3 (for a definition of h, see Footnote 1; 1 pc =
3.08568025 × 1018 cm). The most faraway object is found at a distance of ≈ 600 h−1 Mpc.
Statistical tests applied to these maps confirm that isotropy applies to different viewpoints
within them.
length, and a dimensionless constant K; these quantities are referred to as the
cosmic scale factor and the curvature parameter, respectively. It is possible to scale
K so that it takes the values 1, 0,−1 only. For K = 0 the spatial line element
dl2 reduces to:
dl2 = a(t)2[dr2 + r2(dθ2 + sin2θdφ2)], (1.2)
which is the line element of an Euclidean space. For K = 1, substituting r =
sinχ, we obtain:
dl2 = a(t)2[dχ2 + sin2χ(dθ2 + sin2θdφ2)], (1.3)
which is the line element of a hypersphere of radius a(t). Finally, for K = −1 we
substitute r = sinhχ and obtain:
dl2 = a(t)2[dχ2 + sinh2χ(dθ2 + sin2θdφ2)], (1.4)
which is the line element of a pseudosphere. Under the assumption of the Cos-
mological Principle, the three possible geometries for the Universe are therefore the
flat, spherical and hyperbolic ones.
The cosmic scale factor accounts for the time evolution of the spatial line element:
in case it is not constant, the space-time is either expanding or contracting. The
value and behaviour of a(t) and K are intimately related to the matter content of
the Universe and we will discuss this further in the following section. For the
moment, we just mention that observational evidence supports the scenario of an
expanding universe. This was discovered at the beginning of the last century from
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observations relating the distance of galaxies to the features of the emitted radia-
tion (Lemaître, 1927; Hubble, 1929; Lemaître, 1931). The light coming from more
distant objects was found to be shifted towards lower frequencies (“red-shifted”), in-
dicating a recessive motion with increasing velocity at larger distances. The relation
between distance and recession velocity is linear and is termed Hubble Law; the ex-
act proportionality between the two quantities is regulated by the Hubble constant,
H(t) ≡ ȧ/a1. The cosmological redshift, relating the wavelength of the radiation
emitted at time t (λt) to that observed at the present time (λ0), is defined as:
zt ≡
λ0 − λt
λt
=
a0 − at
at
. (1.5)
Redshifts have the advantage to be directly observable and are more extensively
used in the description of the evolution of the Universe than scale factors are.
1.2 The dynamics of the Universe
We will now discuss the application of General Relativity to the cosmological
case and the link between matter content, geometry and evolution of the Universe.
In Einstein’s theory of gravitation the field equations relating the matter-energy
content of the Universe to the curvature of spacetime are:
Gµν =
8πG
c2
Tµν , (1.6)
where Gµν is the Einstein tensor, containing information on the components of the
space-time metric, and Tµν is the energy-momentum tensor describing the source
term. The relevant components of Gµν for the cosmological application are derived
from the Robertson-Walker metric. Regarding the energy-momentum tensor Tµν, in
cosmology it is usually assumed that the matter-energy content of the Universe can
be described by a perfect fluid; this choice has its justification in that the mean free
path of the fluid elements under consideration is much smaller than the scales of
physical interest, a limit where the fluid can indeed be regarded as perfect. Such a
fluid is entirely described in terms of its rest-frame energy density ρ and isotropic
pressure P ; the corresponding energy-momentum tensor takes the form:
Tµν =
(
ρ+
P
c2
)
uµuν −
P
c2
gµν , (1.7)
where uα is the fluid four-velocity and gµν is the metric tensor.
By combining these assumptions, i.e. the perfect fluid approximation and the Cos-
mological Principle, into Eq. 1.6, we obtain the following field equations:
ä = −4πG
3
(
ρ+
3P
c2
)
a, (1.8)
1The value of the Hubble constant at the present time is expressed as H0 = 100 h km s−1 Mpc−1,
where the dimensionless parameter h carries alone the observational uncertainties.
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ȧ2 +Kc2 =
8πG
3
ρa2, (1.9)
better known as the Friedmann equations. Along with the expression for energy con-
servation2
d(ρa3) = −3P
c2
a2da, (1.10)
and the equation of state for the perfect fluid, these two equations describe the time
evolution of a(t), ρ(t) and P (t).
We will now investigate some general properties of the standard cosmological mod-
els described by Eqs. 1.8 and 1.9. These come under the definition of Friedmann
models, after Alexander Friedmann, who first proposed them in 1922 (Friedmann,
1922). We will start by specifying the equation of state for the cosmic fluid; this
is widely assumed to take the form
P = wρc2, (1.11)
which means that the description of the cosmic fluid is reduced to the value of
a single parameter - the state parameter w. By combining the expression for the
equation of state and that for the conservation of energy, we obtain the evolution
of the energy density ρ as a function of a and w:
ρwa
3(1+w) = const = ρ0wa
3(1+w)
0 , (1.12)
where the subscript 0 indicates present time. We will only list the three most rel-
evant cases for cosmology:
• w = 0: pressureless material (dust). This is a good approximation to any form
of non-relativistic fluid, where the effect of pressure can be neglected. The
matter component of the Universe is regarded as being pressureless and its
density evolution is described by the relation
ρma
3 = ρ0ma
3
0 =⇒ ρm = ρ0m(1 + z)3; (1.13)
• w = 13 : radiative fluid. Such a state parameter describes a fluid of relativistic
particles in thermal equilibrium. For this radiative component of the Universe,
the evolution of ρ is then given by:
ρra
4 = ρ0ra
4
0 =⇒ ρr = ρ0r(1 + z)4; (1.14)
• w = −1: negative pressure. The equation of state implied by this choice of w is
generally associated to the perfect fluid equivalent of a cosmological constant
(see next section). It is immediate to note that the energy density of such a
component undergoes no evolution with a.
2This is obtained from the expression Tµν;ν = 0, where the symbol ; stand for the covariant four-
divergence.
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Figure 1.2: Schematic representation for the time evolution of the Friedmann models de-
scribed in Sec. 1.2. All models start with a singularity at t = 0, corresponding to a null
scale factor (grey circles). As explained in the text, the late-time evolution of a depends on
the curvature parameter K. All models have been normalised to the present time t0.
There is no need to specify w in order to derive the main features of the Friedmann
models and we can proceed without assuming a composition for the cosmic fluid.
The two major results are (i) that the past of models with −1/3 < w < 1 is charac-
terised by a singularity, a point in time where a vanishes and the density diverges
and (ii) that their future depends critically on their curvature. It is quite straightfor-
ward to reach these conclusions by just having a look at the Friedmann equations.
We know that at present a > 0 (by definition) and ȧ > 0 (by observation); the first of
the equations then tells us that, provided w is within the range (−1/3, 1), the accel-
eration ä will be negative: this means that the curve a(t) vs. t is concave downwards
and so must have reached a(t) = 0 at some finite time in the past. This instant is
called Big Bang singularity and is labelled with t = 0. Because of the concave shape
of a(t), the time elapsed between the singularity and the epoch t must always be
less than the Hubble time, H−1. Regarding the final destiny of these models, we
recall, from Eq. 1.10, that the density ρ must decrease with increasing a at least
as fast as a−3, provided the pressure does not become negative. This implies that
the right hand side of Eq. 1.9 will vanish at least as fast as a−1; the behaviour of
a(t) for t  will therefore be completely determined by the value of the curvature
constant: for K = −1 the expansion proceeds indefinitely; for K = 0 the velocity
of the expansion tends to zero asymptotically; for K = 1 the expansion eventually
ceases and is followed by a contraction back to a singular state (see Fig. 1.2).
The final fate of the Universe in the Friedmann models is therefore inseparable
from its spatial geometry. We will now see how these two properties relate to the
amount of matter that fills the Universe.
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If we set K = 0 in Eq. 1.9 and solve for the density we obtain:
ρ = ρcr ≡
3H2
8πG
, (1.15)
where ρcr is the critical density, or the density of a flat model at every value of t.
The density parameter Ω is defined as
Ω ≡ ρ
ρcr
. (1.16)
If we now rewrite Eq. 1.9 in terms of Ω, we obtain
H2(Ω− 1) = Kc
2
a2
. (1.17)
We can therefore conclude that the Universe will have a negative, null or positive
curvature and will evolve accordingly if, at any value of the cosmic time, Ω results
to be smaller, equal, or larger than 1, respectively.
The geometrical properties of the Universe and the details of its evolution are there-
fore determined by how the density of its content relates to the critical density at
any time.
Another feature of the Friedmann models is in that they possess a particle horizon,
RH(t). This is defined for every single observer and encompasses the points that
have been causally connected to it up to some time t. The particle horizon has a
finite size in these models, meaning that each observer is in causal contact with
a finite portion of the Universe.
1.3 Observational constraints
So far we have followed a purely theoretical derivation of the properties of the
Universe, starting from few fundamental assumptions like the Cosmological Princi-
ple, the field equations of General Relativity with the energy-momentum tensor of a
perfect fluid and a form for the equation of state. We have derived models describ-
ing the evolution of the cosmological expansion for different values of the curvature
parameter K and related this to the density parameter Ω describing the amount of
the matter-energy content of the Universe. In this section we will rapidly outline
the fundamental observational evidence that has allowed to discriminate among
these models and select those most likely to constitute the correct description of
our Universe.
The existence of the Cosmic Microwave Background radiation (CMB) was discovered
in 1965 (Penzias and Wilson, 1965) and since then has been considered one of the
major supporting evidence of the Big Bang model. This radiation fills the observable
universe and has a thermal spectrum with uniform temperature T ∼ 2.7 K. The ori-
gin of this background radiation is traced back to the event of recombination, when
the Universe was around 300 000 years old (z ≈ 1100) and was characterised by a
low enough temperature (≈ 4000 K) for Thomson scattering to weaken and for the
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formation of neutral atoms to set in3. The striking uniformity of the temperature
distribution represents, by itself, the most convincing validation of the Cosmolog-
ical Principle. Besides this, CMB studies also state that the Universe is flat (de
Bernardis et al., 2000; Stompor et al., 2001; Spergel et al., 2007). This result
implies Ω = 1, in contradiction with solid observational evidences stating that bary-
onic, ordinary matter accounts for up to 4% of the critical density (Geiss and Reeves,
1972; Rogerson and York, 1973; Yang et al., 1984). The existence of non-baryonic,
dark matter, is quite well established nowadays and is a fundamental element in
the theory of structure formation we are going to revise in the following section.
However, the combination of baryonic and dark matter does not change the situa-
tion in terms of matching the condition Ω = 1, since Ωmatter ≡ Ωb + ΩDM ∼ 0.3 (White
et al., 1993; Verde et al., 2002). The agreement with observations is recovered once
some sort of dark energy is allowed to join the matter component, supplying the
70% of missing density. This seems to be an ad hoc solution to the problem, but
we need to stress that there is, indeed, a deeper motivation for the introduction
of the dark energy term: the observed acceleration of the cosmological expansion.
In the last decade a big effort was made in the observation of type Ia supernovae,
standard candles of known luminosity and - therefore - known distance. The result
of these studies was that far away objects look fainter than they should be, given
their redshift, and this is being interpreted as a sign of an accelerating expansion
(Riess et al., 1998; Perlmutter et al., 1999). We recall that, in the simple Friedmann
models discussed above, this cannot occur, as the expansion is always decelerated,
at least for −1/3 < w < 1. The easiest way to account for an accelerated expansion
is the introduction of a so-called cosmological constant (or Λ) with equation of state
P = −ρc2; this term has to be dominant over all the other components of the cosmic
fluid at the present time, but may have not been so in the past: its density in fact
shows no evolution with the scale factor a, unlike that of matter and radiation (see
Sec. 1.2).
To summarise, observations favour a flat universe whose content is strongly dom-
inated by a dark energy component and whose behaviour is well approximated by
a Friedmann model as long as matter or radiation dominate the energy budget.
Fig. 1.3 gives a pictorial view of the constraints introduced by the aforementioned
observation.
We will now proceed further in describing the theoretical framework which is
most likely to account for the observational properties of the Universe; we will fi-
nally investigate a central issue we have overlooked so far, namely the undeniable
evidence that the distribution of matter in the nearby Universe is far from being
homogeneous and is instead organised into structures.
3The complete decoupling between radiation and matter occurs when the timescale for Thomson
scattering exceeds the Hubble time; this occurs at later times, when the Universe is few million years
old (z ≈ 300).
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Figure 1.3: Observational constraints on the cosmological parameters Ωmatter, ΩΛ and Ωb
updated to 2004 (Figure from Gondolo (2004)). Three types of observations - supernova
measurements of the recent expansion history of the Universe, CMB measurements of the
degree of spatial flatness, and measurements of the amount of matter in galaxy structures
- provide predictions that overlap in a region around Ωmatter ≈ 0.3, ΩΛ ≈ 0.7. Constraints
on the baryon density in the Universe come from the analysis of the CMB spectrum and
from studies on primordial nucleosynthesis; these agree on Ωb . 0.05 (black, vertical band).
The thin, pink line marks the contribution to the total energy density provided by luminous
matter.
1.4 Evolution of cosmic structures
Galaxies are regarded as the fundamental building blocks of the Universe, the
constituent particles of the cosmic fluid, and is with respect to these that we eval-
uate the characteristics of the distribution of matter on large scales. It is found
that on scales smaller than ∼ 100 Mpc galaxies are not distributed randomly in
space, but rather show strong clustering in the form of filaments and sheets with
large voids in between (visible also in Fig. 1.1); on larger scales we recover the ex-
pected uniform distribution, while the results on CMB temperature fluctuations
confirm that the Universe was extremely close to being homogeneous and isotropic
≈ 300 000 yrs after the Big Bang. The question arises as to how the Universe evolved
from these early stages, where fluctuations in its radiation and baryonic matter
components were of the order of one part in 105, up to the present day, where the
distribution of matter is highly clustered. This is the issue we will address in this
section, starting from the theoretical foundations of linear theory to the develop-
ment of sophisticated tools to account for the late stages of structure formation.
We will assume that primordial density fluctuations existed in the cosmic fluid. The
problem of their origin is beyond the purpose of this review and constitutes one of
the motivation that lead to the development and establishment of inflationary theo-
ries (starting from Guth, 1981). Here we just report the predicted form of the power
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spectrum describing these perturbations:
P (k) = Akn, (1.18)
where both the normalisation A and the spectral index n are (or are related to)
fundamental cosmological parameters (see Table1.1).
1.4.1 Jeans Instability and the Linear Theory
The physical mechanism which is believed to drive the formation of cosmic
structures is gravitational instability. The theoretical framework describing this
process is that of Jeans instability, developed at the beginning of the last cen-
tury as an attempt to explain the formation of stars and planets from an initially
smoother cloud of gas (Jeans, 1902). According to this criterion, whether or not
a fluctuation will undergo collapse depends on its length scale and on the Jeans
length, λJ , of the fluid. A small, positive spherical overdensity of radius λ, sitting in
a background fluid of mean density ρ, will collapse if the following condition is met:
λ > λJ '
vs√
Gρ
, (1.19)
where vs is the sound speed of the fluid particles. An equivalent statement is that
the system is unstable on a scale λ if the free-fall time, the timescale of unimpeded
collapse, is smaller than the hydrodynamical time, the time needed for a sound
wave to traverse the system (and therefore to balance the inhomogeneities).
We will now introduce the fundamentals of this analysis for a collisional fluid in a
static background, which was the case Jeans studied himself, and later comment
on the effect of the expansion of the Universe and the presence, in the cosmic fluid,
of collisionless matter components.
The set of equations that rule the evolution of a perfect fluid are:
• Continuity equation, for the conservation of mass:
∂ρ
∂t
+∇ · (ρv) = 0; (1.20)
• Euler equation, for the conservation of momentum:
∂v
∂t
+ (v · ∇)v = −1
ρ
∇P −∇Φ; (1.21)
• Poisson equation, the classical field equation:
∇2Φ = 4πGρ; (1.22)
• Equation of state, relating pressure, density and entropy:
P = P (ρ, S); (1.23)
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• Entropy evolution:
dS
dt
(1.24)
These are five linear differential equations of first and second order in space and
time, describing the evolution of density ρ, velocity v, entropy S, pressure P and
gravitational potential Φ of the fluid.
There is observational evidence4 that primordial fluctuations were of adiabatic type,
involving matter and radiation density components such that δS = 0: in this case
the last two equations reduce to P = P (ρ) and S = const. We want to use these
equations to study how the fluid responds to small perturbations around the equi-
librium configuration, which in this case represents a static, homogeneous and
isotropic universe. The induced perturbations obey:
δ = δ(r, t) ≡ x(r, t)− x0
x0
=
δx(r, t)
x0
 1 (1.25)
where x0 stands for the equilibrium value of any of the quantities ρ, v, p and Φ. The
next step is to substitute this perturbed solution into the fluid equations (Eq. 1.20
to 1.24) and linearise the results, i.e. neglect second-order term and subtract the
unperturbed solution. We look for solutions in the form of plane waves:
δf(r, t) = δfk exp(ik · r + iωt), (1.26)
where f stands for the generic quantity which is being perturbed. This choice is
equivalent to Fourier-transform the problem and characterise the perturbations in
terms of their wavenumber k = 2π/λ. The perturbation in configuration space will
result in a superposition of such plane waves, evolving independently from one
another, at least as long as the linear regime holds. The set of differential equations
becomes an algebraic one in Fourier space and reduces to one final expression,
summarising the behaviour of the entire set:
ω2 = k2v2s − 4πGρ, (1.27)
termed dispersion relation.
When the scale of the fluctuation is small (k ), Eq. 1.27 reduces to ω2 ' k2v2s ≥ 0
and the perturbation behaves like a wave of constant amplitude, propagating with
phase velocity ranging from 0 to vs. For perturbations on larger scales the value
of ω2 can become negative, inducing a temporal dependence of the solution 1.26 of
the type exp(±ωt), corresponding to a stationary wave with exponentially growing or
decaying amplitude. The presence of the growing solution implies that the system
is unstable under the effect of its self-gravity. The physical scale above which
gravitational instability takes over is again the Jeans scale, λJ :
λJ =
(
πv2s
Gρ
)1/2
. (1.28)
4From the study of the angular power spectrum of temperature fluctuations present in the CMB.
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1.4.2 Application to the cosmological case
We have just seen how a perturbation on a scale λ > λJ grows exponentially
above a homogeneous and static collisional fluid. We expect a modification of this
behaviour in the case of an expanding background and also need to assure that the
analysis can be extended to collisionless fluids, for which a pressure term cannot
be defined.
A full treatment of the linear evolution of perturbations in an expanding universe
requires General Relativity, at least to account for scales larger than the cosmolog-
ical horizon RH and for the existence of relativistic species (e.g. radiation), where
the newtonian analysis breaks down. The equivalent of the dispersion relation for
the case of a matter-dominated, flat universe is:
δ̈k + 2Hδ̇k + δk[v
2
sk
2 − 4πGρ] = 0. (1.29)
As we can easily figure out from the sign of the second term, the cosmological ex-
pansion acts against the collapse, damping the exponential growth and reducing
it to a power law. This result also holds for a non-baryonic, dark matter fluid,
provided we specify what is opposing gravity in this case; since dark matter is col-
lisionless, it does not exert an opposing pressure but instead its velocity dispersion
σv can be responsible for the dissipation of the perturbation. A relativistic analysis
gives us the equivalent of Eq. 1.29 for a radiation-dominated, flat universe:
δ̈k + 2Hδ̇k + δk
[
v2sk
2 − 32
3
πGρ
]
= 0. (1.30)
An insight into this expression will soon reveal that as long as radiation dominates
the energy content of the Universe, the Jeans scale for collapse will be larger than
the horizon, resulting into the absence of gravitational instability. In this regime:
perturbations in baryonic matter will oscillate along with those in the radiation
component, coupled through Thomson scattering; fluctuations in dark matter will
suffer stagnation (Meszaros, 1974) as their free-fall time is larger than the charac-
teristic time of expansion, or Hubble time.
Without going into the details of the calculation, we will now summarise the over-
all trend of the perturbations in the three components δR (for radiation), δB (for
baryonic matter) and δDM (for dark matter) of the cosmic fluid over the relevant
eras and scales:
• Radiation era (t < teq), where teq is the time of the equivalence between the
matter and radiation (teq ≈ 50000 yrs; zeq ≈ 3600); during this epoch the main
contribution to the energy density of the Universe came from the radiative
component (ρ ≈ ρR):
Outside the horizon the fluctuations in any components are gravitationally
tightened to the dominant one, which sets the trend:
δR ∝ δDM ∝ δB ∝ a2;
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Inside the horizon we recall that, for different reasons, perturbations un-
dergo no substantial evolution:
δR ∝ δB oscillates,
δDM ∝ const;
• Matter era, between equivalence and decoupling (teq < t < tdec), when dark
matter started dominating the energy density of the Universe (ρ ≈ ρDM ) and
baryonic matter was still coupled to radiation:
Outside the horizon the behaviour is common and set by the dominant com-
ponent:
δDM ∝ δR ∝ δB ∝ a (Ω = 1),
< a (Ω < 1),
> a (Ω > 1),
where the symbols ≷ do not have to be taken literally and they are just
meant to suggest the different rapidity of the growth.
Inside the horizon dark matter fluctuations grow, while the baryon-radiation
fluid keeps oscillating:
δR ∝ δB oscillates,
δDM ∝ a (Ω = 1),
< a (Ω < 1),
> a (Ω > 1);
• Matter era, after decoupling (t > tdec), when radiation and ordinary matter
started evolving separately:
Outside the horizon the behaviour is as in the previous case;
Inside the horizon perturbations in the radiation and dark matter compo-
nents keep behaving as in the previous era, whereas those in the bary-
onic components undergo an accelerated evolution due to gravitational
attraction of pre-existent dark matter structures:
δB = δDM (1− adec/a).
The first structures to form originate from dark matter perturbations and are re-
ferred to as dark matter halos. Fluctuations in any component are frozen until
matter-radiation equality is reached and only then those in dark matter start grow-
ing. Once baryonic matter and radiation decouple, protogalaxies start forming from
the infall of gas into the deep potential wells of the halos.
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1.4.3 Hot vs. cold dark matter
The presence of some form of non-baryonic matter in the Universe was sug-
gested already in 1933, to account for the large velocity dispersion of galaxies
within the Coma Cluster (Zwicky, 1933); later on, another strong piece of evidence
in favour of its existence progressively stood out, namely the shape of the rotation
curve for spiral galaxies (Babcock, 1939; Bosma, 1978; Rubin et al., 1980). From a
cosmological point of view, the presence of dark matter is needed to account for the
existence at z = 0 (today) of structures corresponding to δ  1, fact that would be
unexplainable if fluctuations were allowed to grow from an amplitude of order 10−5
at z ∼ 1100, as stated by CMB observations (Smoot et al., 1992). The prior evolution
of dark matter perturbations and the following cath-up by the baryonic component
reconciles the scenario with this fundamental observational evidence.
The problem of the composition of dark matter was addressed since its introduction
and it is still an open question. Depending on the mass of the constituent particles,
we discriminate between hot and cold dark matter (HDM and CDM, respectively):
the impact on the physics of the pre-equivalence era is so different in this two cases,
that it brings to opposite scenarios for the evolution of structures.
Hot dark matter decouples from the rest of the cosmic fluid when still relativis-
tic, the opposite holding for cold dark matter. “Derelativisation” occurs when the
temperature of the Universe equals the rest energy of the particle:
kT (aNR,X) ' mXc2. (1.31)
A small value of mX implies late derelativisation, possibly after the decoupling
of dark matter, while heavy particles derelativise much earlier. The definition of
hot/cold dark matter therefore reduces to a difference in the mass of their con-
stituent particles (∼ eV vs. ∼ GeV, respectively). This has strong repercussion on
the value of the Jeans scale at the equivalence, when fluctuations start growing.
The Jeans mass (mass within a spherical perturbation of radius λJ ) reaches the
following values, for the two cases:
MJ,HDM(aeq) ' 1012 − 1014 M,
MJ,CDM(aeq) ' 105 − 106 M;
these represent the minimum mass scale of collapse5. If the primordial spectrum
of perturbation (Eq. 1.18) has an amplitude decreasing with k, fluctuations on the
smallest possible physical scales will be the most likely to collapse and form struc-
ture first; in the HDM case these will be fluctuation on scales of ∼ 7 orders of
magnitude larger than in the CDM case, resulting in a anti-hierarchical scenario for
the formation of structures. Conversely, cosmological models based on the CDM
assumption provide hierarchical structure formation, where small structures form
first.
We point out that, in reality, fluctuations on scales smaller than the Jeans length at
5Hereafter, masses are expressed in solar masses (M; 1 M = 1.98892 × 1033g)
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the equivalence do not propagate as sound waves and are instead completely oblit-
erated by dissipation phenomena (Silk, 1968). A similar process acts on dark mat-
ter perturbations and causes the dissipation of inhomogeneities on scales smaller
than the free streaming length, i.e. the distance dark matter particles can travel un-
til they become non-relativistic. The different values of the Jeans mass for hot and
cold dark matter can be interpreted as a consequences of the different efficiency of
dissipation in the two cases.
We have seen that perturbations are subject to alterations in their growth once
they enter the horizon so that it is natural to expect a deformation of their primor-
dial spectrum up to the time of matter-radiation equivalence. As long as they are
outside the horizon, fluctuations grow regardless of their scale; as the size of the
horizon increases, perturbations on smaller scales will either undergo stagnation
or oscillate and will have their growth suppressed until equivalence. In addition
to this, dissipation phenomena will act smoothing out inhomogeneities below the
Jeans scale. We will therefore expect the power spectrum to lose its original shape
on scales larger than that of the cosmological horizon at the matter-radiation equiv-
alence. This deformation is accounted for by the introduction of the so-called Trans-
fer function, T (k), which acts on the primordial spectrum as a filter suppressing the
large-k power. In the case of HDM the suppression will be drastic and T (k) will ap-
proach zero exponentially for large k (due to a combination of stagnation and free
streaming); in the alternative CDM scenario, significant power survives dissipation
and the action of T (k) will cause a softer bend in the power-spectrum (P (k) ∝ k−3,
due essentially to stagnation). Examples of these effects are shown in Fig. 1.4.
Several power spectra are plotted, each corresponding to a different cosmological
scenario. The curves show the dependence ∝ k for small values of k, down to the
scale of the horizon at the equivalence (corresponding to the peak in the curves);
beyond this scale power is suppressed, particularly in the HDM case (red curve).
There is evidence that clusters of galaxies, the largest virialised structures in the
Universe, are also the youngest objects we observe and that therefore the evolu-
tion of structures follows a bottom-up, hierarchical, trend. This allows to discard
the hypothesis of hot dark matter, in favour of the CDM model (Blumenthal et al.,
1984).
We note that in recent years and in order to solve the problems that the CDM
scenario has in reproducing observation at small scales, growing interest has de-
veloped in the study of warm dark matter models (mXc2 ∼ keV).
1.4.4 Beyond linear theory
Linear theory breaks down at δ ∼ 1. The structures we observe today are char-
acterised by a mean density which is several hundreds above the mean density
of the Universe and to follow the history of their formation we need a formalism
valid in more advanced stages of the gravitational collapse. The problem is a com-
plex one and we will see that analytical solutions are difficult to achieve without
strong simplifying assumptions. Even then, the results may fail to provide detailed
predictions to be tested against observations; this is something that will only be
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Figure 1.4: The matter power spectrum for a range of models of structure formation. In
blue is the result for a CDM model with Ωmatter = 1, n = 1 and h = 0.5. The power spectrum
of a HDM model with mXc2 = 22 eV is displayed in red. Finally, the results for a ΛCDM
model characterised by ΩΛ = 0.8, Ωmatter = 0.2 and h = 1 are plotted in green. All the curves
have been normalised to 1 at the scale k = 0.2 h Mpc−1. Figure adapted from White et al.
(1994).
achievable by means of numerical simulations.
The Spherical Collapse
Gunn and Gott (1972) developed a simple model to describe non-linear evo-
lution. The assumption is that of a spherical perturbation of constant density,
expanding with the background universe in such a way that the initial peculiar
velocity at the edge is zero. These simplifications allow a special treatment of the
problem, which turns out to be very powerful: the perturbation is regarded as a
spherical universe embedded in a flat background universe. The sphere evolves
like a Friedmann model whose initial density parameter Ωp(ti) is given by:
Ωp(ti) = Ω(ti) (1 + δi), (1.32)
where Ω is the density parameter of the background universe and δi ( 1) is the
density contrast of the perturbation. A structure will form if, at some time tm, the
spherical region ceases to expand and begins to collapse; this will always be the
case, at some point, in a matter universe with a flat geometry (the background
model assumed in the original derivation). For the embedded spherical universe,
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Figure 1.5: Growth of density in an over-dense region, according to the Spherical Col-
lapse Model. The gray curve shows the evolution of the background density in a matter-
dominated universe. The red curve represents the density of the spherical inhomogeneity.
In the linear region, the growth is ∝ a; in the non-linear regime, the spherical region col-
lapses faster, virialises and forms a bound structure. Adapted from Fig. 8.1 of Padmanab-
han (1993).
one can easily derive the value of the density at the moment of maximum expansion
and compare it with that of the background universe, obtaining:
χ =
ρp(tm)
ρ(tm)
' 5.6 ⇒ δ(tm) ' 4.6, (1.33)
which is a factor of four above the prediction of linear theory. If the contribution
of pressure keeps being neglected we should conclude that at a time t = 2tm the
spherical overdensity collapses into a point of infinite density. What happens in
reality is that the collapse will proceed and form an extended structure of radius
R ' Rm/2, which will reach the virial equilibrium at tvir ' 3tm (see Fig. 1.5). At
these points, the value of the density contrast will have grown to ∼ 180 and ∼
400, respectively, while an extrapolation from linear theory would have estimated it
around ∼ 1.68 and ∼ 2.20.
The starting assumption of this approach is of course extremely restraining: the
idea of a spherical, homogeneous perturbation is itself unrealistic and even if that
were the case at the beginning, the subsequent evolution of the collapse would
disrupt such a symmetrical configuration and lead to anything but the formation
of a spherical structure. The only limit where this analysis could be valid is that
of small fluctuations (i.e. just above the Jeans scale), where the effect of pressure
cannot be neglected and the overall balance of gravitational and pressure forces
can effectively lead to more or less spherical proto-objects.
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The Zel’dovich Approximation
If one wants to study the evolution of large fluctuations, the spherical collapse
model is of no relevance and a different tool has to be used. The Zel’dovich ap-
proach (Zel’Dovich, 1970) gives an approximate solution for the growth of fluctua-
tions when the effect of pressure can be neglected and matter can be regarded as
dust, which is the case when the scale of the perturbation is large.
The answer regarding the evolution of perturbations is given in terms of displace-
ment from the initial, lagrangian coordinate q of a set of uniformly distributed
particles. The actual, Eulerian position r is a function of both q and time and
is assumed to be given by:
r = a(t) q + F (q, t) = a(t) q− a(t) b(t) ∇qΦ(q), (1.34)
where the first term describes the cosmological expansion, the second accounts for
the perturbation and the underlying assumption is that the temporal and spatial
dependences can be separated. The term b(t) is known as linear growth factor and
measures the relative growth of perturbations at different times as predicted by
linear theory. The link to the initial perturbation is through the potential Φ, which
is in turn related to δ by Poisson equation. The gradient of the perturbed potential
identifies the direction along which particles start moving; since the potential is
not updated, particles will keep moving of uniform motion until they will eventually
cross each other generating a region of infinite density known as caustic. Let us see
this in more detail. Eq. 1.34 defines a map between the coordinate r and q which
is unique as long as trajectories do not cross; conservation of mass requires:
ρ(r, t) d3r = < ρ(ti) > d
3q, (1.35)
where ti sets the beginning of the approximation, when particles are still uniformly
distributed. The term d3r/d3q is the determinant of the Jacobian of the mapping
between q and r (J(r, t) = ∂r/∂q) and can easily be derived from Eq. 1.34. The
matrix J is symmetric and can be locally diagonalised. As a result, the above
equation can be rewritten as:
ρ(r, t) =
< ρ(ti) >
a(t)3
3∏
i=1
[1 + b(t)αi(q)]
−1, (1.36)
where αi are the eigenvalues of the matrix ∂Φ∂qi∂qj . This equation indicates that at
some time tsc one or more of the terms in the product can vanish and the den-
sity becomes infinite; this event is referred to as shell crossing and occurs when
b(tsc) = −1/αj. This condition corresponds to the situation where points with dif-
ferent lagrangian coordinates end up having the same Eulerian coordinate: the
mapping between r and q is not unique anymore as trajectories cross each other.
For collapse to occur, at least one of the three values of αj must be negative: if
more than one is so, collapse will first occur along the axis characterised by the
most negative one. In general, one expects collapse to occur along one axis and
form a 2D sheet-like structure (pancake); only in rare cases will the process involve
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WMAP-7+BAO+H0 for ΛCDM
H0 70.2 Hubble constant (km s−1 Mpc−1)
Ωb 0.0455 Baryonic matter density
ΩDM 0.227 Dark matter density
ΩΛ 0.728 Dark energy density
n 0.961 Primordial spectral index
σ8 0.807 Variance on a scale of 8 h−1 Mpc
Table 1.1: Fiducial cosmological parameters from the last release of the WMAP mission
(Komatsu et al., 2011), combined with BAO (Baryonic Acoustic Oscillation) constraints and
local measurements of the Hubble constant.
more than one axis giving rise to filamentary or spherical structures.
The Zel’dovich approximation accounts very well for the evolution of density per-
turbations and provides the same results as full N-body calculations, at least until
the moment of shell crossing, where it suddenly breaks down: particles are blind to
each other and the structures dissolve as they pass through one another. Another
limit of the approximation is that, being purely kinematic, it does not account for
close-range forces and therefore is inadequate to describe anything beyond a mildly
non-linear regime.
The only way to follow the formation of structures at the late stages of their
evolution is to rely on numerical simulations. These only can provide detailed
predictions regarding the distribution of matter in different cosmological models
and at different times, to be tested against observations. The importance of the
numerical approach in cosmological studies and the continuous development of
sophisticated techniques to simulate the evolution of the cosmic fluid will be the
topic of the next chapter.
1.5 The Standard Model - Summary
We have seen how under the assumptions of the Cosmological Principle and the
field equations of General Relativity one can derive a powerful theoretical frame-
work for the study of the properties of the Universe. Observational evidence stating
the flatness of the spatial geometry and the acceleration of the cosmic expansion
further constrain the model, and suggest the existence of a dark energy and dark
matter component in the cosmic fluid (see Fig. 1.3). The observation of the char-
acteristics of clustering allows to discriminate between the two main classes of
candidates for the dark matter component in favour of the cold dark matter one.
These elements are at the basis of the so-called ΛCDM model, which has estab-
lished itself as the standard framework for our understanding of the Universe. The
current cosmological parameters describing this model are listed in Table 1.1.
As a final note, we stress that this is not the end of the story and that ques-
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tions have been left unanswered, most noticeably regarding the nature of dark
energy and dark matter, as well as the origin of primordial fluctuations which
seeded structure formation. In addition to this, the model also suffers from in-
trinsic weaknesses, partially alleviated by the introduction of inflationary theories
(for an overview, see Liddle and Lyth, 2000; Liddle, 2002).

2
Numerical techniques
The formation and evolution of structures in a cosmological context is a prob-
lem of high complexity that cannot be entirely described by analytical techniques.
Numerical simulations are the primary tool employed in these studies and consid-
erable effort has been invested in developing ever more refined techniques since the
precursory works of the 1970s. In this chapter we revise the basics of this field and
outline the state-of-the-art algorithms used in the different stages of a simulation,
from the set-up of the initial conditions to the post-processing of the results. More
emphasis will be put on aspects which are relevant for the work presented in the
rest of this thesis, whose outline we introduce at the end of the chapter.
2.1 Introduction
As pointed out in Sec. 1.4.4, the evolution of cosmic structures beyond the lin-
ear regime is addressed by analytical techniques only under a prohibitive amount
of simplifying assumptions. The results are of little use if one aims at constraining
cosmological models by comparing their prediction for the distribution of matter
in the Universe to existing observations. This task is accomplished by numerical
simulations; these follow the evolution of the matter component from the very early
stages, where small density fluctuations perturb an otherwise homogeneous dis-
tribution, to the current time, characterised by the presence of highly non-linear
structures (at least on small scales; see discussion at the beginning of Sec. 1.4).
The features introduced by the specific cosmological model under consideration
are imprinted on the initial conditions of the simulation, i.e. on the primordial per-
turbation field. The system is then evolved forward in time according to the forces
acting on the simulated cosmic fluid and to the evolution of the background uni-
verse. At the end of the simulation one is left with a prediction for the large-scale
distribution of matter within the assumed cosmological model; this could in prin-
ciple be tested against existing observations in order to assess the validity of the
model or to constrain its parameters.
In the standard cosmological picture, roughly 80% of matter in the Universe con-
sists of weakly-interacting, “dark” matter particles and only the remaining 20% of
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standard, baryonic matter. The former interact only gravitationally, whereas the
latter is subject also to small-scale, hydrodynamic forces and to numerous astro-
physical processes. Given that what we observe in the Universe is the baryonic, lu-
minous constituent of the cosmic structures, modelling this secondary component
is of paramount importance to the purpose of comparing the simulation results to
actual data. However, this represents a rather difficult task and no consensus has
been achieved yet on the best approach to the problem. The general trend so far has
been to perform simulations of the dark-matter component only; the link between
the predictions on the properties of these dark structures and the consequences on
the distribution of luminous matter is not at all obvious and is itself an object of
study.
Modelling the behaviour of dark matter means following the evolution of a colli-
sionless fluid subject to the action of gravity only. The term collisionless refers
to the negligible importance of two-body encounters in determining the evolution
of the fluid. The governing equation of such a system is the collisionless Boltz-
mann equation:
df
dt
=
∂f
∂t
+
3∑
i=1
(
vi
∂f
∂xi
− ∂Φ
∂xi
∂f
∂vi
)
= 0, (2.1)
where Φ stands for the gravitational potential and f = f(x,v, t) is the distribution
function of the system. This quantity represents the phase-space density of fluid
elements having position in the small volume dx3, centred on x, and velocity in the
small range dv3, centred on v; the distribution function provides a full description
of the state of a collisionless system at any time t (see, e.g., Binney and Tremaine,
1987; Dehnen and Read, 2011). In the general case, Eq. 2.1 is impossible to solve,
being a non-linear, partial differential equation (PDE) in seven dimensions. The
problem is overcome by utilising N-body techniques. The distribution function is
sampled in phase-space with a finite number N of tracer particles (xj ,vj), with
j = 1 . . . N . The condition df/dt = 0 in the Boltzmann equation implies that the
phase-space density around the phase point of a given particle remains constant
in time, i.e. along the trajectory of the particle. Finding the trajectories of the
particles means, in fact, solving Eq. 2.1 by the method of characteristics; the PDE
reduces to a set of ordinary differential equations (ODEs) ruling the evolution of the
phase-space coordinates x and v for each of the point particles:
dx
dt
= v;
dv
dt
= −∇Φ. (2.2)
In integrating these ODEs, one has to evaluate the gravitational potential Φ; this is
done out of the sampling particles by using one of the many available techniques
(see Sec. 2.3.1).
The problem of modelling the collisionless, dark-matter component is therefore
solved by evolving a number N of sampling particles according to Newton’s law
of gravitation and by solving the field equation in order to determine the underlying
gravitational potential. From the overview presented in the previous chapter, one
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Figure 2.1: Example of a cosmological simulation box. Shown is the evolution in the
distribution of dark matter from z = 30, when the age of the Universe was less than 1% of
the current age, to the present epoch (leftmost and rightmost boxes, respectively). Figure
adapted from http://www.lsw.uni-heidelberg.de/users/mcamenzi/Week_7.html.
would expect the evolution of the cosmic fluid to be better described by General
Relativity, rather than by Newtonian mechanics. It turns out, however, that the
Newtonian approximation is acceptable, at least on scales smaller than the Hubble
radius (c/H). The simulation of the cosmological evolution of dark matter, from the
small initial perturbations to the highly clustered state observed at late times, is
generally carried out within a cubic box of size L; this scale varies according to
the purpose of the simulation, but is generally large enough to encompass a rep-
resentative volume of the Universe (i.e. over which the homogeneity of the matter
distribution is appreciable; e.g. L & 100 h−1 Mpc). Periodic boundary conditions
(Ewald, 1921; Hernquist et al., 1991) are applied to compensate for the finiteness
of the box and for its otherwise artificial edges. To account for the large-scale dy-
namics of the Universe, the integration is performed in an expanding background.
A visual representation of a typical cosmological simulation box is given in Fig. 2.1:
as the simulation proceeds, the matter distribution evolves from a state of homo-
geneity to a more and more pronounced filamentary structure.
The number of particles used in a cosmological simulation is a parameter of cru-
cial importance. Besides setting the mass resolution - namely the mass scale below
which the simulation is “blind” - it also influences the “goodness” of the dynamical
representation of the system; in fact, the higher the number of particles, the better
they will reproduce the dynamics of a collisionless system. In general, the sam-
pling particles used in a dark matter simulation will have masses exceeding those
of the alleged dark matter particles by tens of orders of magnitudes; this results in
a distorted representation of the small-scale dynamics, namely in a fictitious gran-
ularity of the gravitational potential and an induced collisionality in the particles’
behaviour. These so-called discreteness problems in N-body simulations need to
be tackled with care; more will be said on this topic in the following sections and
in Chapter 3. In general, cosmological simulations have always strived to increase
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Figure 2.2: Number of particles used in high-resolution simulations of structure forma-
tion, as a function of publication date. Different symbols are used for different classes
of computational algorithms (see Sec. 2.3.1). Figure adapted from Springel et al. (2005)
(supplementary information).
their size and their resolution by adopting ever more efficient algorithms and so-
phisticated hardware. Fig. 2.2 shows how, since the early 1970s, the number of
particles in a simulation has increased exponentially. The largest cosmological,
N-body simulation ever performed is the Millennium XXL1 (not shown in Fig. 2.2).
This simulation follows 67203 dark matter particles in a cosmological box of side
L = 4.1 Gpc; each of the sampling particles carries a mass of ≈ 5 · 109 M (equivalent
to that of a small galaxy). An example of a simulation where high resolution was
prioritised with respect to the box-size is the Millennium II2 (Boylan-Kolchin et al.,
2009); this follows 21603 particles in a box of side L = 100 h−1 Mpc, resulting in a
mass resolution of ≈ 7 · 106 h−1 M. Already in the mid-1980s, simulations employ-
ing as little as 323 and 603 particles (points 6 and 7 in Fig. 2.2) have been crucial in
the establishment of the cold-dark-matter model (CDM; see Sec. 1.4.3) as the best
explanation of the available observational results on the distribution of matter in
the Universe (Davis et al., 1985a; White et al., 1987; Frenk et al., 1988).
In the following sections we will outline the most important concepts at the basis
1http://galformod.mpa-garching.mpg.de/dev/mrobs/mxxl.html
2http://www.mpa-garching.mpg.de/galform/millennium-II/
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of the numerical modelling of cosmological systems: the generation of the initial
conditions (Sec. 2.2), the force computation and time integration (Sec. 2.3), and
the isolation of bound structures in the simulation outputs (Sec. 2.4). In parallel to
this, we will also discuss issues related to the modelling of ordinary, luminous mat-
ter. In Sec. 2.5 we will report on an alternative and recently developed technique
to account for the evolution of baryonic matter. Finally, in Sec. 2.6 we will briefly
summarise and introduce the following chapters of the thesis.
2.2 Initial conditions
The purpose of initial conditions is to provide a discrete representation of the
primordial density field predicted by the cosmological model under consideration.
They serve as the starting point of the actual cosmological simulation and spe-
cific codes have been developed to generate them. The problem can be split into
two main steps, namely: the generation of an unperturbed distribution of particles
(also known as pre-initial conditions) and the computation of a displacement field
on an appropriate grid. The initially unperturbed configuration will eventually be
displaced according to this field by means of some sort of interpolation technique.
To set down a finite number of particles in a suitably uniform distribution is not an
easy task. The problem is to avoid introducing spurious features in the subsequent
evolution of the perturbations. In this sense, the initial distribution must be as
neutral as possible. Randomly placing the particles within the computational box
is not a viable method, due to the unwanted introduction of “white-noise”, defined
in terms of a spectrum P (k) ∝ kn, with n = 0; this will eventually lead to the forma-
tion of spurious structures even if no cosmological fluctuations are imposed on the
system. The other extreme is to set down a regular distribution of equally-spaced
particles; this is a somewhat better method, but still the configuration leaves an
imprint on the subsequent computation in terms of strongly preferred directions at
all scales and due to the artificial introduction of a fixed, minimum spacing. The
best solution to the problem is to adopt a glass-like configuration (White, 1994),
where the force on each particle is approximately zero. This is obtained by evolving
a set of randomly distributed particles with the sign of acceleration reversed, so that
their mutual gravitational interaction becomes repulsive; as the resulting configu-
ration shows no preferred direction and no artificial perturbations, this technique
has soon become the standard approach to the problem. Fig. 2.3 gives a visual
representation of the three techniques used to generate pre-initial conditions.
Once the unperturbed particle distribution is set, one needs to generate the de-
sired linear fluctuation field that will eventually be superimposed on it. This is
done by means of the Zel’dovich approximation (Sec. 1.4.4). As seen in Sec. 1.4,
the predictions of linear theory for the matter distribution at early times are usually
expressed in terms of the power spectrum of density fluctuations, P (k); this can be
expressed as the product of a primordial contribution and a transfer function, the
latter accounting for the modifications introduced by dissipation processes in the
pre-equivalence era. A realisation of this spectrum is generated at each point of a
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Figure 2.3: Two-dimensional representation of the pre-initial particle distribution gener-
ated by the three methods outlined in the text. Figure from the Ph.D. thesis of Craig Booth
(http://www.craigmbooth.com/publications).
suitable computational grid3. The results are then scaled at the desired redshift by
means of the linear growth factor b(t); this initial redshift is chosen such that the
fluctuation field is well within the linear regime (to give an idea, a typical starting
redshift may lie in the range [60, 120]). The next step is to derive the displacement
field; this is defined at every grid point and will eventually be applied to the glass,
pre-initial particle distribution in order to superimpose the primordial density fluc-
tuations. Let us write Eq. 1.34 in comoving coordinates (i.e. divide by the scale
factor) and derive the displacement s(q, t) as well as the final peculiar velocity v:
r = q + s(q, t) = q− b(t) ∇qΦ(q), (2.3)
v = −ḃ(t) ∇qΦ(q) =
ḃ(t)
b(t)
s(q, t). (2.4)
The relation between δ and s in linear theory is
s(q, t) = i
δ
k2
k, (2.5)
and therefore the displacement and peculiar velocity fields are straightforwardly
obtained from the generated density fluctuations. At this point, there is one more
thing to be done, namely to move the glass particles according to this field. This is
3If, as usually assumed, the statistics of the primordial field is Gaussian, one could just perform
a random-phase realisation of the spectrum, regardless of the specific statistics assumed for the am-
plitudes of the modes: the Central Limit Theorem would guarantee the resulting superposition in real
space to be normally distributed. However, this is strictly true only if the simulated box approaches
infinite size and, as a consequence, the Fourier spectrum is continuous. For finite models, in addition
to the random-phase requirement, the amplitudes need to be drawn from a Rayleigh distribution with
variance given by the expected power at each scale; only under this additional requirement will the
density field be Gaussian at each point in real space.
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done in real space by means of some interpolation procedure (e.g. Cloud-in-Cell).
At the end of this procedure, one is left with the phase-space information (i.e.
position and velocity) of N computational particles. These carry information about
the initial power spectrum and the cosmological parameters of the assumed model.
In the next section we will see how this configuration is evolved from the initial
redshift up to the present day.
2.3 Simulations
Given initial positions and velocities, the aim of the simulation is to evolve the
particle system according to the relevant interactions. Gravity is the main driver
of structure formation in the Universe and both dark and baryonic matter are
subject to its action. In Sec. 2.3.1 we will deal with the most widespread algo-
rithms to evaluate this fundamental interaction. The techniques used in the sim-
ulation of the baryonic component are outlined in Sec. 2.3.2. The discretisation
of time and the methods used to integrate positions and velocities are discussed
in Sec. 2.3.3. Finally, in Sec. 2.3.4 we will give some examples of relevant cos-
mological simulation codes.
2.3.1 Force computation: gravity
The most accurate way to evaluate the gravitational force acting on particle k
is direct summation:
Fk =
∑
j 6=k
Gmj
rj − rk
|rj − rk|3
, (2.6)
where the sum is on all the other particles in the system. However, this is not a
viable way due to its prohibitive computational cost (≈ N2 operations per timestep).
Other techniques have been developed that allow a much faster evaluation of the
gravitational interaction while maintaining an acceptable accuracy.
Hierarchical tree
This method reduces to direct summation for the contribution of nearby parti-
cles, but involves a great simplification in the evaluation of long-range interactions.
This result in a reduction in the number of operations per timestep from ≈ N2 to
≈ NlogN .
In one of the most popular versions of the algorithm (Barnes and Hut, 1986), the
computational domain is recursively partitioned in a sequence of cubes. Starting
from the simulation box (the root node), each cube is split into eight child nodes of
half the side length each; the procedure is repeated on each child node until one
ends up with a cube containing one single particle (the leaf node). Once this hier-
archical tree is built, the force computation on particle k proceeds starting from the
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Figure 2.4: Computation of the gravitational force acting on one of 100 particles (marked
as stars) in two dimensions. The left plot shows the case for direct summation; each
red line represents one evaluation of the force. The right plot shows the hierarchical-tree
method; each green line represents a particle-node interaction, whereas the red line a direct
particle-particle interaction. Figure adapted from Dehnen and Read (2011).
root node, down to the branches and - in some cases - to the leaves. The following
criterion decides how deep into the hierarchy it is necessary to go:
r >
l
θ
, (2.7)
where r is the particle-node distance, l is the size of the node and θ is the open-
ing angle, a parameter controlling the accuracy of the force computation. If the
inequality is satisfied, the node is considered distant enough for the following sim-
plification to apply: the contribution of all the member particles to the gravitational
force acting on particle k is reduced to the computation of one single force provided
by a particle of mass equal to the sum of these particles and positioned in their
centre of mass. Clearly, this method provides only an approximation to the true
force, better or worse depending on the choice of the opening angle. In the limit
θ = 0, the method reduces to direct summation.
Fig. 2.4 gives a visual idea of the different effort required by direct and tree methods
to compute the gravitational interaction on one target particle.
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Particle-Mesh (PM) techniques
Another way to obtain the evolution of the system under the effect of gravity
is to solve the Poisson equation:
∇2Φ = 4πGρ. (2.8)
This approach is at the basis of PM methods (Hockney and Eastwood, 1981). The
first step is to compute the density ρ out of the position of the particles. This is
done at a set of regularly spaced points - the nodes of a mesh. The process of esti-
mating the density at each of the grid points is called mass assignment: the mass
of each particle is assigned to one or more nearby nodes, via a number of possible
techniques (nearest-grid-point - NGP, cloud-in-cell - CIC, triangular-shaped-cloud
- TSC, etc.). Once the density information is available, Eq. 2.8 is solved to obtain
the value of the gravitational potential at each grid point. This is done in Fourier
space using the Fast Fourier Transform technique (FFT; Cooley and Tukey 1965);
the transformed density field is multiplied by Green’s function for the potential
(−4πG/k2) and the result is then inverse-transformed in real space. The resulting
gravitational potential is differentiated to obtain the corresponding force at each
grid point. These are finally interpolated to the particle position using the same
technique as for the mass assignment. Note that the Fourier approach implicitly
assumes periodic boundary conditions for the computational domain, exactly as
desired for cosmological simulations of structure formation.
The PM method comes with a computational cost comparable to that of the tree
(≈ NlogN ). It provides an exact evaluation of the gravitational force, modulo inac-
curacies introduced by the interpolation techniques. Its main shortcoming lies in
the resolution limit set by the grid size; in some cases this cannot be reduced down
to the desired scale without incurring memory problems.
The hybrid, TreePM method
A very popular technique used in state-of-the-art cosmological simulation codes
is the so-called “TreePM” (Xu, 1995; Bode et al., 2000; Bagla, 2002); as the name
suggests, it consists of a hybrid between the tree and PM methods. The scheme
is implemented such that small-range interactions are evaluated by means of a
hierarchical tree, leaving the long-range part to the PM algorithm. This allows:
• a fast and accurate evaluation of the gravitational interaction between distant
particles and the automatic inclusion of periodic boundaries;
• a greater flexibility in the desired accuracy for the evaluated force on small
scales.
A final comment on the resolution of the force computation in N-body codes.
By definition, the gravitational potential of a collisionless system is smooth - i.e.
the dynamics is not influenced by particle-particle encounters. By representing the
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system with a number of particles infinitely smaller than its actual building blocks,
we are boosting its collisionality. There is nothing that can be done to limit this
problem, other than increasing the number of particles. The enhanced collisionality
on small scales can have additional, tedious effects; a close approach between two
of the sampling particles can lead to divergences in the evaluation of Eq. 2.6. The
traditional way to solve this problem is to soften the gravitational interaction. This
means evaluating, instead of Eq. 2.6, an expression of the kind:
Fk =
∑
j 6=k
Gmj
(|rj − rk|2 + ε2)3/2
rj − rk
|rj − rk|
, (2.9)
where ε is called the softening length and sets the scale below which the gravita-
tional force deviates from the classical form of Eq. 2.6. The effect of this softening
procedure is to smoothen the potential on scales smaller than ε; the spurious ef-
fects due to particle-particle collisions are attenuated and less computational time
is needed to integrate the encounters (see Sec. 2.3.3). Gravitational force softening
is the subject of the next two chapters and more will be said on the topic. Note that
an implicit form of softening is present in the PM method too, even though Eq. 2.9
is not computed directly. This is given by the presence of a finite grid spacing,
below which the evaluation of the force is not reliable.
2.3.2 Force computation: hydrodynamics
The cosmological evolution of dark matter is rather well understood; the use of a
specific gravity-solver or the other does not alter an overall consistent picture. The
same is not true when it comes to modelling the baryonic component of the cosmic
fluid. The advantages and disadvantages of the specific method adopted will have
an impact on the final results. The situation becomes even worse when considering
that a number of astrophysical processes (e.g. gas cooling, star formation and
related feedback) need to be accounted for by means of “sub-grid” prescriptions, as
this physics occurs on scales too small to be followed by the simulation and has to
be introduced “by hand” with ad-hoc recipes. As most of the time the astrophysical
process itself is poorly understood, there exist several competing approaches to its
modelling, each leading to different results. In the following, we will first discuss
the two most important philosophies at the basis of the hydrodynamic modelling of
baryonic matter in cosmological simulations and then briefly outline the treatment
of the additional astrophysical processes.
The equations ruling the behaviour of a baryonic, perfect fluid are:
• Continuity equation
dρ
dt
+ ρ∇ · v = ∂ρ
∂t
+∇ · (ρv) = 0; (2.10)
• Euler equation
dv
dt
=
∂v
∂t
+ (v · ∇)v = −1
ρ
∇P −∇Φ; (2.11)
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• Energy equation
du
dt
=
∂u
∂t
+ v · ∇u = −P
ρ
∇ · v. (2.12)
This last equation is just an expression for the first law of thermodynamics in the
adiabatic limit. The system is closed by the field equation for Φ, accounting for the
gravitational term in the equation of motion 2.11, and by the equation of state
P = Aργ , (2.13)
where A is a constant related to the specific entropy of gas and γ is the polytropic
index.
These equations can be solved either at the position of the sampling particles or
on the nodes of a grid. In the first case we speak of Lagrangian codes and in
the second of Eulerian codes.
Smoothed Particle Hydrodynamics (SPH)
The scene of Lagrangian codes is dominated by the use of SPH algorithms (Lucy
1977; Gingold and Monaghan 1977; Monaghan and Lattanzio 1985. For a review
see Monaghan 1992; Rosswog 2009). At the heart of this method is an interpola-
tion technique which allows the density ρ to be defined for each of the sampling
particles.
The integral interpolant of any function A(r) is defined by
AII(r) =
∫
A(r′)W (|r− r′|, h) dr′ 3, (2.14)
where the integral is performed over the entire space and the contribution at each
point r′ is calibrated by the value of the interpolating kernel at r = |r− r′|. Although
its form can vary, the main properties of the kernel W are set by:∫
W (|r− r′|, h) dr3 = 1 (2.15)
and
W (|r− r′|, h)−→
h→0
δ(r− r′), (2.16)
where h regulates the spatial extent of the function.
More interesting, from a numerical point of view, is the discretised version of
Eq. 2.14. Once the integral interpolant is expressed as
AII(r) =
∫
A(r′)
ρ(r′)
W (|r− r′|, h) ρ(r′) dr′ 3, (2.17)
it is easy to replace the integral by a sum over a set of interpolation points (the
particles), whose masses originate from the ρ(r′) dr′ 3 term. The result is:
ASI(r) =
∑
b
mb
Ab
ρb
W (|r− rb|, h), (2.18)
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where SI stands for summation interpolant, the subscript b denotes the value of
any quantity associated to particle b and the summation is performed over all the
particles. The density ρa associated to particle a is therefore given by 4:
ρa =
∑
b
mbW (|ra − rb|, h). (2.19)
The key point is that, once the kernel W is chosen to be differentiable, it is possible
to construct a differentiable interpolant of a function from its values at a set of
points. For example, the expression for ∇ASI would simply reduce to:
∇ASI(r) =
∑
b
mb
Ab
ρb
∇W (|r− rb|, h), (2.20)
where ∇W is known analytically. The discretised version of the hydrodynamic
equations can be differentiated easily without the need of a grid; the only deriva-
tives present, once the quantities are expressed in terms of kernel interpolation,
will involve W . As an example, here is the typical discretised form of the Euler
equation, as used in SPH:
dva
dt
= −
∑
b
mb
(
Pa
ρ2a
+
Pb
ρ2b
)
∇W (|ra − rb|, h), (2.21)
where the gravitational part has been omitted5.
The main advantages of SPH are its conservation properties and spatial adaptiv-
ity. Physical quantities like mass, energy and momentum are conserved, by con-
struction, along the flow. The resolution naturally increases in overdense regions,
something that makes the method particularly targeted for modelling the highly
inhomogeneous matter fields in cosmological simulations. The weaknesses of SPH
lie in the inaccurate treatment of shocks and in the suppression of fluid instabil-
ities at contact discontinuities.
Eulerian methods
Instead of defining the gas properties at the location of the sampling particles,
Eulerian codes use the vertices of a grid. The evolution of the system is obtained by
solving the Riemann problem at the boundaries between each grid cell, by means of
schemes such as the one proposed by Godunov (1959).
In order to overcome the problem of limited spatial resolution, state-of-the-art Eu-
lerian codes make use of Adaptive Mesh Refinement algorithms (AMR; Berger and
Colella 1989); the grid is recursively refined in regions where higher resolution is
needed and left coarser in the rest of the domain. This allows grid codes to compete
4In principle, the density can also be calculated via integration of a discretised version of Eq. 2.10.
However, the summation form given by Eq. 2.19 is numerically more robust. If particle masses are
kept fixed, mass conservation is guaranteed and there is no need to solve the continuity equation.
5The expression in Eq. 2.21 is a symmetrised version of the discretised Euler equation. A straight-
forward discretisation of Eq. 2.11 does not conserve linear and angular momentum.
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in resolution with Lagrangian codes, but results in poor conservation of funda-
mental physical quantities. In general, the Eulerian approach to hydrodynamics
results in an accurate treatment of shocks and discontinuities. Its application to
the cosmological problem is hampered by the lack of Galilean invariance (making
the results sensitive to the presence of bulk motions) and by the difficulties in the
treatment of gravitational instabilities.
In order to combine the advantages of the Eulerian and Lagrangian methods,
a hybrid approach has been recently proposed. We will briefly discuss this in
Sec. 2.3.4.
Sub-resolution processes
An accurate description of all the astrophysical processes shaping the observ-
able properties of the Universe is impossible to obtain at once; it would mean a
simultaneous modelling of scales ranging from the interior of a star to the largest
cosmic structures - differing by tens of orders of magnitudes. Yet, neglecting pro-
cesses like gas cooling, star formation and supernova feedback (among others)
would mean a rather inadequate modelling of the baryonic component. The so-
lution so far has been to provide the codes with specific modules accounting for
additional physics by means of pre-defined recipes; this obviously constitutes a
deviation from the otherwise self-consistent treatment of the evolution of the fluid.
Modelled astrophysical processes generally include:
• Radiative cooling - assuming a specific composition for the baryonic matter
and a range of possible reactions (collisional excitation and ionisation, re-
combination, bremmstrahlung, etc.; see, e.g., Katz et al. 1996) cooling rates
are computed that bring the gas temperature to a low enough level for it to
condense at the centre of dark matter halos, where it will eventually become
Jeans-unstable and form stars;
• Star formation - rapidly cooling, Jeans-unstable gas is progressively con-
verted into star particles (one star particle containing, in fact, a large ensemble
of stars), which are then evolved under the effect of gravity as an additional
collisionless component (see, e.g., Cen and Ostriker 1992);
• Stellar feedback - the impact that the formation and evolution of stars has on
the environment is modelled via prescriptions for galactic winds, metal enrich-
ment and supernova explosions and its main effects are to heat and change
the compositions of the surrounding gas (see, e.g., Springel and Hernquist
2003);
• SMBH feedback - the presence of super massive black holes (SMBHs) at the
centre of galaxies is modelled via prescription for their growth and the feed-
back associated with their accretion of gas (see, e.g., Di Matteo et al. 2005).
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Figure 2.5: Schematic representation of the leapfrog-integration method. Figure taken
from the web (http://www.drexel.edu/physics/)
Comparison projects aimed at comparing the performances of different codes
have been carried out. When concentrating on purely hydrodynamical simulations
(i.e. no sub-grid physics; Frenk et al. 1999), these confirmed a very good agreement
on the predictions for the dark matter component in collapsed objects, while point-
ing out some disagreement in properties like gas temperature, gas mass fraction
(within about 10%) and X-ray luminosity (within a factor of 2); also, even when a
good match was obtained in overdense regions, results for the temperature, pres-
sure and entropy of the gas were found to significantly differ in underdense envi-
ronments (O’Shea et al., 2005). More recently, Scannapieco et al. (2011) undertook
a comparison project aimed at testing the performance of nine different codes on a
simulation of galaxy formation; besides varying in the philosophy adopted to tackle
hydrodynamics, the codes also differed in the implemented sub-grid physics. Major
differences were found in the results; the authors concluded that although the Eu-
lerian or Lagrangian nature of each code did contribute the final discrepancies, the
fluctuations introduced by different formulations of the star-formation and feed-
back schemes are likely to be the fundamental source of the differences seen.
2.3.3 Time integration
Another crucial aspect of a cosmological simulation is the choice of timesteps
and the time-integration method. A standard solution is the use of the leapfrog
scheme, a second-order accurate method described by the following set of equa-
tions:
vi+ 1
2
= vi− 1
2
+ ai∆t, (2.22)
ri+1 = ri + vi+ 1
2
∆t. (2.23)
Positions and velocities are evaluated at different points in time (see illustration in
Fig. 2.5), but only one force evaluation per timestep is carried out. The advantage
of this scheme lies in its symplectic nature: energy is conserved during the inte-
gration. This is evident when integrating the Kepler problem (Fig.2.6): even though
a small precession of the orbit may be registered, no changes in the energy occur
(the semi-major axis remains unchanged).
There exist several criteria to set ∆t. Due to the large dynamic range encoun-
2.3 Simulations 35
Figure 2.6: Integration of a Keplerian orbit with eccentricity e = 0.9. The plot on the left
shows the performance of the leapfrog scheme; on the right, as a reference, the results
obtained with the Runge-Kutta method at the same order. Figure adapted from Springel
(2005).
tered in a cosmological simulation, adopting a timestep fixed in space and time
is not feasible. Following the dynamics in an overdense region needs a more ac-
curate integration than in the rest of the box; a timestep small enough to model
these regions, besides being not necessarily known a priori, would result in an un-
sustainable slow-down of the whole computation. For these reasons, the common
choice is to adopt variable, individual timestep; this means ∆t can vary in space
and time according to the evolution of the simulation6. A commonly used crite-
rion sets the timestep for each particle according to its force softening ε and the
modulus of the gravitational acceleration a:
∆t =
√
2ηε
a
, (2.24)
where η is an accuracy parameter. The timestep becomes shorter in regions of
higher accelerations; the dependence on ε underlines the reduced accuracy needed
in the integration of close encounters when softening of the gravitational force is
introduced in the computation. In the case of baryonic matter, the chosen timestep
has to obey the so-called Courant-Friedrichs-Lewy (CFL) condition:
∆t < ∆tCFL =
` CCFL
cs
, (2.25)
6When the timestep is allowed to vary in space and time, the leapfrog integration will no longer be
symplectic. However, for a collisionless system the evolution can still be expected to reach comparable
accuracy to a symplectic integration (see discussion in Springel 2005).
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where CCFL is a parameter of order unity, ` is the size of the resolution element
in the simulation (softening or grid cell) and cs is the local sound speed. The idea
behind the CFL condition is that the time resolution should not exceed the time
taken by the local sound speed to traverse a spatial resolution element.
2.3.4 Codes
Among the most popular Lagrangian codes, GADGET7 (GAlaxies with Dark mat-
ter and Gas intEracT; Springel et al. 2001b; Springel 2005) is certainly worth men-
tioning. The most challenging, dark-matter simulations of the last decade have
been performed with this code. Among these are the Millennium XXL and Millen-
nium II, mentioned in the Introduction. Besides this, GADGET is also the relevant
code for all the work presented in this thesis. In its default operative mode, GAD-
GET employs a TreePM method for the evaluation of the gravitational part of the
force and SPH for solving the hydrodynamical contribution. The time integration is
performed with a leapfrog scheme, while allowing for individual timesteps.
An example of Eulerian code is provided by ENZO8 (Bryan and Norman, 1997). The
gravitational part is solved by means of a PM algorithm aided by the TSC interpola-
tion technique. Hydrodynamics is based on the piecewise parabolic method (PPM)
of Woodward and Colella (1984) - a higher-order extension of Godunov’s method.
The underlying mesh is adaptive according to a number of possible refinement crite-
ria. Both GADGET and ENZO are fully parallelised using the MPI message-passing
library and their basic versions are publicly available.
Finally, very recently, a code has been developed that belongs to a somewhat inter-
mediate category and could represent the future in the field of cosmological sim-
ulations. Based on a moving, unstructured mesh, AREPO (Springel, 2010) aims
at combining the advantages of the Eulerian and Lagrangian approaches. At the
core of the method is the construction of a moving mesh, defined by the Voronoi
tessellation of a set of discrete points moving with the flow. The mesh is used to
solve the hydrodynamic equations in a way similar to standard Eulerian codes. The
gravitational part, instead, is dealt with by a TreePM algorithm no different from
the one implemented in GADGET. Unlike ordinary Eulerian codes, AREPO is fully
Galilean-invariant - something which is highly desirable is an astrophysical con-
text, where the presence of bulk motions is common. In addition, the new scheme
can adjust its spatial resolution automatically and continuously, and hence inher-
its the principal advantage of SPH for simulations of cosmological structure growth.
At the same time, the high accuracy of Eulerian methods in the treatment of shocks
is also retained, while the treatment of contact discontinuities is improved.
7http://www.mpa-garching.mpg.de/gadget
8http://lca.ucsd.edu/software/enzo/
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At the end of a simulation, one is left with the final phase-space information for
the N sampling particles. How should one make use of this data? The information
contained in a cosmological simulation can be compared to observations of our own
Universe only in a statistical sense. The initial distribution of particles represents
just one realisation of the Gaussian, primordial perturbation field and adopting a
different seed for the random-number generator would result in a completely dif-
ferent appearance of the structures within the final computational box. What does
not change from one realisation to the other are the statistical properties of the
final particle distribution.
Useful statistics routinely extracted from simulations are the power spectrum of
the matter distribution, along with its equivalent in real space - the two-point corre-
lation function. These quantities convey information on the clustering properties of
matter and trace the increase in small-scale power due to the hierarchical assembly
of structures (see the example in Fig. 2.7).
In this section we will focus on a crucial step of the standard post-processing of
cosmological simulations: the identification of collapsed structures. These range
from isolated, dark-matter halos to smaller sub-structures embedded within them.
Studying how matter organises itself into individual objects, both in terms of global
properties of these objects (e.g. mass) and their internal features, can provide a
powerful way to compare the outcome of the simulation to observational results.
Structure-finding is performed by numerical codes specifically developed to this
purpose. The first codes were assembled in the early 1970s, when the field of nu-
merical simulations was taking its first steps. Although visually recognising struc-
tures and patterns, in general, may be a relatively easy task, developing targeted
algorithms is more problematic. The definition of what a structure is, along with
the determination of its centre and extent, are all subject to some level of arbi-
trariness, on top of being affected by the graininess of the particle representation
of the system. The importance of obtaining ever more accurate predictions is re-
flected by the outstanding increase in the number of different codes that have been
developed in the last two decades (see Fig. 2.8) - 29 known to date. Even though
they differ in the adopted algorithms, most of these codes are based on either the
spherical-overdensity method (SO; Press and Schechter 1974) or on the friends-
of-friends technique (FOF; Davis et al. 1985b). The family of codes based on the
former philosophy can be regarded as “density-peak locators”, while those based
on the latter as “particle collectors”. In the first case, the idea is to identify peaks
in the matter density field and to grow spheres of increasing radius around them.
When the enclosed density falls below a pre-defined threshold (generally set by the
spherical collapse model - e.g. 180 times the critical density), a spherical structure
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Figure 2.7: The dimensionless power spectrum (∆2(k) = P (k)d3k) of the dark matter dis-
tribution in a 500 h−1 Mpc box (Millennium Simulation; (Springel, 2005)). In gray are the
predictions of linear theory for the five redshifts under consideration, while in blue are the
results of the simulation. Note the deviation from linear theory, advancing to larger and
larger scales (small k) as the simulation proceeds. Error bars are shown for the z = 0 case
only and at large scales (they become negligible for larger values of k). Figure from Springel
(2005) (supplementary information).
is identified. Most of the codes adopting this method differ just in the way they
locate density peaks. In the second case, particles close to each other in either con-
figuration space (3D) or phase-space (6D) are connected and the resulting assembly
is regarded as an individual object.
In both cases, this initial phase is followed by a procedure aiming at discarding
gravitationally-unbound particles from the identified structures.
As shown by Knebe et al. (2011), most codes provide comparable results when
applied to a given cosmological simulation. The number of objects as a function
of mass, their spatial position and bulk velocities, as recovered by different halo
finders, show an impressive agreement. More complicated is the case of substruc-
tures; identifying overdensities embedded within a larger halo has proven to be a
more difficult task, whose outcome shows some level of dependency on the adopted
technique. Discrepancies on the recovered mass can rise up to 50%, with some
codes showing also a strong dependence of their results on the radial position of
the object within the density field of the host.
In what follows we describe in greater detail the FOF-based code SUBFIND
(Springel et al. 2001a). Being the companion code of GADGET, SUBFIND has been
used to process the results of the largest and most influential simulations ever
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Figure 2.8: Cumulative number of (known) halo finders as a function of time. Figure from
Knebe et al. (2011).
performed. Besides this, FOF and SUBFIND are the halo and subhalo finder used
throughout the rest of this thesis.
2.4.1 The FOF method and the substructure finder SUBFIND
Given an arbitrary distribution of particles, the FOF algorithm acts linking par-
ticles separated by a spatial distance r < `d, where d stands for the mean inter-
particle separation in the box and ` is an adjustable parameter - the linking length.
The usually adopted value l = 0.2 corresponds to a lower limit of 125 for the den-
sity contrast of the resulting structure. In the 3D version of the algorithm, only
the spatial geometry of the particle distribution is at the basis of the grouping pro-
cedure; there exist 6D extensions, though, that include an additional proximity
condition in phase-space (Diemand et al., 2006). A lower limit is generally set for
the number of particles belonging to an FOF structure; a usual choice is to set
Nmin(Halo) = 20. The centre of the structure is generally defined as the position
of the member particle characterised by the lowest potential energy. Once this is
known, spherical-overdensity quantities like the virial mass and radius, defined for
a pre-defined enclosed overdensity (generally ≈ 200) with respect to the background
or ρcrit, can also be easily computed.
At the end of the procedure, one is left with a catalogue of all the FOF halos iden-
tified in the computational box. A typical object will look like the one in the top-
left panel of Fig. 2.9; an irregularly-shaped assembly of particles characterised by
strong internal inhomogeneities. The isolation of these substructures is the main
task of subhalo finders.
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Figure 2.9: Example of a SUBFIND-detected halo. The top-left panel shows the parent FOF
halo. The top-right panel presents the smooth, “host” component (accounting for around
90% of the mass), while the isolated substructures are shown in the bottom-left. Plotted in
the last panel are the unbound particles discarded from the group. Figure from Springel
et al. (2001a).
SUBFIND identifies gravitationally bound, locally overdense regions within an
input parent halo, traditionally provided by the FOF group finder. The densities
are estimated based on the initial set of particles via adaptive kernel interpolation,
based on a number Ndens of smoothing neighbours (see Eq. 2.19). Local overdensi-
ties are identified through a topological approach that searches for saddle points in
the isodensity contours within the global field of the halo. As shown in Fig. 2.10,
this is done in a top-down fashion, starting from the particle with the highest asso-
ciated density and adding particles characterised by progressively lower densities.
If a particle only has denser neighbours already belonging to a certain structure, it
gets added to the same group. If, instead, the particle represents a local maximum
in density, a new structure is grown around it. Finally, if the particle has denser
neighbours from two different structures, an isodensity contour that traverses a
saddle point is identified. In this case, the two involved structures are joined and
registered as candidate subhaloes (if they contain at least Nmin(Sub) particles). These
candidates, selected according to the spatial distribution of particles only, are later
processed for gravitational self-boundedness. Particles with positive total energy
are iteratively dismissed until only bound particles remain. If the remaining bound
number of particles is at least Nmin(Sub), the candidate is ultimately recorded as a
subhalo. The set of initial substructure candidates forms a nested hierarchy that
is processed from inside out, allowing the detection of substructures within sub-
structures. Particles not bound to any genuine substructure are assigned to the
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Figure 2.10: A pictorial representation of the algorithm employed by SUBFIND to identify
embedded substructures (in red and blue) within a host halo (in black). The objects are
represented as density peaks, whose maxima are marked by a pink circle. The search starts
from the absolute peak in density (top-left figure) and proceeds to particles with a lower
associated density (as for the one marked by the green diamond in the top-right figure);
when a saddle is found (yellow star in the bottom figure), a new candidate substructure is
identified (in this case the one marked in red).
“background halo”. This component is also checked for self-boundedness and in
the end some particles may remain that are not bound to any of the structures.
The top-right and bottom-left panels of Fig. 2.9 show, respectively, examples of the
background halo and embedded substructures; the bottom-right panel shows, in-
stead, discarded particles.
The results of a simulation are generally saved at a number of intermediate times
during its evolution. Once the information on the halos and subhalos present
at each of these so-called “snapshots” is made available, one can reconstruct the
merging history leading to the formation of the final structures. These are referred
to as merger trees (see a visual example in Fig. 2.11) and follow the evolution of
collapsed objects throughout the simulation, from the time they are isolated struc-
tures, to the stage where they merge and become substructures in larger halos.
As will be explained in the next section, this information is fundamental to con-
struct models for the formation and evolution of the galaxy population associated
to these dark structures.
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Figure 2.11: A schematic view of the merger tree for a dark matter halo. The horizontal
lines set specific points in time (from the earliest t1 down to t5). The circles represent dark-
matter halos merging and growing to eventually give rise to the single object at t5. Figure
from Baugh (2006).
2.5 Semi-analytic models of galaxy formation and evolution
Several times in the course of this chapter it was pointed out how difficult it
is to model the baryonic component of the cosmic fluid. Yet, it is against observa-
tions of luminous structures that we have to compare the predictions of a numerical
simulation. A brief account of how hydrodynamical simulations deal with the astro-
physical processes related to the formation and evolution of galaxies was already
given in Sec. 2.3.2. Even though the coeval evolution of dark matter and gas is
followed self-consistently at early times and in large regions of the computational
domain, the condensation of gas at the centre of halos, the subsequent formation
of a stellar component and the impact this has on the environment are all modelled
by means of pre-defined recipes.
In the last two decades, a powerful tool for the study of galaxy formation and evo-
lution in a cosmological context has grown as a noticeable alternative to the purely
numerical approach. These so-called “semi-analytic” models treat the behaviour of
baryonic matter solely by means of physically-motivated, theoretical prescriptions,
although the outcome of these recipes depends on the specific features of the un-
derlying dark-matter halo (mass, internal structure, formation history).
The idea that galaxies formed from the condensation of gas within the potential well
of collapsed, dark-matter halos was first proposed by White and Rees (1978). The
first semi-analytic models based on this picture have been proposed by White and
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Frenk (1991) and Cole (1991); these already contained prescriptions for the mod-
elling of feedback and stellar populations, but their treatment for the formation
history of the underlying dark-matter halos was still rather unrealistic. Soon after,
Kauffmann et al. (1993) and Cole et al. (1994) noticeably improved this aspect by
following the hierarchical assembly of halos along their merger histories; these were
not yet extracted from numerical simulations and represented a Monte Carlo im-
plementation of the Press-Schechter formalism9 (Press and Schechter, 1974). More
recently, it has become a common practice to make use of state-of-the-art, cosmo-
logical simulations in order to obtain a detailed prediction of the formation history
of the underlying dark-matter halos (Kauffmann et al., 1999; Springel et al., 2001a).
There exist a wealth of models currently used to derive predictions on the prop-
erties of the observed galaxy population. In what follows, we give an overview of
their basic functioning by outlining the main features of one of the most sophisti-
cated among them, presented in Guo et al. (2011). In this case, the backbone is
provided by the merger trees obtained out of the 64 and 67 outputs from the Mil-
lennium10 (Springel, 2005) and Millennium II simulations, respectively. The former
follows the evolution of dark matter in a cosmological box of side length 500 h−1 Mpc
and as predicted by a standard ΛCDM model. A gas distribution mirroring that of
dark matter is assigned to each of the identified objects at early times; the fraction
of gas to dark-matter mass is varied according to the mass and formation time of
the host halo, to account for the photoheating induced by the presence of a UV
background. The evolution of this baryonic component is regulated by recipes for
gas cooling, star formation, supernova feedback, black-hole growth and related ef-
fects. The efficiency of these processes is modulated by the properties of the host
halo and its specific history within the simulation. This is particularly true for an-
other set of modelled processes, namely those that act on satellite objects. When,
during the evolution, a halo joins a larger structure (and therefore becomes embed-
ded within it) its associated galaxy starts being referred to as a satellite. Additional
processes are then switched on, that act on the gaseous and stellar component of
the object. Tidal stripping is accounted for, by mirroring the effects that accretion
into the new environment has on the dark matter halo (whose behaviour is known
from the simulation). Ram-pressure stripping (Gunn and Gott, 1972), due to the
satellite’s motion through the gas distribution within the host, is also accounted
for. The dynamics of mergers is followed self-consistently until the point where the
dark-matter mass of the object falls below that of the associated baryonic compo-
nent; this may happen due to aggressive stripping affecting the subhalo11. After
9Under the assumption of (i) the validity of the spherical collapse model (Sec. 1.4.4) and (ii) a
Gaussian statistics for the primordial perturbations, the Press-Schechter model provides predictions
for the number density of objects of different masses and at different redshifts, given a cosmological
model.
10http://www.mpa-garching.mpg.de/galform/virgo/millennium/
11On top of this, the capability of halo finders to identify substructures decreases when the objects
are found more and more towards the central regions of the host - as in the late stages of a merger
event; generally, the recovered mass will be an under-estimate of the real mass. This is particularly
true for SUBFIND (see Knebe et al. 2011).
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this point, the dynamical evolution provided by the simulation is not considered
adequate anymore; the subsequent positions and velocities of the merging object
are traced by the most bound particle at this time, modified by a orbit-shrinking
factor modelling the orbital decay induced by dynamical friction (see Sec. 4.5). The
merger event is “imposed” after a certain time, again according to dynamical-friction
arguments.
The model of Guo et al. (2011), as well as all the others, contains a substantial
number of free parameters; these have a physical grounding and are intimately
related to the details of the different implemented processes. These parameters
are generally tuned to reproduce observations of the galaxy population in the Local
Universe (i.e. z ≈ 0), such as those provided by, e.g., the Sloan Digital Sky Survey (;
Abazajian et al. 2003). This does not guarantee agreement at higher redshifts and
indeed this is generally not the case - one of the mostly quoted weaknesses of the
semi-analytic approach.
Applied to the Millennium and Millennium II simulations, the semi-analytic model
of Guo et al. (2011) provides an impressive match to the abundance and large-
scale clustering of redshift-zero galaxies, as a function of stellar mass and luminos-
ity. Non-negligible discrepancies, especially in the prediction of low-mass, passive
galaxies are also registered; in general, it is believed that an improved treatment of
star formation should relax the tension with observational results.
2.6 Summary and outline of the thesis
The development of ever more refined numerical techniques has played a funda-
mental role in our current understanding of structure formation in a cosmological
context. The gravitational collapse of matter cannot be followed by analytical means
beyond the linear regime and this limits the possibility of obtaining strictly theoret-
ical predictions for the distribution of matter in the Universe. This information is
of primary importance in order to assess and discard different cosmological models
on the basis of a thorough comparison with observational results. Detailed predic-
tions of the properties of cosmological structures can only be provided by numerical
simulations.
The first simulations were carried out in the 1970s and already by the mid-1980s
they had provided the strongest evidence yet in favour of the cold-dark-matter
paradigm. In more recent years, increasing effort is being invested in the mod-
elling of the baryonic component of the cosmological, matter fluid. If the behaviour
of dark matter is relatively well understood, the same is not true for ordinary mat-
ter; significant discrepancies are still registered in the results obtained by differ-
ent techniques, especially when the treatment of astrophysical processes like gas
cooling, star formation and feedback on the environment is also included. Semi-
analytic models of galaxy formation and evolution provide a hybrid approach to the
problem; they combine dynamical histories of the build-up of dark-matter struc-
tures (extracted from numerical simulations) to analytical models for the evolution
of the baryonic component within them. Even though they are capable of reproduc-
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ing the main properties of the observed galaxy population in the nearby Universe
(i.e. at the present time), significant discrepancies are registered at earlier times,
not to mention the necessity of tuning a considerable amount of free parameters to
regulate the importance of the different processes in shaping galaxy properties.
In this thesis we present two works involving different aspects of numerical
techniques in cosmological studies. In the first part (Chapters 3 and 4) we are con-
cerned with the evaluation of the gravitational interaction in N-body calculations.
Specifically, we are dealing with the techniques that need to be adopted in order to
moderate the impact of discreteness effects associated to the Monte Carlo nature
of the system. What is the best way to model a collisionless system, given a lim-
ited number of particles? How can we suppress particle noise whilst maintaining
the desired resolution in the evaluation of the gravitational interaction? Adaptive
gravitational softening is introduced and its implementation in the cosmological
simulation code GADGET is described. The effects of this technique on simulations
involving dark matter only are presented in Chapter 3; the extension to hydro-
dynamical simulations featuring also the presence of ordinary, baryonic matter is
discussed in Chapter 4.
In the last part of the thesis (Chapter 5) we make use of state-of-the-art semi-
analytic models of galaxy formation and evolution in order to investigate the link
between the orbital and internal properties of galaxies (e.g. colour, star formation
activity, age of the stellar population). The former is traced by the underlying cos-
mological simulation, while the latter is modelled by means of analytical prescrip-
tions. When, during their evolution, galaxies stop being isolated objects and become
satellites orbiting within the matter distribution of a larger system, additional pro-
cesses start playing a role in the evolution of their internal properties. How does
the efficiency of these processes depend on the orbit of the galaxy? Does the initial
orbit of a satellite determine its late-time evolution? How do the orbital properties
of satellites change with time? We tackle these problems and also account for the
existing observational evidence on the subject.
Finally, our main conclusions are summarised in Chapter 6.

3
Adaptive gravitational softening I:
the single-species case
Based on
F. Iannuzzi, K. Dolag
MNRAS, 2011, 417, 2846
Cosmological simulations of structure formation follow the collisionless evolu-
tion of dark matter starting from a nearly homogeneous field at early times down to
the highly clustered configuration at redshift zero. The density field is sampled by a
number of particles in number infinitely smaller than those believed to be its actual
components and this limits the mass and spatial scales over which we can trust
the results of a simulation. Softening of the gravitational force is introduced in
collisionless simulations to limit the importance of close encounters between these
particles. The scale of softening is generally fixed and chosen as a compromise
between the need for high spatial resolution and the need to limit particle noise. In
the scenario of cosmological simulations, where the density field evolves to a highly
inhomogeneous state, this compromise results in an appropriate choice only for a
certain class of objects, the others being subject to either a biassed or a noisy dy-
namical description. We have implemented adaptive gravitational softening lengths
in the cosmological simulation code GADGET; the formalism allows the softening
scale to vary in space and time according to the density of the environment, at the
price of modifying the equation of motion for the particles in order to be consistent
with the new dependencies introduced in the system’s Lagrangian. We have applied
the technique to a number of test cases and to a set of cosmological simulations
of structure formation. We conclude that the use of adaptive softening enhances
the clustering of particles at small scales, a result visible in the amplitude of the
correlation function and in the inner profile of massive objects, thereby anticipating
the results expected from much higher resolution simulations.
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3.1 Introduction
In collisionless N-body simulations the matter field is represented by a num-
ber of point-particles in number considerably reduced with respect to the actual
building blocks of the system. These particles have no physical counterpart and
should be simply regarded as Monte-Carlo samplings of the probability density dis-
tribution in position and velocity. When during the evolution two of these particles
are found at small spatial separations, the gravitational attraction between them
can become arbitrarily large and following the encounter properly can turn out to
be prohibitively expensive from the computational point of view; in addition, this
collisional behaviour is an artifact of the granularity of the mass distribution in the
simulation and would not manifest in a intrinsically-smooth, collisionless system.
A way around this problem, namely the discreetness of the particle representation,
is obtained by smoothing the density distribution from a collection of spikes to a
continuous field; to this purpose, every particle is assigned a finite volume over
which its mass is spread. This translates into the gravitational interaction between
the computational particles being “softened” at small separations, i.e. being atten-
uated and prevented to diverge. In this way close encounters are impeded and the
simulation can proceed at a regular pace. The gravitational smoothing does not
considerably affect the artificial two-body relaxation though, as this is driven by
both close and distant encounters and the former cannot be avoided by softening
techniques (Chandrasekhar, 1942; Spitzer and Hart, 1971; Hernquist and Barnes,
1990; Theis, 1998; Dehnen, 2001; Diemand et al., 2004). Suppressing relaxation is
primarily a condition on the number of sampling particles and depends only weakly
on the value of the softening (Power et al., 2003).
The details of this smoothing procedure can be reduced to the choice of a softening
kernel W (r, h), which determines the functional form of the modified density pro-
file of the particle, and of a softening length h, which controls the spatial extent
within which the modification applies. In the classic case of “Plummer” soften-
ing, the gravitational potential of each particle is that of a Plummer sphere whose
scale length is given by the value of the softening h; this results in the following
form for the gravitational force F(r) between two particles of masses mi and mj
separated by a distance r:
F(r) = −G mimj
(r2 + h2)3/2
r. (3.1)
An evident shortcoming of this choice is that the gravitational force is modified at
all separations; several works (e.g. Dyer and Ip 1993; Dehnen 2001) have shown
that a better choice is to use kernels with a compact support, meaning that the
interaction recovers its Newtonian, original form at separations grater than the
softening length. The most commonly used one is the cubic spline of Monaghan
and Lattanzio (1985):
W (r, h) =
8
(πh3)

1− 6q2 + 6q3, 0 ≤ q < 0.5
2(1− q)3, 0.5 ≤ q < 1
0, 1 ≤ q
(3.2)
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where q = r/h, r being the distance from the centre of the kernel, i.e. from the
particle’s position. The particles assume the density profile given by Eq. 3.2 and
the gravitational potential and force fields are modified accordingly.
It is evident that the introduction of softening leads to an unphysical modifica-
tion of the gravitational interaction at interparticle separations below h; the inverse
square law is replaced by a gentler interaction, whose strength approaches zero
in the limit r → 0. This results in a systematic misrepresentation of the force at
small scales, an effect commonly referred to as bias (Merritt, 1996; Dehnen, 2001).
Ideally one would like to limit this effect to the smallest possible scales by reducing
h accordingly; at the same time the softening lengths cannot be made arbitrarily
small without running into the discreetness problem previously addressed. It is
then clear how the choice of h assumes a critical importance for the reliability of
the force computation and indeed a number of studies (Merritt, 1996; Romeo, 1998;
Athanassoula et al., 2000; Dehnen, 2001) have been devoted to the subject.
In general there is an overall agreement that no such a thing as an “optimal” soft-
ening length exists when one has to deal with highly inhomogeneous systems, as
too big a value would degrade the description of over-dense regions whilst too small
a value would enhance collisionality in under-dense environments. Generally, the
gravitational softening scale is set to a fixed value, indeed decided as a compromise
between the desired spatial resolution and the need to moderate the noise arising
from particle-particle interactions. As a matter of fact, in most cases this means
fine-tuning the softening parameter to follow properly the dynamics of a certain
class of objects - the densest - at a certain time; in a cosmological simulations,
where the initially uniform matter density field evolves to form highly differentiated
structures, this implies following poorly not only the moderately-dense regions, but
also the progenitors of the “target”, densest objects.
Ideally it would be desirable to vary the softening scale in space and time according
to the density evolution of the different environments: this would remove the afore-
mentioned trade-off between spatial resolution and particle noise, thus allowing to
increase the former and reduce the latter depending on the local features of the
density field. The problem with a varying softening length though, as will be shown
in Section 3.2, is that it introduces an additional dependence on the spatial posi-
tion r in the definition of the gravitational potential; if this is not accounted for in
the derivation of the equation of motion, the energetics of the system can manifest
unwanted behaviours. In this context, Price and Monaghan (2007) (hereafter PM07)
have proposed a formalism to adapt the gravitational softening lengths in a simu-
lation while retaining conservation of both momentum and energy, which, as just
mentioned, would be lost when adopting an adaptive scheme. In their method the
softening lengths are computed in the same fashion as for the smoothing length in
smoothed particle hydrodynamics (SPH - Gingold and Monaghan 1977; Lucy 1977),
where h varies with the local density ρ according to h ∝ ρ−1/3. The adoption of this
scheme involves a number of modifications in the overall structure of a typical cos-
mological simulation code, most noticeably the introduction of an additional term
in the equations of motion. The technique has already been employed in simulation
codes like the TreePM code of Bagla and Khandai (2009) (hereafter BK09) and the
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TreeSPH EvoL code of Merlin et al. (2010). BK09 apply the method to collisionless
simulations of structure formation and find an increase in clustering in over-dense
regions accompanied by a somewhat loss in resolution in the under-dense ones;
Merlin et al. (2010) performed standard hydrodynamical tests in order to test the
overall performance of their code and found good energy-conservation properties
along with an improved behaviour in tests like the isothermal collapse of Bate and
Burkert (1997). Although we are here concerned about particle-based codes, where
the gravitational interaction is computed at the particle’s location, we note that
grid-based codes employing adaptive mesh refinement (Bryan and Norman, 1997;
Truelove et al., 1998; Abel et al., 2000; Knebe et al., 2001; Kravtsov et al., 2002;
Teyssier, 2002; O’Shea et al., 2004; Quilis, 2004) are intrinsically spatially adap-
tive; these codes perform a recursive refinement of an initial regular grid, thereby
increasing their resolution in regions of interest. For similar reasons as those out-
lined above, conservation of energy is not strictly guaranteed in these codes, as
it would not be when using adaptive gravitational softening without changing the
equation of motion accordingly.
In this chapter we discuss the implementation of the adaptive softening length
formalism by PM07 in the cosmological simulation code GADGET (Springel et al.
2001b; Springel 2005) and the main effects that it has on dark matter simula-
tions of the large-scale structure of the Universe. Our results qualitatively confirm
those of BK09 in over-dense regions, but show no drawbacks in under-dense ones;
in particular, we do not register a significant loss of low-mass structures and we
considerably improve the results in term of particle clustering when comparing to
standard simulations employing fixed softening.
In Sections 3.2 and 3.3 we briefly describe the technique and its implementation
in GADGET; in Section 3.4 we show two of the tests performed to check the im-
plementation and its result in controlled scenarios for which we know the solution,
whereas in Sections 3.5 and 3.6 we apply the technique to cosmological simulations
of structure formation. We summarise the results and conclude in Section 3.7.
3.2 The formalism
In this section we will briefly report the gist of the algorithm. We refer the reader
to the pivotal work PM07 for a thorough treatment of the problem and for a detailed
derivation of the new equation of motion.
The Lagrangian for a system of N particles interacting only through gravity reads:
L =
N∑
i=0
mi
(
1
2
v2i − Φi
)
, (3.3)
where
Φi(ri) = −G
N∑
j=0
mjφ (|ri − rj | , h) . (3.4)
The expression for the potential Φ departs from its Newtonian definition due to the
introduction of softening and hence of the kernel φ and the related length scale
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h. When this quantity has no further dependences and is kept fixed the resulting
equation of motion will resemble the Newtonian original, but for the inheritance
of this additional scale; its expression is derived by applying the Euler-Lagrange
equations to (3.3) and for particle i it will read:
mi
dvi
dt
=
N∑
j=0
Fij(h), (3.5)
where
Fij(h) = −∇Φij = −Gmjφ′ (|ri − rj | , h)
ri − rj
|ri − rj |
. (3.6)
Here φ′ = ∂φ/∂ |ri − rj | is the force kernel. The expressions for both the potential
and the force kernel in the cubic-spline case are given in Appendix A (Equation A.1
and A.2). The force Fij(h) reduces to the Newtonian gravitational force for separa-
tions |ri − rj | > h and to the kernel-dependent “softened” version otherwise.
When h is allowed to vary from particle to particle according to the density of the
environment a few complications arise. In order to maintain its translational invari-
ance and hence ensure that the resulting dynamics would conserve linear momen-
tum, the Lagrangian needs to be symmetrised. One way to do this is by averaging
over the potentials evaluated with the softenings of the interacting pair of particles;
the new Lagrangian would read:
L =
N∑
i=0
1
2
miv
2
i −
G
2
N∑
i=0
N∑
j=0
mimj
(
φij(hi) + φij(hj)
2
)
, (3.7)
where φij(hi) ≡ φ (|ri − rj | , h). When deriving the equation of motion from Eq. 3.7,
the additional dependence on the position r through h results in an extra term
besides the classical inverse square law. The evolution of a particle i subject only to
the action of gravity and supplied with a variable softening length will in fact obey:
dvi
dt
= −G
N∑
j=1
mj
(
φ′ij(hj) + φ
′
ij(hi)
2
)
ri − rj
|ri − rj |
−G
2
N∑
j=1
(
ζi
Ωi
∂Wij(hi)
∂ri
+
mj
mi
ζj
Ωj
∂Wij(hj)
∂ri
)
, (3.8)
where
ζi ≡
∂hi
∂ρi
N∑
k=0
mk
∂φik(hi)
∂hi
, (3.9)
Ωi ≡ 1−
∂hi
∂ρi
N∑
k=0
∂Wik(hi)
∂hi
. (3.10)
The additional contribution, which we will refer to as the “correction term”, is at-
tractive in nature and will therefore act towards increasing the resulting gravita-
tional force. If this term were not accounted for when using adaptive softening,
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the particles would be evolved according to a law inconsistent with the system’s
Lagrangian, i.e. energy conservation would be lost.
We specify that Equations 3.8 and 3.10 are valid in this form only if softening
lengths are determined by fixing the number of neighbours within the softening
sphere (see Sec. 3.3), as will always be the case in the examples shown in this and
the next chapter. In the cases where softening lengths are determined by fixing the
total mass within the softening sphere, the two equations become, respectively:
dvi
dt
= −G
N∑
j=1
mj
(
φ′ij(hj) + φ
′
ij(hi)
2
)
ri − rj
|ri − rj |
−G
2
N∑
j=1
mj
(
ζi
Ωi
∂Wij(hi)
∂ri
+
ζj
Ωj
∂Wij(hj)
∂ri
)
(3.11)
and
Ωi ≡ 1−
∂hi
∂ρi
N∑
k=0
mk
∂Wik(hi)
∂hi
. (3.12)
In simulations as those presented in this chapter, where particles have all the same
mass, choosing either of these two approaches results into the same final softening.
However, when multiple particle species coexist, as will be the case for the simula-
tions in Chap. 4, this will not generally hold anymore.
For the full expression of the quantities ∂φ/∂h, ∂W/∂h and ∂W/∂r, see Appendix A.
3.3 Implementation in Gadget
We have implemented the adaptive softening formalism on the latest version of
the GADGET code, namely GADGET-3. This computes gravitational forces via the
TreePM method (Xu 1995; Bode et al. 2000; Bagla 2002) and hydrodynamical in-
teractions by means of SPH; it differs from the previous versions of the code in that
it features a more flexible domain decomposition, something that made it suitable
for simulations involving extreme levels of clustering, as the Millennium-II (Boylan-
Kolchin et al., 2009).
Implementing adaptive softening required modifications of the Tree-algorithm and
of the timestep criterion along with the introduction of the machinery to compute
the softening lengths. Besides the obvious change in the expression for the gravita-
tional acceleration, the opening criterion for the nodes has been modified in order
to avoid the presence of smoothed particle-node interaction; in other words, the
correction term can be non-zero only within a particle-particle interaction (more
details in Sec. 3.2.4 of BK09). The timestep criterion employed by GADGET for
collisionless particles reads:
∆t =
(
2ηε
a
)1/2
(3.13)
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where η is an accuracy parameter, ε is the Plummer equivalent softening (h ' 2.8ε,
where h is the support of the cubic spline kernel) and a the acceleration of the par-
ticle. We kept the criterion itself unchanged and substituted ε with the individual
value of the adaptive softening.
As to the computation of the softening lengths the method is identical to the one
GADGET uses for setting the smoothing lengths in SPH calculations. Qualitatively,
they represent the radius of the sphere centred on the particle and containing a
specific number of companion particles, generally referred to as “neighbours”; for-
mally, this translates into the following relation:
4π
3
h3i
N∑
j=0
Wij(hi) = Nngbs (3.14)
where Nngbs stands for the number of neighbours and N is the number of particles
within distance hj from the target particle j. The above equation is solved iteratively
with a Newton-Raphson method until the difference between the two sides falls be-
low a certain tolerance threshold.
Adaptive softening lengths can be activated both when the code works in TreePM
mode and when it uses the Tree-only algorithm. In the latter case the softening
lengths are left varying without boundaries according to the local features of the
particle distribution; in the former case we do instead allow for the presence of a
minimum and maximum value for the softening lengths. As explained in Sec. 3.2.1
of BK09, the existence of a minimum value is not crucial and only prevents the
simulation from becoming overly expensive in terms of computational time; con-
versely, the upper bound is introduced to ensure that the long-range force (the
particle-mesh contribution) is negligible on the scales where softening is impor-
tant, so that errors arising from the non-modification of the long range force are
under control. These bounds are expressed in terms of the splitting scale rs, the
scale (generally of order the grid spacing) where the splitting of the potential in a
long-range and short-range component is performed; choosing hmax ' rs2 results
in the long-range contribution being below 1% of the total force at scales where
softening is important. Although we always impose a lower limit to the softening
length when using the code in its TreePM mode, we did not find the presence of an
upper limit to have dramatic consequences on the results, especially when using
the adaptive formalism in its full, conservative version.
3.4 Tests
In this section we present some of the tests performed in order to check the cor-
rectness of the implementation and explore the general effects of adaptive softening
when simulating different physical scenarios. We will initially show the behaviour
of the code in simulating simple systems, of well-known properties; the force profile
of a Plummer and Hernquist models are investigated, and their temporal evolution
in and out of equilibrium; the density profile of a polytrope and the behaviour of its
total energy in time is also shown. Most of these examples are present already in
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PM07 and were specifically chosen to test our implementation.
In all the numerical simulations presented in this section we adopt units of mass
[M ] = 1, length [R] = 1 and G = 1. As a result, the energy per unit mass is measured
in units of GM/R and time in (GM/R3)−1/2.
3.4.1 Evolution of a Plummer sphere
The system considered here consists of a set of N particles distributed according
to a “Plummer” profile:
ρ(r) =
3GMr2s
4π(r2s + r
2)5/2
(3.15)
Here the total mass M and the scale radius rs are set equal to unity. The idea is to
evaluate the resulting gravitational force profile and investigate its dependence on
the choice of softening. Once this is accomplished we concentrate on the behaviour
of the total energy as the system is let evolve in time.
This test is identical to that presented by PM07 and we refer to section 4.3 of their
paper or alternatively to Aarseth et al. (1974) for details on the setup of the initial
conditions.
The test was run using different number of particles and both Tree-only and TreePM
algorithms for the evaluation of the gravitational force; the results behave as ex-
pected in the different cases and here we show only those obtained using the pure
Tree method on N = 1000 particles.
Fig. 3.1 shows the averaged square errors (ASE) of the simulated force field cor-
responding to different choices of both fixed and adaptive gravitational softening.
This quantity measures the deviation of the force experienced by particles at dif-
ferent radii from the analytical value, given by
f(r) =
GMr
(r2s + r
2)3/2
, (3.16)
and it is defined as
ASE =
1
f2maxN
N∑
i=1
|fi − fexact(ri)|2 , (3.17)
where fi is the force on particle i and fmax is the maximum value of the exact so-
lution. For a discussion on the use of the ASE or related quantities to assess the
error on a force profile we refer to PM07, Merritt (1996) and Dehnen (2001).
The results show how less sensitive the representation of the force field is to the
choice of Nngbs than to the choice of ε; choosing from 30 to 500 neighbours does
not shift the global ASE much away from the minimum value corresponding to the
“optimal” choice of fixed softening (εopt ≈ 0.2, of the order the mean interparticle
separation within the scale radius). As already commented by PM07, the slightly
worse behaviour obtained when the new force definition is used and Nngbs < 100
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Figure 3.1: Average squared errors (ASE) of the force field generated by distributing N =
1000 particles according to a Plummer profile. The left panel shows the behaviour of the
ASE as a function of the choice of (fixed) softening; the right panel shows the results of
adaptive softening varying the number of neighbours.
can be ascribed to noise-induced gradients in the softening lengths altering the
evaluation of the correction term; notwithstanding this, the ASEs for the “adap-
tive+correction” case are remarkably close to the minimum corresponding to the
optimal choice of fixed softening throughout the full range of Nngbs. These results
compare very well with those of PM07 (see their Fig. 2 and the second set of lines
from the top). Choosing the optimal value for ε and Nngbs = 60 we have evolved
the system in time and checked the conservation of the total (kinetic plus potential)
energy. Fig. 3.2 and 3.3 show the results for two different initial velocity setups,
corresponding to a dynamical equilibrium and a perturbed state respectively. In the
first case we expect no major evolution of the system (at least for several relaxation
times) whereas in the second an initial overall expansion occurs before a state of
equilibrium is reached. We refer again to PM07 and Aarseth et al. (1974) for details
on the setup of the velocity profiles. The energy fluctuates or increases, reflecting
the global changes in the softening lengths, when the adaptive formalism is used
without changing the equation of motion accordingly; we register fluctuations of
order per cent in the equilibrium set-up and an increase of ≈ 6% in the perturbed
set-up. Conservation is instead re-established down to time-stepping accuracy as
soon as the correct equation of motion is used. Note that the initial total energies
are different in the adaptive and fixed softening cases; this is due to the defini-
tion and evaluation of the potential energy being different in the two scenarios (see
Sec. 3.2).
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Figure 3.2: Behaviour of the total energy (kinetic plus potential) of the Plummer sphere as
a function of time. The velocities were generated according to the equilibrium distribution
function. For a description of the units, see the introduction to Sec. 3.4.
3.4.2 Evolution of a Hernquist model
We now perform a similar analysis on a different density distribution; we gen-
erate a Monte Carlo realisation of a Hernquist model (Hernquist, 1990), whose
density profile reads:
ρ(r) =
GMrs
2πr(rs + r)3
. (3.18)
The model is cusped near the origin and provides a more realistic representation of
the matter distribution in collapsed objects of cosmological interest, but the steep
rise in the density profile makes the distribution more difficult to resolve than the
Plummer case addressed in the previous section. We investigate the ASE and the
energy evolution for a Hernquist model in equilibrium, sampled with N = 1000 par-
ticles; as in the previous section, the total mass M and the scale radius rs are set
equal to unity. Fig. 3.4 shows the averaged square errors (ASE) of the simulated
force field corresponding to different choices of both fixed and adaptive gravita-
tional softening. Again we see how adapting softening provides relatively stable
results when varying the number of neighbours from 30 to 500; conversely, one
needs to choose the fixed softening accurately to avoid a strong misrepresentation
of the force profile. We note that the optimal value for ε is smaller here than for the
Plummer sphere (εopt ≈ 0.05 vs. εopt ≈ 0.2), a consequence of the different density
distribution in the two models: the Hernquist being cusped and the Plummer being
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Figure 3.3: Behaviour of the total energy (kinetic plus potential) of the Plummer sphere as
a function of time. The equilibrium velocity distribution has been multiplied by a factor 1.2,
leading to an initial global expansion of the system. For a description of the units, see the
introduction to Sec. 3.4.
flat at the centre. A number of neighbours Nngbs ≈ 60 is enough to overcome the
noise in the evaluation of the correction term and to provide better results than in
the case where plain adaptive softening is used. For any number of neighbours,
however, the force profile of the Hernquist model is reproduced better by adapting
the gravitational softening. The results are in qualitative agreement with those of
PM07 (see their Fig. 3 and the second set of lines from the top). As before, we now
choose the optimal value for ε and Nngbs = 60 to evolve the system in time, checking
the behaviour of the total energy. The results are shown in Fig. 3.5 for the equi-
librium model; again, the energy fluctuates (≈ 1%) when the adaptive formalism is
used without changing the equation of motion accordingly, whereas conservation
is re-established down to time-stepping accuracy as soon as the correct equation is
used.
A more demanding test for energy conservation is to follow the collision of two such
particle distributions and check if the adaptive formalism maintains its conserva-
tive properties even in this more dynamically active scenario. To this purpose we
have simulated the head-on collision of two different realisations of the Hernquist
model, where the two systems were placed at a distance r of 150 scale radii and
made approach each other at a speed v =
√
(2GM/r). The evolution of the total
energy is shown in Fig. 3.6; the collision between the two spheres at t ' 900 leaves
a clear imprint in the total energy, when the softening is allowed to vary and the
standard equation of motion is used, while as soon as the correction term is taken
into account conservation is recovered.
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Figure 3.4: Average squared errors (ASE) of the force field generated by distributing N =
1000 particles according to a Hernquist profile. The left panel shows the behaviour of the
ASE as a function of the choice of (fixed) softening; the right panel shows the results of
adaptive softening varying the number of neighbours.
We now want to investigate whether or not the use of adaptive softening helps
maintaining the original slope of the density profile in time. To this purpose we let
the equilibrium system evolve for several dynamical times and compare the matter
distribution among the different models. Fig. 3.7 shows the cumulative density
profile at four different times, marked in the upper left corner. In all the panels
the gray line represent the initial profile; the solid lines correspond to the optimal
choice for fixed softening (εopt ≈ 0.05) and to Nngbs ≈ 60 for adaptive softening; the
dotted lines correspond to ε = 0.001 and Nngbs = 30, whereas the dashed ones to
ε = 1.0 and Nngbs = 500. Again we see how sensitive the results are to the choice
of ε and, correspondingly, how little they depend on Nngbs, especially when the
correct equation of motion is used. The density profile in the runs with adaptive
softening is compatible with the original one at all times (and for all Nngbs, when
the correction term is added), with a tendency to outperform the results obtained
when using fixed softening.
3.4.3 Equilibrium structure of a polytrope
Here we consider a system evolving under the action of both gravity and hydro-
dynamical forces. A homogeneous gas sphere of initial radius r0 = 1 with equation
of state P = Kργ , γ = 5/3 and initial null internal energy is released to the ac-
tion of self-gravity and pressure force until hydrostatic equilibrium is reached. The
process is speeded up by means of the standard SPH artificial viscosity together
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Figure 3.5: Behaviour of the total energy (kinetic plus potential) of the Hernquist model as
a function of time. The velocities were generated according to the equilibrium distribution
function. For a description of the units, see the introduction to Sec. 3.4.
with a damping term in the force equation; their effect is to deliberately remove
kinetic energy helping the system settling faster to equilibrium. An analytical so-
lution for the internal structure of the system does not exist when γ = 5/3; the
exact radial density profile was then obtained by numerically integrating the cor-
responding Lane-Emden equation:
γK
4πG(γ − 1)
d2
dr2
(rργ−1) + rρ = 0. (3.19)
The reference for the setup and realisation of the test is Sec. 4.4 of PM07 and there
we refer the reader for additional details on the generation of initial conditions and
features of the run.
Fig. 3.8 shows the density profile of the simulated system at t = 40, plotted against
the equilibrium solution given by Eq. 3.19. The units are as those introduced in the
previous section; the time was chosen by following the oscillations in the density at
r = 0.2: when their amplitude reduced of a factor of 20 with respect to the initial, we
assumed equilibrium was reached.
Three cases are shown, namely fixed softening (ε ≈ 1/40 of the mean interparticle
separation, as chosen by PM07) and adaptive softening (Nngbs = 60) with and with-
out the use of the correction term. In all cases we have used 60 neighbours for
the SPH computations. As found by PM07, the use of adaptive softening provides a
better representation of the density profile, especially the inner regions; the higher
central densities can be related to a smaller gravitational softening than in the fixed
case (at least when the correction term is employed), while the slightly better agree-
ment at large radii comes from much larger softenings reducing the noise of the
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Figure 3.6: Behaviour of the total energy of two colliding Hernquist spheres as a function
of time. The collision is head-on, with the two systems at an initial separation r = 150 rs
and approaching each other at a speed v =
√
(2GM/r). For a description of the units, see
the introduction to Sec. 3.4.
particle distribution.
The equilibrium solution just found has then been perturbed by inducing radial
oscillations on the sphere. The system was let evolve under gravity and pressure
force only, the behaviour of its total energy being now of interest. The results are
displayed in Fig. 3.9. The system oscillates with a period τ ≈ 4, close to the ex-
pected 3.82 for the fundamental mode of oscillation of such a polytrope. This is
seen clearly in the behaviour of the energy when adaptive softening is used and
the correction to the equation of motion is neglected; the evaluated potential be-
comes cyclically deeper and shallower following, respectively, the overall decrease
and increase of the softening lengths. Energy conservation is re-established at
the level of the runs with fixed softening once the system is evolved according
to the appropriate equations.
3.5 Performance in a cosmological environment
The problem of the formation and evolution of the large-scale structure of the
Universe has no analytical solution and this complicates the analysis when different
simulations of the same system are compared; to assess the results and determine
which technique is dealing best with the problem is not obvious anymore. Increas-
ing the resolution of a cosmological simulation generally goes along with extending
the representation of the initial perturbation field to smaller scales, resulting in
new fluctuations entering the initial conditions and therefore, strictly speaking, in
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Figure 3.7: Cumulative density profile for the 1000-particles Hernquist model at four dif-
ferent times (t = 200, 250, 300, 350). The gray lines represent the initial profile at t = 0; solid
lines correspond to the fiducial choice for ε(0.05) and Nngbs(60); dotted lines correspond to
ε = 0.001 and Nngbs = 30, while dashed lines to ε = 1 and Nngbs = 500.
a new system. In order to address the problem of structure formation and of how
this is dealt with by the different softening formulations we have decided to perform
a series of simulations sharing the same initial power spectrum of fluctuations, but
differing in the total number of particles (Binney 2004): the same structures form
at all the resolution levels, but are more accurately described as more and more
particles populate them. If the use of adaptive softening allowed to anticipate the
behaviour shown by the standard runs at higher resolution, this would assess the
superiority of the method over the usual choice of fixed softening.
The simulated system here consists of a 100 h−1 Mpc side periodic box in a ΛCDM
cosmology defined by the following choice of parameters:
Ωtot =1, Ωm =0.3, Ωb = 0.04, ΩΛ = 0.7,
h = 0.7, σ8 = 0.9, ns = 1 , (3.20)
where h and σ8 are the values, at redshift zero, of the dimensionless Hubble param-
eter and rms of the mass fluctuations smoothed on a scale of 8 h−1 Mpc, whereas
ns is the index of the primordial spectrum of fluctuations. Two sets of simulations
have been performed: three runs with 643, 1283 and 2563 particles using fixed soft-
ening and two runs with 643 and 1283 particles using adaptive softening (with and
without the correction term). The initial conditions were generated at z = 60 and
differ among them only in the number of particles resolving the same initial fluctu-
ation field. The pre-initial uniform distribution, represented by an equally-spaced
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Figure 3.8: Radial density profile of a polytropic sphere in hydrostatic equilibrium. The
solid black line represents the numerical solution of the Lane-Emden equation (Eq. 3.19);
the points are the results obtained by evolving a N = 1445-particles system with different
choice of softenings.
grid of particles, is applied a displacement field generated on 643, 1283 and 2563
grids, depending on the resolution level. The power spectra are anyway identical in
all the three cases and they are truncated at the smallest frequency resolved on a
643 grid. The simulations follow only the evolution of the dark matter component of
the density field and the resulting mass associated to a single particle varies from
≈ 32 to 4 and 0.5 · 1010 h−1M depending on the resolution level of the run. In all the
cases we have used the TreePM algorithm varying the grid from 643 to 1283 and 2563,
according to the resolution level. The features of the simulations are summarised
in Table 3.1.
The value of fixed softening was chosen to be 1/40 of the mean interparticle sep-
aration in the system, i.e. the smallest advisable value according to the generally
accepted criterion that limits this scale to avoid too negative binding energies in
close pairs. The choice of the number of neighbours for the adaptive runs cor-
responds to the minimum number ensuring a robust evaluation of the correction
term. To this purpose we have monitored the changes in the two crucial quantities
entering the evaluation of the correction term, namely ζ and Ω (Eq. 3.9 and 3.10,
respectively), when varying Nngbs. The code was run on the z = 0 snapshot of the
1283 simulation employing fixed softening with Nngbs varying from 16 to 80 with a
step ∆Nngbs = 8. Fig. 3.10 and 3.11 show the distribution of the two quantities
when varying Nngbs; we can conclude that a number Nngbs = 60 is enough to ensure
a converged evaluation of ζ and Ω and that the resulting correction term would be
robustly estimated. We have also run the simulations using adaptive softening and
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Figure 3.9: Behaviour of the total energy (kinetic, potential and internal) of the polytropic
sphere as a function of time. The system has been perturbed from the equilibrium state
at t = 40 by the induction of radial oscillations. For a description of the units, see the
introduction to Sec. 3.4.
no correction to the equations of motion, using the same number of neighbours as
the fully adaptive ones; although the results of the previous section suggest that
the introduction of the correction term is crucial to the proper functioning of the
adaptive formalism, we will anyway show the behaviour of these simulations for
completeness.
In the following subsections we summarise the main results.
3.5.1 Global behaviour I - Clustering
The level of clustering in the simulations has been first assessed qualitatively by
investigating the densities achieved throughout the box. Fig. 3.12 shows the par-
ticles with an associated density greater than 105, 5 · 105 and 106 times the average
density; the results are from the redshift zero snapshots of the 1283 and 2563 simula-
tions. The densities have been computed in the SPH fashion, using 60 neighbours
for all the runs. As one can see, the runs with adaptive softening reach higher
particles densities. Noticeably, the regions where this enhancement of clustering
is observed correspond to the high density regions of the 2563 simulation; indeed,
moving from left to right (i.e. from the fixed softening case to the fully adaptive
one) the same areas can be seen to be more and more populated. The numbers
in the upper-right corner corresponds to the total number of particles surviving
the density threshold; interestingly, the number of these high-density particles in
the 2563 simulation correspond to a mass of ≈ 23000, 10000, 300 particles at the 1283
resolution level.
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Table 3.1: Basic features of the simulations presented in Sec. 3.5.
Name ε Nngbs mp kmin kmax
[h−1 kpc] [h−1 M] [h kpc
−1] [h kpc−1]
Fixed - 643 39 - 31.76 · 1010 6.28 · 10−5 2 · 10−3
Fixed - 1283 19.5 - 3.97 · 1010 6.28 · 10−5 2 · 10−3
Fixed - 2563 10 - 0.5 · 1010 6.28 · 10−5 2 · 10−3
Adapt - 643 - 60± 0.1 31.76 · 1010 6.28 · 10−5 2 · 10−3
Adapt+corr - 643 - 60± 0.1 31.76 · 1010 6.28 · 10−5 2 · 10−3
Adapt - 1283 - 60± 0.1 3.97 · 1010 6.28 · 10−5 2 · 10−3
Adapt+corr - 1283 - 60± 0.1 3.97 · 1010 6.28 · 10−5 2 · 10−3
On a more quantitative level, we have also analysed the clustering by means of
the two-point correlation function ξ(r). This statistics represents the excess prob-
ability, compared to a uniform random distribution, of finding pairs of particles
at a given spatial separation. Fig. 3.13 shows the ratio of the correlation func-
tions obtained in the different runs to the result of the 2563 simulation; the curves
are shown at z = 0 and starting from separations of 10 h−1 kpc, which correspond
roughly to the resolution scale at the 2563 level. Other than for some discrepancies
at separation of several megaparsecs1, the correlation functions of the three runs
with fixed softening overlap almost perfectly down to 100 h−1 kpc. Below that scale
the differences in resolution result in a progressively larger amplitude. Since the
behaviour of ξ(r) at the small-r end is mainly determined by the distribution of
particles within individual halos, we could conclude that the internal distribution
of particles in a structure becomes denser as the resolution of the simulation is in-
creased. The runs with adaptive softening produce a correlation function which is
in full agreement with that of the “fixed” run at the same resolution down to roughly
100 h−1 kpc; at smaller separation the amplitude grows instead larger, approaching
the results obtained at higher resolution when using fixed softening. This is par-
ticularly evident in the 643-run using adaptive softening and the correction of the
equation of motion (“Adapt+corr - 643”, blue curve): not only is the amplitude at
small separation (10 - 50 h−1 kpc) higher than the other two 643 runs, but the be-
haviour at scales between 50 and 200 h−1 kpc is indistinguishable from the reference
1283-run (black, dashed curve). Both the “adaptive” runs at the 1283 resolution level
behave well in reproducing the correlation function of the 2563 simulation, the one
with correction (purple curve) even slightly exceeding the results for the 2563 case
on scales below 100 h−1 kpc.
1These discrepancies have no physical meaning and are due to a somewhat less accurate determi-
nation of the correlation function at large separations. The method we use is Monte-Carlo based and
tuned to provide very solid results at small separations, at the expense of accuracy on large scales.
We checked that the differences we register are within the typical uncertainties due to the method
when the correlation function is computed at these separations.
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Figure 3.10: Number of particle with ζ (Eq. 3.9) in a certain range as a function of ζ. The
code was run on the same clustered distribution of particles using different values for the
number of neighbours.
3.5.2 Global behaviour II - Mass function
The search for structures in the simulations has been carried out with the algo-
rithms FOF (Davis et al. 1985b) and SUBFIND (Springel et al. 2001a). Structures
are first identified as collections of N > Nmin particles separated by mutual dis-
tances smaller than some fraction b of the mean interparticle separation. These
so-called “FOF halos” are later examined by SUBFIND for the identification of self-
bound substructures and the removal of spurious background particles. In the
simulations presented here the halos have been searched using a linking length
b = 0.16 and a minimum threshold of 32 particles. The internal structure of these
candidate objects has then been probed in order to identify local, gravitationally-
bound overdensities; those containing at least 20 particles were addressed to as
“subhalos” leaving the others as part of the smooth halo component. Finally, par-
ticles not gravitationally bound to any substructure of the parent FOF halo were
dismissed. Note that SUBFIND was modified in the unbinding part so that the
evaluation of the gravitational potential takes into account the individual softening
length of the particles. Fig. 3.14 shows the mass function of the FOF halos at z = 0;
the number of objects per logarithmic mass interval is plotted for the different runs
down to the mass limit corresponding to 32 particles. When the correct equation
of motion is used, the agreement between the simulations with adaptive and fixed
softening at the same resolution level is striking throughout the full mass range;
when the correction term is instead ignored, the mass functions drop visibly at low
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Figure 3.11: Number of particle with Ω (Eq. 3.10) in a certain range as a function of Ω. The
code was run on the same clustered distribution of particles using different values for the
number of neighbours.
masses, the number of objects containing a number of particles less than of order
Nngbs being significantly underestimated. Overall, the runs with adaptive softening
and correction underestimate the total number of FOF halos by ' 3%, as opposed
to a ' 25% for those without the correction term; if we considered only halos con-
taining more than 100 particles, these percentages would fall to ' 1% and ' 14%,
respectively. Similar results are obtained when considering the “spherical overden-
sity” masses M∆2; this hints to the fact that the global shape of the structures in
the simulations is not changed significantly by the adoption of the adaptive soften-
ing formalism.
The upturn in the curve for the 2563 simulation at the low-mass end resembles the
effect of spurious halos seen in warm dark matter simulations (see, e.g. Wang and
White 2007 and their Fig. 9); these objects form from the artificial fragmentation
of filaments and have masses much smaller than the free-streaming mass of the
model being adopted, their origin being entirely due to the specifics of the pre-initial
conditions. Having our simulations a truncated power-spectrum, we might in prin-
ciple be hitting the same problem and have a contribution to our mass functions
coming from such spurious structures. This could indeed be the case for the 2563
simulation at the very low-mass end, a regime we are not interested in for our com-
2These are defined as the masses of the spherical regions centred on the potential minimum of
the smooth halo and corresponding to an overdensity of ∆, typically ≈ 200, with respect to either the
critical density ρcrit or to the mean background density ρm = Ωmρcrit. Hereafter, when referring to
either the virial radius or the virial mass of an object, we assume the overdensity to be defined with
respect to the mean background density.
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Figure 3.12: Particles with an associated density greater than a threshold. Their total
number is shown in the upper-right corner. The full 100 h−1 Mpc side box is shown and all
the particles are plotted; some are not distinguishable from their neighbours due to their
proximity, which in some cases can reach 0.5 h−1 kpc. The densities were computed as
the position-weighted sum of the nearest neighbours, in the usual SPH fashion; the same
number of neighbours (60) has been used for all the simulations. The results are shown at
z = 0.
parison. As for the 1283 simulations, the problem would affect objects with masses
corresponding to a handful of particles that do not survive the 32-particles limit
and therefore do not enter the evaluation of the mass functions. We also spec-
ify that this problem does not invalidate the results we displayed in the previous
section in terms of correlation functions; the number of particles in the alleged
spurious structures in the 2563 simulation is insufficient to affect the evaluation of
the correlation function at the scales we are interested.
3.5.3 Internal halo properties
The results in terms of correlation function and mass function suggest that the
main differences between the runs are likely to manifest in the internal structures
of the collapsed objects. We will investigate here what effects the different defi-
nitions of softening have in the representation of the most massive halo formed
in the simulations. Fig. 3.15 shows the cumulative mass distribution in the halo
out to the virial radius. The values differ by fractions of per cent in the various
runs and assess around 2.4 h−1 Mpc. Again it is evident how the use of adap-
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Figure 3.13: Two-point correlation function at z = 0 for a series of simulations of a
100 h−1 Mpc side box in a ΛCDM universe; shown is the ratio to the results of the 2563 sim-
ulation. The runs differ only in the choice of softening and in the total number of particles
used to sample the initial perturbation field. The arrows indicate the equivalent-Plummer
values of the gravitational softening in the standard runs.
tive softening enhances the clustering of particles anticipating the behaviour of
higher resolution simulations. The results of the two runs with adaptive softening
and correction (“Adapt+corr - 643”, blue curve; “Adapt+corr - 1283”, purple curve)
are particularly worth of notice: the first reproduces the higher-resolution results
down to 20 h−1 kpc, whereas the second is perfectly compatible with the highest
resolution run down to less than 5 h−1 kpc. Another way to interpret this result is
in terms of mean inner density as a function of the enclosed number of particles.
As noted by Moore et al. (1998) and Power et al. (2003), obtaining robust results
in regions closer to the centre, where the density is higher, demands increasingly
large particle numbers. As in Fig. 14 of Power et al. (2003) we have compared the
mean inner density measured at different fractions of the virial radius as a func-
tion of the enclosed particle number for all the runs. The results are displayed in
Fig. 3.16. The 643 simulation using fixed softening provides converged results at
most down to ' 6% of the virial radius. At smaller radii the results start to diverge
from those obtained at higher resolution and cannot be trusted anymore. The two
runs with adaptive softening behave instead very well down to 3% of the virial ra-
dius. Similarly, the 1283 simulation is reliable down to ' 2% of the virial radius
when using fixed softening and down to 1% of the virial radius when adaptive soft-
ening is employed. Power et al. (2003) relate the converged side of the enclosed-ρ
vs. enclosed-N plot to the regions where the average collisional relaxation time trel
exceeds some fraction of the age of Universe t0 (between 0.6 and 1). In our case,
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Figure 3.14: FOF mass function at z = 0 for a series of simulations of a 100 h−1 Mpc side
box in a ΛCDM universe. The upper x-axis displays the number of particles in the 1283
run corresponding to the masses in the lower axis. The mass functions are truncated at
a mass corresponding to 32 particle masses in every resolution level (i.e. at ≈ 1013, 1.3 ·
1012, 1.7 · 1011h−1 M for the 643,1283 and 2563 run, respectively). The simulations differ only
in the choice of softening and in the total number of particles used to sample the initial
perturbation field.
depending on whether we consider the results at 6% of the virial radius converged
or not, we could extend the regions down to the radii where trel ≈ 0.4t0. In any case,
it is not clear whether the 2563 run can be considered converged according to this
criterion. It is anyway worth of notice that the 1283 adaptive run with correction
reproduces perfectly the enclosed density of the 2563 at 1% of the virial radius.
Similar results hold when investigating the properties of substructures. Fig. 3.17
shows the number of subhalos with mass greater than a certain value; the curves
represent the average over the five biggest halos in the simulations and the masses
have all been normalised to the virial mass of the host. Due to the poverty of
substructures we are not showing the results for the lowest resolution simulations
and we are in general limited to qualitative considerations. As can immediately be
seen though, the runs with adaptive softening lie closer to the higher resolution
simulation than does the run with fixed softening.
3.5.4 Comments
All the results shown so far hold at redshift zero. As shown in Fig. 3.19, even
at this redshift only ≈ 1% of the particles have softening smaller than 1/40 of the
mean interparticle separation and at higher redshifts this behaviour becomes even
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Figure 3.15: Cumulative mass distribution for the most massive FOF group at z = 0.
more extreme. This has the effect of reducing the amplitude of the correlation func-
tion more rapidly than in the standard runs when going back in time. A more
quantitative representation of this effect will be given in the next section (Fig. 3.20).
The mass functions are not substantially affected though, at least not for objects
more massive than the 32-particles limit (Fig. 3.21).
As the particle timesteps depends on the value of the gravitational softening (see
Eq. 3.13), it is natural to expect that they would now span a wider range of values.
Fig. 3.18 shows that this is the case; plotted are the distributions of particles in
time bins3 at redshift zero for the three 1283 simulations: the “adaptive” runs tend
to have particles in lower bins than in the “fixed” simulation and, at the same time,
more particles in the highest bin. This is a consequence of what was just men-
tioned, namely that only a very small fraction of the particles obtains an adaptive
softening smaller than the fiducial choice for the standard simulations at the same
resolution level. As finer time bins get populated, the overall number of timesteps
increases when adaptive softening is used (along with the number of operations
performed within them); at the same time, since the highest bins become more
crowded, the average number of active particles - i.e. those that are advanced in
a timestep - decreases instead, almost compensating for this overhead. Increasing
Nngbs has the effect that one intuitively imagines, namely that of increasing the
softening associated to the particles; the differences again stand out more evident
3In GADGET the simulated timespan is mapped onto the integer interval [0, 2Ntimebins ]. This in-
terval is split recursively into timebins, the smallest of which has length 2. Each time, the code
computes individual timesteps for the particles and distributes them in the correspondent bin; the
smallest populated bin sets the next timestep for the simulation.
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Figure 3.16: Mean inner density as a function of the enclosed number of particle at differ-
ent fractions of the virial radius. The halo under consideration is the same as in Fig. 3.15.
The solid lines separate the regions, at their right, where the average collisional relaxation
time (trel) exceeds some fraction of the age of Universe (t0).
when looking at the correlation functions, whose amplitude at small separations
reduces, whereas the mass functions are confirmed to be considerably less sensi-
tive to variations in Nngbs.
All the simulations discussed in this section the gravitational softening was pre-
vented to fall below 0.1% of the TreePM splitting scale rs (corresponding to 558 pc
for the 643 case and to 279 pc for the 1283 one; in both cases, this translates to
≈ 1.5% of the softening scale in the “fixed” runs); this implies that the maximum
density achievable in the simulation corresponds to roughly 109ρ̄. As pointed out in
Sec. 3.3, the presence of a lower bound is not crucial and it is introduced mainly to
prevent few particles in over-dense regions from slowing down the simulation. No
upper limit to the gravitational softening was set in these simulations; we do not
find substantial differences between the runs with and without such a constraint,
especially if the correct equation of motion is used. We have also checked both sets
against Tree-only runs and found perfectly compatible results.
Although we both observe an increased level of clustering in massive objects, our
global results in terms of particle correlation function and halo mass function some-
what differ from those of BK09; when comparing the results from the adaptive runs
to the standard case with fixed softening, BK09 register a deficit in the number
of small-mass objects and a slight lowering in the amplitude of the two-point cor-
relation function at small separation, whereas we notice no change in the mass
function and instead an overall enhanced level of particle clustering. The simu-
lated background cosmology differ, but this should have no effect in the analysis
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Figure 3.17: Average subhalo mass function at z = 0 for the five most massive halos in the
simulations. The subhalo masses have been normalised to the virial mass of the host and
vary from 8 · 1011 to 4 · 1013h−1 M, corresponding to ≈ 20 and 1000 particles, respectively.
we are interested here, which is focused on relative differences between the runs
more than on absolute results of cosmological interest. The larger linking length
we have employed is not at the origin of the discrepancy between the FOF mass
functions, nor we think is the different evaluation of the correlation function re-
sponsible for the antithetical outcomes.
The results differ also on the more technical timing level; in our simulations we do
not register substantial saving of computing time when adaptive softening is used,
but we do notice increasingly better performances when the number of neighbours
is increased. BK09 halve the wallclock time of the reference run when using adap-
tive softening with 32 neighbours and leave it unchanged when using 48. If we
set an upper limit to the softening of order the splitting scale rs (as in BK09), we
progressively cut the timing when going from 32 up to 60 neighbours and leave it
essentially unaltered by increasing the number even further; the minimum wall-
clock time is reached for Nngbs ' 60 and it equals that of the simulation with fixed
softening. If no upper limit is set for the softening, the wallclock times tend to in-
crease; a minimum is reached for a number of neighbours ' 40 and it is around
∼ 30% higher than in the standard run.
We ascribe the responsibility for the different behaviour of the implementation in
the various aspects to the respective mother codes.
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Figure 3.18: Cumulative distribution of particles in time bins at z = 0. The simulations
were run using 29 time bins. Smaller numbers corresponds to finer intervals.
3.6 Simulating a mini version of the Millennium-II
As a more demanding application, we have investigated the effect of adaptive
softening on a cosmological simulation whose small-scale clustering is known in
detail by an extremely high resolution run. We have used the modified GADGET-3
on the initial conditions of the “mini”-Millennium-II simulation (hereafter mmII),
a low-resolution version of the better known Millennium-II (hereafter mII, Boylan-
Kolchin et al. 2009). The mmII follows the evolution of 4323 particles (as opposed
to 21603 particles for the mII simulation) within a box of side 100 h−1 Mpc. The
underlying cosmology is a ΛCDM with parameters
Ωtot =1, Ωm =0.25, Ωb = 0.045, ΩΛ = 0.75,
h = 0.73, σ8 = 0.9, ns = 1 . (3.21)
This results in the particles having masses m = 8.61 · 1010 h−1M , a factor 125
larger than in the mII simulation, corresponding to the same mass resolution of the
original Millennium simulation (Springel et al. 2005).
The initial conditions for the mmII are identical to those for the main (mII) run.
This means that although they share the power spectrum of the fluctuation field,
this is sampled with a factor of 125 less particles in the case of the mmII; it is rea-
sonable to expect that the smallest perturbations are then not represented. This
reverses the situation with respect to the series of simulations analysed so far in
this section. Fig. 3.20 shows the ratio of the correlation functions from the mmII
and “adaptive”-mmII to the original mII at four different redshifts. At high red-
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Figure 3.19: Cumulative distribution of softenings at z = 0. The softenings are expressed
in terms of equivalent-Plummer values (ε). The red (blue) dashed curve represents the value
of the gravitational softening in the 1283 (643) “fixed” simulations.
shifts, down to approximately z = 2, the amplitude of ξ(r) at scales smaller than
' 20 h−1kpc is lower in the “adaptive”-mmII than in the mmII; the result is not
surprising though, as at those redshifts we expect almost all the particles to have
softenings considerably larger than ε = 5 h−1 kpc, the value adopted in the origi-
nal mmII. At low redshifts the situation reverses, leading to a correlation functions
which approaches more and more tightly the results of the mII simulation; at z = 0
and on scales below ∼ 10 h−1 kpc, the “adaptive” correlation function is a factor
∼ 1.3 above that of the mmII. Fig. 3.21 shows the mass functions for the three sim-
ulations at the same redshifts as in Fig. 3.20. The halos are identified by the FOF
algorithm, using b = 0.2 and a minimum of 20 particles. Again, the mass function
are in agreement at all redshifts.
As for the tests presented before, this demonstrate that using adaptive gravita-
tional softening while incorporating the correction term into the equation of motion
allows to resolve the smallest scales better than simulations with fixed softening at
the same resolution. The results converge to what is expected from much higher
resolution simulations and no substantial degrading of the results is observed at
high redshifts, where the formal resolution of the simulations using adaptive gravi-
tational softening is naturally smaller than in the simulations with fixed softening.
3.7 Conclusions
We have implemented adaptive gravitational softening in the cosmological TreePM
code GADGET-3. The formalism was introduced first by Price and Monaghan (2007)
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Figure 3.20: Comparison of the two-point correlation functions from the mII (black curve),
mmII (green curve) and “adaptive”-mmII (purple curve) simulations at different redshifts;
shown is the ratio to the results from the mII. See the text for a description of the three
cases.
and features the same technique used by SPH to determine individual softening
lengths for each of the simulation particles. The spatial variation of this scale re-
quires a modification of the equation of motion, governing the evolution of the par-
ticle trajectories, in order to be consistent with the new dependencies introduced in
the system’s Lagrangian.
We have applied this technique to several test cases in order to check the behaviour
of the total energy when the new equation of motion is used; we then moved to the
cosmological scenario and, specifically, to simulations of the large-scale structure
of the Universe, where the evaluation of the effects of adaptive softening is compli-
cated by the lack of an analytical solution to the problem.
Our main conclusions are:
• The inclusion of the correction term in the equation of motion is essential to
ensure the conservation of total energy.
• In cosmological simulations of the large-scale structure a number of neigh-
bours ≈ 60 is needed to obtain a converged estimation of the correction term.
• With such a choice we show that – on the contrary to previous claims in
the literature – the adoption of adaptive softening does not lead to an under-
representation of halos at low masses, if the correct equation of motion is
used.
• Using the adaptive scheme effectively increases the dynamical range of cosmo-
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Figure 3.21: FOF mass functions from the mII (black curve, diamonds), mmII (green curve)
and “adaptive”-mmII (purple curve) simulations at different redshifts. See the text for a
description of the three cases.
logical simulations, while the computational costs only mildly increase. Espe-
cially, the amplitude of the two-point correlation function at small scales and
the subhalo mass function improve compared to simulations with the same
number of particles and fixed gravitational softening, anticipating the results
obtained in higher resolution simulations.
• The convergence of the inner density profile for the most massive object found
in the simulations improves significantly when adaptive softening and the cor-
rect equation of motion are used.
• When re-simulating a low-resolution version of the Millennium-II simulation
and comparing the results obtained with fixed and adaptive softening, we no-
tice again perfect agreement in the mass functions at all times and an evolu-
tion of the “adaptive” correlation function towards the higher amplitude of the
Millennium-II’s at late times.
In this chapter we have applied the method to scenarios where only one particle
species was being followed. Either gas-only or dark-matter-only simulations were
performed, where matter was discretised by means of equal-mass particles. The
case of “hybrid” simulations, where multiple matter fields interact and co-evolve,
will be investigated in the next chapter.
4
Adaptive gravitational softening II:
the multiple-species case
Adaptive gravitational softening provides an improved representation of the clus-
tering of particles on small scales. This has been thoroughly tested on a number
of scenarios, including cosmological simulations of the evolution of dark matter
throughout time (see Chapter 3). Simulations including both dark matter and gas
should also considerably benefit from the adoption of the scheme: the adaptive
behaviour of the resolution scale would allow to follow the collapse of gas down
to scales currently unachievable in standard simulations at comparable resolu-
tion. This is of particular importance considering that cold gas and star particles
are likely to clump at lengthscales below those typical chosen for the gravitational
softening. With the ultimate purpose of running hydrodynamical simulations of
structure formation, we have studied the behaviour of the new softening formalism
on a number of test cases to calibrate its effect on computations involving multiple
particle species. We discuss the strengths and weaknesses of the method, whose
behaviour, this time, requires some caution.
4.1 Introduction
In the previous chapter we have investigated the effects of adaptive softening in
various kinds of simulations, ranging from isolated structures to the cosmological
scenario. Some of these featured the action of gravitation only (dark matter simu-
lations), while others involved the presence of pressure forces in addition to gravity
(gas-only simulations)1. In all cases the discretisation of the matter field was done
by means of particles with identical masses. As we have seen in Chapter 2, increas-
ingly large dark-matter-only simulations have been performed in the last decades
and they have been crucial in advancing our knowledge on the clustering properties
of collisionless matter within an expanding background; today, we regard the sub-
ject as mostly understood and major efforts and interest are being shifted towards
1In addition to the test presented in Sec. 3.4.3, also the classical “Evrard”test (Evrard, 1988) and
“Bertschinger”test (Bertschinger, 1985) were performed. The results were not shown as they did not
differ significantly from those obtained using standard, fixed softening.
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modeling the coeval behaviour of the collisional, baryonic component and its evolu-
tion on both galactic and cosmological scales. These hydrodynamical simulations
can either simply follow the evolution of dark matter and gas under the effect of
gravitational and pressure forces (in this case they are referred to as non-radiative)
or they may include simplified recipes to account for the formation of stars and
related feedback mechanisms. Clearly the latter are the simulations of interest and
ever-increasing effort is put in developing an appropriate treatment of the various
baryonic processes known to take place, especially on galactic scales. In these sim-
ulations, therefore, one has to deal with two collisionless species (dark matter and
stars) and a collisional one (gas), each characterised by a different spatial distribu-
tion; moreover, these will most likely be sampled by particles of different masses.
It is therefore not surprising that, as a follow-up of the work presented in Chapter
3, we decided to investigate the behaviour of the adaptive-softening formalism in
simulations with multiple particles species; it would be interesting to test whether
the method could bring improvements in the treatment of the gravitational inter-
action also in this type of simulations. We start our investigation with a somewhat
intermediate case, were two different collisionless components, representing dark
matter and stars, co-exist with different spatial distributions; these simulations
are the subject of Sec. 4.2. Even though stars and dark matter are represented by
particles of identical mass, the presence of two components with markedly differ-
ent spatial distributions justifies the presence of these simulations in this chapter,
rather than in the previous. In Sec. 4.3 and 4.4 we move to the cosmological case.
We consider two matter fields distributed similarly at the initial conditions and be-
ing discretised by particles of different masses; these represent two collisionless
components in the former case (dark matter “1” and “2”), while in the latter they
stand for one collisionless and one collisional species (dark matter and gas). It is
well known that the discreteness introduced by the particle representation of the
simulated system will cause spurious energy transfers when species with different
masses are present, the flow taking place from the heaviest to the lightest com-
ponents (Steinmetz and White, 1997; Binney and Knebe, 2002). This effect is to
be expected if two-body relaxation is ruling the evolution of the system, something
which is clearly unwanted in a collisionless simulation. The overall effect is that of
an artificial “evaporation” of light particles from collapsed objects; considering that
the component sampled by the least massive particles is generally the gaseous one,
this translates into a systematic and artificial underrepresentation of the baryonic
component within dark matter halos. The effect is particularly strong in objects
of small-intermediate masses, whose potential well is not deep enough to keep the
gas particles bound notwithstanding this artificial heating. Obviously, the spurious
loss of baryons from dark matter halos has direct consequences on the predictions
regarding the amount of gas able to cool and form stars in these objects. Increasing
the gravitational softening length in these simulations helps alleviating the prob-
lem, at the expense of a loss in resolution. Considering that the adaptive method
induces an overall increase of the individual softening lengths whilst enhancing
the resolution, we expect it to outperform the standard, fixed softening approach
even more in these simulations. Besides the attenuation of the spurious, two-body
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heating of gravitational origin, we expected a further improvement from the use of
adaptive softening; this concerns the behaviour of gas, regardless of the mass of its
particles relative to the dark matter ones. In calculations including self-gravity of
the gaseous component, such as cosmological simulations of structure formation,
the relative size of gravitational softening and hydrodynamic smoothing length can
have tangible consequences on the results of the simulation at those spatial scales.
As shown by Bate and Burkert (1997) and Sommer-Larsen et al. (1998), the grav-
itational collapse of gas is inhibited if the resolution in the gravitational force is
poorer than in pressure forces (as is the case when the softening length is larger
than the smoothing length) and can instead be artificially induced in the opposite
regime (when the softening length is smaller than the smoothing length). Bate and
Burkert (1997) conclude that the resolution of the simulation is given by the larger
of the two scales and that any results below is of no physical meaning. They also
remark that having the scales of gravitational and hydrodynamical resolutions set
equal would be the ideal approach to the problem. Considering that cold gas is
expected to clump on scales below those of dark matter and definitely below those
typically chosen for the gravitational softening, having this quantity fixed results
in a waste of resolution, heavily affecting the behaviour of the gaseous component
on small scales. A gravitational softening which shrinks during collapse, in the
same way as the hydrodynamical smoothing length, would allow the behaviour of
gas to be followed to a greater extent. The expectation is therefore that, thank to
the adaptivity of the softening scale, not only will the segregation of the gaseous
component be considerably attenuated, but also its collapse will be followed down
to scales which are currently unachievable in standard simulations at comparable
mass resolution; this would ultimately provide a more reliable representation of
the properties of the baryonic component within galaxy-like substructures. We will
show how these expectations are, in fact, only partially fulfilled; in at least one of
the two adaptive approaches, the extension of the method to hydrodynamical sim-
ulations comes with subtle problems that need to be thoroughly understood and
kept under control. Finally, in Sec. 4.5 we show an intriguing result obtained in a
simple simulation of dynamical friction, where a massive body orbiting within a sea
of light particles progressively decays towards the density peak of their distribution.
4.2 A spherical galaxy with dark matter and stars
In this section we investigate the evolution of a galaxy-like object, made of a con-
centrated bulge of stars embedded within a more extended dark matter halo. The
distribution of the two components is spherically symmetric and follows a Hern-
quist profile (see Sec. 3.4.2); the scale radii differ, being 1 kpc for the bulge and
5 kpc for the halo. The object extend for around 400 kpc and consists of 1.1 × 106
equal-mass particles, 105 of them contributed by the stellar component. We let the
object evolve passively, adopting different choices for the gravitational softening,
and monitored the changes in its internal structure. The integration spanned five
gigayears, i.e. a few dynamical times and a small fraction of the relaxation time of
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Figure 4.1: Cumulative mass profile for the two components of a spherical system in equi-
librium and evolving passively in isolation. The most concentrated component represents
a stellar bulge embedded within a dark matter halo. The former is sampled by 105 parti-
cles, while the latter by ten times as many. Both species follow a Hernquist profile at the
initial conditions. The blue curve represents the results obtained with fixed softening, set
to the same value for both components; the black (red) curve shows the behaviour of the
simulation using adaptive softening with (without) correction of the equation of motion (in
both cases Nngbs = 60). In each panel, the gray lines represent the distribution of the two
components at the initial condition and serve as a reference for the expected result.
the object; in other words, we do not expect changes in its structure from the initial
condition setup. Fig. 4.1 shows the cumulative mass profile of the stellar and dark
matter components at four different times during the integration. The gray curves
represent the distribution at the initial condition and serve as a reference for the
expected results at each time. The blue lines show the profiles obtained using fixed
softening; this was set to 20 parsecs, around 1/20 of the mean interparticle separa-
tion within the half-mass radius. This choice is representative of the range of values
used in these simulations (Michael Hilz, private communication). Both curves, for
the bulge and halo component, show a progressive detachment from the original
profiles: the inner cusp is not maintained in time and particles are lost from the
central region. Conversely, both the adaptive softening approaches, with and with-
out the correction to the equation of motion (black and red curves, respectively),
provide a remarkably good behaviour at all times during the simulation; the bulge
and halo profiles are maintained close to the original down to the innermost re-
gions. The origin of such a different behaviour lies, obviously, in the distribution of
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Figure 4.2: Cumulative distribution of softening lengths for the simulation of the spherical
system with stellar bulge and dark halo. The results are from the last snapshot of the sim-
ulation, after five gigayears of passive evolution. The vertical, blue line marks the softening
length chosen in the standard simulation. The black (red) curve shows the behaviour of the
simulations using adaptive softening with (without) correction of the equation of motion (in
both cases Nngbs = 60). In these cases, for consistency, the Plummer-equivalent softening
is plotted.
individual softening lengths. As shown in Fig. 4.2, in the last snapshot of the sim-
ulation particles have softenings ranging from 0.07 to several tens of kiloparsecs.
Around ten thousand particles have this individual scale set smaller than the value
adopted in the simulations using fixed softening (marked by the blue, vertical line).
Even if this is just 1% of the total number of particles, it is a big enough value to
make a difference in the inner distribution of the object; indeed, the regions where
the mass profiles in Fig. 4.1 deviate from the expectation correspond to an enclosed
mass of few per cent the total mass. We therefore remark once more that the use
of adaptive softening increases the force resolution in regions where, normally, the
effect of the gravitational interaction would be washed out by the use of a too large,
fixed softening length.
We also performed simulations of mergers between two of these objects. Varying
the softening approach, we found no significant difference in the mass distribu-
tion of the objects before, during and just after the merger event took place. We
expect these to manifest in the late evolution of the remnant, for the same rea-
sons outlined above.
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4.3 Cosmological simulations I: two dark matter species
In this section we investigate the effects of adaptive softening on cosmologi-
cal simulations featuring two collisionless fields sampled by particles of different
masses. Hereafter we will refer to this set of simulations as “DM1+DM2”. The ini-
tial conditions were generated starting from those used to perform the simulations
at intermediate resolution described in Sec. 3.5; this means that we are considering
the same periodic box of 100 h−1 Mpc side-length in a ΛCDM cosmology, although
we now discretise its mass by means of twice as many particles, i.e. 2 × 1283. In
order to do this, we split each of the original particles into two distinct components
and displace them in order to maintain the centre-of-mass position and velocity
unchanged. By doing so, the global fluctuation field arising from the distribution
of particles is not affected and remains a faithful representation of the assumed
cosmology. The original mass is split between the pair with a ratio given roughly
by Ωb/Ωdm ≈ 0.15; this means that, even though we are dealing with collisionless
species, the total mass contributed by each of them is of the order the total expected
dark matter and baryonic mass within the cosmological volume under considera-
tion. Starting from these new initial conditions, we ran several simulations with
the different softening approaches. On each of the fifteen snapshots saved between
redshift five and zero we ran the halo and subhalo finder SUBFIND to identify grav-
itationally bound structures in the simulations. The expectation is that the mass of
these halos, regardless of its value, should be contributed by both particle species
according to the ratio between their masses; alternatively, we can say that we ex-
pect a roughly equal number of particles from both species within any object iden-
tified in the simulation. We do expect significant scatter, especially for small halos
made of a handful of particles; the mean behaviour should anyway follow the expec-
tation, if the simulation is collisionless and insensitive to the underlying discretisa-
tion. If, conversely, two-body relaxation were at work we would register a systematic
shortage of light particles as a consequence of the induced mass segregation; this
would affect mainly small objects, incapable of counteracting this spurious effect
with their gravitational attraction. Fig. 4.3 shows the results of the various simu-
lations, when confronted with this test. The different lines represent the median
fraction of light particles in units of the expected value, plotted as a function of
the mean number of particles within the halos in the corresponding bin. The blue
line shows the case for fixed softening; in this simulation the value is set to 1/20
of the mean interparticle separation, double the size used for the runs of Sec. 3.5
and corresponding to 39 h−1 kpc. Clear signs of segregation are evident at the low-
mass end, where the curve progressively deviates from the expectation, marked in
orange. Even such a large softening is not enough to alleviate collisionality in the
simulation. The set of red curves shows the results of the simulations performed
with adaptive softening and no correction of the equation of motion; each line cor-
respond to a different choice in the number of neighbours used to set the softening
scale. The lines are clearly indistinguishable and all show a remarkable agreement
with the expectation. This result is very promising, but unfortunately it is not fully
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Figure 4.3: Fraction of light particles in collapsed objects for the suite of cosmological
simulations with two collisionless species (DM1+DM2 set). Plotted is the median fraction
of light particles in units of the expected value, given by the global ratio in the simu-
lated box. The results are given as a function of the mean number of particles within the
virial radius of the objects in the bin. The orange, dashed line represents the expecta-
tion, namely a fraction equal to the global value for the box regardless of the size of the
halo. In blue are the results from the simulation using fixed softening. The black curves
show the case where adaptive softening is used, along with the correction term; the results
obtained without correction term are instead displayed in red. Four lines are overplotted
for each of the adaptive approaches, corresponding to different choices in the number of
neighbours (90,120,150,180). The red curves are almost indistinguishable; the black ones
are not, though, and the higher the number of neighbours, the higher the low-mass-end
fraction. Error bars, corresponding to one standard deviation, are shown only for the “adap-
tive+correction” case with 90 neighbours, to avoid overcrowding. The results are shown at
redshift zero.
maintained when adaptive softening is used along with the new equation of motion.
The results for those simulations are shown in black. Even though all curves lie
closer to the expectation with respect to the blue one, at least for halos containing
more than ≈ 200 particles (corresponding to ≈ 4 · 1012 h−1 M, in this case), they di-
verge at the low-mass end; not only some dependence of the results on the number
of neighbours is evident, but also the increase in the fraction of light particles above
the expectation is puzzling. The spread in the results (shown in one case only, to
avoid overcrowding) is large, especially at the low-mass end, but still the finding re-
quires some further investigation. We start by wondering how the trend, observed
at redshift zero, sets in with time. Figures 4.4, 4.5 and 4.6 show the redshift evo-
lution in the fraction of light particles in halos for the three softening approaches.
The curves span the evolution from redshift around five down to redshift zero and
are colour coded according to the rainbow spectrum (violet for redshift five, red for
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Figure 4.4: Fraction of light particles in collapsed objects for the suite of cosmological
simulations with two collisionless species (DM1+DM2 set). Plotted is the median fraction
of light particles in units of the expected value, given by the global ratio in the simulated
box. The results are given as a function of the mean number of particles within the virial
radius of the objects in the bin. Shown is the redshift evolution of this fraction for the
simulation employing fixed softening. Starting from redshift around five (violet, thin line),
fifteen curves show the results at different times, down to redshift zero (red, thick curve).
The orange, horizontal line represents the expectation, namely a fraction equal to the global
value for the box regardless of the size of the halo.
redshift zero). In the simulation using fixed softening (Fig. 4.4) we see that the de-
pletion of light particles occurs progressively in time, even though already at high
redshifts this component results underrepresented in halos of small-intermediate
mass. When adaptive softening is used without correcting the equation of motion
(Fig. 4.5), no redshift evolution is registered: all curves are in remarkable agree-
ment with the expectation (although the scatter, especially at high redshift, is very
large). When analysing the other adaptive approach (Fig. 4.6), the time dependence
shows up again in a similar fashion as for the fixed-softening case, namely: at a
given, small-intermediate halo mass, the fraction of light particles is systematically
higher at earlier times. The difference is that, in this case, the values start out
higher than expected. The results shown for the adaptive-softening case are those
obtained with Nngbs = 90. We already saw (Fig. 4.3) that varying this parameter has
no effects on the results obtained when the old equation of motion is maintained
and this remains true also when analysing the redshift evolution. Increasing Nngbs
in the other case, instead, does influence the presence of light particles in small
halos: the higher Nngbs, the higher their fraction. In terms of redshift evolution we
register a mild reduction in the spread among the lines, when increasing Nngbs.
Basically, we are left with the following facts: (i) the use of adaptive softening with
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Figure 4.5: Fraction of light particles in collapsed objects for the suite of cosmological
simulations with two collisionless species (DM1+DM2 set). Plotted is the median fraction of
light particles in units of the expected value, given by the global ratio in the simulated box.
The results are given as a function of the mean number of particles within the virial radius
of the objects in the bin. Shown is the redshift evolution of this fraction for the simulation
employing adaptive softening without correction term and with Nngbs = 90. Starting from
redshift around five (violet, thin line), fifteen curves show the results at different times,
down to redshift zero (red, thick curve). The orange, horizontal line represents the expec-
tation, namely a fraction equal to the global value for the box regardless of the size of the
halo.
the new equation of motion induces an excess of light particles within low-mass,
collapsed objects; (ii) the importance of this effects shows a clear dependence on
the number of neighbours adopted to evaluate individual softenings; (iii) the excess
of light particles sets in at high redshifts and tends to attenuate with time. The
progressive “evaporation” of light particles from halos as time goes by could well
be related to two-body effects: even though these seem to disappear when adap-
tive softening is used without correcting the equation of motion, their imprint may
still be seen in the fully-consistent, adaptive approach. The fact that this effect
reduces in magnitude when the number of neighbours is raised (and therefore the
softening scale is larger) is in agreement with this interpretation. The most puz-
zling finding is definitely the “inverted segregation” causing excess of light particles
within low-mass halos. In interpreting this unexpected behaviour, we are aided by
a striking piece of evidence: the upturn of the black curves in Fig. 4.3 occurs at
Nparticles . Nngbs. This means that the halos affected by a surplus of light particles
are those made of a total number of particles less than the number of neighbours
used to set the individual softenings.
In order to confirm this and further investigate the finding, we performed some
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Figure 4.6: Fraction of light particles in collapsed objects for the suite of cosmological
simulations with two collisionless species (DM1+DM2 set). Plotted is the median fraction of
light particles in units of the expected value, given by the global ratio in the simulated box.
The results are given as a function of the mean number of particles within the virial radius
of the objects in the bin. Shown is the redshift evolution of this fraction for the simulation
employing adaptive softening with correction term and Nngbs = 90. Starting from redshift
around five (violet, thin line), fifteen curves show the results at different times, down to
redshift zero (red, thick curve). The orange, horizontal line represents the expectation,
namely a fraction equal to the global value for the box regardless of the size of the halo.
targeted simulations of isolated halos. We set up initial conditions consisting of
two superimposed Plummer spheres (see Sec. 3.4.1), each made of the same num-
ber of particles, but differing in total mass; the mass ratio between the spheres
and, hence, between the particles sampling them, is chosen to match that of the
DM1+DM2 simulations. The object is let evolve in equilibrium and the behaviour of
the two different species is monitored. We performed several simulations, varying
the number of particles in the spheres, the number of neighbours, the softening
approach. Here we show just one representative example. We consider two super-
imposed Plummer distributions in equilibrium, each sampled by 500 particles; we
evolve the system in time and check the behaviour of the cumulative mass profile
for the two species. In simulations with fixed softening (not shown) we register the
evaporation of the light component as a progressive increase of its half-mass ra-
dius. This effect, as expected, is strongly dependent on the value of ε and vanishes
for ε ≈ 4 (for the definition of the units, see Sec. 3.4.1); this correspond to the ra-
dius containing ≈ 90% of the initial mass. In simulations with adaptive softening
and corrected equation of motion, we recover the same puzzling behaviour already
shown by the black curves of Fig. 4.3. Fig. 4.7 shows the cumulative mass profile
for the two species at different times. The blue curves represent the initial con-
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dition, where the two components share the same spatial distribution. The green
and red sets show the situation after 10 and 20 dynamical times (corresponding
to ≈ 1 and ≈ 2 relaxation times for the initial setup), respectively. The system has
been evolved using as many as 5000 neighbours to set the individual softening2.
This number has intentionally been chosen large to emphasise the final effect. The
whole system undergoes an initial expansion, due to an underestimation of the
real potential; this is caused by the excessively large softenings resulting from the
choice of 5000 neighbours. Both populations are affected similarly and we can ig-
nore this feature in our discussion. What is interesting is the relative behaviour of
the light and heavy species, showed by the dashed and solid curves, respectively:
the former moves inward and its half-mass radius reduces to two thirds that of
the other component. By running several other simulations of the same system,
varying Nngbs, we found that this behaviours sets in at Nngbs > 1000. This confirms
that the anomalous baryon fractions registered at the low-mass end of the mass
function in the cosmological, DM1+DM2 simulations may indeed concern objects
where Nparticles . Nngbs. Although the reasons at the origin of this behaviour are
still not clear, we can now at least isolate and confine the problem to certain scales,
below which results cannot be trusted. As a comparison, Fig. 4.8 shows the results
obtained with adaptive softening and old equation of motion; the initial expansion,
due to the large softening lengths induced by the choice Nngbs = 5000, affects both
component; these evolve similarly, though, and show no sign of segregation.
From the results we have discussed so far in this section we would have to
conclude that the use of adaptive softening does indeed bring a remarkable im-
provement in the treatment of multiple particle species in simulations, but that the
correction introduced in the equation of motion leads to unwanted effects which, al-
beit small, make the use of the old equation of motion preferable. However, we need
to remind he reader that this use of adaptive softening (keeping the old law for the
gravitational acceleration) has its own, unwanted side-effects. As we have already
discussed in the previous chapter, this approach leads to a decrease in the num-
ber of halos identified within the box (see Sec. 3.5.2). This affects essentially the
low-mass end of the mass function and is due to the softening within these objects
being large enough to wash out their internal structure, to the point that they are
not detected by the halo-finding algorithm anymore. This effect remains visible in
the DM1+DM2 simulations, as shown by Fig. 4.9. Plotted is the number density of
bound halos with masses greater than the corresponding value given by the x axis.
It is evident that the shape of the red curves (corresponding to the simulations with
adaptive softening and old equation of motion) at the low-mass end: (i) depends on
the adopted number of neighbours and (ii) is flatter than in all other simulations.
The decrease in the identified objects can be as bas as 48% for the simulation with
180 neighbours and a milder 30% in the run with 90 neighbours. The black curves
(corresponding to adaptive softening and new equation of motion) show, instead,
remarkable agreement among themselves and with the results obtained using fixed
softening. It is tempting to relate the excellent behaviour in reproducing the ex-
2This is possible even in the presence of 1000 particles (see Eq. 3.14).
88 Adaptive gravitational softening II
Figure 4.7: Cumulative mass profiles for the heavy and light component of the Plummer
sphere. The object consists of the superposition of two 500-particle Plummer halos, sam-
pled by particles of different masses (mass ratio ≈ 0.15). The curves represent the time
evolution of the mass profiles when the object is let evolve passively. Solid (dashed) curves
show the results for the heavy (light) component. The different colours correspond to dif-
ferent times (units are the same as in Sec. 3.4.1). The vertical lines mark the mean radial
distance from the centre for each component at each time. The simulation was performed
using adaptive softening with the correct equation of motion. Individual softenings were set
using 5000 neighbours.
pected fraction of light particles in small halos, provided by the simulations with
adaptive softening and old equation of motion, to the lack of objects that these
simulations produce at the low-mass end of the mass function. One could wonder
whether the objects we are missing represented a biased population, namely one
characterised by a low presence of light particles; in this case, their inclusion would
change the results of Fig. 4.3 in worse. We have good reason to think this is not
the case: the improved behaviour shown by the red curves begins at halo masses
much higher than those affected by and underrepresentation in the mass function.
To give an idea, 100 particles in Fig. 4.3 correspond to ≈ 1012.3 M in Fig. 4.9; in
this mass regime there is virtually no difference in the mass functions and, yet, the
much improved behaviour of the simulations with adaptive softening is already in
place. The fact that the two effects are unrelated is supported by another piece of
evidence: in simulations with 60 neighbours (not shown), the fraction of light par-
ticles in halos remains excellent and indistinguishable from the results obtained
with a higher Nngbs, while the shortage of collapsed objects reduces to 16%.
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Figure 4.8: Cumulative mass profiles for the heavy and light component of the Plummer
sphere. The object consists of the superposition of two 500-particle Plummer halos, sam-
pled by particles of different masses (mass ratio ≈ 0.15). The curves represent the time
evolution of the mass profiles when the object is let evolve passively. Solid (dashed) curves
show the results for the heavy (light) component. The different colours correspond to dif-
ferent times (units are the same as in Sec. 3.4.1). The vertical lines mark the mean radial
distance from the centre for each component at each time. The simulation was performed
using adaptive softening and old equation of motion. Individual softenings were set using
5000 neighbours.
4.4 Cosmological simulations II: dark matter and gas
In this section we deal with non-radiative, hydrodynamical simulations follow-
ing the coeval evolution of dark matter and gas particles. We will refer to this set
of simulations as “DM+GAS”. The initial conditions are identical to those used for
the DM1+DM2 set, but for the fact that the second species, sampled by the lightest
particles, now represents a gaseous component subject to both gravity and pres-
sure forces. Having thoroughly analysed the results of the collisionless equivalent
of these simulations in the previous section, we can already guess what the results
of this new study will be like. We expect that pressure forces will aid the spuri-
ous evaporation of structures, leading to even lower baryon fractions in halos than
what is expected from the cosmic value (i.e. the ratio taken over the whole box). We
expect similar relative behaviours from the three softening approaches as found in
Sec. 4.3. This is indeed true for the resulting mass functions, which we decided to
omit. We discuss, instead, the baryon fractions as a function of halo size. These
are shown in Fig. 4.10 at four different redshifts and colour-coded as in Figures 4.3
and 4.9. Again, the behaviour of adaptive softening without correction term (red
curves) is remarkably good at all redshifts. We show two curves for this specific
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Figure 4.9: Mass function of collapsed objects for the suite of cosmological simulations
with two collisionless species (DM1+DM2 set). Plotted is the number density of objects
with virial masses greater than the corresponding value on the x-axis. In blue are the re-
sults from the simulation using fixed softening. The black curves show the case where
adaptive softening is used, along with the correction term; the results obtained with-
out correction term are instead displayed in red. Four lines are overplotted for each of
the adaptive approaches, corresponding to different choices in the number of neighbours
(90,120,150,180). The black curves are almost indistinguishable; the red ones are not,
though, and the higher the number of neighbours, the lower their low-mass-end ampli-
tude. The results are shown at redshift zero.
case, corresponding to the choice of 60 and 120 neighbours: the agreement is
striking, confirming the insensitivity of this approach to the parameter Nngbs. The
simulation using adaptive softening with correction term (black curve) provides
baryon fractions comparable to those obtained in the simulation with fixed soften-
ing (blue curve) until z ≈ 2; at later times the behaviour worsens and by the end of
the run the presence of gas in halos is severely underestimated, with respect to the
other simulations. Varying the number of neighbours does introduce variations,
most noticeably in the tail of the curve (note that the upturn at Nparticles . Nngbs is
still present in this simulation). However, since the softening distribution for the
two adaptive approaches is similar, at a given number of neighbours, we attribute
the differences in the baryon fractions to some dynamical effect introduced by the
correction term. In general, the fraction of light, gaseous particles bound in halos
confirms to be lower than what found in the previous section for the collisionless
equivalent of these simulations. Indeed, taking the runs with fixed softening as a
reference, the presence of light particles in the smallest identified halos drops from
95% to 65%.
Although we acknowledge the behaviour of the simulations with adaptive soften-
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Figure 4.10: Baryon fractions in collapsed objects for the suite of cosmological simulations
with dark matter and gas (DM+GAS set). Plotted is the median fraction of gas particles in
units of the expected value, given by the global ratio in the simulated box. The results
are given as a function of the mean number of particles within the virial radius of the
objects in the bin. The orange line represents the expectation, namely a fraction equal
to the global value for the box regardless of the size of the halo. In blue are the results
from the simulation using fixed softening. In black is the case where adaptive softening is
used, along with the correction term (one curve, corresponding to Nngbs = 120); the results
obtained without correction term are instead displayed in red (two curves, corresponding
to Nngbs = 60, 120). The error bars correspond to one standard deviation.
ing and correction of the equation of motion to be somehow problematic, we have
to admit that the comparison with the standard simulation, using fixed softening,
has not been entirely fair. Nowadays, most of these hydrodynamical simulations
are, in fact, performed with a “trick”, adopted to compromise between the need of
large softenings at high redshifts, to avoid the evaporation of gas, and the need
of resolution at low redshifts, when structures collapse to form dense halos. This
solution consists in preventing the softening scale to exceed a certain value, given
in physical units. From the beginning of the simulation the softening length is kept
constant, in comoving units, until its value, in physical units, reaches a certain
threshold; from this point onwards the softening scale is kept fixed to this physical
size and its comoving equivalent shrinks. The change is applied to all particles at
the same time; the exact moment depends on the chosen threshold.
Before closing this topic, we would like to compare the behaviour of the adaptive-
softening approach to the results obtained with these more realistic settings. In
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doing this, we change setup and apply the adaptive method on a different sim-
ulation. This is given by the Box3 of the Magneticum suite3, a simulation of a
128 h−1 Mpc-side cube with WMAP7 cosmology (Komatsu et al., 2011). The version
we are using discretises dark matter and gas components by means of 2163 particles
each; the mass ratio is given by Ωb/Ωdm ≈ 0.2 and is around 30% higher than in the
DM+GAS simulations. The improved resolution allows the identification of smaller
halos, with masses down to ≈ 1010 h−1 M, leading to a total number of bound ob-
jects four times bigger than those found in the DM+GAS runs. The simulation with
fixed softening was performed using εcom = 30 h−1 kpc and εmax,phys = 10 h−1 kpc.
This means that the softening is initially set to the value given by εcom and that
when εphys = a · εcom = εmax,phys it gets changed into εmax,phys until the end of the
simulation. Translated into fractions of the mean interparticle separation, these
numbers mean that the softening length is set to ≈ 1/20 of this scale (as in the
DM+GAS simulations) until around z = 2 (the time where the switch happens) and
that it progressively reduces afterwards, reaching 1/50 of the mean interparticle
spacing at redshift zero. As we have had several occasions to assess the robust
behaviour of the simulations with adaptive softening and old equation of motion,
here we just consider the other adaptive approach. Fig. 4.11 shows the baryon
fractions recovered for these simulations at four different redshifts. We chose red-
shifts lower than in Fig. 4.10 to focus on the time range where the behaviour of
the adaptive, DM+GAS simulation started to worsen. At all times, the adaptive
run (black curve) performs better than the standard one (blue curve). The baryon
fractions in the simulation with fixed softening are only slightly lower than those
of the DM+GAS set, given the same number of particles in the halo (as a refer-
ence: in Fig. 4.11 a mass of ≈ 8× 1011 h−1 M corresponds to around one hundred
particles). The effects of a more aggressive softening prescription are partially bal-
anced by the increase in the mass ratio between gas and dark matter particles. The
difference between the two cases is then due to an improvement in the behaviour
of the simulations with adaptive softening, rather than a deterioration of the re-
sults of the fixed-softening run. We regard the more moderate difference between
the particle masses to be responsible for this behaviour; the mass ratio enters the
evaluation of the correction term (see Eq. 3.8) and can be responsible of numerical
effects associated to its evaluation. This example was shown to remark that which
one of the two approaches performs best, whether it is fixed softening or adaptive
softening with correction, might depend on the system under consideration and,
more specifically, on details as the mass ratio between particles and on the recipes
adopted to set the fixed softening scale.
4.5 A simulation of dynamical friction
In this last section we show an interesting result obtained in a simulation follow-
ing the evolution of a massive body orbiting within a sea of light particles of mass
m. The expectation in this case is that, in the limit Mbody  m, the object experi-
3http://www.mpa-garching.mpg.de/∼kdolag/Simulations/
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Figure 4.11: Baryon fractions in collapsed objects extracted from simulations of the Box3
from the Magneticum suite. Plotted is the median fraction of gas particles in units of the
expected value, given by the global ratio in the simulated box. The results are given as a
function of the mean virial mass of the objects in the bin. The orange line represents the
expectation, namely a fraction equal to the global value for the box regardless of the size
of the halo. In blue are the results from the simulation using fixed softening. In black
is the case where adaptive softening is used, along with the correction term (one curve,
corresponding to Nngbs = 128). The error bars correspond to one standard deviation.
ences dynamical friction, a force leading to the transfer of energy and momentum
to the field particles (see, e.g. Binney and Tremaine, 1987; Mo et al., 2010). This
arises from the cumulative effect of two-body encounters between the massive ob-
ject and the light particles surrounding it. The system is driven towards a state
of equipartition, where each population is characterised by the same mean kinetic
energy per particle (mx < v2x >); in this process, the more massive components lose
energy and momentum to lighter particles, until the balance is reached. In the
case under consideration, the effect translates into a progressive decay of the orbit
followed by the massive body. The details of the dynamical evolution of the object
depend on the specifics of the system and are approximated by the Chandrasekhar
formula (Chandrasekhar, 1943):
Fdf = −4π
(
GMbody
vbody
)2
ln Λ ρ(< vbody)
vbody
vbody
, (4.1)
where Fdf is the dynamical friction force acting on the body, ρ(< vbody) is the density
of field particles with speed less than vbody and ln Λ is the Coulomb logarithm. This
94 Adaptive gravitational softening II
last quantity is not well constrained and represents a problematic aspect of Eq. 4.1.
In estimates of orbital decay rates Λ is taken to be the ratio of the host halo mass
to that of the orbiting body, i.e.
ln Λ ≈ ln
(
Mhalo
Mbody
)
. (4.2)
From a first look at Eq. 4.1 we learn that the drag force has a strong dependence on
Mbody, with more massive objects being more heavily affected by dynamical friction.
Also, from Eq. 4.2 we can say that, given Mbody, the exerted force is larger in more
massive hosts.
Chandrasekhar’s formula was derived under a stringent set of assumptions, none
of them applicable to a real physical system; caution is therefore needed in inter-
preting its prediction. The first assumption lies in regarding all objects as point
particles; this is clearly a problem when considering an actual physical system,
but not when comparing to the results of a simulation. The second approximation
consists in neglecting any evolution in the density distribution of the underlying
system, due to the presence of the massive body; this is clearly not the case neither
in real systems nor in simulations. Finally, it is assumed that the distribution of
the field particle is infinite, homogeneous and isotropic. Intimately related to this
last assumption is the need to introduce the rather obscure Coulomb logarithm
term in the derivation of the final formula; indeed, this allows to avoid a divergence
whose origin lies in the assumption of a homogeneous and infinite medium. For all
practical purposes, we expect two-body encounters to occur at a maximum distance
given by the size of the host halo and for this reason it is fair to assume Eq. 4.2.
However, this is not consistent with other aspects of the derivation of the formula,
which instead rely on the assumption of an infinite medium. Despite these facts,
Eq. 4.1 provides an accurate description of the drag force experienced by massive
bodies orbiting within a system of light particles. This is especially true in the case
we are about to discuss, where the objects are point particles and the entire orbit
lies inside the host (limiting the impact of the second assumption).
The system we decided to simulate represents a classical setup to test the effects
of dynamical friction (see, e.g., Sec. 12.3.1 of Mo et al. 2010). We first generate a
distribution of particles with density profile of a singular isothermal sphere:
ρ(r) =
V 2c
4πGr2
, (4.3)
where V 2c is the circular velocity, independent of the radial distance from the centre.
The velocities follow a locally Maxwellian distribution, with dispersion σ = Vc/
√
(2).
We let the system evolve for several dynamical times, until its lagrangian radii4
stabilise and the distribution can be considered to be in equilibrium. We then
place a massive body at a certain distance from the centre and set it on a circular
orbit (as a consequence, vbody = Vc). Given this global setup, the prediction for the
4These are the radii of the spheres, centred on the object, containing a certain percentage of its
total mass.
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radial decay of the orbit, as derived from Chandrasekhar’s formula, is obtained
integrating the following expression:
r
dr
dt
= −0.428 ln Λ
GMbody
Vc
. (4.4)
Along with the fundamental assumption Mbody  m, the other properties the radial
decays depends on are the mass of the body and how this compares to the mass
of the host. We have simulated this system varying the number of particles in the
isothermal halo, the relative values of m, Mbody, Mhalo, the position of the object; for
each case, we performed three runs with the usual, different softening approaches,
varying also the adopted softening length and the number of neighbours. The re-
sults change, but the relative behaviours of the different cases remain qualitatively
similar. Here we discuss the simulations performed with 1.5 × 105 particles for the
isothermal halo, Mbody/m = 100 and Mhalo/Mbody ≈ 400; for these choices ln Λ ≈ 6, al-
though we stress again that this should be taken as no more than a guess for what
the real value should be. The results of the run with fixed softening are shown in
Fig. 4.12. The softening length was chosen to be around the mean interparticle sep-
aration in the central region, where the orbital evolution of the massive object takes
place. However, we performed simulations using a range of values for this scale and
in no cases we found hints of improvements in the results. As shown in the bottom
right panel, the first phases of the decay (until around t = 120) show a reasonable
trend, when compared to the analytical prediction with ln Λ = 4. After that point the
results of the simulation deviate from the analytical prediction and the decay pro-
ceeds slower than it started. The results of the simulation with adaptive softening
and no correction of the equation of motion are shown in Fig. 4.13. We have per-
formed several runs varying Nngbs, without major changes or improvements in the
outcome; the results shown here were obtained setting Nngbs = 120. The oscillations
in the radial distance of the massive objects reveal deviation from a purely circular
motion; in general, the decay is slower than in the previous case and, at least in
the initial stages, it would correspond to ln Λ < 4. Finally, in Fig. 4.14 we show
the results obtained using adaptive softening along with the new equation of mo-
tion. As in the previous case, the simulation was performed with 120 neighbours.
The shape of the orbital decay is in remarkable agreement with the expectation for
ln Λ = 6. Not only does the simulation reproduce the dynamical behaviour of the
massive body as predicted assuming a single value of ln Λ throughout time, but this
value of the Coulomb logarithm happens to be the favoured one for the system un-
der consideration. Among all the simulations that we have performed, with different
softening prescriptions and properties of the system, those with adaptive softening
and correction of the equation of motion have always provided the results closer to
the expectation. Even though the exact solution to the problem is not known, due to
the uncertainties on the value of the Coulomb logarithm, it is still remarkable that
these simulations can follow the orbital decay of the object reproducing at least the
shape corresponding to a given value for ln Λ. It seems that, in this case, the use of
adaptive softening, aided by the correction to the equation of motion, provides the
better description of the gravitational interaction ruling the evolution of the system.
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Figure 4.12: Trajectory and radial decay of a massive body orbiting within an isothermal
sphere. The host is sampled by 1.5×105 identical particles; the mass ratio between the object
and the field particles is 100; the ratio between the mass contained within r = 1 and the
mass of the body is ≈ 400. Dynamical friction drives the orbital decay of the object, initially
on a circular motion around the host. The first three panels show the projection of the
trajectory on the different planes. The red (purple) triangle marks the position of the object
at the beginning (end) of the integration; the colour code follows the rainbow spectrum from
violet (at t = 0) to red (at t = 280). The bottom-right panel shows the distance of the body
from the centre of the isothermal sphere, as a function of time. The orange curves mark the
prediction of the Chandrasekhar’s formula for different values of the Coulomb logarithm;
the solid curve corresponds to ln Λ = 6 (favoured value for this setup), while the dotted curve
to ln Λ = 10, 4 (from left to right). The blue line gives the result obtained from the simulation
employing fixed softening, set equal to the mean interparticle separation within r < 1.
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Figure 4.13: Trajectory and radial decay of a massive body orbiting within an isothermal
sphere. The host is sampled by 1.5×105 identical particles; the mass ratio between the object
and the field particles is 100; the ratio between the mass contained within r = 1 and the
mass of the body is ≈ 400. Dynamical friction drives the orbital decay of the object, initially
on a circular motion around the host. The first three panels show the projection of the
trajectory on the different planes. The red (purple) triangle marks the position of the object
at the beginning (end) of the integration; the colour code follows the rainbow spectrum
from violet (at t = 0) to red (at t = 280). The bottom-right panel shows the distance of the
body from the centre of the isothermal sphere, as a function of time. The orange curves
mark the prediction of the Chandrasekhar’s formula for different values of the Coulomb
logarithm; the solid curve corresponds to ln Λ = 6 (favoured value for this setup), while the
dotted curve to ln Λ = 10, 4 (from left to right). The red line gives the result obtained from
the simulation with adaptive softening and no correction of the equation of motion; the
individual softenings were computed by means of 120 neighbours.
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Figure 4.14: Trajectory and radial decay of a massive body orbiting within an isothermal
sphere. The host is sampled by 1.5×105 identical particles; the mass ratio between the object
and the field particles is 100; the ratio between the mass contained within r = 1 and the
mass of the body is ≈ 400. Dynamical friction drives the orbital decay of the object, initially
on a circular motion around the host. The first three panels show the projection of the
trajectory on the different planes. The red (purple) triangle marks the position of the object
at the beginning (end) of the integration; the colour code follows the rainbow spectrum from
violet (at t = 0) to red (at t = 140). The bottom-right panel shows the distance of the body
from the centre of the isothermal sphere, as a function of time. The orange curves mark the
prediction of the Chandrasekhar’s formula for different values of the Coulomb logarithm;
the solid curve corresponds to ln Λ = 6 (favoured value for this setup), while the dotted curve
to ln Λ = 10, 4 (from left to right). The red line gives the result obtained from the simulation
with adaptive softening and correction of the equation of motion; the individual softenings
were computed by means of 120 neighbours.
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4.6 Conclusions
In this chapter we have investigated the behaviour of the adaptive-softening
formalism on simulations involving different particle species. These included colli-
sionless components, characterised by either different density distributions or par-
ticle masses, as well as hydrodynamical simulations following the evolution of dark
matter and gas. Our main conclusions are:
• The inner cusp of a density distribution is maintained considerably more sta-
ble in time, when either of the two adaptive approaches is adopted; this holds
for all components (e.g.: stellar bulge, dark matter halo), regardless of their
concentration (see Sec. 4.2).
• In a cosmological simulation with two collisionless species, the spurious evap-
oration of light particles from collapsed objects is remarkably attenuated when
adaptive softening is used without correcting the equation of motion; im-
provements are registered also when using the fully-conservative, adaptive
approach, but in this case the results show some dependence on the parame-
ter Nngbs (see Sec. 4.3, Fig. 4.3).
• Similar results are obtained in a non-radiative, hydrodynamical simulation,
namely: the baryon fractions in halos of small-intermediate masses are con-
siderably improved when adaptive softening is used without correcting the
equation of motion. The other adaptive approach, instead, performs worse
than the standard simulations with fixed softening, albeit just at low redshifts
(see Sec. 4.4, Fig. 4.10).
• The differences in the results of the two adaptive approaches is not related
to the distribution of softening lengths being discrepant, but rather to some
dynamical effect introduced by the correction term in the equation of motion.
When the ratio between the mass of the light and heavy particles is raised, the
results of the fully-conservative approach improve considerably (see Sec. 4.4,
Fig. 4.11).
• In general, when using the adaptive approach with correction of the equation
of motion in these simulations, the structure of objects with a number of
particles less than Nngbs is not reliable (see Sec. 4.3, Figures 4.3 and 4.7).
• In a simulation of dynamical friction, following the orbital decay of a massive
object moving within an isothermal host, the use of adaptive softening along
with the correction term provides the result closer to the expected behaviour
(see Sec. 4.5).
Even though there are cases where the fully-conservative, adaptive formalism be-
haves as well as or better than the other adaptive method or the standard, fixed-
softening approach, its results are not entirely predictable and are subject to de-
pendencies on numerical parameters (as Nngbs or the mass ratio between the par-
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ticles) and on the specifics of the simulated system. We have performed simula-
tions varying the definition of softening from the radius of the sphere containing
a certain number of neighbours, to the radius of the sphere containing a certain
total mass. As discussed at the end of Sec. 3.2, this constitutes another viable
approach to the definition of individual softening lengths and in simulations with
multiple species, sampled by particles of different masses, it will generally lead to
different softenings. However, its adoption induced no significant changes in the
results. It has been argued that, in simulations with multiple components, the best
approach would be to define individual softenings out of neighbours of the same
species (Daniel Price, David Hubber - private communication). This would have the
desirable consequence to set the gravitational softening of gas particles equal, by
definition, to the SPH smoothing length (see discussion in the introduction to this
chapter). We tried this variant on simulations without correction term and in that
case - unsurprisingly - we found no significant changes in the results. The other
simulation could not be performed, as the correction term applied to the equation
of motion is not consistent with this new definition of softening lengths. A new
conservative formalism would have to be derived, starting from another modified
Lagrangian.
Considering the results in their entirety, we conclude that the use of adaptive soft-
ening provides remarkable and promising results when applied to various kind of
collisionless and hydrodynamical simulations involving multiple species. We rec-
ommend its use without changes in the equation of motion or, alternatively, to
consider the derivation of a new formalism where individual softening are deter-
mined out of neighbours of the same species only. The only drawback registered
when using adaptive softening without correction to the equation of motion is the
loss of halos in the low-mass tail of the mass function (see Sec. 4.3, Fig. 4.9). How-
ever, the importance of this effect reduces when decreasing Nngbs. Considering that,
in this case, we are not limited by the need of a minimum number of neighbours5,
we could push Nngbs down to values where the loss of objects becomes tolerable
(for Nngbs = 60 we register 16% less object; a further decrease to the still reasonable
value Nngbs = 30 could reduce the deficit further to few percent).
Improved baryon fractions and enhanced resolution in the representation of gravity
within collapsed objects will have a strong impact on the star-formation properties
of halos in cosmological simulations. It would be interesting to investigate, by in-
stance, the effects on zoomed simulations of galaxy clusters; specifically, one could
test the prediction regarding the diffuse stellar component and the low-mass end
of the galaxy stellar mass function, quantities which are strongly affected by nu-
merical effects and are still not-converged in state-of-the-art simulations (see, e.g.
Saro et al., 2006; Murante et al., 2007; Dolag et al., 2010).
5We are, instead, when using the correction to the equation of motion; a minimum number of
neighbours is necessary for a robust evaluation of the term (see discussion in Sec. 3.5).
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On the orbital and internal evolution
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Galaxies inhabiting a cluster environment experience significant evolution in
their orbital motions throughout time; this is accompanied by changes in the
anisotropy parameter, measuring the relative importance of radial and tangential
motions for a given class of objects. Along with orbital changes, galaxies in clusters
are well known to undergo severe alteration in their hot/cold gas content and star
formation properties. Understanding the link between the changes in the inter-
nal properties of galaxies and their orbital motion is of crucial importance in the
study of galaxy evolution, as it could unveil the primary mechanism responsible
for its environmental dependence. Do the changes in the internal properties hap-
pen in parallel with those in the orbital motion? Or are the orbital features at the
time of infall what determines the fate of the member galaxies? Alternatively: are
the properties of galaxies at a given time related to the coeval orbital anisotropy
or are they better related to the anisotropy at infall? In order to answer these
questions, we studied the orbital evolution of different galaxy populations in the
semi-analytic models of Guo et al. (2011) applied on to the Millennium Simulation.
For each class of objects, characterised by different internal properties (such as
age, star formation rate and colour), we studied the anisotropy profile at redshift
zero and its evolution by tracing the progenitors back in time. We conclude that (i)
the anisotropy of all the galaxy populations increases with time, after falling inside
the cluster environment, (ii) the orbital properties at infall strongly influence the
subsequent evolution of the internal features of galaxies.
101
102 Evolution of cluster galaxies
5.1 Introduction
In the currently favoured scenario for the formation of cosmological structure
in the Universe, dark matter halos form and merge giving rise to a hierarchy of
objects assembling in a bottom-up fashion. In this context, galaxy formation is
pictured to arise from cooling and condensation of baryons within the potential
well associated to these dark-matter structures (White and Rees, 1978). Once the
galaxy is formed, its evolution will be driven by (i) “nature”, i.e. the object’s intrin-
sic features (essentially stellar mass) and (ii) “nurture”, external processes related
to the environment the galaxy inhabits during different stages of its history. It is
indeed well known that, although the structural properties of galaxies are mainly
determined by their stellar mass (Kauffmann et al., 2003; Tanaka et al., 2004;
van den Bosch et al., 2008), the existence of an environmental dependence can-
not be disregarded (Hogg et al., 2004; Balogh et al., 2004; Kauffmann et al., 2004;
Blanton et al., 2005, among the others). A combination of these effects is respon-
sible for the observed “bimodality” in the galaxy properties (Baldry et al., 2004;
Kauffmann et al., 2004), namely the existence of two well-distinguished classes of
objects characterised by either red colour/high mass/old stellar population or blue
colour/lower masses/young stellar population, the former residing preferentially in
over-dense environments (Oemler, 1974; Dressler, 1980; Bower and Balogh, 2004;
Balogh et al., 2004; Ball et al., 2008; Bamford et al., 2009; Skibba et al., 2009),
while the latter being found mainly in the field. A clear and thorough physical pic-
ture of galaxy evolution is yet to come; understanding what mechanisms play the
leading role in shaping galaxy properties is a topic of ever increasing interest and
research activity, but the results are still controversial. Among the environmental
processes, four broad classes of mechanisms are generally considered:
• galaxy mergers, negligible in massive clusters, but important in small groups,
which drive morphological changes and can affect star formation (Toomre and
Toomre, 1972; Farouki and Shapiro, 1981);
• strangulation (Larson et al., 1980), causing the removal of the hot-gas halo
associated to a galaxy when this is accreted onto a larger structure;
• ram-pressure stripping (Gunn and Gott, 1972), important in massive clus-
ters where the density of the intra-cluster medium is highest, it leads to the
progressive stripping of the cold-gas component of the satellite galaxies;
• tidal effects, arising from the gravitational interaction with other members
and with the cluster potential itself, they cause stripping and heating (Rich-
stone, 1976; Moore et al., 1996).
Some of these processes are better understood and formalised (e.g. ram-pressure
stripping), while others still lack a strict, physical description and are referred to
in more generic terms (e.g. strangulation); on top of this, the regimes where each
of the mechanisms is active/unimportant are only broadly assessed. In galaxy
clusters, the densest possible environments, the contribution of mergers can be
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neglected, due to the large velocity dispersion of the system; strangulation occurs
rapidly and devoids the hot-gas reservoir, while ram-pressure stripping and tidal
interactions proceed as the satellite plunges into its host. The importance of these
last two processes increases with local density (gas density for ram-pressure strip-
ping, total matter density for tidal effects), but while in the first case this results
into enhanced stripping, the effect of tidal interactions is believed to be mainly that
of an induced gas consumption following the increase of nuclear activity (Boselli
and Gavazzi, 2006). Given the dependence upon gas and matter density and how
these are, in turn, related to the radial distance from the cluster centre, it is obvious
to expect these processes to strongly depend on the orbital history of the satellites,
namely how often these happen to transit the innermost regions with respect to the
outskirts. This will depend on the initial orbit of the galaxy at the time of accre-
tion, as well as on its time evolution within the dynamically-active cluster region.
There exist observational evidences that HI-deficient galaxies in nearby clusters
are early-type spirals on radial orbits, while gas-rich galaxies are characterised by
more tangential motions (Dressler, 1986; Solanes et al., 2001); other works stud-
ied the differences in the velocity distribution of early-type and late-type galaxies
and found evidences of the latter moving on slightly more radial orbits, especially
at large clustercentric radii (Mahdavi et al., 1999; van der Marel et al., 2000; Kat-
gert et al., 2004; Biviano and Katgert, 2004; Biviano, 2006, 2008; Biviano and
Poggianti, 2009; Wojtak and Łokas, 2010). Deriving this information from a sam-
ple of observed cluster members is not an easy task and various techniques were
developed appositely. By instance, knowing the projected number density profile
and line-of-sight velocity dispersion of the selected galaxies, one could perform a
Jeans dynamical analysis (Binney and Tremaine, 1987) to derive the cluster mass
and velocity anisotropy profiles (quantifying the relative importance of radial and
tangential orbits as a function of the clustercentric radius). This technique relies
on the assumption of spherical symmetry, collisionless dynamics and dynamical
equilibrium, in addition to being hampered by the so-called “mass-anisotropy” de-
generacy (even if considerable progress has recently been done to remove it, see
Łokas and Mamon 2003; Battaglia et al. 2008; Wojtak et al. 2009). This limitations,
along with the difficulties in performing observations in the outskirts of clusters,
should induce caution in the interpretation of the results. Yet it would be interest-
ing to know the extent to which the evolution of galaxies is linked to their specific
orbital motion. Is the type of orbit determining the efficiency of the environmental
processes in shaping the internal properties of the object? In this case we would
expect severely affected galaxies to move on more markedly radial orbits, as these
cross the cluster right down to its innermost regions. Or do the changes in the
galaxy properties happen in parallel to those in the orbital motion? In this case we
would expect the orbits of the objects having suffered major environmental influ-
ences to differentiate from those of just-accreted satellites.
The importance of the numerical approach in the study of galaxy evolution need not
be stressed; cosmological simulations provide a fundamental tool to understanding
the assembly of structures throughout time, but the reliability regarding their treat-
ment of interactions other than gravity is subject of debate (see, e.g., Scannapieco
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et al. 2011). Semi-analytic models (White and Frenk 1991; Cole 1991; Kauffmann
et al. 1993; Cole et al. 1994; Kauffmann et al. 1999; Springel et al. 2001a; see
Baugh 2006 for a review) present a powerful, hybrid approach to the problem of
galaxy formation and evolution: they make use of accurate, dark-matter-only sim-
ulations to account for the growth of structures in the cosmological context and
regulate the formation and evolution of galaxies according to a set of analytical pre-
scriptions encompassing the physics of the baryonic component. In this work we
use one of the most advanced semi-analytic models developed to date to study the
link between orbital and internal properties of galaxies belonging to massive clus-
ters in a ΛCDM cosmology. We will show how the results of this analysis suggest
a scenario where the specific orbital features of the satellites have major conse-
quences on their evolution. The chapter is organised as follows: Sec. 5.2 describes
the simulation, the semi-analytic model and the choice of the cluster sample used
in our analysis; Sec. 5.3 reports the results for the anisotropy parameter of the
member galaxies at redshift zero (5.3.1), higher redshifts (5.3.2), at the time of the
last infall inside their host (5.3.3) and regarding its time evolution (5.3.4); finally,
Sections 5.4 and 5.5 contain a brief summary and discussion of the results.
5.2 The semi-analytic models and the selected sample
The samples analysed in this work were extracted from the galaxy catalogue ob-
tained by Guo et al. (2011) (hereafter GUO11) after running their galaxy formation
models on the Millennium Simulation (hereafter MS; Springel et al., 2005). The MS
shows how dark matter structures form and evolve in a ΛCDM cosmological sce-
nario characterised by the parameters Ωtot =1, Ωm =0.25, Ωb = 0.045, ΩΛ = 0.75, h =
0.73, σ8 = 0.9, ns = 1. The evolution of cosmological structures is traced by 21603
particles moving in a periodic box of side 500 h−1 Mpc under the mutual gravita-
tional influence. The results of the simulation were stored at 64 different times
starting from redshift 127 down to redshift zero. At each of these times a catalogue
of bound structures and substructures was generated, by applying a friend-of-
friend technique (Davis et al., 1985b) and the SUBFIND algorithm (Springel et al.,
2001a) on the particle distribution; these catalogues constitute the basis for re-
covering the merger history of structures throughout time, also referred to as the
merger tree of the simulation. As seen in Sec. 2.5, semi-analytic models of galaxy
formation, as those of GUO11, provide a description of the cosmological evolution
of baryonic matter; a gas distribution is associated to each bound structure iden-
tified in the simulation and its evolution in time is regulated by a set of recipes
implemented on to the dark-matter merger tree identified in the simulation: ac-
cording to the specific histories of each of the substructures, the evolution of the
associated baryonic components will follow its own, peculiar path. The physical
processes implemented in the recipes of GUO11 include cooling, star formation,
supernova and AGN feedback, hot-gas stripping, metal enrichment and alone they
provide a remarkable match to the abundance and large-scale clustering properties
of the observed galaxy population at low redshift. We will comment on the limits of
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the model in the discussion of our results; we refer the reader to GUO11 for a thor-
ough description of the implemented physics and of the strengths and weaknesses
of their approach.
We have selected the 1000 most massive clusters identified in the MS at redshift
zero; these have all virial masses1 greater than 2 × 1014 M and contain a total of
around one million galaxies. Not all of these galaxies have an associated dark mat-
ter halo and follow the dynamics dictated by the underlying simulation; the fate
of these orphan galaxies (generally referred to as “type 2s” in the galaxy formation
model), which have lost their dark-matter component, is to eventually merge with
the galaxy at the centre of the cluster they inhabit, within the timescales set out
by dynamical friction (Sec. 4.5). During this time, the orbit of the orphan galaxy is
traced by the most bound particle present in its dark matter halo before this van-
ished, modified by a shrinking factor introduced to mimic the orbital decay caused
by dynamical friction. Since the orbits of these galaxies are altered, we decided
not to include them in our analysis. This leaves us with ≈ 2 × 105 galaxies in the
mass range 103 < M∗/M < 1012. We have stacked the resulting galaxy sample by
subtracting bulk motions and by normalising positions and velocities to the virial
values. To summarise, we are studying the mean behaviour of galaxies residing in
the most massive clusters at redshift zero.
From the galaxy catalogue we have access to a wealth of information regarding
the internal properties of the selected objects; those we are primarily interested in
are stellar/dark matter masses and colour, the latter defined as the the difference
between the rest-frame total absolute magnitude in the SDSS u and i bands. We
will eventually discuss the impact on our results of using other quantities, such
as mean stellar age and specific star formation rate, to split our galaxy sample
into distinct populations.
5.3 Results
In this section we will present the results on the velocity anisotropy for the
galaxies in the selected sample. This quantity is defined as:
β = 1− σ
2
t
σ2r
, (5.1)
where σt and σr are the velocity dispersion in the tangential and radial direction2,
respectively. The velocity anisotropy can take values ranging from −∞ to 1; the
former case corresponds to purely circular motions (no dispersion in the radial
direction), while in the latter the orbits are completely stretched along the radial
1These are defined as the masses of the spherical regions centred on the potential minimum of
the smooth halo and corresponding to an overdensity of ∆, typically ≈ 200, with respect to either the
critical density ρcrit or to the mean background density ρm = Ωmρcrit. Hereafter, when referring to
either the virial radius or the virial mass of an object, we assume the overdensity to be defined with
respect to the critical density.
2By tangential direction we mean the one described by variations in any of the angles θ or φ, i.e.
σ2t = (σ
2
θ + σ
2
φ)/2.
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direction (no tangential dispersion). The case β ≈ 0 is referred to as isotropy and
it occurs when the velocity dispersion is of comparable magnitude in both radial
and tangential directions. We will mostly discuss global values of β, describing
a full population of objects without discriminating the spatial distribution of the
members; in one case we will also show the radial profile, to underline both the
general properties of the anisotropy parameter and its dependence on the distance
form the centre of the cluster. In what follows, we split the galaxy population into
a red and blue sample according to the value of the u − i colour indicator, namely
whether it is greater or smaller than a certain threshold; this is set to the value
at which the colour distribution of the galaxy sample splits into two well-defined,
different components. At redshift zero, this happens around u− i = 2.5; considering
all the galaxies within three virial radii, the resulting “red” sample consists of ≈
72000 objects, against the ≈ 130000 of the “blue” counterpart3.
5.3.1 Anisotropy at redshift zero
We first analyse the results at redshift zero and as a function of the radial dis-
tance of the galaxies from the centre of the stacked cluster. The curves in Fig. 5.1
show the behaviour of the anisotropy parameter in 20 equally-spaced radial shells,
extending from roughly 0.1 to 3 virial radii. The error bars were calculated by means
of a bootstrapping algorithm and correspond to two standard deviations (this holds
for all the uncertainties reported in this chapter, unless explicitly stated other-
wise). The black curve shows the result for the full population: the importance
of radial motions increases, moving from the central regions outwards and peaks
around 1.5 − 2 virial radii. This behaviour is not surprising and it is compatible
with other results in the literature (Rasia et al., 2004; Gill et al., 2004; Mamon and
Łokas, 2005; Sales et al., 2007; Wojtak et al., 2009; Biviano and Poggianti, 2009;
Host et al., 2009; Lemze et al., 2011; Lapi and Cavaliere, 2011). The blue and red
curves represent the results for the subgroups of galaxies characterised by blue
and red colours, respectively; the clear message coming from the plot is that the
blue population has a systematically and significantly lower anisotropy than the
red population, at least between 0.5 and 2.5 virial radii. This is confirmed by the
global values of β, marked by the horizontal, dotted lines. These were computed
out of all the galaxies found at distances less than three virial radii from the centre,
with the following result: βall = 0.253± 0.006 , βblue = 0.189± 0.006 , βred = 0.345± 0.008.
In summary, red galaxies in our sample move on more radially-biassed orbits than
the blue counterparts. A clear explanation of this effect will progressively arise
in the following sections.
3The higher fraction of blue objects can be traced back to (i) the exclusion of type 2s and (ii) the
choice of three virial radii. When restricting the analysis to 1.5 virial radii and including type 2s, the
number of red objects becomes nearly four times as large as that of the blue ones.
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Figure 5.1: Anisotropy profile for the stacked sample at redshift zero. The black, solid
curve shows the radial behaviour of the anisotropy parameter for the full population of
galaxies found in the selected cluster sample; the red (blue), solid curve represents the
result for the subsample of galaxies characterised by an u− i colour greater (smaller) than
2.5. The error bars are evaluated via a bootstrapping algorithm and correspond to two
standard deviations. The horizontal, dotted lines mark the global value of the anisotropy
parameter for all the galaxies within three virial radii.
5.3.2 Anisotropy at high redshift
In what follows, we focus our attention on the time evolution of the anisotropy
parameter. Having not found significant changes in the radial behaviour with re-
spect to the trend shown in Fig. 5.1, we will only refer to global values of β hereafter.
We proceeded in two ways: we considered all the member galaxies belonging to the
high-redshift progenitors of the selected clusters and, in parallel, we also analysed
the progenitors of the redshift-zero galaxies. The two approaches differ in that
the first galaxy sample may contain objects that do not survive until redshift zero,
whereas in the second case only satellites that have a redshift-zero descendant are
considered. We show the results of the first method in Fig. 5.2, where the value of
β, computed for the full population of member galaxies regardless of their spatial
position, is plotted as a function of redshift. The colour code is the same as for
Fig. 5.1; keeping the threshold u− i = 2.5 for the splitting between the red and blue
population or adjusting it to the variation in the colour distribution of the high-
redshift galaxies introduces no substantial changes in the results.
The two main considerations arising from this analysis are (i) that the global value
of the anisotropy parameter does not significantly evolve in time and (ii) that the
blue population is characterised by a lower degree of anisotropy at all redshifts.
A more interesting result is given by the analysis of the second sample of high-
redshift galaxies. These are progenitors of redshift-zero objects that are already
members of their final, host cluster at the redshift of interest and that will not
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Figure 5.2: Global value of the anisotropy parameter as a function of redshift. Considered
are all the member galaxies belonging to the high-redshift progenitors of the redshift-zero
cluster sample; these may include objects which do not survive to redshift zero. The black
curve shows the result for the full galaxy population at each redshift, whereas the red (blue)
curve refer to the subsample of objects with u− i colours greater (smaller) than a threshold;
this is set to be the value at which the colour distribution splits into two, well-defined
component (e.g. u − i ≈ 2.5 at redshift zero, u − i ≈ 2.35 at z = 0.7). The error bars are
evaluated via a bootstrapping algorithm and correspond to two standard deviations.
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Figure 5.3: Global value of the anisotropy parameter as a function of redshift. Consid-
ered are the progenitors of the galaxies belonging to the redshift-zero cluster sample; only
progenitors which are already satellites and will remain satellites down to redshift zero are
taken into consideration. The black curve shows the result for the full population at each
redshift, whereas the red (blue) curve refer to the subsample of objects with redshift-zero
descendant characterised by u− i colours greater (smaller) than 2.5. Overplotted in gray are
the results displayed in Fig. 5.2. The error bars are evaluated via a bootstrapping algorithm
and correspond to two standard deviations.
leave it anytime afterwards. Fig. 5.3 shows the global anisotropy for this class
of galaxies; the colour code refers to the redshift-zero population only and not to
the progenitors: the red (blue) curve corresponds to progenitors of galaxies that
are red (blue) at redshift zero. The plot shows with striking clarity that, at each
redshift, the anisotropy of the progenitors of redshift-zero galaxies is considerably
lower than the value for the whole, high-redshift population (Fig. 5.2, overplotted in
gray); this effect seems to be even stronger for progenitors of galaxies that are blue
at redshift zero. These results suggest (i) that galaxies on more radial orbits have
less chances to survive and are progressively removed from the member population
and (ii) that a similar selection effect acts on the galaxy colour (namely: galaxies
on radial orbits have very low chances to remain blue until redshift zero). The sec-
ond point will become even clearer when analysing the anisotropy at the time the
galaxies fall inside their host cluster.
5.3.3 Anisotropy at infall
We finally study the orbital properties of galaxies at the time they become mem-
bers of their cluster; by this we mean the moment the dark-matter halo of a galaxy
is not an independent structure anymore, but a substructure identified within a
larger halo. We want to see how the anisotropy of the infalling population varies
with time. Again, we split the analysis into two parts; first, we consider the full
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sample of galaxies joining the high-redshift progenitors of our original cluster sam-
ple and, second, we also restrict the study to the subsample of galaxies with a
descendant at redshift zero. The results of the first approach are displayed in
Fig. 5.4, where we plot β against the infall redshift. The red (blue) curve refers
again to galaxies that are red (blue) at the redshift under consideration; keeping
u − i = 2.5, or varying the u − i colour threshold to adapt to the colour evolution of
the galaxy population at high-redshift introduces non substantial changes in the
results. A clear trend appear, showing that the infall anisotropy increases going
towards lower redshifts; this is not surprising, as mass-accretion is expected to
occur progressively along small filaments, extending radially outside massive clus-
ters. The second feature which is apparent in the plot is that most of the infalling
population consists of blue galaxies, as shown by the vicinity of the black and
blue curve, as well as by the size of the error bars. Third we see that, again, the
anisotropy of blue galaxies is lower than that of the red galaxies. At a first glance,
this may result somewhat unexpected as there is no obvious reason why such a
trend should already be in place before entering the cluster environment. We note,
though, that the mean mass of the red sample is considerably higher than for the
blue counterpart (almost two order of magnitudes for both stellar and dark-matter
masses); previous works have already stated that more massive satellites tend to
approach the cluster along more eccentric orbits, as they are more likely to reside
in dense, radial filaments than the least massive ones (Tormen, 1997). This effect
could explain the behaviour observed in Fig. 5.4 and also play a role in the inter-
pretation of Fig. 5.1; an initially higher anisotropy for the red population of infalling
galaxies may leave an imprint in the final profile at redshift zero. The impact of this
effect is anyway limited by the small number of these galaxies within the infalling
population: at z = 0.7, out of 19049 infalling galaxies only 419 are red. Clearly,
these objects may only represent a contribution to the population of red, member
galaxies at low redshifts. Fig. 5.5 shows the results for the subsample of infalling
galaxies with a redshift-zero descendant. As usual, in black are the result for the
full population whereas the red (blue) curve refers to the subsample of galaxies that
are progenitors of objects characterised by a red (blue) colour at redshift zero. Again
we see that, at each redshift, the anisotropy of these galaxies is systematically lower
than the value for the full, infalling population (Fig. 5.4, overplotted in gray). This
suggests that galaxies present in the cluster at redshift zero tend to originate from
the subsample of objects entering the cluster environment with the least radially
stretched orbit. We then split the full population not according to the colour of the
redshift-zero descendant, but on the basis of their colour at the time of infall; the
orange (cyan) curve represent the infall anisotropy of galaxies that are red (blue)
at the time of infall. We clearly see that the galaxies which are blue at redshift
zero are descendant of the subgroup of infalling, blue galaxies with the lowest infall
anisotropy. It seems, therefore, that not only does the initial orbit strongly influ-
ence how long the galaxy is going to survive in a cluster environment, but that it
also plays an important role in determining the evolution of its internal properties.
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Figure 5.4: Global value of the anisotropy parameter for the infalling population, as a
function of infall redshift. Considered are all the galaxies falling inside the progenitors of
the redshift-zero clusters at different times; these may include objects which do not survive
to redshift zero. The black curve shows the result for the full infalling population at each
redshift, whereas the red (blue) curve refer to the subsample of objects with u − i colours
greater (smaller) than 2.5. The error bars are evaluated via a bootstrapping algorithm and
correspond to two standard deviations.
5.3.4 Evolution of anisotropy in time
When visually comparing the results for the infall anisotropy (Fig. 5.4 and 5.5)
to the typical values at redshift zero (Fig. 5.1 and first points of Fig. 5.2) we already
guess that β increases, from the time the galaxies enter the cluster to the end of
the simulation. This is shown more quantitatively in Fig. 5.6. Each of the curves
represents the results at a specific redshift, from 0.7 (in red) to zero (in black); the
points on each curve correspond to the anisotropy, at this redshift, of the subgroup
of galaxies that fell inside the clusters at the redshift given in abscissa. The first
points of the lines show the anisotropy of the galaxies which are just infalling and,
taken altogether, they reproduce the black curve of Fig. 5.4. Overall, there is a
strong indication of an increase of β with time, after the galaxies become satellites
and orbit within the environment of a larger halo; this seems to occur rapidly within
the first 2 Gyrs after infall and more gradually afterwards.
In order to understand what this increase was due to, we investigated the evolution
of individual orbits. We randomly selected 500 galaxies form the redshift-zero sam-
ple and recovered their full history, starting from the last infall inside their host.
Knowing the satellite’s mass, its position, velocity and the virial mass of the host
at the time of infall, we integrated the orbit forward in time. We used the leapfrog
method to solve for the motion of the object, with timesteps of around 350 Myrs.
We adopted this time resolution as it corresponds, approximately, to the separation
between the different snapshots in the MS. The integration proceeds for a number
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Figure 5.5: Global value of the anisotropy parameter for the infalling population, as a
function of infall redshift. Considered are the progenitors of the galaxies belonging to the
redshift-zero cluster sample; only progenitors which are becoming satellites for the last time
in their history are taken into consideration. The black curve shows the result for the full
infalling population at each redshift, whereas the red (blue) curve refer to the subsample of
objects with redshift-zero descendant characterised by u − i colours greater (smaller) than
2.5. Displayed in orange (cyan) is the anisotropy of the subgroups of infalling satellites
which are red (blue) at the time of infall. Overplotted in gray are the results displayed in
Fig. 5.4. The error bars are evaluated via a bootstrapping algorithm and correspond to two
standard deviations.
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Figure 5.6: Global value of the anisotropy parameter at different times and as a function
of infall redshift. Each curve represents the results at a specific redshift, as stated in the
legend. The points on the curves correspond to the anisotropy of galaxies which have last
become satellites at the redshift given on the x axis. The error bars are evaluated via a
bootstrapping algorithm and correspond to two standard deviations.
of steps corresponding to the total time elapsing from infall to redshift zero. We
adopt two different approaches in the integration: in the first case (hereafter case
A) we keep the mass of both the host and the satellite constant at the infall value,
whereas in the second case (hereafter case B) we update both masses according to
the values provided in each of the snapshots4. In both cases we assume the mass
of the host to follow a spherical NFW profile (Navarro et al., 1996); the concentra-
tion parameters were evaluated from Eq. 5 of Neto et al. (2007), who obtained the
concentration-mass relation for the halos identified in the MS at redshift zero; we
do also allow the concentration parameter to vary with redshift and assume the
dependency found by Duffy et al. (2008) for simulated halos in the redshift range
0 − 2. At each timestep the mass felt by the orbiting satellites varies, according to
the distance from the centre of the host (for both case A and B) and to the cosmo-
logical accretion (taken into account in case B only). Case A hardly ever reproduces
an orbit close to the original, whereas case B provides a better description to the
motions occurring in the simulation. Even in this case, however, a perfect match to
the original orbit is not guaranteed. Our approximation for the distribution of the
host mass, on top of the fact that we are neglecting the effect of interactions with
other orbiting galaxies, can sometimes result in evident mismatches. Moreover, our
time resolution is considerably rougher than that of the MS. We could certainly im-
prove our integration by interpolating the results for the host and satellite masses
4The value for the dark-matter mass of the satellite, recovered from the simulation, is subject to
inaccuracies whose importance depends on the spatial position of the object (see Knebe et al. 2011).
We have performed the integration updating the mass of the host only and keeping the mass of the
satellite fixed at the infall value: the differences with the results obtained in case B are negligible.
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between two subsequent snapshots and, thus, by using smaller timesteps, but an
exact match to the MS results is not necessarily what we are aiming for: we want to
study the evolution of the orbital shapes in a reasonably realistic scenario and see
(i) if we can reproduce the increase in anisotropy observed in the MS results and (ii)
if it is possible to isolate the responsible mechanism. Fig. 5.7 shows few examples
of original orbits from the MS (black curves in the plots on the left column) and the
results of our integration for case A and B (overplotted purple and magenta curves,
respectively); as mentioned, in some cases our approximation grasps the original
dynamics pretty well (e.g. magenta curves in the first three rows), while in others
we are clearly missing something (e.g. last row). The right column shows the time
evolution of the mass felt by the satellite in both case A and B and explains the
differences in the corresponding orbital evolution.
Knowing position, velocity and masses one can straightforwardly compute the or-
bital energy E, the angular momentum L and, from these, the orbital eccentricity:
e =
√
1 +
2EL2
(GmM)2µ
, (5.2)
where m and M are, respectively, the satellite and host mass and µ is the reduced
mass (µ = mM/(m+M)). Closely related to the eccentricity is the orbital circularity
η =
√
1− e2, (5.3)
formally defined as the ratio between the angular momentum L and that of the
circular orbit characterised by the same orbital energy E. The circularity parameter
has finite values only for bound orbits, i.e. those with E < 0 or, alternatively, e < 1;
the limit η = 0 corresponds to purely radial orbits, whereas η = 1 to perfectly
circular motions. At each timestep of the integration, we computed the circularity
of the orbit and looked at its evolution with time. Fig. 5.8 shows the results of
this study, for both integration A and B (left and right columns, respectively). The
gray lines in both panels of the first row show the evolution of circularity with
time for the subsample of galaxies on bound orbits for at least 20 timesteps (to
avoid overcrowding). Overplotted is the median value computed in seven redshift
bins and for all 500 galaxies: this remains roughly constant in case A, while it
decreases to lower circularities in case B. The blue (green) star shows the median
circularity at the first (last) timestep where the orbit is bound, again for all 500
galaxies: the evolution proceeds with opposite trends in the two cases. The last
two rows display the distributions behind these median values. In the second row
the results for the seven redshift bins are presented; the black curve corresponds
to the highest-redshift bin and the ivory to the lowest, following the colour code
of the solid lines in the first two panels. While no strong evolution is registered
for case A, in case B the distributions clearly evolve towards smaller values of η.
Finally, in the last row we see how circularity changes from the beginning to the
end of the integration (actually: from the first to the last timestep where the orbit is
bound), regardless to the absolute times/redshifts these moments correspond to.
The results are very clear and, as mentioned, opposite for the two integrations. In
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Figure 5.7: Examples of integrated orbits. The left column shows the motion of four
different galaxies around their host. The blue crosses represent the centre of the host and
the initial position of the galaxy, while the circle gives the size of the virial region at the
beginning of the integration. The black curve corresponds to the original orbit from the MS
and the purple (magenta) curve shows the result of the integration in case A (B). Whenever
the orbit is bound, a triangle is overplotted; this is not done for the original orbit, as the
information on its energy is not available. The timestep is ≈ 350Myrs. The right column
shows the evolution of the mass felt by the galaxy as it orbits around the host in both case
A (purple curve) and case B (magenta curve); as spherical symmetry is assumed in the
mass distribution of the host, this quantity corresponds to the mass contained within the
sphere of radius r = rsat − rhost.
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case A we start from a distribution with median circularity ≈ 0.31 (blue curve) and
evolve towards a distribution with median circularity ≈ 0.5 (green curve), meaning
that the orbits tend to circularise. In the second case, where the evolution of the
host mass is taken into account, the initial orbits have a median circularity ≈ 0.48
(similarly to what found by Tormen 1997), while the final orbits ≈ 0.26: the motions
become more and more radial, leading to an increase of the anisotropy parameter.
This small experiment seems to suggest that the origin of the increase in β, which
we have registered in the above analysis, is to be connected with the evolution of
the orbits in an ever-deeper potential well, such as that of a growing host.
5.4 Summary
We have studied the evolution of the anisotropy parameter for galaxies orbiting
within the most massive clusters extracted from the MS; we have related the value
of this parameter to the internal properties of the galaxies, as predicted by the
semi-analytic models of GUO11. Our findings can be summarised as follows:
• At redshift zero, blue galaxies move on less radial orbits than red galaxies do
(βblue ≈ 0.19 vs. βred ≈ 0.35; see Fig. 5.1).
• At higher redshifts, progenitors of redshift-zero objects move on less radial
orbits with respect to the full population of member galaxies (see Fig. 5.3);
this is particularly true for progenitors of galaxies that are blue at redshift
zero.
• Of all the galaxies entering the cluster at a certain time, those that will sur-
vive until redshift zero are the subgroup characterised by the most tangential
orbits at infall (see Fig. 5.5).
• Of all the blue galaxies having a redshift-zero descendant (either red or blue)
and entering the cluster at a certain time, those that remain blue until red-
shift zero are the subgroup of infalling objects on the most tangential orbits
(compare the blue and cyan curves in Fig. 5.5).
• The orbits of infalling galaxies become increasingly radial going towards red-
shift zero (see Fig. 5.4).
• The orbit of satellite galaxies become increasingly radial in time after the infall
inside the cluster environment (see Fig. 5.6).
• This increase can be explained by cosmological accretion, deepening the po-
tential of the host as the galaxies orbit around it (see Sec. 5.3.4).
These findings and their statistical significance strongly suggest that the orbital
features at infall have a major influence on the subsequent evolution of the galax-
ies, i.e. on their survival time within the cluster and on their turning from being
star-forming/blue to passive/red objects. Galaxies on more markedly radial orbits
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Figure 5.8: Evolution of the circularity parameter for cases A (left column) and B (right col-
umn). The integration of the orbits has been performed on a randomly selected subsample
of 500 galaxies, given their initial position and velocity. The first row shows the evolution
of η with time: the gray, thin curves in background correspond to the subset of galaxies
found on bound orbits for more than 20 timesteps; the thick, solid line marks the median
behaviours of all galaxies in seven redshift bins; the blue (green) star shows the median
circularity at the first (last) time, during the integration, where the orbit is bound. The
second row shows the circularity distribution in the seven redshift bins: black to ivory, the
curves correspond to the highest and lowest redshift bin, following the color code of the
lines in the first two panels. The last row shows the circularity distribution at the first and
last time the orbit is bound (blue and green curves, respectively).
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will be more easily disrupted and removed from the cluster members as time goes
by; even if they survive until redshift zero, these objects are those most likely to un-
dergo changes in their internal properties and turn from being star-forming/blue
to passive/red. Galaxies which, conversely, join their host with a significant com-
ponent of their motion along the tangential direction tend to be less affected by
the cluster environment; to this category belong all the blue galaxies found in the
redshift-zero sample.
5.5 Discussion
In the previous sections we have been drawing conclusions from a model which,
albeit being state-of-the-art, is well known to contain some level of simplification in
its treatment of galaxy formation and evolution; caution is therefore needed.
As discussed in Section 4.4 of Guo et al. (2011), only for galaxies in the stellar
mass range 9.5 < log(M∗/M) < 11 does the model predict u − i colour distribution
in agreement with observations; at lower (higher) masses the galaxies tend to be too
red (blue) and the colour distribution strongly deviates from the reference given by
the SDSS/DR7 sample. We have performed our analysis on the full galaxy popula-
tion and after applying a mass-cut leaving objects within the above range only; the
results remain qualitatively the same.
As already mentioned, galaxies orphans of their dark-matter halo, or “type 2s”,
were not included in the analysis due to the lack of information on their real dy-
namics. These objects are an important ingredient in the model as their presence
allows the predicted galaxy luminosity function and radial number density profile
in clusters to match observations; in addition to this, they represent a substantial
fraction of the satellite populations (they account for half of all cluster members
with M∗ > 1010M). Including these objects in our sample has the immediate ef-
fect of increasing the median stellar age and u − i colour index, while lowering the
median specific star formation rate; briefly, the sample ages. The effect on the
anisotropy parameter corresponds to enhanced radial motions: from β ≈ 0.25 for
the full, redshift-zero population without type 2s, we move to β ≈ 0.35 when these
are included. The relative differences between the blue and red population are
maintained.
We have split the original sample of galaxies into two different populations char-
acterised by different values of the u − i colour indicator. As a threshold, we have
adopted the value where the colour distribution separates into two distinct com-
ponent; for the galaxy sample we selected, this occurs at u − i ≈ 2.5 at redshift
zero. We have performed the same analysis changing this threshold and making
more extreme cuts, both at redshift zero and at higher redshifts; the results re-
main coherent with those shown in the previous section. We have also used other
properties, besides colour, to identify the two different galaxy populations, namely
specific star formation rate and mean stellar age. Not surprisingly, as all these
properties are expected to relate to one another, the results have not significantly
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changed.
We already mentioned that, according to our results, the type of orbit a galaxy is
moving on when it last enters the cluster environment has major consequences on
the evolution of the internal properties of the object. The finding must be related
to the mechanisms responsible for these environment-induced changes affecting
satellite galaxies moving within a cluster potential. The model of GUO11 includes
a more sophisticated and realistic treatment of these effects with respect to earlier
attempts; indeed, as opposed to previous semi-analytic models (Baldry et al., 2006;
Weinmann et al., 2006; Wang et al., 2007; De Lucia and Blaizot, 2007), where the
hot gas associated to a galaxy is immediately and entirely removed as the objects is
accreted on to a larger system, in GUO11 the stripping of gas is performed gradu-
ally and modelled to reproduce the combined effect of tidal and ram-pressure forces
(extending and integrating the recipes of Font et al. (2008) and Weinmann et al.
(2010)). In addition to this, these processes are activated only while the satellite
resides within the virial radius of the host; this limits the impact of possible fail-
ures in the FOF algorithm to identify physically independent, but spatially close,
structures. The improved treatment of environmental effects allows GUO11 to re-
produce, with noticeable accuracy, the radial distribution of star-forming, cluster
galaxies as found in the SDSS data for a large sample of nearby clusters (see their
Fig. 3). Albeit its successes, the model is still incomplete as it lacks any treatment
for the stripping of the cold-gas component, an effect known to be important in
the inner regions of rich clusters (Gavazzi, 1989; Solanes et al., 2001; Boselli and
Gavazzi, 2006). Even though the overall treatment of environmental processes in
the model does not entirely encompass the full range of mechanisms at work in
real clusters, we think our results are not significantly affected; if anything, the
inclusion of cold-gas stripping and therefore a more aggressive implementation of
gas removal could only strengthen the differences found in the galaxy properties as
a function of their initial orbit.
These speculations are confirmed by the results we found when applying a sim-
ilar analysis to hydrodynamical simulations, where the co-evolution of dark and
baryonic matter is followed self-consistently throughout time. We have considered
few among the most massive and relaxed clusters from the Hutt5 sample (Dolag
et al., 2009), a set of high-resolution, zoomed cluster simulation with implemented
cooling, star-formation and feedback processes. We also used the results from
the cosmological Magneticum Pathfinder Simulations5, isolating the most massive
clusters in the 128 h−1 Mpc-side box (“Box 3” run), as well as in the 896 h−1 Mpc-
side box (“Box 1a” run). In all cases, we found anisotropy profiles in qualitative
agreement with those from the semi-analytic models in terms of radial behaviour
and global values for β. More importantly, we found that simulated galaxies char-
acterised by either a young stellar population, low u− i colour index or high specific
star formation rate (> 1 × 10−11M yr−1) present a systematically lower anisotropy
parameter in each of the radial bins.
To summarise, we are confident that the intrinsic limits of the semi-analytic model
5http://www.mpa-garching.mpg.de/~kdolag/Simulations/
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by GUO11 do not affect the conclusions drawn in this paper.
A final comment on our choice regarding the cluster sample: we have focussed our
analysis on the most massive clusters found in the MS - objects with virial masses
greater than 2 × 1014 M - but we emphasise that there is no reason to expect the
results obtained for this sample to apply at lower host masses. In fact, studying
the properties of the dark-matter subhalos identified in the Millennium II Simu-
lation (Boylan-Kolchin et al., 2009), Faltenbacher (2010) shows that their global
anisotropy parameter depends both on the host mass and on the environment the
host is sitting in, with satellites residing in either massive or isolated clusters mov-
ing on more markedly radial orbits. On the other hand, Wetzel (2011) examines
high-resolution, N-body simulation and evaluates the orbital parameters of satel-
lites at the time of infall, defined as the first time the object crosses the virial radius
of a larger host halo; again, a clear dependence of the initial orbit on the host mass
is found, with galaxies characterised by increasingly radial motions at higher host
halo masses. We therefore do not expect our results to apply to environments other
than those of the most massive structures, at least not on a quantitative level; also
the dependence of the internal evolution of the galaxy properties on the initial orbit
may not be as strong in smaller objects or groups, where ram-pressure stripping is
much less efficient a process than in rich clusters.
Besides the results on the link between orbital and internal properties of galaxies,
we also showed our findings on the temporal evolution of the orbital anisotropy
itself. We found that this quantity increases in time and that this can be related to
the presence of a growing host. The result emerges from several aspects of our anal-
ysis; however, in order to further assess the existence of this signal, we performed
an even cleaner test. We have taken a set of galaxies at a certain point in time,
after their last infall inside the cluster, and followed them through a number of
snapshots, monitoring their global anisotropy. In this way we are tracking always
the same objects at each time, as opposed to the analysis presented in Fig. 5.6
and 5.8. From the sample of 500 objects used in Sec. 5.3.4, we have taken the
subset of galaxies that co-existed through ≈ 20 snapshots, down to redshift zero.
This resulted in a sub-sample of 380 galaxies, whose global behaviour is shown in
Fig. 5.9. During the 6.8 Gyrs that elapse between snapshot 43 (z = 0.83) and 63
(z = 0), the global anisotropy of the group increases from ≈ 0 to ≈ 0.3. The trend
of increasing β with time arises quite strongly from all our analysis. However, we
do register some tension between this result and existing observations. Analysing
two cluster sets at z ≈ 0 and z ≈ 0.6, Biviano and Poggianti (2009) depict a sce-
nario where radially-infalling galaxies progressively turn from being star-forming
to quiescent, while reducing their anisotropy from positive values down to β ≈ 0.
At redshift zero, the resulting anisotropy profile for the star-forming galaxy sample
is consistent with more radially biassed orbits than those characterising the qui-
escent counterpart. This is equivalent to saying that the orbits evolve in parallel
with the internal properties of the satellites and that the former do not significantly
impact the latter. Our analysis does, instead, support the opposite scenario, as
thoroughly discussed. Earlier on, Mahdavi et al. (1999) and Biviano and Katgert
(2004) reported of observational findings supporting more radial orbits for late-type
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Figure 5.9: Evolution of the anisotropy parameter for a group of 380 galaxies co-existing
through 21 snapshots inside the cluster environment. Snapshot 43 corresponds to z = 0.83
and snapshot 63 to z = 0. The error bars are evaluated via a bootstrapping algorithm and
correspond to one standard deviation.
galaxies than for early-type ones; their explanation was, again, in terms of coeval
changes in the orbital and internal properties of the objects. Other observations,
as mentioned in Sec. 5.1, report of gas-rich galaxies in nearby clusters being found
on more tangential orbits (Dressler, 1986; Solanes et al., 2001); this is better rec-
onciled with our findings, at least those regarding the impact of the satellites’ orbits
on their internal evolution.
Both the observational and the numerical approach come with specific limitations
and it would be interesting to pinpoint the origin of the disagreement. One way to
do this could be to analysise the simulated sample with the techniques used by the
observers to extract dynamical information out of their data. This could point out
possible inadequacies in the assumptions and techniques used in the processing
of observed data, or, alternatively, rule this option out and restrict the boundary
of the problem to the model and its analysis.

6
Conclusions
In this thesis we have addressed two distinct problems in the field of numerical
cosmology. In the first part of the work (Chapter 3 and 4) we have been concerned
on how best to simulate the gravitational interaction, which represents the main
driver of structure formation in a cosmological context. In the second part (Chap-
ter 5) we made use of a state-of-the-art semi-analytic model to investigate the link
between the orbital and internal properties of satellite galaxies - objects moving
through the dense medium of a galaxy cluster. In the first introductory chapters
we outlined the basics of Cosmology (Chapter 1) and stressed the importance of
numerical simulations in our understanding of the observable universe, whilst out-
lining the most important techniques in use (Chapter 2).
In the following, we will concisely summarise the relevant points of each topic and
report our main findings.
Softening of the gravitational force is adopted in cosmological simulations in
order to moderate the discreteness effects due to a poor representation of the un-
derlying phase-space density. Indeed, the point particles used in a simulation to
trace the evolution of the cosmic fluid are considerably less numerous than the real
building blocks of the system. This results in a somewhat inaccurate representa-
tion of the overall dynamics, with the importance of collisions between particles
being severely overestimated. On small scales, these spurious encounters have the
aggravating property of being particularly demanding on a computational level. Via
softening of the gravitational force, one limits the impact of small-scale collisions on
the performance and quality of the simulation. However, by doing so the Newtonian
form of the interaction is lost on scales smaller than the softening length and this
sets a strong spatial-resolution limit. The softening length is generally set to a fixed
value - a fraction of the mean interparticle separation within the computational
box. There is no such a thing as an optimal value for the softening length when the
density field varies considerably in space and time, as in a cosmological simulation.
In fact, keeping the value fixed will certainly result in an inappropriate dynamical
description of all regions at several times during the computation. Ideally, the so-
lution would be to adapt the softening scale according to the local density, thus
allowing higher resolution in over-dense regions without enhancing collisionality in
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under-dense environments. The problem with this approach is the introduction of
an additional dependence (on the spatial position, through the softening length) in
the Lagrangian of the system; if not accounted for when deriving the equation of
motion, this may result in strong fluctuations or drifts in the energetics of the sys-
tem. In this context, Price & Monaghan (2007) have proposed a formalism to adapt
gravitational softening lengths while retaining conservation of both momentum and
energy.
In Chapter 3 we discussed the implementation of adaptive gravitational softening
in the cosmological simulation code GADGET-3. We have applied the method to
several test cases and to a set of cosmological dark-matter simulations of struc-
ture formation. Our main finding is that the use of adaptive softening enhances
the clustering of particles at small scales, a result visible in the amplitude of the
two-point correlation function and in the inner density profile of massive objects,
thereby anticipating the results expected from much higher resolution simulations.
Besides the modelling of dark matter, an accurate description of the behaviour
of the baryonic component is highly desirable in a cosmological simulation. In
the end, we can only directly observe the properties of ordinary, luminous matter.
Treating the coeval evolution of dark-matter, gas and stars is not a trivial problem;
besides having to account for the physics involved, an additional problem is in that
the various matter fields are generally sampled by particles of different masses.
Spurious energy transfer occurs from the heaviest to the lightest component, lead-
ing to an artificial evaporation of light particles from collapsed objects; eventually,
this results in an overall lower baryon fraction in objects of intermediate to small
masses, with conceivable consequences on their associated star formation. In-
creasing the softening length generally alleviates the problem, at the expense of a
loss in resolution. Considering that the adaptive method described in Chapter 3
induces an overall increase in the individual softening lengths, whilst enhancing
the resolution, we expected it to outperform the standard, fixed softening approach
even more in these hydrodynamical simulations. Not only should the segregation of
the gaseous component be considerably attenuated, but also its collapse would be
followed down to scales which are currently unachievable in standard simulations
at comparable mass resolution, thus providing a more reliable representation of the
behavior of galaxy-like substructures.
In Chapter 4 we investigated the effects of adaptive softening on simulations fea-
turing species sampled by particles of different masses, whether they represented
two dark matter fields or dark matter and gas. Our expectations have only partially
been fulfilled. Even though there are cases where the fully-conservative, adaptive
formalism provides much improved baryon fractions with respect to the standard,
fixed-softening approach, its results are not entirely predictable and are subject to
dependencies on numerical parameters and on the specifics of the simulated sys-
tem. In contrast, from the test cases performed, we register an excellent behaviour
of adaptive softening when the equation of motion is left unchanged. The problems
identified in the use of this hybrid approach - discussed in both Chapter 3 and
4 - can be easily minimised. Alternatively, a possible way to overcome the issues
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in the use of the fully-conservative method may lie in a re-definition of individual
softening.
In the last two decades, the importance of modelling the baryonic component of
the cosmic fluid led to the progressive development of semi-analytical techniques.
These rely on the knowledge of the merger history describing the formation of dark
matter halos, a piece of information generally extracted from cosmological simula-
tions. The behaviour of baryons, in the form of gas and stars, within these dark
structures is followed by means of analytic prescriptions, regulating the importance
of processes like gas cooling, star formation and feedback mechanisms. How these
shape the properties of individual objects depends on the properties of the host
halo, essentially its mass and assembly history. Semi-analytic models of galaxy
formation and evolution provide an impressive match to the properties of the ob-
served galaxy population in the Local Universe, although there is still room for
improvement.
In Chapter 5 we made use of a state-of-the-art semi-analytic model to investigate
the link between the orbital and internal properties of satellite galaxies. When,
during their evolution, galaxies stop being isolated objects and become part of a
cluster, a number of environmental processes acts altering their gas content and
star formation activity. This happens while galaxies orbit within the dense intra-
cluster medium and interact with other members. At least some of these processes
depend on the gas or dark-matter density of the environment, and their efficiency is
strongest in the innermost regions of a galaxy cluster; the specific orbit followed by
each object should then have an impact on the extent to which the latter is affected
by the environment. At the same time, encounters with other members and, most
importantly, variations in the gravitational potential induced by the cosmological
growth of the host cluster, may have an impact on the orbits of the satellite galax-
ies. We were concerned on how these two aspects related to one another. Do the
orbits change as a consequence of the prolonged stay within the cluster environ-
ment while the internal properties vary accordingly? In this case one would expect
the two to evolve simultaneously and depend essentially on the time elapsed from
infall. Does the initial orbit of the satellite galaxy determine its late-time evolution
in terms of star-formation activity? In this case, one should be able to see an ad-
ditional dependence of the galaxy properties on the initial orbital parameters. The
quantity we have used to quantify the orbital features of satellite galaxies is the
orbital anisotropy; radially anisotropic orbits plunge deeper into the cluster centre,
whereas tangentially anisotropic orbits have a more circular shape. Observational
evidences suggest that young, star-forming galaxies move on more radially biassed
orbits than their passive, old counterparts. The explanation given for this is that
the former still retain memory of their radial infall, while the latter have had their
orbits severely altered during their stay within the cluster. From the model, we
recover a radically different picture. We register radially anisotropic orbits for our
passive galaxy sample and more tangential motions for the star-forming objects. We
relate this to (i) the former being accreted on already more radially-biassed orbits
and (ii) a selection effect allowing only the objects with markedly tangential motions
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to maintain their star-formation properties throughout time, notwithstanding the
action of various environmental processes. We also register a global effect on the
orbital properties of satellites, which we prove to stem from the cosmological evolu-
tion of the host cluster.
The tension with the observational results is an interesting problem to tackle. It
may arise from limits in the analytical model (although this seems unlikely) or
from inadequacies in the assumptions and techniques used to extract dynamical
information from observations. A step towards understanding the origin of this
discrepancy could be the analysis of the galaxy sample, obtained from simulations
and semi-analytic models, with observational techniques.
Obtaining ever more accurate predictions on the properties of ordinary, lumi-
nous matter is a great challenge in the field of cosmological simulations. As proved
by the existence of numerous comparison projects, such as those of Frenk et al.
(1999), O’Shea et al. (2005), Knebe et al. (2011), Scannapieco et al. (2011), the need
for a consensus on the treatment of hydrodynamics, small-scale astrophysical pro-
cesses and on the identification of collapsed structures is widespread. At the same
time, semi-analytical models continuously refine their techniques in order to pro-
vide always a better match to different properties of observed galaxy populations.
In this thesis, we have presented a powerful tool expected to provide a much more
accurate modelling of star-forming gas, besides being already effective in dark-
matter-only simulations. In addition, we have derived predictions from simulations
and semi-analytic models that can be tested against observations, to ultimately add
another piece of information to our knowledge of galaxy evolution.
A
Relevant quantities for cubic spline softening
Here we report the full expression of some of the quantities introduced in Sec. 3.2.
If the density associated to the particles is given by ρi =
∑N
j=0mjWij, where Wij
is defined in Eq. 3.2, the expressions for the potential and force kernel read, respec-
tively:
φ(r, h) =
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and
φ′(r, h) =

− 32
h2
[
1
3q −
6
5q
3 + q4
]
, 0 ≤ q < 0.5
− 1
h2
[
− 115q
−2 + 643 q − 48q
2 + 1925 q
3 − 323 q
4
]
, 0.5 ≤ q < 1
− 1
r2
, 1 ≤ q
(A.2)
where q = r/h.
The other quantities entering the definition of the correction term (Equations 3.8,
3.9 and 3.10) are:
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