Abstract-A feedforward design methodology to compensate unstable zeros in linear discrete-time systems with tracking objectives is reviewed. An experimental study for end-point tracking of a flexible beam was performed to validate the effectiveness of the proposed scheme. Results are presented and comparisons with zero-phase error tracking (ZPET) are discussed.
I. INTRODUCTION
ANY mechanical systems require accurate high speed M tracking capabilities. This can usually be realized with the application of feedforward techniques in conjunction with a feedback design. With knowledge of the system dynamics a feedforward scheme can anticipate the effect of the closedloop dynamics and adjust the reference trajectory accordingly. This anticipation amounts to inversion of the dynamics in a specified bandwidth. Feedforward plant inversion has a number of issues which must be addressed such as causality, high gain, robustness, and unstable inverse dynamics. This paper addresses the issue of unstable inverse dynamics. It is not uncommon for unstable inverse dynamics to occur in discretetime transfer functions that represent mechanical systems. In fact, the zero-order-hold equivalent of a continuous-time plant with relative degree greater than two always yields left-half plane unstable zeros for sufficiently fast sampling rates [I] . Right-half plane unstable zeros are encountered in practice less frequently. They are usually observed, however, in system models that are dispersive and have noncolocated sensors and actuators [IO] . The flexible beam has been a common paradigm to study control issues for such systems. The inherent difficulties of robust feedback control of such systems are well understood, and details can be found in [2] , [13] , [15] , and [lo] . From the latter works, it is clear that a robust solution, Manuscript received December 15, 1993; revised March 30, 1994 with regards to stability, is the design of a colocated control coupled with feedforward compensation. A number of feedforward techniques have been developed to minimize the effect of unstable zeros on tracking performance. Among these is the zero-phase error tracking scheme (ZPET) developed by Tomizuka [17] , [16] , which is a noncausal feedforward compensation based on partial plant inversion. All poles and specified stable zeros in a stable or previously stabilized system are canceled. The essence of the scheme is to include the inverse of the remaining zeros as zeros in the feedforward compensation block. This has the effect of completely eliminating any phase error. The controller is then adjusted such that the steady-state gain from input to output is unity. Note that ZPET can be applied to cancel the phase error caused by zeros on the unit circle, and stable zeros that otherwise are not chosen to be canceled. These include stable left-half plane zeros which, when inverted, may yield an undesirable oscillatory mode in the reference signal.
It is possible that after the application of ZPET, the overall bandwidth may be insufficient. To compensate for the gain error of the plant and that induced by the ZPET controller, Haack and Tomizuka [5] developed a systematic means of including additional zeros to reduce the gain error and preserve the zero-phase error characteristics. The zero locations are specified by minimizing an expression for two axis circular contouring error and is applicable for right-half plane zeros (though in principle it can be extended to left-half plane zeros).
A classification of discrete-time unstable zeros and two feedforward compensation schemes for precision tracking control have been presented by Menq and Xia [9] . The classification and design procedure is, in general, very useful. The design procedure can be numerically cumbersome, however, and is subject to certain approximations from which the final result may not be apparent.
Both [6] , [7] have presented a novel class of feedforward controllers for both continuous-time and discrete-time systems that in the absence of model uncertainty, noise, and extemal disturbances, assures perfect tracking for a class of reference signals. The limitations are, of course, on the class of signals tracked. Also, the scheme is not robust to signals that may slightly deviate from those specified.
In this paper, a discrete-time unstable zero compensation design methodology that is simple and effective is described and then experimentally applied. The method compensates for gain as well as phase simultaneously. Although the method is approximate, the approximation errors can be made arbitrarily small. The approximation has been previously utilized for minimum variance control and model reference control [12] , [18] . It has also been utilized in a preview control context [ 111, but design guidelines, frequency weighting [4] , and experimental results have not been presented. Simple rules are described to determine the required order of the filter from frequency-domain tracking design specifications. For shaping the gain versus frequency characteristics of a zero-phase filter, a notch filter for example, the methodology allows one to utilize the gain shaping properties of unstable as well as stable poles. One then replaces the unstable poles with stable approximations for implementation purposes.
This paper is organized into four additional sections. In Section 11, the design procedure is described. In Section 111, extensions to the compensation of stable and marginally stable zeros and to the design of zero-phase filters are discussed. In Section IV, experimental results in positioning the tip of a highly flexible beam are described. A comparison with ZPET augmented with a zero-phase low-pass filter is included. Concluding remarks are given in Section V.
DESIGN PROCEDURE
It is the aim of this section to review a general design methodology to compensate gain and phase distortions caused by unstable zeros in linear time-invariant, discrete-time systems, i.e., those zeros that occur outside the unit circle. Details of the methodology can be found in [4] . Suppose a known discrete-time single-input single-output system is under control. The closed-loop system consisting of a plant and a feedback controller can be described as
A (2-l) where d is the number of pure delays, B+(z-l) represents the polynomial of stable zeros, B-(z-') represents the polynomial of unstable zeros, and the roots of A (2-l) are the system poles. By use of a feedforward compensator and future reference information, one can cancel by plant inversion the delay, the poles, and the stable zeros. The remaining dynamics are those of the uncancelable zeros. In the following development, we will assume that the term uncancelable zeros will refer only to unstable zeros. The case of zeros on the unit circle is discussed in Section 111. Suppose that a system has only one real unstable zero at a and no zeros on the unit circle. a can represent either a left half or right-half plane zero. To cancel the zero at a we cannot include in the feedforward controller with the interpretation that the expansion in negative powers of z represents the impulse response. This is clearly unstable. By
Taylor series expansion about the origin we have
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Since I a (> 1, the infinite sequence, (3), is convergent in the region that includes the unit circle. The product of the four term truncated series from (3) and the plant zero yields
The frequency response of 1 -can be represented geometrically as a phasor with head at one and a tail revolving about a circle centered at the origin of radius 3. The radius of the circle decreases geometrically with the number of terms taken in the series. These observations are summarized in the following theorem. 
Proof: See [4] U When zeros occur as complex conjugate pairs it is not at first clear how many terms, n, one should take. It is shown in [4] that to minimize the least square error between the inverse and the stable series approximation, one should select the terms in the expansion in the order of largest magnitude to least magnitude. If the number of terms are limited, one can also introduce frequency weighting to obtain coefficients that yield an adequate response in the bandwidth of interest.
To obtain the coefficients of the feedforward compensator for complex unstable zeros, suppose the complex pair is given by the roots of the equation z2 + yz + p = 0.
(8)
One must determine the expansion in positive powers of z of 1 2 2 +yz + p' (9) Combinations of any number of complex conjugate pairs of unstable zeros and real zeros may occur. A general algorithm to determine the noncausal expansion is stated in the following theorem. given by the impulse response of the stable system
The impulse response of (10) can be readily obtained manually or by simulation. The proof is straightforward. Proof: We wish to obtain the noncausal response or in other words the expansion of
in positive powers of z. By the simple substitution of z -l for all instances of z and noting that all roots originally lie outside the unit circle, the transfer function is transformed into the conventional notation of a stable system. Since the impulse response is the stable expansion of (10) in negative powers of z , upon remaking the substitution, the terms are simply the coefficients of the expansion in positive powers of 0 Proof: In summary, an arbitrarily good approximation to the unstable inverse dynamics can be obtained by first inverting the unstable dynamics and then expanding the inverse in positive powers of z. The number of terms taken determines the degree of approximation. The closer the zeros are to the unit circle, the more terms necessary to satisfy a given tracking performance specified in the frequency-domain [e.g., by (6) and (7)]. The result is noncausal so future reference trajectory information is required to avoid delay. For most applications this is not a limitation. Examples in Sections 111-A and 111-B follow.
z . The latter is precisely what we wish to compute.
EXTENSIONS
It is very common to have one or more zeros near or at -1 in sampled data systems when the original continuoustime transfer function has a relative degree greater than or equal to two. For zeros at -1 the truncated series cannot be used as an approximation to --& since the series is not convergent. Also to avoid oscillations in the output of the feedforward compensator, it may be advisable not to cancel stable zeros or not to approximately cancel (by the series approach) unstable zeros near -1 or elsewhere. An additional difficulty is that for unstable zeros near the unit circle a large number of terms in the series may be necessary to make a sufficient approximation.
Normally, ZPET can be applied to such zeros, and tracking specifications can be met. If tracking specifications are still not met, however, then a number of feedforward schemes can be used to extend the system bandwidth [5], [9] . The feedforward series approach can also be used to extend the system bandwidth in a very simple manner while allowing direct specification and approximate achievement of a desired frequency response. Suppose there is a closed-loop system under feedback control G ( z -l ) . Also based on engineering judgment, we define a desired transfer function, Gdes(z-l), that we wish to achieve with the addition of feedforward compensation. The desired transfer function, Gdes ( z -' ) , is constrained in that a zero at -1 (or any other zero that one has decided not to cancel) must be included. One then simply formulates the feedforward compensator as w.
All unstable poles in the latter product are then replaced by their series approximation.
In fact, as the examples in Sections Ill-A and 111-B will illustrate, the desired transfer function, G d e s ( z -' ) , can be specified as zero phase and noncausal if future reference trajectory information is available. If it is zero phase then for each stable pole, there must be a corresponding inverse. For example, if the denominator of Gdes(z-') contains the term z + .8, then since Gdes(z-l) is zero phase, the unstable term z-l + .8 must also be included in the denominator.
For implementation purposes, Gdes ( z -' ) cannot possess any unstable poles. For shaping the gain and phase response of Gdes ( z -l ) , however, we can temporarily utilize the phase and gain characteristics of unstable poles and then at the completion of the design stage, replace the unstable poles by a noncausal series approximation. Gdes ( z -' ) will therefore become approximately zero phase. The approximation can be made arbitrarily good at the cost of further use of preview information. Two examples now follow.
A. A Butterworth Derived Zero-Phase Error Filter
This describes the design of a zero-phase error low-pass filter which will subsequently be used in the experiments described in Section IV. Suppose a transfer function is given by G ( 2 -l ) . To yield zero phase, one must multiply by a transfer function with the inverse of all poles and zeros of G ( 2 -l ) . Such a transfer function is given by G ( z ) , where G ( z ) results from replacing all occurrences of z -l in G ( 2 -l ) with z [16] . Therefore canceling phase will square the gain at all frequencies, and any ripple distortion in the bandpass will be amplified. It is therefore desirable to start with a lowpass filter that has a relatively smooth gain response at the expense of phase response. A Butterworth filter is an ideal choice. It does not have ripple in the bandpass as does the Chebyshev or Bessel-type filters. Chebyshev and Bessel-type filters have relatively poor gain response at the expense of much improved phase response [8] .
To derive a zero-phase filter from a given Butterworth filter, it is sufficient to multiply by the complex conjugate. The -3db point can be selected by choosing the Butterworth filter such that the magnitude of a occurs at the desired cutoff frequency. A third-order digital Butterworth filter with a cutoff frequency at 0.3 of the Nyquist frequency was chosen. The filter is O.O495(z + 1)3 (12) The gain and phase responses are shown in Figs. 1 and 2 . To obtain zero phase we must then multiply (12) (15) Figs. 3 and 4 give the frequency response of the approximate zero-phase error-modified Butterworth filter. Note that the modified filter does not exhibit exact zero phase characteristics because of the truncated series approximation. It retains almost zero-phase characteristics, however, especially within the bandwidth of the filter. The expected bandwidth is achieved and the maximum phase error is about one degree.
B. Zero-Phase Error Notch Filter
This section describes a discrete-time design of a noncausal zero-phase notch filter. Generally, if one simply cancels the resonant poles of the system, extremely high gain at high frequencies results. A high-order low-pass filter is necessary to attenuate this effect unless extreme care has been taken so that the reference trajectory possesses small enough energy in the highly-amplified region. The approach taken here also will sometimes rely on a high-order filter. The terms of the filter are dependent, however, on only one or at most two parameters that can be easily tuned experimentally. Take, for example, a system with a lightly-damped pole pair 0.55
The notch precompensator will contain the complex zero pair corresponding to the system poles. To ensure that the feedforward gain is not excessive at high frequencies, another pair of poles is placed near the zeros but is more damped. In this example, the canceled poles are replaced with poles of equal frequency but with a damping coefficient of 0.536. The new pole pair is 0.425f0.425j. The precompensator becomes Since the poles of (18) are unstable, they must be replaced by a noncausal truncated series approximation. The following seven term series approximation to (18) is 0 . 0 0 7 4~~ + 0.00872' -0 . 0 2 4~~ -0 . 0 5 7~~ -0 . 0 6 6 7 2~~ +0.185z2 + 0 . 4 3 5~~ + .51125.
(19) . , The response following a unit step command with no precompensation is shown in Fig. 5 . The response following precompensation with the filter in (20) is shown in Fig. 6 . Lastly Fig. 7 shows the post processed reference command.
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IV. HIGH SPEED FLEXIBLE LINK RP POSITIONING

A. System Description
The experimental system consists of a highly flexible beam. The arrangement is shown in Fig. 8 .
The beam is a strip of spring steel 35 cm in length, 2.54 cm in width, and 0.028 cm in thickness. A torque is applied at the base of the beam by a PMI Motion Technologies dc servomotor equipped with a 4000 pulsehevolution bidirectional optical encoder. As described in Spector and Flashner [15] , a simple phase lead can robustly stabilize a colocated lightly-damped multiple mode system. Colocation feedback was established with the motor hub encoder as the position signal. A simple PD compensation was found to be acceptable. The proportional gain of K p = 25 and the derivative gain of Kd = 10 were chosen by trial and error observations of the step response. There was no tip sensor feedback. The system block diagram is shown in Fig. 9 . The control was implemented on an Integrated Motions Inc. 12 Mhz 16 bit Intel 8096 CPUbased single board controller resident in an IBM 386 clone. Swept sine experiments with colocated PD feedback identified the first, second, third, and fourth modes at about 1, 7, 20, and 35 Hz respectively. The amplitude of the fourth mode was about one-tenth that of the first mode. We thought it reasonable to include up to the fourth mode in the feedforward compensation. An easily achievable sampling interval of 4ms, or about seven times the 35 Hz mode was selected.
To reduce the effect of friction, a dither signal at 125 Hz and f0.25 volts was added. The dither effect was deemed adequate by visual inspection. For example, the phase shift at 0.2 Hz during swept sine measurements indicated a lag of -40 degrees without dither whereas with dither, a phase lag of -10 degrees was observed.
Beam-tip position measurement was accomplished with a high speed Kodak SP2000 video motion analysis system. Recordings were made at a rate of 200 frames per second. A counter, timer, and recticle lines were features that allowed precise position recording.
B. System Model
The development of the following linear model for in-plane motion of a uniform flexible beam can be found in [3] ,[ 141. We state only the essential results here. In [3] a set of linearized equations are derived subject to the assumptions of small deflections and negligible deformations due to shear. In the following 6(s), U ( s ) , and Y ( s ) are the Laplace transforms of the beam-hub-angular position, the applied torque, and beam-tip-position respectively. E is Young's modulus, I is the second moment of area, p is the density, L is the beam length, A is the cross-sectional area, and Ih is the hub mass moment of inertia. Let c2 = and p4 = *. In [14] , the -0.178 f 0.9357, -1.13584 f  7.18775j, -3.48087 f 20.0835j, and -3 .58563 f 37.4451j.
The zeros fitted to the response are at (units of Hz), -0.0487f
As confirmation, in [9] , the zeros of a distributed system are the modes of the system while constrained between the actuator and sensor. Since the actuator and sensor are colocated for the transfer function from torque to hub position, the zeros are precisely the modes of the fixed axis cantilevered beam (not including the zero introduced by the PD control). The measured value was found to be 1.76 Hz. From swept sine results the first zero is about 1.78 Hz. Both measured values are in agreement within 1.1%.
Noting (21) the complex zeros are predicted to reside at the roots of the equation 1.77647j, -0.303826 f 11.0065j, -0.446726 k 30.2172j. -&2
for n = 1 , 2 , 3 . . ., where a, are the positive roots of 1 + cos(a,) cosh(a,) = 0. From (22) Where a,, c,, and b, are the positive real numbers which satisfy
.
K and K' are transfer function gains that are a function of system parameters. Note that the equations indicate zero damping. Damping coefficients were taken into account and included in the experimentally identified model. Also, aside from the gain, (21) and (22) was estimated to be 0 . 0 9 9 2 (~e c )~. Since a2 = 4.69 and a3 = 7.855, successive complex zero locations were estimated to be at 11.1345 Hz and 31.1762 Hz. The errors with reference to the measured values from frequency response data are about 1% and 4% respectively. With an estimate of p and using (22), estimates of the first three real zeros were computed. The resulting transfer function is (where s is now in -) shown in (27) at bottom of the page.
To obtain a discrete-time zero-order-hold equivalent to (27) a sampling rate of lOms was judged reasonable since the reference commands were slews of 130 and 200 milliseconds. The discrete-time zero-order-hold equivalent is shown in (28), at the bottom of the page. It is the system model, (28), on which the ZPET and series feedforward designs are based.
(27) -8.207(~+34.178 (~-34.178 )(s+184.82)(~-184.84)(~+457.7)(~-457.7) (s2+2.237s+35.815)(s~+~4.27s+2090.53)(s~+43.742s+~6401.8)(s~+45.06s+55861.655) ' 
(28)
.00033(z+5.834)(~-5.92)(z-1.407)(z+0,804)(z-0.7105)(z-0.163429)(z+0.0973539) (zZ-1.9743z+0.978)(z2-l.6755r+0.867)(z2-0.4886z+0.646)(z2+1.125z+0.63772) . l2I i
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D. Experimental and Simulation Results and Comparisons
Two sets of three experiments were conducted. Each was a fast one radian slew reference trajectory of either a 130 or 200 millisecond duration. The maximum velocity of each reference trajectory is about 10.5 and 6.5 g, respectively.
Each trajectory consists of a segment of a sine function from 7 to 5 radians. Experiments with no feedforward control, truncated series control, and ZPET with an added lowpass zero-phase filter were performed. The low-pass zero-phase filter utilized was the modified zero-phase Butterworth filter described in Section 111-A.
For the unstable zeros at -5.834, 5.92, and 1.407, three, three, and eight term truncated series approximations were used. According to (6), this results in gain variations of about &, &, and &, respectively, about unity for each approximate cancellation. The feedforward control transfer function is for the series case as shown in (29) at the bottom of the page. For the ZPET trials, the feedforward control transfer function is [16] , shown in (30) at the bottom of the page. Though not shown, for the ZPET trials, the zerophase low-pass Butterworth filter derived in Section 111-A also preprocessed the reference trajectory.
Figs. 10, 11, and 12 display the 200 ms reference command and the simulated plant response with the series, ZPET with zero-phase Butterworth low-pass filtering, and no feedforward compensation, respectively. Simulated results for the 130 ms reference command are displayed in Figs. 13, 14, and 15. Clearly the best performance is given by the series approach. Figs. 16 and 17 display the reference command after feedforward processing. It is interesting to note that the control efforts are larger for the ZPET with low-pass filtering. In fact, in the ZPET experimental trials, if no additional lowpass filtering was applied, the control efforts were so large that the amplifier was observed to saturate. The reason for this is ZPET squares the gain at all frequencies. The ( the more common left-half plane zeros, the ZPET approach is usually sufficient, since tracking at frequencies where these zeros begin to attenuate gain is typically pushing the plant well beyond its inherent capabilities. The control inputs generated by simulation were subsequently applied experimentally. With reference to Figs ZPET augmented with a zero-phase lowpass filter, the 200 ms tracking results (Fig. 19) for a > 1. The latter two transfer functions correspond to a simple plant with a right-half plane zero at a and the same plant compensated by ZPET. From Fig. 22 , for the 130 ms trajectory applied to the ZPET case, the overshoot is almost 100%. There is clearly a higher mode that is observable and the reverse reaction is about 0.25 radians. For the series approach, the slow and fast tracking performances yield overshoots of about 15% and 25%, respectively. The rise times are about 250 and 180 milliseconds. The settling time is about 0.75 seconds for the 200 ms trajectory and about one second for the 130 ms trajectory. Also there is very little reverse reaction for the 200 ms reference trajectory. This is expected since the unstable right-half plane zero at 1.407 has been compensated in both phase and gain by the series approximation. For the 130 ms case, the reverse reaction is considerably increased yet still only about 30% that of the ZPET case. At higher speeds, the linearity assumptions become less tenable.
The observed errors in tracking can likely be attributed to plant and model mismatch. The same model was used for the ZPET and series approach, and therefore they were both subject to the same modeling errors. As expected, the tracking errors were larger than that predicted by simulation but the general prediction that the series approach would out perform the ZPET approach was observed. The ZPET approach out-performed the no feedforward approach for the 200 ms reference trajectory. For the high speed 130 ms reference trajectory, however, the no feedforward approach was better. Canceling the phase and adding the Butterworth filter was not enough. The low-pass filter would have to be retuned with a lower cutoff frequency to realize better performance than the no feedforward case. More representative models will yield improved performance. The neglect of system nonlinearities in formulating the plant model is not appropriate for high speed tracking. Extensions to the nonlinear case are currently being considered.
V. CONCLUSION
It has been shown that for systems that have right-half plane zeros, the truncated series approach can provide a simple and effective means of compensating the zeros when future reference trajectory information is available. An experimental comparison has been made with no feedforward, ZPET augmented with a zero-phase low-pass filter, and the truncated series approach. The series approach design in this example has been shown to yield the best performance. To compensate zeros on the right-half plane, the series approach is a good choice since by canceling phase as well as gain, it adds low-pass filtering to the feedforward compensation. ZPET adds high-pass filtering since it only cancels phase and squares gain. Though modifying the ZPET controller with low-pass filtering may also yield good performance, it is less direct and somewhat ad hoc. For the more common case of zeros on the left-half plane, ZPET will probably be sufficient. This is because ZPET adds low-pass filtering to the feedforward compensation and the series approach adds highpass filtering. Also, for the flexible beam example, improved performance can be obtained with the more accurate nonlinear models. Extending the approach described here to nonlinear "nonminimum phase" systems is the subject of future research. 
