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We investigate the presence of defect structures in generalized models described by real scalar
field in (1, 1) space-time dimensions. We work with two distinct generalizations, one in the form of
a product of functions of the field and its derivative, and the other as a sum. We search for static
solutions and study the corresponding linear stability on general grounds. We illustrate the results
with several examples, where we find stable defect structures of modified profile. In particular, we
show how the new defect solutions may give rise to evolutions not present in the standard scenario
in higher spatial dimensions.
I. INTRODUCTION
This work deals with defect structures in models de-
scribed by real scalar field in (1, 1) space-time dimen-
sions. These systems support topological and non-
topological defect structures which have been studied in
diverse scenarios — see, for instance, Refs. [1, 2, 3]. Usu-
ally, in models described by real scalar fields the topologi-
cal solutions are stable, kinklike defects, and the nontopo-
logical solutions are unstable, lumplike defects. An inter-
esting motivation for the study of kinklike defects is that
their embedding in four spacetime dimensions gives rise
to cosmological domain walls, which should have been
formed in primordial phase transitions in the early uni-
verse. Domain walls tend to rapidly dominate the energy
density of the universe unless they are very light [4], how-
ever a number of different domain wall models with inter-
esting cosmological features may be considered. For in-
stance, there are models with non stable domain wall net-
works where some of the vacua are energetically favoured
[5, 6, 7] and, consequently, the domain wall networks de-
cay during their evolution. Models with non standard
domain wall, light enough to satisfy current cosmic mi-
crowave background constraints, which may have a possi-
ble contribution to dark energy have also been considered
[8] if frozen (frustrated) networks can be formed [9]. An-
other motivation for studyng domain wall networks has
recently emerged from the context of brane inflation [10].
Therefore, it should be of interest to study the evolution
of different domain wall networks in the context of mod-
ified dynamics. Other important aspects of studies using
scalar field as possible explanations of dark energy con-
cern quintessence [11], some distinct generalizations of
the Chaplygin fluid [12, 13, 14], and k-essence [15].
Further extensions come from superstring theories,
which have also suggested generalizations of the stan-
dard dynamics. An intriguing possibility concerns the
tachyon field [16], in which one modifies the dynamics in
a way very similar to the Born-Infeld extension of stan-
dard electrodynamics [17], done to make the nonlinear
contributions to smooth the divergences with appear in
the standard case.
The case of a single real scalar field φ with standard
dynamics is governed by the Lagrange density
L = X − V (φ) (1)
where we are using X = (1/2)∂µφ∂
µφ to represent the
kinetic and gradient contributions to the dynamics, and
V (φ) is the potential. Due to results inspired in super-
string theories, the scalar field can also evolve under the
tachyonic dynamics. In this case, the Lagrange density
is modified to [16]
L = −V (φ)
√
1− 2X (2)
These two distinct possibilities will be used to guide us
in the present work, where we introduce and investigate
two distinct classes of models. In the first case, we con-
sider extensions of the tachyonic dynamics, that is, we
consider models of the type
L = V (φ)F (X) (3)
where F (X) is in principle an arbitrary function of X. In
the second case, we consider extensions of the standard
dynamics, that is, we consider models of the form
L = F (X)− V (φ) (4)
These two specific classes of models will be investigated
below. Similar ideas were already done in Ref. [19], but
here we follow another route, searching for explicit defect
solutions and investigating the corresponding classical or
linear stability.
The general structure of the present work is organized
as follow. In the next Sec. II, we present general consid-
erations on the model, and we investigate linear stability
of the classical solutions on general grounds. In Sec. III
we deal with specific models of both types (3) and (4),
searching for static solutions and investigating the cor-
responding stability. We elaborate on other motivations
in Sec. IV, where we investigate features which appear
in higher spatial dimensions in clear distinction to the
standard scenario.
II. GENERAL CONSIDERATIONS
In this section, we turn attention to some characteris-
tics of the general model, which is described by the La-
2grange density L(φ,X). Below we deal with the presence
of static solutions and the corresponding stability.
A. The model
We consider the case of a single real scalar field. The
more general model which preserves Lorentz symmetry
is described by the action
S =
∫
d2x L(φ,X) (5)
where L(φ,X) represents the Lagrange density, which is
to be specified below. We suppose that the Lagrange
density does not depend explicitly on the space-time co-
ordinates; thus, the model engenders Poincare´ symmetry.
The equation of motion is given by
∂µ (LX∂µφ) = Lφ (6)
where LX = ∂L/∂X and Lφ = ∂L/∂φ. We expand this
equation to get
LXφ∂µφ∂µφ+ LXX∂µφ∂αφ∂µ∂αφ+ LXφ = Lφ (7)
We turn attention to the energy-momentum tensor
Tµν . It has the form
T µν = LX∂µφ∂νφ− ηµνL (8)
It is conserved, for field configurations that obey the
equation of motion (7). The components are given ex-
plicitly by
T 00 = ρ = LX φ˙2 − L (9a)
T 01 = T 10 = LX φ˙φ′ (9b)
T 11 = p = LXφ′2 + L (9c)
where we are using φ˙ = dφ/dt and φ′ = dφ/dx.
Since we are dealing with the very general model, we
guide ourselves with the null energy condition (NEC),
that is, we impose that Tµνn
µnν ≥ 0, where nµ is a null
vector, obeying gµνn
µnν = 0. This condition restricts the
model to obey
LX ≥ 0 (10)
for φ(x, t) which solves the equation of motion (7).
We search for defect structures, and we consider static
configuration φ = φ(x). In this case the equation of mo-
tion (7) changes to the simpler form
(2LXsXs Xs + LXs) φ′′ = 2LXsφXs − Lφ (11)
where we are using the subscript s to remind us to con-
sider static configuration: for instance, Xs stand for X
for static field, that is, Xs = −φ′2/2 ≤ 0.
We turn attention to the equation of motion (11),
which can be integrated to give
Ls − 2LXsXs = C (12)
where C is the integration constant. It is interesting to
check that this constant C is nothing but the pressure,
T 11, which is constant for static solutions — see the equa-
tions (9).
The total energy of the field configuration φ(x, t) can
be obtained as the integral in all space of the energy
density, the T 00 component given in (9a). If the field
configuration describes a static solution we have φ = φ(x)
and in this case the total energy is given by
E = −
∫ +∞
−∞
dxL(φ,Xs) (13)
It identifies the rest mass of the defect structure, and
it is important to generalize Derrick’s theorem [18], to
elaborate on the necessary condition for stability of the
static solution in the present environment. To do this,
we first introduce φλ(x) = φ(λx). We use φλ to define
Eλ in the form
Eλ = −
∫ +∞
−∞
dxL
(
φλ,−1
2
(
dφλ
dx
)2)
(14)
We see that Eλ|λ=1 = E. Thus, we can write
∂Eλ
∂λ
=
∫ +∞
−∞
dx
(
λ−2Ls − 2λLXsXs
)
(15)
This expression is to be minimized at the value λ = 1,
and this leads to the condition
Ls − 2LXsXs = 0 (16)
We compare this result with (12) to conclude that only
static and pressureless configurations can be stable.
This equation is a first-order differential equation,
since it only depends on the first derivative of the scalar
field. This is the pressureless condition, and it is neces-
sary for stability.
B. Linear stability
The results of the former Sec. II A are very general, and
now we complement it with classical or linear stability,
which also illustrates how to evaluate quantum effects.
We introduce general fluctuations for the scalar field in
the form: φ(x, t) = φ(x) + η(x, t), where φ(x) represents
the static solution. We use these fluctuations in the ac-
tion to get the quadratic contributions in η in the form
S(2) = 1
2
∫
d2x {LX∂µη∂µη + LXX (∂µφ∂µη)2
+ [Lφφ − ∂µ(LφX∂µφ)] η2} (17)
The equation of motion for η is then given by
∂µ (LX∂µη + LXX∂µφ∂αφ∂αη) = [Lφφ − ∂µ(LφX∂µφ)] η
(18)
3Since φ is static solution, we can write
LXs η¨ − [(2LXsXsXs + LXs) η′]′ = (Lφφ + (LφXφ′)′) η
(19)
We suppose that
η(t, x) = η(x) cos(ωt) (20)
to obtain
−[(2LXsXsXs + LXs) η′]′=
(Lφφ + (LφXsφ′)′ + ω2LXs)η
(21)
To ensure hyperbolicity, we impose that [19]
A2 ≡ 2LXsXsXs + LXsLXs
> 0 (22)
The above equation (21) has the form
− [a(x)η′]′ = b(x)η (23)
where
a(x) = 2LXsXsXs + LXs (24a)
b(x) = Lφφ + (LφXφ′)′ + ω2LXs (24b)
To ease the investigation, we introduce new variables.
We make the changes
dx = Adz and η =
u√LX A
(25)
which allows writing the Schro¨dinger-like equation
− uzz + U(z)u = ω2u (26)
where
U(z) =
(ALX)
1
2
zz
(ALX)
1
2
− 1LX
[
Lφφ+ 1
A
(
LφX φz
A
)
z
]
(27)
is the quantum-mechanical potential we have to solve to
have the corresponding eigenvalues and eigenstates.
Linear stability requires that the eigenvalues w2 are
non-negative, and this crucially depends on the potential
U(z), which should be investigated for each one of the
specific models that we explore in the next section. An
interesting issue concerns the possibility of w being zero,
giving as the corresponding eigenstate the zero mode.
Although we are considering generalized models, they
engender Poincare´ invariance, and so no defect solution
should grant a privilege to localize itself in the real line
[25]: if φ(x) is defect solution, the infinitesimal transla-
tion φ(x + ǫ) = φ(x) + ǫ(dφ/dx) should be costless. To
quantify the reasoning, we use the quadratic action (17)
to obtain the expression
1
2
η {(LφXφ′ + 2LXXXη′ + LX η′)′ + Lφφ}η (28)
which can be integrated to give the energy contribution.
However, we use the equation of motion (21) with w → 0
to see that this quantity vanishes, showing that the zero
mode is indeed the derivative of the defect solution, and
that it is costless.
III. MODELS
The simplest model is the standard model, which is
described by
L = X − V (φ) (29)
In this case, we have that LX = 1, LXX = 0, LXφ = 0,
Lφ = −Vφ, and Lφφ = −Vφφ. We see that the former
results reproduce the well-known results of the standard
situation. For instance, we use (11), (13) and (21) to get,
respectively
φ′′ = Vφ (30)
E =
∫
dx
(
1
2
φ′2 + V (φ)
)
(31)
and
− η′′ + Vφφ η = w2η (32)
which we recognize as the equation of motion and energy
of the static field, and the Schro¨dinger-like equation for
the fluctuation in the standard model.
We notice that for the standard situation, the pres-
sureless condition (16) leads to
1
2
φ′2 = V (φ) (33)
which shows that the gradient and potential energy den-
sities contribute evenly to the total energy of the static
configuration.
We use the φ4 model to represent the standard situa-
tion. In this case the potential has the form
V (φ) =
1
2
(1− φ2)2 (34)
This model is solved by the kinklike defect structures
φ(x) = ± tanh(x) (35)
The energy density is
ρ(x) = sech4(x) (36)
which gives the energy E = 4/3. In Fig. 1 we plot with
bold solid line the above potential, defect solution and
energy density, which may be seen as the standard sce-
nario, useful for the extensions to be considered below.
In this case, we can use the width of this standard solu-
tion as reference for the width of the defect solutions of
the extended models of Sec. III B.
The form of the Lagrange density of the standard
model suggests that we introduce two distinct classes of
models, as we do in the next subsections.
4A. Extended models of the first type
In this case, we concentrate on models described by
the Lagrange density (3), where V and F are function to
be specified. In these models, the dynamics is inspired in
the tachyon field. The equation of motion (11) has the
form
(2F ′′s Xs + F
′
s)φ
′′ =
Vφ
V
(2F ′sXs − Fs) (37)
and the first-order equation is
V (φ) (Fs − 2F ′sXs) = 0 (38)
where Fs = F (Xs) and prime means derivative with re-
spect to the argument of the function.
We first consider the case V = 1; this leads to a class of
models that support no static finite energy field configu-
ration. The next case is for V (φ) generic; in this case the
first-order equation (38) is an algebraic equation, and the
solutions describe constant Xs. If these constant values
are finite, the field configurations are given by
φi(x) = ai x (39)
which correspond to X is = −a2i /2, such that Xs =
Fs/2F
′
s are solved by X
i
s, i = 1, 2, ... These topological
solutions diverge asymptotically, but the energy may be
finite if V (φ) is properly chosen. In this case, the energy
(13) becomes
Ei = −F (−a2i /2)
∫ +∞
−∞
dxV (ai x)
= −F (−a
2
i /2)
|ai|
∫ +∞
−∞
dφV (φ) (40)
We notice that all the solutions are pressureless and in-
dependent of the specific form of V (φ), although the en-
ergy depends crucially on V (φ). For this reason, we have
to choose V (φ) properly to make the integral (40) well-
defined. If V (φ) is non-negative, we have to set
F (−a2i /2) < 0 (41)
to make the static solution stable.
Suppose now that V (φ) ≥ 0, with zeros at the set
bi, i = 1, 2, ... In this case, another kind of solutions of
(38) have the profile
φij(x) =


bj , for x > 0
1
2 (bi + bj), for x = 0
bi, for x < 0
(42)
where i, j label consecutive zeros, with i < j and bi < bj,
and F ′s → 0, and Xs → −∞, such that F ′sXs → Fs/2.
These configurations have energy density localized at x =
0, the center of the kink, and finite energy, given by
E = λ
∫ bj
bi
dφV (φ) (43)
where λ is such that, for Xs →∞ then Fs → −λφ′.
This type of models have been recently considered for
string inspired systems of tachyon condensation [16, 21,
22, 23].
We take as an explicit example, the model introduced
in Ref. [21], in which
F (X) = −(1− 2X)a (44)
where a is real and positive. The NEC restriction (10)
implies that X < 1/2, which is satisfied by all static
solutions.
The first-order equation (38) gives
V (φ)(1 − 2X)a−1 [1 + 2(2a− 1)X ] = 0 (45)
and now we get the solution Xs = −1/2(2a− 1). The
restriction (22) implies that a > 1/2. The static field is
given by
φ(x) = ± x√
2a− 1 (46)
We notice that the case a = 1 was investigated in [22].
The energy has the form
E = (2a)a(2a− 1) 12−a
∫ +∞
−∞
dφV (φ) (47)
In the above model, the limit a→ 1/2 is very interest-
ing, since it reproduces the tachyon model considered in
[24] — see also Ref. [16]. Here the first-order equation re-
quires that the defect presents singular profile, identified
as the singular tachyon kink
φ(x) =


∞, for x > 0
0, for x = 0
−∞, for x < 0
(48)
In the tachyon model, V (φ) is usually non-negative, and
attains its maximum at φ = 0, going to zero asymp-
totically. Some nice functions are V (φ) = sech(φ)/π,
V (φ) = sech2(φ)/2 and V (φ) = e−φ
2
/
√
π, which inte-
grate to unit, giving unit energy to the corresponding
defect structure.
1. Linear Stability
Let us turn attention to the classical or linear stabil-
ity of the model described by (3). The equation for the
perturbation (18) has the form
∂µ [V (F
′∂µη+F ′′∂µφ∂αφ∂
αη)]=[VφφF−∂µ(VφF ′∂µφ)] η
(49)
We consider static solutions to obtain
[V (−2F ′′s Xs−F ′s) η′]′=
[
VφφFs+(F
′
sVφφ
′)′ + ω2V F ′s
]
η
(50)
5The use of the equation of motion leads to
[V (−2F ′′s Xs−F ′s) η′]′=
[
(2F ′′s Xs+F
′
s)φ
′′Vφ + ω
2V F ′s
]
η
(51)
For solutions with Xs constant, only the V terms depend
on x. Thus, we get
− A
2
V
(V η′)
′
= ω2 η (52)
where A is given by (22) and has the form
A2 =
2F ′′s Xs + F
′
s
F ′s
. (53)
We consider (25) and we make the changes
η =
1√
V
u and x = Ay (54)
to get to
− uzz + U(z)u = ω2u (55)
where
U(z) =
1√
V
(
1√
V
)
zz
(56)
For the function (44) we have
A2 =
2a− 1
a
(57)
If we consider the functions V (φ) = sech(φ)/π, V (φ) =
sech2(φ)/2 and V (φ) = e−x
2
/
√
π, the quantum mechan-
ical potential are U(z) = π/4[cosh(z) + sech(z)], U(z) =
2 cosh(z)2 and U(z) =
√
π e−z
2
(z2 + 1). Their profile are
very similar, and shows that the quantum-mechanical
problem supports no negative eigenvalue, ensuring sta-
bility of the defect solutions. The zero mode which comes
from translational invariance should be η0 = dφ/dx = ci,
but this is constant and non-normalizable. Thus, there
is no zero mode, and all the fluctuations are bounded to
the defect.
B. Extended models of the second type
We consider the second type of models, in which we
maintain the potential present in the standard scenario,
but change the kinematics. The general structure of the
models is now given by (4), and we suppose that the
function F (X) is arbitrary but reproduces the standard
structure for X small [19].
In general, the equation of motion is
∂µ (F
′∂µφ) + Vφ = 0 (58)
We notice that in the standard situation F (X) = X, and
F ′ = 1, which makes the above equation the standard
equation of motion. We can rewrite this equation in the
form
F ′′∂αφ∂µφ∂α∂µφ+ F
′
φ+ Vφ = 0 (59)
We now search for static solution, φ = φ(x) to get to
(F ′s − F ′′s φ′2)φ′′ = Vφ (60)
where Fs = F (−φ′2/2). In this case, the first-order equa-
tion has the form
Fs − 2F ′sXs = V (φ) (61)
The energy density for the static solution is
ρ = −F (Xs) + V (φ) (62)
We use (61) to obtain
ρ = F ′sφ
′2 (63)
The restriction which comes from the NEC gives F ′ ≥ 0.
Thus, the energy density is non negative, which makes
the energy positive definite.
In general, the non-trivial form of (61) suggests that it
is not always possible to solve this problem analytically.
However, we can make further progress supposing that
there is a first-order equation of the form
φ′ = W (φ) (64)
where W = W (φ) is a function of the scalar field. This
choice imposes that the potential has to have the specific
form
V (φ) = F + F ′W 2 (65)
where in F and in F ′ we have to changeX → −φ′2/2 and,
with the use of the first-order equation (64), to −W 2/2,
which then gives the potential as a function of φ.
We illustrate the general situation with some examples.
Firstly we choose the following function
F (X) = X + αX2 (66)
where α in real parameter, which controls the extension
of the model. The NEC restriction leads to 1+2αX ≥ 0,
and for static solution we get 1 − αφ′2 ≥ 0. The hyper-
bolicity condition is 1+6αX ≥ 0, and so if this condition
is valid, the NEC is also valid. If α is negative, this con-
dition is always valid. If α is positive, we must take
− 1√
3α
≤ φ′ ≤ 1√
3α
(67)
We notice that when α → 0, we return to the standard
case and φ′ is not constrained anymore.
The first order equation can be written as
1
2
φ′2 − 3
4
αφ′4 = V (φ) (68)
6It is solved by
1
2
φ′2 =
1
6α
−
√
1− 12αV (φ)
6α
(69)
The limit α → 0 leads to the first-order equation (33),
and this suggests that for the expanded model we define
the effective potential in the form
Veff (φ) =
1
6α
−
√
1− 12αV (φ)
6α
(70)
The form of F (X) is given by Eq. (66), and it leads
to the result that if the potential V (φ) is non-negative,
so will be the effective potential in (70). Besides, the
zeros of V (φ) will also be zeros for Veff (φ). This implies
that the topological structure of V (φ) is preserved in the
effective potential Veff (φ). If α > 0, the highest value
of V (φ) should be 1/12α, with Veff (φ) being twice that
value, that is, 1/6α.
For kinklike solution connecting two minima of the po-
tential, the center of the kink, which corresponds to the
field with highest inclination, is at the maximum of the
potential, V0, in between the two minima. In general,
the thickness of the solution depends on the maximum
V0, thus it will certainly be affected by the parameter α.
If the effective potential is chosen as the potential for
the standard theory, both standard and extended theo-
ries would have the very same defect solutions. In spite
of this, both theories are different and would induce dis-
tinct behavior for the static solutions: for instance, the
energy density in the standard is given by ρ¯ = φ′2, which
is different from the value ρ = φ′2−αφ′4 of the extended
model, which shows that ρ > ρ¯ for α > 0, and ρ < ρ¯
for α < 0. Another distinction concerns stability, and
the nonlinear profile of F (X) induces distinct stability
behavior on the extended model.
Let us now consider α very small. In this case we can
expand the square root to get the effective potential in
the form
Veff (φ) = V (φ) + 3αV (φ)
2 (71)
Thus, if we consider V (φ) polynomial of degree n, then
the effective potential will also be polynomial, of order
2n. For instance, if we choose the φ4 profile for the po-
tential (34) we get the effective potential as
Veff (φ) =
1
2
(1− φ2)2 + 3
4
α(1 − φ2)4 (72)
Since α is very small, we can rewrite the above equation
(69) in the form∫
dφ√
2V (φ)
− 3
4
α
∫
dφ
√
2V (φ) = x (73)
We see that for α→ 0, we get to the standard situation.
We now use the φ4 potential (34) to get
arctanh(φ)− 3
4
α
(
φ− 1
3
φ3
)
= ±x (74)
V( )f
f
r( )x
FIG. 1: Plots of the effective potential (77) (upper panel),
the corresponding defect solutions (middle panel) and energy
densities (lower panel) for α = 0,−1,−4,−16, and −64. The
bold line is for α = 0; the other lines follow the given sequence.
and we have being unable to write φ = φ(x). However,
for α very small we have
φ(x) = ± tanh (x)
(
1 +
1
4
α sech2(x)
(
2 + sech2 (x)
))
(75)
This approximate solution has energy density
ρ(x) = sech4(x)
(
1− α
(
2− sech2(x)− 3
2
sech4(x)
))
(76)
It can be integrated to give the energy E = 4/3− 8α/35.
We now consider α generic, and V (φ) as the φ4 model.
The effective potential for (34) becomes
Veff =
1
6α
−
√
1− 6α(1− φ2)2
6α
(77)
which we plot in Fig. 1 together with the correspond-
ing defect solutions and energy densities, for the sev-
7eral values α = 0,−1,−4,−16, and −64. We use this
figure to notice from the profile of the defect solution
that its width and energy changes with α, and this nicely
illustrate how the parameter used to extend the model
modifies the physical characteristics of the corresponding
topological solution. We can also choose another model,
in which we consider the α-dependent φ8 potential
V =
1
2
(1− φ2)2 − 3
4
α (1− φ2)4 (78)
For α > 1/3, the potential has seven critical points, given
by ±1, 0, and ±(1± (3α)−1/2)1/2). The first three points
are minima and the others are maxima. For α < 1/3,
the critical points are ±1, and 0. The two first points are
minima and the last one is a maximum.
The kinklike solutions are the same of the φ4 model —
given in (34). We use (63) to find the energy density
ρ(x) = sech(x)4 − α sech(x)8 (79)
We consider α < 1, to make the energy density non-
negative. The total energy is E = 4/3− 32α/35. In this
new model, although the defect solution does not change,
the energy density varies with α in an interesting way, as
we show in Fig. 2. In particular, we notice that as α in-
creases toward unit, the energy density opens an internal
gap, in a way similar to the model investigated in [26],
and further considered in [27] as a model which leads to a
braneworld scenario with internal structure. This under-
standing suggests the investigation of the present model
in the five-dimensional spacetime with warped AdS5 ge-
ometry, but this is out of the scope of the present work
and will be further considered elsewhere.
1. Linear Stability
Let us now turn attention to the issue concerning clas-
sical or linear stability for the models described by (4).
In standard theory, F (X) = X and the kinklike defect
structures are stable against small perturbations. To see
how the nonlinearity in the kinetic term may influence
stability, let us consider the equation (18) for the fluctu-
ations in the modified model; we get
∂µ (F
′ ∂µη + F ′′∂µφ∂αφ∂αη) + Vφφη = 0 (80)
where F ′ and F ′′ are functions of φ′. For φ being static
solution, we can write
− [(F ′ − F ′′φ′2)η′]′ + Vφφη = ω2F ′η (81)
The zero mode solution as in the standard case is the
translational mode, η0 = φ
′.
One possibility appears when the model obeys (64) and
(65). In this case, we can rewrite the above equation (81)
in the form
− [(F ′ − F ′′W 2)η′]′ + Uη = ω2F ′η (82)
V( )f
f
r( )x
FIG. 2: Plots of the potential (78) (upper panel) and the
corresponding energy densities for the standard defect so-
lution (35) which solve this model, for the several values
α = 0, 1/4, 1/3, 1/2, 2/3, and 1. The bold line is for α = 0;
the other lines follow the given sequence.
.
where
U = (W 2φ+WWφ)(F
′−F ′′W 2)+W 2W 2φ
(
F ′′′W 2 − 3F ′′)
(83)
Here F should be seen as a function of φ, like in Eq. (64).
In this case, we can write
S†S η = ω2F ′ η (84)
with
S =
√
F ′ − F ′′W 2
(
− d
dx
+Wφ
)
(85)
We notice that the NEC restriction (F ′ > 0) is impor-
tant, but we have to impose F ′ − F ′′W 2 > 0 for the
above expression to make sense, and this depends on the
specific model under consideration.
We illustrate the situation with the case given by (66),
and with the potential (34). We use (22) to get
A2 =
1 + 6αX
1 + 2αX
(86)
We suppose that α is very small. In this case, up to first
order in α we can write
A = 1 + 2αX = 1− αφ′2 (87)
8We use the result (75) to obtain
A = 1− α sech4(x) (88)
and so, as before we change variable to write
z =
∫
dx
A
= x+
1
3
α tanh(x)(2 + sech2(x)) (89)
We invert this expression to get
x = z − 1
3
α tanh(z)(2 + sech2(z)) (90)
The potential U(z) which appears in the Schro¨dinger-like
equation has the form
U(z) = 4− 6 sech2(z) + α sech2(z)×
[15 sech4(z)− 11 sech2(z)− 2] (91)
In this case, since α is small we can write
S†S η = w2 η (92)
where
S = − d
dz
+ u(z) (93)
and
u(z) = −2 tanh(z) +
1
3
α tanh(z) sech2(z)(1 + 5 sech2(z)) (94)
which ensures stability of the defect solutions.
IV. ENDING COMMENTS
The new defect solutions found in the former Sec. III
present features which may be of importance in applica-
tions. To elaborate on an interesting possibility, let us
concentrate on the energy of domain walls generated by
the defect solutions found in Sec. III B. We first consider
the standard situation, but now we work in higher spa-
tial dimensions. To be specific, however, let us focus on
the case of three spatial dimensions. Here the energy of
static field configuration is
E =
∫
d3x
(
1
2
(∇φ)2 + V (φ)
)
(95)
We follow [18] to write Eλ = K/λ+P/λ
3, where λ is the
scaling parameter and K > 0 and P > 0 stand for the
kinetic and potential energies, respectively. The required
minimization dEλ/dλ→ 0 for λ→ 1 leads toK+3P = 0,
and this shows that there is no stable defect solutions in
this case. This result is old, but it guide us toward the
new possibility which we now describe.
We may circumvent the above reasoning with the ex-
tensions already investigated, which may contribute to
stabilize the higher dimensional defect solutions. Al-
though it is possible to make the investigation more gen-
eral, for simplicity we will concentrate on the example
described by (66). In this case, the energy of the static
field is given by
E =
∫
d3x
(
1
2
(∇φ)2 + α(∇φ)4 + V (φ)
)
(96)
and now the quantity Eλ = K/λ+ P/λ
3 + K¯λ may not
collapse anymore, due to the new term K¯ which rep-
resents the contribution added in the extended model.
Indeed, the new defect structure may be stable, collapse
or expand, depending on the contribution K¯ being equal,
lesser or greater than K+3P. This new result shows very
clearly that the extension considered in (66) changes the
standard scenario, leading to defect solutions which may
engender distinct time evolution, of direct interest to ap-
plications in cosmology.
We illustrate the issue supposing that the defect solu-
tion presents spherical symmetry. In this case, we can
think of it as a spherical domain wall with a given thick-
ness, which can be identified with the width of the kink-
like solution found in (1, 1) spacetime dimensions. As we
have shown in Sec.III B, the term added in the extended
model changes the width of the solution, and this may
introduce additional effects into the time evolution of the
defect structure in higher dimensions. A clear possibil-
ity concerns dependence of the energy density of the wall
on R, the radius of the spherical wall, and this may also
change the way the defect evolves in time. A similar sit-
uation is described by an inflating elastic ball: as the ball
inflates, the thickness of the elastic membrane decreases
with increasing R; if the total energy of the ball remains
constant, its energy density σ should depend on R−2 to
compensate the variation of the area of the ball.
In general, we write the energy density of the spherical
domain wall as σ = σ(R). We consider the relativistic
case and we write the energy of the defect solution of
radius R in the form E = σ(R)R2/
√
1− R˙2.We suppose
that σ(R) ∼ 1/Ra, a real, to get
R˙2 = 1− µR2(2−a) (97)
where µ is a parameter which depends on the initial veloc-
ity of the defect. We notice that a = 2 leads to vanishing
acceleration, and we get accelerated expansion for a > 2
and collapse for a < 2. The case a = 0 describes the sit-
uation in which the energy density of the wall does not
depend on R, which we recognize as the standard scenario
– see, for instance, Sec. III of Ref. [28] for more details on
this issue. Thus, for a ∈ (2, 0) the defect collapses slower
than in the standard scenario, but for a ∈ (0,−∞) it
collapses as faster as lower is a.
Another line of investigation is related to the presence
of two or more real scalar fields. The presence of more
fields leads to two distinct classes of models, living in
one or more spatial dimensions. In the case of a single
9spatial dimension, the presence of another field may con-
tribute to add internal structure the the defect solution
generated by the first field, as examined for instance in
Refs. [29]. In the case of two spatial dimensions, we can
use two fields to generate junctions of defects, as exam-
ined for instance in Refs. [30, 31]. These extensions to-
gether with the extensions examined in the present work
will certainly generate new models and new possibilities
of internal structures and junctions.
To summarize, in this work we have investigated two
distinct classes of models described by a single real scalar
field in (1, 1) space-time dimensions. In the first class
of models, we have generalized the tachyonic dynamics,
searching for the presence of static solutions, together
with the corresponding stability profile. In the other
case, for the second class of models we have extended the
standard dynamics, investigating the presence of stable
defect solutions in diverse contexts. We have constructed
explicit defect structures, together with the specific con-
siderations concerning stability. In particular, we have
shown how some extensions may modify the standard
evolution of domain walls in higher spatial dimensions,
leading to distinct evolutions which are of direct interest
to applications in diverse contexts.
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