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Résumé
La technologie la plus utilisée pour séparer les principaux composants de l’air est aujourd’hui la distillation en
colonne à garnissage structuré. Ce procédé se caractérise par un écoulement gaz-liquide contre-courant au sein
d’une structure constituée de plaques corruguées placées parallèlement et agencées en packs. La description
d’un tel procédé est rendue difficile par les très grandes dimensions du système et par la complexité des
phénomènes à la petite échelle. La méthode de la prise de moyenne volumique, utilisée pour les problèmes
de changement d’échelle en milieu poreux, est utilisée pour décrire le système à une échelle qui permet une
résolution. Le travail est organisé en trois étapes.
Dans un premier temps, pour les débits modérés, une méthode est proposée pour évaluer la perte de charge
au sein de la structure en prenant en compte des rugosités de structure ou créées par des instabilités du film
liquide. A ce stade, l’effet de la surface rugueuse est caractérisé par une condition limite effective. Le problème
aux limites effectif pour la phase gaz est ensuite moyenné en volume pour obtenir un système d’équations
à grande échelle. Le bilan de quantité de mouvement à grande échelle est une loi de Darcy généralisée aux
écoulements inertiels, dans laquelle les paramètres effectifs contiennent les effets des instabilités de surfaces
de la petite échelle.
La seconde étape est dédiée à l’interaction entre les deux phases à plus hauts débits. On montre que des
modèles qui incluent explicitement des termes croisés à grande échelle permettent de décrire l’écoulement
au sein du garnissage à grands nombres de Reynolds. Plus généralement, ces modèles, peu utilisés dans la
littérature sur les milieux poreux, s’avèrent adaptés pour les écoulements dans les milieux très perméables,
pour lesquels des variations importantes de la perte de charge et des saturations sont observées.
Enfin, on s’intéresse à la description de la distribution de la phase liquide au sein de la structure de
garnissage. Une approche multiphasique, où la phase liquide est séparée en plusieurs pseudo-phases, est
adaptée pour modéliser l’anisotropie de l’écoulement. Deux méthodes impliquant une approche à deux pseudo-
phases et une approche à quatre pseudo-phases pour la phase liquide sont comparées. Cette dernière méthode
est notamment utile pour décrire des régimes d’écoulement très différents, et permet de capturer à grande
échelle les chemins préférentiels suivis par le film liquide au sein du garnissage.
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Abstract
Distillation in columns equipped with structured packings is today the most used technology for separating
air in its primary components. This process is characterized by a counter-current gas-liquid flow in a structure
made of parallel corrugated sheets arranged in packs. The description of such system is constrained by the
large dimensions of the columns and by the complexity of the local-scale phenomena. This leads to consider
a strategy of upscaling, based on the volume averaging method, to describe the system at a scale at which a
resolution is possible. The work is organized in three steps.
As a first step, considering moderate flow rates, a methodology of upscaling is developed to predict the
pressure drop in the flow of the gas phase taking into account small scale roughnesses due to the structure
itself or perturbations of the liquid film. At this stage, the effect of this rough surface is characterized by an
effective boundary condition. The boundary value problem for the flow of the gas phase is volume averaged
in order to derive a system of equations at large scale. The resulting momentum balance is a generalized
Darcy’s law for inertial flows, involving effective parameters accounting for the roughness at the microscale.
The second step of this work focuses on the interaction between the two phases at higher flow rates. It
is shown that models involving non-standard macroscopic cross-terms are more prone to describe the flow in
packings at high Reynolds numbers than the models usually used in porous media sciences. More generally,
these models are shown to characterize accurately processes in highly permeable media, where drastic changes
of pressure drop and retention are observed.
We finally study the distribution of the liquid phase in the structured packing. It is shown that a specific
approach involving a multiphase model with liquid decomposition is required to capture the anisotropy
generated in the flow of the liquid phase. Two methods involving two pseudo-phases and four pseudo-phases
for the liquid phase are compared. This last method captures a number of very different distribution regimes
in the column and offers additional flexibility to describe preferential paths of the liquid.
ii
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Introduction en Français
L’air pur est composé à 72.12% en azote, à 20.95% en oxygène, à 0.93% en argon, et dans des proportions très
faibles en gaz rares, dont le néon, l’hélium, le krypton, le xénon, ou encore l’hydrogène. La séparation de l’air
en ses constituants principaux s’effectue au sein d’usines de séparation (Air separation units, ASU), où sont
réalisées les différentes étapes nécessaires au procédé. Ce procédé constitue aujourd’hui un secteur industriel
majeur à travers le monde, du fait de la demande en oxygène, azote, ou argon, en grande quantité et dans des
secteurs industriels très divers. La production en oxygène atteint par exemple plus d’un million de tonnes par
jour à travers le monde. Son application la plus connue se situe dans le domaine de la santé, où il est utilisé
pour améliorer les conditions respiratoires. L’utilisation principale de l’oxygène, cependant, et en quantité
industrielle, est en tant que comburant, pour de nombreuses applications dont la sidérurgie et la métallurgie,
où il est associé à des gaz combustibles pour améliorer les rendements. Ses propriétés d’oxydation sont aussi
largement utilisées dans les industries chimique et pétrochimique. L’azote, pour sa part, est principalement
utilisé en tant que gaz inerte dans de très nombreux secteurs, notamment dans l’industrie pétrolière pour
prévenir les risques de combustion. Il est aussi utilisé en tant que liquide cryogénique dans le domaine de la
santé. L’argon, enfin, possède lui aussi la propriété d’être très peu réactif, et est donc utilisé principalement
en tant que gaz inerte.
La séparation des principaux composants de l’air sur le site d’une usine de séparation est réalisée par un
procédé de distillation, au sein de colonnes de très grandes dimensions, pouvant mesurer plusieurs dizaines de
mètres de haut et plusieurs mètres de diamètre. Le procédé de distillation repose sur le fait que l’oxygène et
l’azote possèdent des points d’ébullition qui sont différents : l’azote se liquéfie à -195.8°C alors que l’oxygène se
liquéfie à -183°C , à pression atmosphérique. A température intermédiaire entre ces deux valeurs, le mélange
azote-oxygène se compose donc de deux phases, une phase chargée en oxygène qui est sous forme liquide
et une phase chargée en azote qui est sous forme gazeuse. De manière à obtenir deux phases avec un très
haut degré de pureté en oxygène et en azote respectivement, on fait s’écouler le mélange au sein d’une
structure particulière, qui est le garnissage structuré. Cet équipement permet notamment de maximiser la
surface d’échange entre les deux phases. Il est constitué de fines feuilles métalliques corruguées (∼ 0.1 cm
d’épaisseur), placées parallèlement et agencées en packs (∼ 20 cm de hauteur). Les deux phases sont par
ailleurs placées à contre-courant, de manière à générer un cisaillement fort et à optimiser le transfert de
matière à l’interface. La phase liquide chargée en oxygène s’écoule ainsi par gravité le long du garnissage
sous la forme d’un film mince, quand la phase gaz chargée en azote remonte la colonne. L’équipement de
garnissage structuré est aujourd’hui présent dans la plupart des colonnes de distillation à travers le monde,
et est utilisé plus largement pour les procédés de séparation à grande échelle dans l’industrie chimique, dont
entre autres le traitement du CO2 (absorption) ou des procédés de raffinage dans l’industrie pétrolière. Il a
remplacé, peu à peu, à partir des années 1980, des équipements constitués de plateaux horizontaux (“trays”)
ainsi que les garnissages “vrac”, constitués de petits éléments généralement sous la forme d’anneaux. Les
plateaux et le garnissage vrac sont encore utilisés dans l’industrie chimique mais possèdent un rendement
plus faible et des pertes de charge plus élevées pour la distillation de l’air en grande quantité. La production
en oxygène et en azote purs dans une colonne équipée de garnissage structuré atteint aujourd’hui 50 à 5000
tonnes par jour, en fonction des besoins spécifiques à proximité d’un site de production.
La compréhension de l’écoulement associé au procédé de distillation, sa description au sein de l’équipement
de garnissage structuré, sont l’objet de cette étude. Une meilleure compréhension du procédé est motivée par
le coût de production très élevé, lié notamment au fonctionnement en condition cryogénique. L’enjeu consiste
à optimiser le transfert de matière entre la phase chargée en azote et la phase chargée en oxygène, tout
en limitant la perte de charge, qui peut devenir très élevée du fait des dimensions de la colonne. Il s’agit
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notamment de limiter les effets de maldistribution de la phase liquide au sein du garnissage et de contrôler
le caractère instable de l’écoulement liquide-gaz, qui, bien qu’il favorise le transfert de matière, génère de la
perte de charge et donc des coûts de fonctionnement. A des régimes d’écoulements trop forts, le cisaillement
du film liquide par la phase gaz provoque l’arrachage du film sous forme de gouttes, et mène à un phénomène
d’engorgement de la colonne. Ce phénomène se caractérise par une augmentation très forte de la perte de
charge et par une chute de l’efficacité du transfert.
Le projet de recherche global, dont fait partie cette étude, est ainsi de prédire l’efficacité du transfert et le
coût énergétique associé, pour une géométrie de garnissage donnée, et pour des conditions opératoires données.
Le travail de modélisation est aussi et surtout une alternative à la mise en place de mesures expérimentales.
Il s’agit donc de résoudre un modèle de transport des espèces chimiques au sein de la structure de garnissage
pour différents régimes d’écoulement. A l’heure actuelle, cependant, la complexité de l’écoulement à la petite
échelle et le facteur d’échelle très élevé entre les petites et les grandes échelles du procédé rendent la résolution
numérique des équations de transport des espèces inenvisageable. En réalité, la résolution de l’écoulement
contre-courant gaz-liquide à l’échelle d’un petit volume de garnissage de l’ordre du centimètre représente
aujourd’hui un calcul très lourd, et les méthodes numériques sont encore incertaines. Il est donc judicieux
de s’orienter vers des méthodes de changement d’échelle. Ces méthodes permettent de faire un transfert de
l’information des petites échelles vers les grandes échelles et donc de décrire le système avec une résolution
moins élevée. Dans le cas présent, il s’agit de traiter la colonne à garnissage comme un milieu poreux. Les
milieux poreux sont en effet typiquement des milieux qui impliquent des phénomènes physiques à des échelles
très différentes et pour lesquels les techniques de changement d’échelle sont très utilisées. On utilise dans
ce travail la méthode de la prise de moyenne volumique, qui consiste à moyenner en espace le problème
mathématique qui définit le système à l’échelle du pore, et donc à obtenir un modèle dit à grande échelle. Les
lois ainsi obtenues contiennent l’information de la petite échelle, dite filtrée, via des paramètres effectifs. Ces
paramètres sont déterminés par une résolution de problèmes de fermetures à l’échelle d’une cellule unitaire
représentative du système. L’idée générale du changement d’échelle est ainsi, d’une part, de résoudre un
problème mathématique sur un petit élément représentatif milieu, et, d’autre part, de résoudre un modèle
moyenné sur un maillage du domaine nettement moins raffiné que si la physique à la petite échelle était
résolue.
Des méthodes de changement d’échelle ont déjà été utilisées dans la littérature sur les procédés de sépa-
ration en colonne à garnissage structuré, mais les modèles développés restent à l’heure actuelle incomplets.
Ce travail s’inscrit donc dans la continuité des travaux réalisés jusqu’à présent. Il est réalisé en collaboration
entre le Groupe d’Etude des Milieux Poreux (GEMP) de l’Institut de Mécanique des Fluides de Toulouse
(IMFT) et le Centre de Recherche Paris-Saclay d’Air Liquide. Le chapitre 1 est consacré à l’introduction du
procédé de distillation et à l’état de l’art de la recherche sur ce procédé. Le chapitre 2 est consacré à l’intro-
duction des méthodes de changement d’échelle dans les milieux poreux. Dans le chapitre 3, un modèle est
développé pour la phase gaz pour les débits modérés, où l’impact de rugosités de surface est pris en compte.
Les chapitres 4 et 5 sont dédiés à l’étude de modèles diphasiques pour décrire l’écoulement gaz-liquide à plus
hauts débits, où l’interaction entre phases est importante. Enfin, dans le chapitre 6, on étudie des approches
où la phase liquide est décomposée en plusieurs pseudo-phases, de manière à mieux représenter l’anisotropie
de l’écoulement liquide au sein du garnissage structuré.
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1.1 Distillation in columns equipped with structured packings
1.1.1 The distillation process
The atmospheric air is predominantly composed of nitrogen at 72.12%, of oxygen at 20.95%, and of argon at
0.93%; the remaining consists of traces of rare gases, including neon, helium, krypton, xenon and hydrogen.
Air separation units (ASU), or air separation plants, are used to separate the air into its primary components:
nitrogen, oxygen, and sometimes argon. The primary components of air are utilized in a large variety of fields.
Oxygen is used to enhance furnaces in metal production and coal gasification, for the treatment of waste
water, or for medical purposes. Nitrogen is mainly used for its inerting property, in chemical and petroleum
industries, and also as a cryogenic liquid. Argon is also mainly used for its inerting property. The demand
for these pure components has increased substantially over the last century and is today a major industrial
sector around the world. The production in oxygen, for instance, reaches today one million ton per day.
Separating air in its primary components was first realized separately by Carl von Linde and Georges
Claude at the end of the 19th century, using the Joule-Thomson refrigeration effect. The general principle is
still the same today, although technologies and the quantities produced have changed considerably. It consists
in distilling oxygen and nitrogen based on their distinct boiling temperatures: the boiling point of oxygen
(-183°C at atmospheric pressure conditions) is higher than that of nitrogen (-195.8°C). The distillation is
operated in industrial columns of very large dimensions, up to tens of meters high, and several meters in
diameters. The ASU, as the one depicted in Fig. 1.1, are today present in many countries to respond to the
high demand in pure chemical components. They are sometimes installed directly in industrial sites in order
to supply directly the gases produced. The oxygen production capacity of a plant varies from 50 tons up to
5000 tons per day, depending on the specific needs.
Before proceeding to the distillation of the air and separating oxygen from nitrogen, a number of prelimi-
nary steps are realized [8]. The air extracted from the atmosphere is initially compressed up to around 6 bar,
resulting in an increase of temperature. It is then cooled down using a heat-exchanger to return to ambient
temperature. Given the very low boiling points of oxygen and nitrogen, the main step of the process consists
in cooling the air down to very low temperatures. At this stage, however, the air is composed of many
impurities, including vapor water, carbon dioxide, sulfur compounds, and hydrocarbons, such as acetylene
and ethylene. These components would freeze at very low temperature and must be removed before the main
cooling step. This purification is made through adsorption. The air, which is now compressed and cleaned,
is finally cooled down to its dew point, in order to proceed to the distillation. The cooling, again, is done by
heat-exchangers.
At cryogenic temperature the nitrogen/oxygen mixture is made of a liquefied part enriched in oxygen
and of a vaporized part enriched in nitrogen. To obtain a separated mixture with pure components, i.e. a
pure oxygen phase (liquid) and a pure nitrogen phase (vapor), the process is based on two principles. On
the one hand, the contact area between the two phases is maximized by a suitable structure which will be
described in the following, and, on the other hand, the two phases are operated counter-currently in order to
favor the mass transfer. The liquefied phase streams down by gravity through the column and gets enriched
in oxygen, as oxygen is less volatile than nitrogen, while the vapor phase ascends the column and gets
enriched in nitrogen. The counter-current flow generates a shear-stress which favors the interfacial transfer
of chemical species. The purity of the liquid oxygen and gaseous nitrogen can thus reach 99.9%. To improve
the production of oxygen, Carl von Linde suggested in 1910 to use a double column configuration. One of
the two columns is at high pressure (∼ 6 bar), and is used to provide an intermediate reflux of oxygen and
nitrogen streams to the low pressure column (∼ 1.4 bar). This is in this low pressure column that the pure
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components are therefore recovered. This configuration is still the one used today.
Figure 1.1 – Industrial site of an Air Separation Unit (ASU)
1.1.2 Equipment of structured packings
Distillation columns are equipped with devices called contactors and especially engineered to ensure a maximal
surface of contact between the liquid and the vapor phases. The contactors were initially trays, consisting
in a succession of horizontal plates throughout the column. The development of structured packings, in the
1960s, represented a major breakthrough to separate components in industrial quantities, as it enhances the
contact area between the phases and limits the pressure drop compared to trays. The pressure drop is for
instance reduced by five to ten compared to columns equipped with trays [8]. To date, this is the most
efficient equipment and it is used in the industry worldwide for the distillation of air, as well as for other
separation processes, such as the captation of CO2, or oil refining.
Structured packings are composed of parallel corrugated sheets arranged in packs. The corrugated sheets
are thin metal sheets of thickness ∼ 0.1mm that can be either smooth or textured. A picture of a pack
of structured packings and a zoom on a corrugated sheet are given in Fig. 1.2. A column of distillation is
filled with a succession of packs, which stand approximately 20 cm high and are successively rotated by 90°.
Structured packings therefore combine both a very large surface area (packing area, up to 750m2/m3) and
a large void space (up to ∼ 0.95). The large surface of the packings maximizes the contact area between
the two phases, as the liquid phase streams down as a thin film on the corrugated sheets. The extremely
large porosity also maintains a reasonable pressure loss across the industrial scale columns, therefore reducing
energy costs. The successive reorientation of the packs also redistributes the liquefied phase streaming down
in the column and contributes to its good distribution.
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(a) (b)
Figure 1.2 – Pictures of structured packings - a) a pack (BX Gauze packing from Sulzer) b) an element of
corrugated sheet (picture from Izoz [86]).
1.1.3 A multi-scale process
The distillation process in columns equipped with structured packings is a multi-scale process. One can
distinguish the macroscale, which is associated to the dimensions of the columns, from the microscale, which
is the scale of a small pattern of corrugations (see Fig. 1.3). These two scales are distinct by several orders
of magnitude. While industrial columns are often up to ten meters high, the amplitude and wavelength of
the corrugations are about one centimeter. Corrugated sheets are also often engineered with a small surface
texture. This rough texture is used to enhance the wetting of the sheets, and its amplitude is generally
below the millimeter. Such a texture is represented in Fig. 1.3. Even smaller scales are also at play when
one considers the gas-liquid flow. The thickness of the liquefied film enriched in oxygen is for instance about
several hundreds of micrometers, i.e. an order of magnitude below the size of a small pattern of packings.
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Figure 1.3 – Representation of the different scales at play - from microscale (crossing element of packing) to
macroscale (scale of the column)
These numerous scales are in fact reminiscent of multi-scale processes in porous media. A structured
packing actually constitutes a very singular porous medium whose characteristics can be enumerated as
follows
– a very high porosity level, which varies depending of the type of packing, up to ∼ 0.95, and which leads
to a high permeability, > 1× 10−7 m2.
– an ordered porous medium, made of a repetitive pattern (see Fig. 1.3).
– a strong anisotropy due to the arrangement in parallel corrugated sheets and to the reorientation of
the packs.
– symmetrical features: given two parallel corrugated sheets, their corrugations are symmetrical compared
to the vertical axis of the column (angle ±θ, see Fig. 1.4 or Fig. 1.2 ).
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Figure 1.4 – Representation of two parallel corrugated sheets ; the inclination of the corrugations is respec-
tively +θ and −θ compared to the axis of the column.
Considering this last symmetrical feature, Soulaine et al. in [162] suggest that a structured packing can
be treated as a “bi-structured medium”. By definition, a bi-structured medium exhibits two distinct flow
behaviors at the macroscale corresponding to two distinct regions at the microscale. Here, the opposite
orientation of the corrugations guides the liquid film in two opposite directions. This question is further
discussed in this work.
1.1.4 The physics of the gas-liquid flow
The distillation process therefore constitutes a counter-current gas-liquid flow in a highly permeable media.
On the one hand, the liquid phase flows as a thin gravity film along the corrugated sheets. This is a laminar
(but inertial) flow, with a Reynolds number below Rel = 200. For a given phase i, the Reynolds number is
defined such as
Rei =
ρiUili
µi
, (1.1)
where ρi and µi are the density and the viscosity of the phase i, Ui its characteristic velocity and li a
characteristic length scale. For the liquid film, li generally refers to the thickness of the liquid film. The thin
film wets the major part of the corrugated sheets, resulting in a large contact area between the liquid and the
gas. The effective area ae, which is defined as the interfacial area between the liquid and the gas phases, is
often introduced to quantify this surface. This is a key parameter as the global mass transfer directly relies
on it. The efficiency of a given design of packing is then assessed by evaluating ae/ap , which is the ratio of
the effective area to the packing surface area ap of the packing defined by the total area of the corrugated
sheets. This ratio informs on the wetting of the liquid phase for a given type of packing. It was shown to
be a function of the liquid flow rate, of geometrical features, and of the physical properties of the phases
[174, 1, 183, 2]. It is generally below 1 for moderate flow rates and higher than 1 for high flow rates, although
it depends on numerous parameters. Coarse packings (small packing surface area ap) are, for instance, shown
to favor high ratios ae/ap compared to dense packings (high packing surface area ap). Wang et al. [2] indicate
that it is likely due to maldistribution and insufficient wetting in the latter case, while coarse packings favor
surface instabilities and therefore increase the effective area. The wettability and interfacial tension of the
liquid phase also play a central role. The correlation between surface tension and wettability is complex,
while it can be roughly evaluated at looking at the spreading coefficient [68] defined by
Sp = γsg − (γsl + γlg) (1.2)
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where the liquid-gas interfacial tension is later denoted γ. When Sp > 0, the liquid wets the surface completely
while when Sp < 0, partial wetting occurs. Low surface tension liquids are more prone to flow as thin liquid
films, while high surface tension fluids will tend to generate triple lines and only partially wet the structure.
In the air distillation process, the liquefied phase is generally assumed to perfectly wet the structure and to
flow as a uniform and thin liquid film, due to its very low surface tension.
The preponderance of some effects on others is quantified using well-known dimensionless numbers. The
Capillary Ca and Bond Bo numbers compare respectively the relative importance of capillary effects on
viscous and gravity effects. They read respectively
Cai =
µiUi
γ
, Boi =
(ρi − ρj) gl2i
γ
, (1.3)
(respectively Caj and Boj for the phase j), and γ the surface tension between i and j. A Weber number is
also sometimes introduced to assess the relative influence of inertial effects compared to capillarity, but it is
contained in the definitions of the Reynolds and Capillary numbers since
Wei =
ρiU
2
i li
γ
= ReiCai. (1.4)
Estimations of upper bounds for the Bond and Capillary numbers for the liquid phase (oxygen phase) in
structured packings are about Bow ∼ 50 and Caw ∼ 2× 10−3, which are large values for two-phase flows in
porous media. These estimations indicate that the capillary effects do not play a central role in the distillation
process in a column equipped with structured packings. This is due to the high permeability of the structure,
which is in contrast with many porous media involving two-phase flows, and to the low surface tension of the
couple of fluids in cryogenic conditions.
The liquid film in the distillation process is also characterized by the development of trains of waves at its
surface, whose amplitude can be up to five times the thickness of the liquid film. A typical profile of soliton-
like waves is shown in Fig. 1.5. These instabilities tend to increase the effective surface ae and therefore to
enhance the mass transfer between the two phases. It also impacts the pressure drop in the column as it
generates further dissipation effects at the interface between the two phases. These instabilities are seen in
Chapter 3 as a roughness for the flow of the gas phase.
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Figure 1.5 – Wave profile of two-dimensional travelling waves at the surface of a liquid film in an inclined
plate - experiment from Kofman (2014) [94].
In contrast with the liquid phase, the gas phase occupies much of the void space in the structure and
ascends the column. While the liquid flow is laminar, the gas flow is turbulent at high flow rates, with a
Reynolds number up to 20000 for the highest flow rates. The interfacial shear-stress due to the high flow rate
reinforces the development of soliton-like waves at the surface of the liquid film, which causes an increase
of the pressure drop and tends to retain the liquid in the column. The regime corresponding to a little
interaction between the two phases is referred to as the pre-loading regime (low flow rates), while the regime
corresponding to a significant interaction is referred to as the loading regime (high flow rates). An excessive
shear-stress between the two phases leads to the well-known phenomenon of flooding. The liquid is strongly
retained by the counter-current gas phase and accumulates drastically at the interfaces between the packs.
This produces a drastic increase of the pressure drop and of the global liquid retention in the column. The
different regimes (pre-loading, loading, flooding) are seen in Fig. 1.6 in the experimental results from Suess
and Spiegel (1992) [167]. These results show the typical trend of the pressure drop and of the liquid saturation
in separation processes in structured packings, for increasing gas and liquid flow rates.
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Figure 1.6 – Experimental data in columns equipped with structured packings - Suess and Spiegel (1992)
[167] - a) pressure drop and b) liquid saturation, as a function of the gas Reynolds number .
1.1.5 General issues and objective of this work
While the equipment of structured packings is, to date, the most efficient and mature method to produce
pure air components in large quantities, it is also energy intensive. Therefore, the main reason for a constant
innovation of the equipment is the demand to minimize the operating costs. The choice of an equipment of
structured packings relies on a compromise between
– the efficiency: to obtain pure components in large quantities and in the smallest columns.
– the capacity: to operate over a large range of flow rates without excessive destabilization of the va-
por/liquid flow (flooding).
The physical phenomena that limit both efficiency and capacity are well known. On the one hand, maldistri-
bution effects of the liquid phase are limiting the surface of exchange between the two phases. On the other
hand, the interfacial shear-stress between the gas and the liquid film, although it generally benefits to the
mass transfer, may increase pressure drop (energy cost) and lead to the flooding of the column at high flow
rates.
The present work aims at contributing to the global objective of modeling the distillation process. Given
the high operating cost of the separation processes in structured packings, even little improvements of the
efficiency would decrease significantly the global cost. Developing models of the process (phases distribution,
pressure drop, mass transfer, etc) is therefore essential in order to be predictive of the transfer for a given
design of packings. In the last forty years, a constant progress has been realized on the design in order to
reduce the pressure drop and to increase the global efficiency. These improvements have been largely achieved
through experimental tests of new designs. Such experiments are however heavy to implement and expensive.
The alternative method therefore consists in a modeling strategy. Much research has been dedicated to this
aim in the last decades. Spiegel and Meier [164] (2003) and Olujic [124] (2009) suggested a number of research
orientations, or “road-map” to follow. This road-map is largely devoted to both experimental imagery and
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numerical modeling. The development of upscaling methods is also an important objective in order to reduce
the computational costs of the modeling procedure. Such methods allow to model the process without
solving the smallest scales at play for large dimension systems, which is impossible at this stage. The volume
averaging method is such a method and is described later in this work. The derivation of a predictive model,
for a given design of packings, would represent a major tool to enhance the process. One can speculate,
perhaps over a ten year horizon, that the resolution of the process will be a daily work for an engineer in the
chemical industry.
The next section is dedicated to a review of the significant works devoted to the separation processes in
structured packings in the last decades.
1.2 State of the art for separation processes in structured packings
1.2.1 Estimation of the pressure drop
A key issue of separation processes in columns is to limit pressure drop. Many research works have therefore
been focused on the estimation of this property. The first models for the dry pressure drop were 1D correlations
between the gas flow rate and the pressure drop, based on well-known relationships used in porous media such
as Ergun’s laws. Dry pressure drop refers to a one-phase flow in the column for the gas phase, i.e. the liquid
is not considered. It consists in polynomial functions of the gas flow rate, where the polynomial coefficients
are known as the Ergun coefficients and are determined through experiments (Bravo et al. [28], Stichlmair
et al. [166], Rocha et al. [145], Billet and Schultes [25]). The wet pressure drop, conversely, accounts for
the presence of the liquid and is often determined by weighting the void-space according to the space that is
occupied by the film. These 1D laws were the first models used to characterize gas-liquid flows in structured
packings, but a certain degree of empiricism was involved, and the requirement for global experiments makes
their use prohibitive.
In the last decades, as in many engineering fields, the development of numerical methods in fluid dynamics
represented a major breakthrough to better characterize the flow in structured packings. Contrary to lab
experiments, computational fluid dynamics (CFD) allows to conduct local analysis of the flow, i.e. in small
part of the domain which is considered representative. Such simulations can be easily repeated for various
designs, and therefore represent a significant reduction of both cost and time. Petre et al. [129] (2003) were
the first to introduce the concept of REV for structured packings. Given the non-classical geometry of the
global structure (multiple packs, successive rotations), they first suggest to consider multiple representative
unit cells. Apart from the entrance and exit regions of the columns, two local regions are distinguished,
including the smallest pattern of two parallel corrugated sheets and the region of transition between two
packs. These different areas are seen as independent sources of dissipation and therefore of pressure drop.
Then, simulations of the gas phase in the two regions provide the friction coefficients and then gives an
estimation of the pressure drop as a function of the flow rate. Ever since, CFD tools have been used in many
works to estimate the pressure drop in various designs of corrugated sheets. The modeling of the turbulence
is generally based on a RANS approach (temporal averaging), and so far, a more precise description of the
gas flow in the column has not been published (LES or DNS approaches). Calculations are often conducted
in a single crossing element of packings [163, 153], but simulations over large scale packs have also been
conducted [125, 121]. These large scale simulations, however, are based on RANS approaches which smooth
the potential macroscale vortices of the flow.
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1.2.2 Characterization of the liquid phase
The distribution of the liquid phase in the column is also a major issue, since it directly determines the size
of the surface of exchange between the two phases and the transport of the chemical species. The simplest
modeling approach consists in seeing the liquid phase as a liquid film flowing on an inclined plate. In the
creeping regime, the thickness and the velocity profile can be calculated analytically using the theory of
Nusselt (1916). This method was often used in order to estimate the liquid saturation in the column for a
given flow rate [28, 25, 145]. It is however limited as it does not account for the corrugations of the sheets.
The development of numerical tools on one hand, and of non-invasive techniques of visualization on the other
hand, allowed to better apprehend the liquid modeling.
The development of CFD tools for engineering practice, in the 1990s, introduced a new option to obtain
more precise information on the liquid film. One approach, proposed initially by Szulczewska et al. [169]
(2003) and used extensively ever since, is to estimate the thickness of the liquid film through a 2D VOF
(volume of fluid) simulation along a corrugated 2D wall [142, 141, 54, 69, 151]. The liquid saturation that
is obtained allows to weight the pressure drop in the structure, which is initially determined using the
methodology detailed in the previous section. Similar simulations in the real 3D geometry, using VOF
methods, is today difficult to achieve, even in absence of counter-current flow. The work from Haroun et
al. [70] (2014) is so far one of the only attempt of a VOF simulation in a geometry of corrugated sheet in
3D. A single sheet is used, as the physics at play at the contact points between two sheets complicates the
simulation. The works of Sun et al. [168] and Liu et al. [109], between two sheets, can also be cited, although
the numerical results are not clearly described. Yet much numerical work remains to be done before the
counter-current flow in packings can be conducted in 3D. New methods involving, on one hand, an integral
model for the liquid film with polynomial solutions [49], and, on the other hand, a DNS simulation in the gas
phase, were recently proposed to characterize gas-liquid flows involving a separation of scales between the two
phases and a high interfacial shear stress [104]. It enables to capture accurately the gravity-waves developing
at the surface of the liquid and it limits the computational cost as it avoids to resolve the Navier-Stokes
equations in the film. So far, the application is however restricted to test geometries.
Experiments were also proposed to better understand the flow of the liquid phase. The development
of non-invasive techniques of visualization greatly contributed to the characterization of the liquid phase
in structured packings. The use of tomography imagery, based either on x-ray or gamma-ray methods,
represented a major breakthrough to characterize the distribution of the liquid. It provided new information
on the global behavior of the liquid phase [27, 65, 114, 181, 61, 154]. It was seen for instance that the
liquid phase is much more affected by the anisotropy of the structure than the gas phase. It is also proved
that some liquid is retained locally at the contact points between two corrugated sheets, and is therefore
redirected constantly. Mahr and Mewes [114] (2007), using tomography between two corrugated sheets with
a single injection point, showed that the liquid tends to flow in preferential flow paths due to the corrugations.
So far, however, the spatial and temporal resolutions of the tomography methods restrain the access to a
quantitative estimation of the saturations or to dynamical behaviors.
1.2.3 Upscaling approaches
The development of upscaling strategies, finally, represents a key aspect of the research on separation processes
with structured packings. Following methods used in porous media, the idea is to distinguish a micro and
a macro scales and to characterize the system at the largest scale based on limited information from the
small scale. The models constitute a set of equations on averaged fields, such as the averaged velocity or
the averaged pressure. Such a technique allows to solve the model on a grid with a much lower resolution
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than if the physical phenomena at the smallest scales were solved. To a certain extent, the CFD approaches
introduced earlier rely on upscaling methods, as a local information (simulation of the flow in a unit-cell) is
used to characterize the system at large scale. Most often, however, the structure of the law at the macroscale
(generally Ergun laws) does not result from an upscaling strategy.
Iliuta et al. [83] (2004) derived a system of partial differential equations for the flow at macroscale, using
a method inspired from the volume averaging method. The model is also referred as the Euler-Euler method,
and implies a number of frictions forces in the momentum balance, which characterize the fluid/solid and
fluid/fluid interfacial effects. This model was further extended to include the distribution of the liquid phase
within the structure [62], through the use of an additional dispersion force in the momentum balance, forcing
the flow radially. The magnitude of the dispersion force is determined through a dispersion coefficient, which
is for instance calibrated experimentally. This model allows to represent the global plume of the liquid phase
along multiple packs, but does not capture the preferential flow paths along two parallel corrugated sheets.
Mahr and Mewes [114] (2007) also used the volume averaging method to develop a model for the flow
in packings. Similarly to Iliuta et al., the model involves friction forces, and does not rely on simulations
of the flow at the small scale. The originality of their model is that they consider a two-equation model for
the liquid phase at the macroscale. Based on their tomography image (see previous section), they observe
that the double orientation of the corrugations guides the liquid in two opposite directions. They therefore
suggested to “split” the liquid phase into two pseudo liquid phases, for the two films between two parallel
corrugated sheets. The two films flow along two directions inclined at an angle ±θ? with the vertical axis.
These directions are controlled by second-order tensors in the momentum balance, guiding the velocity fields
along the desired directions. The films can also exchange matter at the contact points between two corrugated
sheets, thereby respecting the experimental observations. The system at macroscale involves in the end a set
of six equations, for the mass and momentum equations of the three phases gas-liquid-liquid.
Soulaine et al. [162] (2014), in the same spirit, derived a model for a gas-liquid-liquid system at the
macroscale. They define the column equipped with structured packings as a bi-structured medium, i.e. a
medium which segregates the fluid phases in two preferential directions [160]. They considered first the
generic case of a one-phase flow in a bi-structured medium, and established a set of macroscale laws with
closures, using the volume averaging method. Their model for structured packings is then conceived as a
semi-heuristic extension of the theoretical model emerging from the one-phase flow analysis. It consists in
a set of generalized Darcy’s laws with second-order tensors for the momentum transport of the gas and the
two pseudo-liquids. The two films are supposed to flow along an effective angle and respectively its opposite
with the column axis, following the idea of Mahr and Mewes.
An other interesting approach of upscaling is the work of Soulaine and Quintard [163] (2014). They derive
a model for the gas phase based on the volume averaging method with closures. The model is a generalized
Darcy’s law (or generalized Forchheimer’s law) in the inertial and turbulent regime. The originality of this
work is to account for the turbulence effects via an initial RANS simulation on an unit-cell. This simulation
provides the field of the so-called apparent viscosity in turbulence modeling. This field is further used in the
closure problem of the volume averaging method to account for the turbulence effects. Contrary to the works
described so far, also, the approach relies on the resolution of a closure problem at the local scale.
Other macroscale modeling approaches have been suggested in the literature, including the model from
Aroonwilas and Tontiwachwuthikul [14, 13] (2000), used further by Sun et al. [168] and Liu et al. [109]
(2016). The modeling strategy is based on a network modeling, meaning that the contact points between
the corrugated sheets constitute a grid of nodes which is the base of the network. At each node, the liquid
is able to flow in a number of different directions representing the different flow paths of the liquid. This
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distribution is assessed via probability functions in [14, 13] and via numerical simulation of the film (VOF)
between two corrugated sheets in [168, 109].
We have seen here that different approaches were employed in the literature to derive a large scale model
for the separation process in structured packings. One should however distinguish the heuristic approaches
from approaches emerging from more theoretical basis. As we will see in the manuscript, rigorous methods
can be difficult to conduct due to the complexity of the flow at the local scale, leading to the development of
semi-heuristic approaches. Two observations can be made, though. Upscaling strategies, such as the volume
averaging method, provides some physical coherence to the mathematical structure of the model at the large
scale. Also, if a closure can be derived, this method relies on the resolution of closure problems over a
representative volume of the column, meaning that there is a transfer of information from the micro to the
macroscale.
1.2.4 Modeling of mass transfer
Last but not least, an important aspect of the modeling strategy is to estimate the transport of chemical
species between the two phases (mass transfer). It consists in the estimation of the transfer rate of a
component A from a phase to an other. In the distillation process, the component A refers either to the
oxygen or to the nitrogen of the oxygen/nitrogen mixture. Multiple approaches with different levels of
complexity were used to model the mass transfer. Assuming that the system can be associated to a two-film
flow with a plane interface, a number of models estimate the efficiency of the mass transfer of a component A
via the calculation of a global mass transfer coefficient KA [170]. This coefficient is seen as a global resistance
to the transfer (1/KA), i.e. corresponds to the resistance in series in the liquid and the gas phase. The study
therefore consists in the determination of the mass transfer coefficients in the two phases, generally referred
as klA and kgA , with 1/KA = 1/klA + 1/kgA . The model from Lewis and Whitman (1924) [107] is extensively
used in chemical engineering. In this theory, mass transfer occurs in thin layers at the interface between
the two phases, and is assumed to be controlled by diffusion. The mass transfer coefficients klA and kgA are
therefore proportional to the diffusion coefficients in the two phases. This approach is not always physically
realistic but is appreciated for its simplicity. Other approaches are the penetration theory of Higbie (1935)
[75], and the surface renewal theory of Danckwerts (1970) [40]. These two models are proved to be more
realistic than the model of Lewis and Whitman and are also very common in engineering practice.
These models of films (global mass transfer coefficientKA) formed the basis to derive mass transfer models
for the separation processes in structured packings. The first of these models is due to Bravo et al. (1985)
[28] and consists in correlations for the mass transfer coefficients klA and kgA . These correlations are function
of the flow rates and of the thickness of the liquid film. Similar models are those of Billet and Schultes (1993)
[25] and Rocha et al. (1996) [147], where the effective area of exchange ae is also included. More recently, a
large number of works were dedicated to the determination of correlations for the mass transfer coefficients
and the effective area, including the experimental works of Tsai et al. and Wang et al. [174, 1, 2, 183] (2009-
2016). These correlations characterize the impact of the physical properties of the fluids, the flow rates, or
geometrical features (design of the corrugated sheets) on mass transfer. An interesting new approach by
Wang et al. [2, 183] (2014) consists for instance in introducing the concept of mixing point density, which
is the number of contact points between the corrugated sheets per cubic meter. It is shown to be positively
correlated to the mass transfer, which is attributed to the local redistributions of the liquid induced by the
contact points, as it tends to enhance the mixing with the gas phase.
The approaches introduced so far rely on the assumption that the two-phase flow can be associated to a
two-film flow with a plane interface. More accurate models consist in modeling the transport of the chemical
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species in the column through conservation equations on the mass fractions of the species. This implies,
also, to determine the flow of the fluid phases (velocity fields, position of the interface), which explains the
extensive work dedicated to the characterization of the mass and momentum transport via upscaling strategies
(previous section). The first models for the transport of the chemical species within structured packings are
due to Aroonwilas and Tontiwachwuthikul [14, 13] (2000), following their model for the transport of mass
and momentum. Soulaine et al. (2011) [161], following previous approaches [133, 37], proposed a model for
the transport of species in a laminar two-phase flow in porous media, using the volume averaging method.
The macroscale model involves effective coefficients (including dispersion coefficients and the mass transfer
coefficient), which can be determined through the computing of closure problems. Another recent approach is
the model proposed by Pham et al. [130] (2015) for the absorption of CO2 in a solution of MEA in structured
packings. Pham et al. determine the velocity fields and the saturations based on the Euler-Euler model and
use a semi-heuristic model for the transport of the chemical species.
1.3 Organization of the manuscript
As explained previously, the aim of the present work is to contribute to the modeling of the distillation
process in separation columns. The organization of the manuscript is discussed in this section, as well as the
elements of the methodology which constitute novelties compared to previous studies.
The chapter 2 is first dedicated to the methodology used throughout the manuscript, and the document
is then organized in two main parts. The first part is dedicated to a one-phase flow modeling approach for
the flow of the gas phase, while the second part is dedicated to multiphase modeling approaches.
Monophasic approach In Chapter 3, we develop a strategy of upscaling to derive a macroscale model
for the flow of the gas phase in the column. The objective is to derive a predictive model of the pressure
drop in the gas phase and to account for rough surfaces which can be small scale roughnesses due to the
structure or perturbations which develop at the surface of the liquid film. In this last case, the liquid film is
therefore seen as a rigid rough surface by the gas phase, generating further dissipation and therefore affecting
the pressure loss. The upscaling method is realized in two steps, which consist in first developing a smooth
effective boundary condition replacing the no-slip condition at the rough wall, and then in using the volume
averaging method to upscale the resulting effective boundary value problem of the flow of the gas phase. This
two-step upscaling strategy is applied in Chapter 3. The originality of this work is on
– the derivation and the use of a Navier condition involving a second-order tensor for the anisotropy of
the rough surface. The method is inspired from ideas of mapping used in the volume averaging method.
– the use of the volume averaging method for an inertial one-phase flow with a Navier condition at
the walls, although similar works were conducted for a Stokes flow with a Navier condition (scalar
coefficient) [102], and for an inertial one-phase flow with a no-slip condition [188].
Multiphasic approach The second part of the manuscript is dedicated to multiphase approaches. The
Chapters 4 and 5 are dedicated to the derivation and the study of macroscale models for two-phase flows
using the volume averaging method. The novelty in these two chapters is on
– the analysis of models with cross-terms in the viscous regime based on the Buckley-Leverett theory,
– the analysis in the inertial regime using a numerical resolution in OpenFoam.
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In chapter 6, finally, we suggest another modeling approach for the liquid film in order to capture the
anisotropy of the flow. The method relies on an arbitrary separation of the liquid phase in multiple pseudo-
phases. It is shown to be adapted to the description of the preferential flow paths of the liquid film in the
column. The novelty in Chapter 6 is on
– the introduction of a model using four pseudo-phases for the flow of the liquid phase.
– the computation of the flow in a column of multiple packs, including the rotation of the packs and the
modeling of side effects.
The model developed from Chapter 4 to 6 is solved using a finite-volume solver developed in the open-source
software OpenFoam. The solver allows to solve the mass and momentum transport of the liquid-gas flow in
a column constituted of multiple packs.
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In this chapter, we discuss a number of issues regarding the modeling of processes in porous media. Some
elements of vocabulary and general concepts related to porous media sciences are first introduced. Then the
volume averaging method, which allows to characterize a process at large scale from microscale fundamental
principles, is described.
2.1 Scales of description
A porous medium is a hierarchical system composed of a solid structure and of a saturated fluid phase. The
fluid phase means either a single fluid phase or a multi-phase flow, as this is the case for the distillation
process. A porous medium is said discretely hierarchical in the sense that it is characterized by a discrete set
of lengthscales. We generally distinguish a microscale, l, from a macroscale, L. The microscale corresponds
to the pore-scale, or local scale, while the macroscale is associated to the dimensions of the system. The
hierarchy of scales reads
l L. (2.1)
This separation of scales is illustrated in Fig. 2.1.
A system can be either described at the microscale or at the macroscale. The resolution of the boundary
value problem at the microscale is however often prohibited as it requires a very fine resolution, even for
localized information. Regardless of the process, the pore-scale geometry can be very complex, for instance
in rocks involving heterogeneities or fractures. Surface effects, also, can be hard to capture, for instance in
case of surface roughnesses or in case of reactive surfaces. For multi-phase flows, the position of the fluid-
fluid interfaces should be precisely captured, as well as any related physical phenomena (mass transfer, phase
change, etc). Also, beyond the concerns on the accuracy, porous media most of the times involve such large
dimensions that an exact description of the whole process is absolutely prohibited.
On the other hand, the system can often be represented as a continuum medium at the macroscale. In this
case, the geometry of the system is no longer represented precisely. The system is now characterized at any
point of the space by effective properties, such as the porosity or the permeability. For a multi-phase process,
a given point of the space for instance contains information regarding every single phase. This information
can be, among other things, the volume ratio of the space which is occupied by a given phase, as well as its
velocity. This representation also means that the interfaces between the fluid phases do not exist anymore,
meaning somehow a loss of information.
The separation of the scales is the key element of the change of scale. The change of description scale, i.e.
from the microscale to the macroscale, can be conducted through a number of different upscaling techniques,
which differ in the point of view. These techniques include the volume averaging method [184, 116], the
homogenization theory [23], and stochastic approaches [117]. From a well defined boundary value problem
at the local scale, they permit to derive a system of partial differential equations at the continuum scale. We
use in this study the volume averaging method, which relies on the spatial averaging of the mathematical
system at pore-scale.
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lL
Figure 2.1 – Illustration of the disparate scales in a homogeneous porous medium. l is the lengthscale at
microscale and L the lengthscale at macroscale.
2.2 Boundary value problem at pore-scale
Upscaling methods in porous media require to define accurately the boundary value problem of the system
at pore-scale. Due to the complexity of the processes at play, this work is sometimes complicated. It implies
to describe precisely the topology of the medium, to formulate correctly any transport phenomena, and to
define rigorously the boundary conditions of the system. This last point is especially important as boundary
effects sometimes play an important role in the process. This is the case when one deals with reactive
surfaces, rough surfaces, or when one considers a system involving an interface between a fluid layer and a
porous medium. The description of these surfaces and their effects is often complicated. They take place,
sometimes, at a smaller scale than the pore-scale, which prevents any numerical resolution. The concept of
effective boundary condition is therefore often introduced [21] in these cases. This mathematical condition
replaces the boundary condition at the interface and mimics the effects actually expected. We propose
here, as an example, to introduce the concept of effective condition for a fluid layer over a rough surface.
This problem is encountered in very different applications occuring at very different scales, including rough
surfaces in microfluidic devices, chemical reactors, or even in geophysics (for instance canopies). This is also
the problem which is treated in Chapter 3, when we will consider the boundary value problem for the flow
of the gas phase.
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Γiσ Ωi
Figure 2.2 – Representation of the pore-scale system with roughness at the surface of the solid part.
A single fluid phase i is considered in a porous domain Ω with a rough surface Γiσ, as depicted in Fig. 2.2.
The boundary value problem for the phase i , including respectively the mass and momentum conservation
equations and the no-slip condition at the walls, reads
∇ · ui = 0, in Ωi, (2.2a)
ρi
(
∂ui
∂t
+ ui · ∇ui
)
= −∇pi +∇ ·
[
µi
(
∇ui + (∇ui)T
)]
+ ρig in Ωi, (2.2b)
ui = 0 on Γiσ. (2.2c)
The complexity of the local pattern at the wall prohibits any numerical resolution of the system Eq. 2.2,
or at least complicates it significantly. The derivation of an effective condition is generally conducted based
on an approach of decomposition of the domain [5, 179, 84] in two sub-domains, with on one hand a bulk
region and on the other hand a thin fluid layer on top of the rough surface. The decomposition domain
method consists in approximating the flow locally within the fluid layer, which then allows to derive an
effective mathematical relation at the interface between the two subdomains. The configuration with the
two subdomains is illustrated in Fig. 2.3. The effective condition is determined following the resolution of
a boundary value problem in a small unit-cell in the thin fluid layer. This small unit-cell corresponds to a
representative pattern of the rough surface, as the one depicted in Fig. 2.4. The validity of this method relies
on a number of assumptions, including a strict separation of scales between the fluid layer and the bulk flow,
as well as the fact that the rough wall can be represented by an elementary pattern that repeats periodically.
Such a method is actually close to the approaches involving the concept of mesoscale, i.e. an intermediate
scale between the micro and the macroscale [122].
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Figure 2.3 – Representation of the concept of effective boundary condition with slip.
In Chapter 3, we derive such a condition in a three-dimensional configuration using ideas of mapping from
upscaling strategies in porous media. The effective condition, which is often referred as a Navier condition
(or slip condition), reads
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
on Γws, (2.3)
where M is a second-order tensor. While the effective coefficient is often a scalar in the literature (slip
length), the second-order tensor allows here to characterize anisotropic effects induced by the rough wall.
The coefficients of M are therefore interpreted as slip coefficients in the different directions. These coefficients
are computed based on the resolution of local closure problems in a small unit-cell of the repetitive pattern
of the rough wall, as the one depicted in the Fig. 2.4. The derivation of the closure problem that we suggest
is further explained in Chapter 3.
Figure 2.4 – Small domain over a roughness element - side and bottom views
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2.3 Definitions and theorems
The averaging of the boundary value problem at the local scale relies on a number of definitions and theorems.
This includes the definition of the spatial averaging operators, as well as the definition of a number of theorems
and mathematical operations used in the volume averaging method.
2.3.1 Spatial and temporal averaging
The macroscale quantities are defined as the spatial averaging of the microscale quantities within an averaging
volume. This averaging volume is chosen as a small representative part of the entire domain, called the
representative elementary volume (REV). The REV is characterized by the fact that the averaged quantities
remain spatially quasi-stationary. It is often conceived as a ball of radius r0, as illustrated in Fig. 2.5, whose
center is located at a given point x of the domain Ω. The REV is therefore defined as the domain V (x) of
volume V . A given position within the REV is located by a vector yi, which is expressed in a coordinate
system whose origin is placed at the center x. Strictly speaking, the definition of the REV is not the same
whether the porous medium is ordered or disordered. For a disordered porous medium, as this is the case in
the Fig. 2.5, the radius of the REV must verify the following hierarchy of scales
l r0  L, (2.4)
while for an ordered medium with a purely periodic unit-cell, as this is the case in the geometry of structured
packing, the following condition applies
l ≤ r0  L. (2.5)
In the two cases, r0 is not necessarily chosen as the minimal radius that allows to respect Eqs 2.4 and 2.5
respectively. In other words, the REV is not necessarily chosen as the smallest volume that is representative of
the domain Ω. In practical applications, however, it is relevant to limit the computational cost and therefore
to limit the size of the REV. For an ordered medium, the size of the minimal REV can be reduced to a
simple unit-cell (l = r0) for some specific processes (linear processes, ex. Stokes flow, diffusion). The size of
the REV for ordered media is also a well-known question of interest in case of high Reynolds flows and for
multiphase flows. This is discussed in the recent works of Jin et al. (2015) [88] and Agnaou et al. [7] (2016),
for high Reynolds one-phase flows. This is also an important issue in the present work as the distillation
process involves a high Reynolds two-phase flow in an ordered medium.
Further discussion on the concept of REV is available in Davit et al. (2013) [42] and in Davit and Quintard
(2017) [44].
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Figure 2.5 – Representation of the representative elementary volume (REV) of the medium
The fluid phase i in Fig. 2.5 occupies the domain Vi (x), of volume Vi, which is included in the domain
V (x). The volume fraction of the fluid phase, εi, is therefore defined as
εi =
Vi
V
. (2.6)
In case of one-phase flows, the definition of the volume fraction εi is also the definition of the porosity ε of
the medium, since Vi = Vvoid
ε = Vvoid
V
. (2.7)
In case of multi-phase flows, the saturation Si of a phase i is defined such that
εi =
Vvoid
V
Vi
Vvoid
= εSi. (2.8)
We define now the spatial and temporal averaging operators. Strictly speaking, the filtering operation of
a field ψi consists in a convolution product between a kernel function and the field ψi. Such an operator
generalizes the concept of filtering compared to classical average operators. It is shown to be required in case
of purely periodic or quasi-periodic media [137, 136, 44], although it is rarely used. Indeed, the standard
definition of the spatial averaging potentially generates anomalous mathematical behaviors when considering
Taylor series in the volume averaging method, for instance non-differentiable fields. This is not acceptable
as the objective is to construct a system of partial differential equations on the averaged fields. The idea
is therefore to choose the adequate kernel function of the convolution that smoothes the behavior of the
macroscale fields. Further details can be found in [44] (2017). In this work, for convenience in practical
engineering, we use more standard definitions. Two definitions of spatial averaging are utilized in the volume
averaging method. The superficial average, or phase average of the quantity ψi is defined as
〈ψi〉 (x) = 1
V
ˆ
Vi(x)
ψi dV. (2.9)
The superficial average of a velocity field, 〈ui〉, is also sometimes referred as the filtration velocity. The
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intrinsic average is defined as
〈ψi〉i (x) = 1
Vi
ˆ
Vi(x)
ψi dV. (2.10)
The two definitions are linked through
〈ψi〉 = εi 〈ψi〉i . (2.11)
The surface average on a surface i, j, denoted 〈〉ij , is also defined as
〈ψi〉ij (x) =
1
Γij
ˆ
Γij(x)
ψi dΓ. (2.12)
Temporal fluctuations can also be smoothed out through a temporal averaging. The temporal average of the
field ψi (x, t) is defined as
ψi (x) =
1
4T
t+4T2ˆ
t−4T2
ψi (x, τ) dτ, (2.13)
where 4T is the integration interval.
2.3.2 Theorems for the volume averaging method
The volume averaging method relies a number of spatial and temporal averaging theorems which are fre-
quently used. These theorems are required as the spatial and temporal derivatives in the mathematical
problem at pore-scale become integrals of derivatives as one applies the definitions introduced in the previous
section. The spatial averaging of a gradient reads for instance 〈∇ψi〉, while one wants to express the mathe-
matical system at macroscale in terms of 〈ψi〉 or 〈ψi〉i. The point is therefore to interchange differentiation
and integration. The averaging and gradient operators are interchanged using
〈∇ψi〉 = ∇〈ψi〉+ 1
V
ˆ
Γi
niψi dΓ. (2.14)
This theorem was introduced independently by Marle (1967) [115] for a one-phase flow in porous media
and by Whitaker (1967) [184] for the study of dispersion in porous media. Other demonstrations have been
proposed later by Howes and Whitaker (1985) [80] and Quintard and Whitaker [138].
The theorem Eq. 2.14 leads to a relationship which is used extensively in the volume averaging method
∇εi = − 1
V
ˆ
Γi
ni dΓ. (2.15)
It is obtained by applying the theorem to a scalar function ψi that is 1 in Vi and 0 everywhere else. The
relationship holds whether the phase i is a one-phase flow or part of a multiphase flow. In this latter case,
the interface Γi is the sum of the interfaces with the phase i, i.e. for instance Γi = Γiσ ∪ Γij for a two-phase
flow i, j.
Similarly, the averaging theorem for a divergence operator reads
〈∇ · ψi〉 = ∇ · 〈ψi〉+ 1
V
ˆ
Γi
ni · ψi dΓ. (2.16)
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The theorem of spatial averaging for a temporal derivative differs whether one considers a one-phase flow or
a multiphase flow. Considering a two-phase flow i, j, it reads〈
∂ψi
∂t
〉
= ∂ 〈ψi〉
∂t
− 1
V
ˆ
Γij
ni ·wijψi dΓ, (2.17)
where wij is the velocity of the interface Γij and where wiσ = 0 (non-deformable solid matrix σ). For a
one-phase flow i, the theorem Eq. 2.17 reduces to〈
∂ψi
∂t
〉
= ∂ 〈ψi〉
∂t
. (2.18)
Again, by applying this theorem to a scalar function ψi that is 1 in Vi and 0 everywhere else, a usefull
relationship can be derived
∂εi
∂t
= 1
V
ˆ
Γij
ni ·wij dΓ. (2.19)
2.3.3 Decomposition in average plus perturbations
The volume averaging method uses extensively an important concept which is the decomposition of the local
quantity ψi (x) in an averaged part and a perturbation
ψi (x) = 〈ψi〉i (x) + ψ˜i (x) . (2.20)
This decomposition is introduced by Gray [63] (1975). A slightly different definition was introduced ear-
lier by Whitaker [185] (1969), using the superficial average 〈ψi〉 instead of the intrinsic average, but the
decomposition Eq. 2.20 is usually preferred. An illustration is given in Fig. 2.6.
x x x
ψi 〈ψi〉i ψ˜i
Figure 2.6 – Illustration of the average plus perturbation decomposition. Left: pore-scale signal ; middle:
averaged component ; right: perturbations.
This decomposition is used to distinguish the macroscale variations of 〈ψi〉i from the microscale variations
of ψ˜i. This especially allows to evaluate the order of magnitudes of certain terms and to simplify the averaged
24
equations. For instance, in the hypothesis of a clear separation of scales, it is generally assumed that the
spatial frequencies of 〈ψi〉i are much smaller than those of ψ˜i. This assumption also leads to the following
important approximation 〈
〈ψi〉i
〉i
∼ 〈ψi〉i , (2.21)
which is also equivalent to 〈
ψ˜i
〉i ∼ 0. (2.22)
2.4 The method of volume averaging
As evocated earlier, the volume averaging method relies on the spatial averaging of the mathematical problem
at pore-scale. The method leads to a set of partial differential equations at the macroscale, which involves a
number of effective parameters containing the filtered information. These effective parameters make the link
between the microscale and the macroscale and are determined through the computation of closure problems.
The technique relies on sequential steps which can be enumerated as follows
1. Definition of the boundary value problem at the microscale.
2. Averaging of the boundary value problem and decomposition in “average-plus-perturbation”.
3. Derivation of a boundary value problem on the perturbations, using assumptions on the times and
length scales for the process under concern.
4. Build approximate relationships for the perturbations.
5. Close the set of equation at macroscale.
1 - Definition of the boundary value problem The rigorous definition of the boundary value problem
at pore-scale is very important as it affects the whole procedure. This question was discussed in section
2.2. The boundary conditions especially play a central role in the procedure as they lead to the closure
relationships between the micro and the macroscale (see step 4).
2 - Averaging Once the BVP is defined, the averaging operators, the theorems of spatial averaging, as
well as the decomposition in average-plus-perturbation are used to establish a new mathematical system at
the macroscale. At this stage, this system involves surface integrals on the perturbations, for the interfacial
effects between the solid structure and fluids or between different fluids. These integral terms will be the
focus of attention for the closure. The following term for instance characterizes the viscous shear-stress and
the pressure force at the interface Γiσ between a one-phase flow and a solid structure
1
Vi
ˆ
Γiσ
niσ ·
[
−p˜iI + µi
(
∇u˜i + (∇u˜i)T
)]
dΓ. (2.23)
3 - Derivation of a problem on the perturbations At this stage, the set of equation at the macroscale
still involves quantities from the microscale (perturbations, for instance p˜i, u˜i). The closure is achieved by
building relationships for the perturbations as function of the quantities from the macroscale (averaged field).
To this end, the strategy consists in studying the boundary value problem that governs the perturbations
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at the pore-scale. This BVP is obtained by subtracting the macroscale system of step 2 from the initial
boundary value problem. This is roughly illustrated with the relation
u˜i = ui − 〈ui〉i . (2.24)
The resulting problem - BVP of the perturbations - still involves a number of averaged quantities, most often
at the boundary conditions. These terms actually reflect the exchange of information between the microscale
and the macroscale. This is also these terms which lead to the closure.
4 - Approximate representation of the perturbations So far, the step 2 provided a volume-averaged
system which is unclosed, as it involves averaged quantities and perturbations. Then the step 3 provided a
boundary value problem for the perturbations, which still involve some terms from the macroscale. These
terms are now seen as source terms in the problem on the perturbations. For a linear mathematical problem,
it is therefore allowed to build a linear approximation of the pertubations, which for instance reads
u˜i = A · 〈ui〉i , (2.25)
if 〈ui〉i is the macroscopic source term at play. The variable A is called the closure variable, or mapping
variable.
5 - Closed form at macroscale By establishing relationships between the perturbations and the terms
at the macroscale, the averaged system from step 2 is therefore closed. It remains however to determine the
closure variables that were introduced in the approximation of the perturbations. This is done by introducing
the approximate relationships, for instance Eq. 2.25, in the boundary value problem on the perturbations
(step 3). By doing so, one now establishes a boundary value problem on the closure variables. This problem
is the so-called closure problem. This problem is solved on a spatially periodic unit-cell, which is assumed to
represent the porous medium under concern.
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Part I
Monophasic modeling
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Chapter 3
Gas phase as a one-phase flow: impact
of a rough surface
Contents
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Paper: Modeling flow in porous media with rough surfaces: effective slip boundary
conditions and application to structured packings . . . . . . . . . . . . . . . . . 32
3.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Derivation of an effective slip condition . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 Micro-scale transport equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.2 Domain decomposition and effective slip . . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Upscaling at the Darcy-scale via volume averaging . . . . . . . . . . . . . . . . 39
3.4.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.2 Temporal averaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Spatial averaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.5.2 Case 1: Application to a channel with sinusoidal walls . . . . . . . . . . . . . . . . 45
3.5.3 Case 2: Application to an array of rough cylinders . . . . . . . . . . . . . . . . . . 46
3.5.4 Case 3: Application to structured packings . . . . . . . . . . . . . . . . . . . . . . 52
3.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
28
3.1 Introduction
The objective of this chapter is to characterize the flow of the gas phase, i.e. to predict both its distribution
in the structure and the global pressure drop in the distillation column. The analysis is limited so far to
moderate Reynolds numbers, which corresponds to the pre-loading regime in the distillation process. This
regime is characterized by a low interaction between the gas and the liquid phase, meaning no significant
variation of the liquid film thickness, and no dispersion of the liquid phase in droplets. The modeling strategy
relies on the assumption that the thin film can be treated as a rigid wall. This assumption is justified by the
high ratio between the fluid properties - density, viscosity, and by the strong contrast of the flow rates. It is
a method frequently used in the literature [28, 163, 141], as it greatly simplifies the system by decoupling to
some extent the resolution of the gas and liquid flows.
The focus is placed here on an issue that has not been studied much in the literature, which is the impact
of the hydrodynamic instabilities at the surface of the liquid film on the flow of the gas phase. As referred
in section 1.1.4, the film is characterized by waves travelling under the form of soliton-like waves [94]. These
trains of waves - which are here seen as surface roughnesses - potentially induce significant dissipation effects
that must be estimated carefully. The notion of surface roughness can actually be extended to roughnesses
of any type, including the small textures sometimes engineered at the surface of the corrugated sheets.
The analysis is developed in a paper which was published recently in Chemical Engineering Science.
Beforehand, the modeling strategy is introduced with a special emphasis on the applicability of the method
in our case.
Derivation of the effective boundary condition
The problem consists in an inertial, and even turbulent flow, over a three-dimensional rough surface in a
highly permeable porous medium. The characterization of the roughness is complex as it involves a local
pattern composed of a hump (the highest wave) and possibly small capillary waves, for instance in the case
of film instabilities. It is therefore suggested to replace the complex surface by an effective smooth boundary
condition, as introduced in section 2.2. This effective boundary replaces the rough wall and mimics its effects
locally. It permits to avoid to resolve the flow around the roughnesses, which can represent a high numerical
cost as the rough wall is made of complex rough patterns. The derivation of a smooth effective boundary
condition has been proposed in the literature in a two-dimensional configuration [6, 179, 84], leading to the
derivation of a Navier condition. Such a condition consists in a slip condition and is placed at an effective
smooth surface that replaces the rough wall. Multiple methods were developed in the literature for the
derivation of the effective condition, implying generally a decomposition of the domain in a bulk domain and
a boundary layer over the rough wall [179]. This last method relies on the assumption of a separation of
scales between the fields in the bulk flow and the fields in the fluid layer above the rough wall. This is the
method used in this study. The effective condition which is derived holds for a three-dimensional pattern
that repeats periodically, and reads
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
at Γws, (3.1)
where us is the velocity field in the bulk domain (s as slip) and where Γws the interface between the bulk
flow and the wall region. The parameter M is a second-order tensor whose coefficients can be interpreted in
terms of slip lengths, similarly to a classical 1D Navier condition. This effective condition can therefore be
seen as an extension of the usual Navier condition for a three-dimensional rough pattern at the scale of the
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rough wall. It accounts for a potential flow anisotropy induced by the roughness, through the second-order
tensor M. The coefficients of M are determined by computing a local boundary value problem in the flow
layer over a representative elementary pattern of the rough wall.
Given the effective condition Eq. 3.1, the resulting boundary value problem for the flow of the gas phase
in the bulk domain consists in mass and momentum conservation equations for a laminar flow. It reads
∇ · us = 0 in Ωs, (3.2a)
ργ
(
∂us
∂t
+ us · ∇us
)
= −∇ps + µγ∇2us + ργg in Ωs, (3.2b)
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
at Γws. (3.2c)
Applicability of the effective boundary condition method
The decomposition domain method relies on a number of assumptions that must be analyzed carefully
in order to understand to what extent it can be applied for practical applications. The constraints can be
enumerated as follows
1. a clear separation of scales between the scale of the roughness and the pore-scale is required. Considering
the thin liquid film in the distillation process, one estimates the size of the highest wave to be about
5× 10−4 m and the pore-scale to be about 1× 10−2 m. An order of magnitude therefore separates the
size of the highest soliton and the size of the pore. Similar estimates may be obtained for the case of
structured packings with rough sheets, since the size of the roughness is below the millimeter.
2. the rough wall is confined within the viscous boundary layer of the flow. This condition is true if the
Reynolds number for the flow of the gas phase remains limited. This condition is not always true
for soliton-like waves, but it holds in the laminar regime. This limitation is shown in the paper as
a discrepancy is observed for increasing flow rates between the solution obtained from the effective
method and the exact solution. Further theoretical developments are therefore required here in order
to derive an effective condition which would account for additional inertial effects for a broader range
of Reynolds numbers.
3. the roughness is made of a single pattern that repeats periodically. This assumption allows to compute
the effective parameter M over a single element of roughness. It is verified in the distillation process for
packings made of rough sheets and also for film roughnesses as the train of waves propagates periodically.
4. the wavelength of the roughness profile must be much smaller than the radius of curvature of the
geometry of corrugated sheet. This condition allows to solve the closure problem once for a flat surface
and to map it onto the curved surface. This condition imposes to consider train of waves with moderate
wavelengths.
Use of the volume averaging method
The second step of the method consists in volume averaging the effective boundary value problem Eq. 3.2.
This method follows the methodology of the volume averaging method detailed in the previous chapter.
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It leads to the development of a generalized Darcy’s law for an inertial flow, also referred to as a Darcy-
Forchheimer law. The mass and momentum balances at the macroscale respectively read
∇ · 〈uγ〉 = 0, (3.3)
〈uγ〉 = −Ks
µγ
· (∇〈pγ〉γ − ργg)− Fs · 〈uγ〉 , (3.4)
where γ refers to the gas phase in the paper. The two effective parameters Ks and Fs are respectively
the intrinsic permeability tensor and the inertial correction tensor, which are computed numerically via the
resolution of a closure problem over a representative cell of the domain Ωs with spatially periodic conditions.
Through these parameters, the momentum transport at the continuum scale includes the effects of the
roughness. The method is applied for two 2D configurations including a rough channel and an array of rough
beads, and for a 3D geometry of structured packings. In this last configuration, the REV of the structure is
assumed to be a single unit-cell of structured packing. This question is discussed in the paper. Further, the
analysis is conducted from the Darcean regime and for increasing flow rates up to the onset of the unsteady
regime.
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Abstract
Understanding and modeling flows in columns equipped with structured packings is crucial to enhance the
efficiency of many processes in chemical engineering. As in most porous media, an important factor that
affects the flow is the presence of rough surfaces, whether this roughness has been engineered as a texture
on the corrugated sheets or is the result of hydrodynamic instabilities at the interface between a gas and a
liquid phase. Here, we develop a homogenized model for flows in generic porous media with rough surfaces.
First, we derive a tensorial form of an effective slip boundary condition that replaces the no-slip condition
on the complex rough structure and captures surface anisotropy. Second, a Darcy-Forchheimer model is
obtained using the volume averaging method to homogenize the pore-scale equations with the effective slip
condition. The advantage of decomposing the upscaling in these two steps is that the effective parameters at
the Darcy-scale can be calculated in a representative volume with smooth boundaries, therefore considerably
simplifying mesh construction and computations. The approach is then applied to a variety of geometries,
including structured packings, and compared with direct numerical solutions of the flow to evaluate its
accuracy over a wide range of Reynolds number. We find that the roughness can significantly impact the
flow and that this impact is accurately captured by the effective boundary condition for moderate Reynolds
numbers. We further discuss the dependance of the permeability and generalized Forchheimer terms upon
the Reynolds number and propose a classification into distinct regimes.
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3.2 Introduction
Structured packings are widely used in industrial processes for phase separation such as distillation or post-
combustion CO2 capture. These often consist of parallel corrugated sheets packed together in a way that
maintains a large void fraction and surface area, therefore maximizing transfers between phases. Prediction
of the pressure drop in columns equipped with such packings is a major concern for users and manufacturers
alike. Recent developments in computational fluid dynamics (CFD), along with the advent of high perfor-
mance computing, are providing the necessary basis to better understand flow in these complex structures
and, ultimately, to optimize their design.
Column-scale computations of the flow at the pore-scale, however, is still not feasible. Most simulations
focus on a restricted part of the domain, for instance a representative elementary volume (REV) of structured
packings. Calculations over a REV are useful to understand the micro-scale physics and evaluate effective
parameters that apply to the packing and the column-scale, while being small enough to allow for accurate
simulations resolving the smallest scales of the flow. This strategy, inspired from approaches used in porous
media sciences, was first introduced by Petre et al. in [129], who modeled the gas flow within four REVs in
the viscous and turbulent regimes. Once effective parameters, such as the permeability tensor, have been
evaluated in this REV, the whole column can be treated as a homogenized porous medium. For instance,
momentum transport at the column-scale can be described by Darcy-Forchheimer’s law, which can then be
solved numerically on a coarse mesh. This approach yields results that are generally more accurate than
earlier empirical correlations, such as those proposed by Brunnazi and Paglianti [30], Olujic [123] and Rocha
et al. [146].
A recent contribution that uses the porous media approach to study flow and pressure drop in gas-liquid
distillation columns is the work by Mewes et al. [114]. The authors introduced a flow resistance tensor that
depends on the velocity magnitude, which can be used to predict the pressure drop for any flow direction.
Soulaine and Quintard [163] further investigated anisotropy generated at the micro-scale by inertial flow and
proposed an upscaling methodology to determine a correction tensor in the Darcy-Forchheimer’s law. Their
conclusion, for 45° inclined corrugations, is that the non-diagonal terms in the effective second-order tensors
can be neglected in comparison to the diagonal ones.
In addition to inertial effects and anisotropy, an important factor that affects the gas pressure drop
in these columns is the potential presence of rough surfaces. For instance, the corrugated sheets may be
textured to increase the efficiency of distillation processes [118] or hydrodynamic instabilities may develop
at the liquid-gas interface as a result of the steep flowing angle of the film and the high contrast in velocity
between the two phases [191, 49]. Those instabilities, which can manifest as soliton structures, are likely to
generate dramatic changes of the pressure drop and contribute to the flooding of the column for a large flow
rate of the gas phase [172]. Based on the contrasts in density, viscosity and velocity between the two phases,
one often assumes that the gas flow can be treated as a single-phase flow over a rigid rough surface. For
this to be accurate, the velocity in the gas phase must be much larger than the velocity in the liquid phase
so that we can use a no-slip boundary condition (see also [178] for additional details). The trains of waves
can then be treated as a surface roughness for the pressure drop in the gas-phase. This is also consistent
with previous works that treat the pressure drop of the gas phase a posteriori, by considering the liquid film
hold-up for the calculation of the interstitial gas velocity [141].
Here, we propose a multi-scale approach to evaluate the impact of rough surfaces on the macro-scale
properties of momentum transport. We develop a systematic methodology for a generic porous medium,
independently of the initial nature of the roughness, which is based on the idea that the rough surface can
be replaced by an effective boundary condition over a smooth surface, to reduce computation time and limit
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issues with the mesh construction. The paper is organized as follows. In Section 2, the pore-scale system of
equations is described, along with the domain decomposition method leading to the derivation of an effective
slip boundary condition that replaces the rough surface. In Section 3, we upscale these equations using
the volume averaging with closure technique to obtain the macro-scale equations that describe momentum
transport along with the closure problems that are used to calculate effective parameters. In Section 4,
we apply this generic approach to a variety of geometries including a representative element of structured
packings. We evaluate the accuracy of our approach and the impact of the roughness on the effective
parameters. Finally, in Section 5, we discuss the limitations of the framework and provide ideas for future
improvements.
3.3 Derivation of an effective slip condition
As discussed in the Introduction, the goal of this paper is to develop an upscaling methodology that can
be used to evaluate the impact of rough surfaces in porous media. To this end, we will use the method of
volume averaging with closure, which has been widely documented since the early work of Whitaker [186].
This method usually yields a macro-scale model involving effective parameters that are computed by solving
closure problems over a REV. An important implication of rough surfaces is that computations of the closure
problems over a REV may not be tractable if the characteristic amplitude, A, and wavelength, λ, of the
roughnesses are small compared to the pore-scale, l. If this is the case, i.e. if A
l
 1 and λ
l
 1 , we may
need an extremely fine mesh to accurately capture the flow over the roughness, especially if the Reynolds
number is larger than unity. Here, we solve this issue by developing an alternative formulation of the pore-
scale flow problem, transforming the rough surface into a smooth one. The no-slip condition applying to
the complex rough surface is replaced by an effective boundary condition over a smooth surface, therefore
limiting the need for a very fine mesh in the vicinity of the surface.
3.3.1 Micro-scale transport equations
We consider the flow of an incompressible fluid γ, within a porous structure with rough walls, as shown in
Fig 3.1. Mass and momentum balance are described via the Navier-Stokes equations as
∇ · uγ = 0, (3.5a)
ργ
(
∂uγ
∂t
+ uγ · ∇uγ
)
= −∇pγ +∇ ·
[
µγ
(
∇uγ + (∇uγ)T
)]
+ ργg, (3.5b)
uγ = 0 on Γγσ, (3.5c)
where uγ , pγ are the velocity and pressure fields in the rough domain, Ωγ . ργ and µγ are the density and
viscosity of the phase γ.
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Ωσ
Γγσ Ωγ
Figure 3.1 – Schematics of a porous medium with rough walls. Ωσ and Ωγ are, respectively, the solid and
fluid phases. Γγσ is the rough surface of the porous medium.
The first step of our methodology is to replace Eqs (3.5a–3.5c) in Ωγ and on Γγσ by an effective mathe-
matical system in an effective domain Ωs and Γws, where the subscript s means “slip”.
3.3.2 Domain decomposition and effective slip
We consider the domain Ωγ ⊂ Rm, (m = 2 or 3), with the rough boundary Γγσ ⊂ Rm−1, as presented
in Fig 3.2. The roughness is characterized by an amplitude, A, and a wavelength, λ. We further use l to
represent a characteristic size of the pores. Similarly to the approaches of Achdou et al. [5, 6], Veran et
al. [180] and Introïni et al. [84], we decompose the fluid domain in two subdomains: one close to the rough
wall, Ωw, and one that represents the center of the pores, Ωs. Therefore, we have Ωγ = Ωw ∪ Ωs and the
two subdomains are separated by the surface Γws, as illustrated in Fig 3.2. To derive an effective boundary
condition applying to Γws, Achdou et al. used a technique based on a two-scale asymptotic expansion [5].
This method is also used in the works of Barrenechea et al. [17], Bassion and Gerard-Varet [18], and Mikelic
and Devigne [111]. Veran et al. and Introïni et al. used a different method based on the resolution of a local
boundary problem in the small representative domain Ωwi , also using ideas similar to those of porous media
homogenization approaches. Here, we present briefly the main ideas of this last approach with a particular
focus on the tensor formalism for the slip length. More detailed developments are described in [180, 84].
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Ωw
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Γws
Γws
Γγσ
Γγσ
Ωs
Ωwi
A
Figure 3.2 – Schematics of the multi-domain decomposition. Γws and Ωs refer to the effective surface and
domain, respectively. Ωw is the subdomain that contains the rough wall and Ωwi is the local domain over a
rough element. lw is the characteristic distance from the rough pattern to the effective surface and l is the
characteristic length scale of the pore. A and λ are the amplitude and wavelength of the roughness.
The main assumptions of the effective boundary condition are as follows:
– The impact of the roughness on the flow is localized to a viscous boundary layer above the roughness.
This is correct when the Reynolds number is sufficiently low or in the fully turbulent regime if the
roughness is smaller than the viscous sublayer [165].
– The interface Γws is placed sufficiently far above the roughness, so that the pressure and velocity
fluctuations due to the roughness vanishes on Γws.
– The roughness is much smaller than the pores, lw  l. This means that the fields in the sub-domain
Ωw vary on the length scale lw, whereas the fields in the bulk domain Ωs vary on a much larger length
scale, l. The wavelength, λ, of the roughnesses is much smaller than the radius of curvature of the
smoothed interface 1/κ, so that the closure problem can be solved once for a flat surface and mapped
onto the curved surface.
– The subdomain Ωw can be represented locally by a periodic structure made of cells denoted Ωwi , as
shown in Fig 3.2.
The first step of the method consists in building an approximate solution of the flow close to the rough
wall, in the subdomain Ωw. Following ideas of mapping used in porous media sciences and homogenization
techniques for the estimation of spatial or temporal deviations from averaged quantities, (pw,uw) is mapped
linearly to the tangential components of the shear stress vector on Γws as
pw (x) = µγa (x) ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
∣∣∣
Γws
]
in Ωwi , (3.6)
uw (x) = A (x) ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
∣∣∣
Γws
]
in Ωwi , (3.7)
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where (a,A) are solutions of a mathematical problem that is solved over the representative cell Ωwi . The
normal vector n on Γws is uniform and oriented from the domain Ωw to the domain Ωs. In these equations, we
consider that the couple (pw,uw) is mapped to the tangential components, n ·
(
∇us + (∇us)T
)
· (I− nn) of
the shear stress vector n·
(
∇us + (∇us)T
)
on Γws, assuming that the normal component of the velocity can be
neglected under the conditions stated above. We also consider that variations of n·
(
∇us + (∇us)T
)
·(I− nn)
on Γws occur on a lengthscale that is much larger than the wavelength of the roughness, λ. This is because
the creeping flow in Ωw implies that variations induced by the roughnesses rapidly attenuate away from the
wall (see [92] for analytical solution showing an exponential decrease). The shear stress vector is therefore
treated as approximately constant over each unit-cell and the point on Γwi at which it is evaluated for the
mappings Eqs 3.6 and 4.53 is not fundamentally important. As an example, we could map the velocities and
pressures at point x to the shear stress vector evaluated at point x′, defined so that x−x′ and n are collinear.
We could also use the surface average of the stress vector evaluated at the nearest point on Γws. In Eqs 3.6,
4.53 and in the remainder of this work, we use the generic notation n ·
(
∇us + (∇us)T
)
· (I− nn)
∣∣∣
Γws
with
the idea that locally, in each unit-cell, the stress vector can be treated as constant so that the mapping can
be done to any point in Ωw and any point on Γws.
The corresponding local problem reads
∇ ·A = 0 in Ωwi , (3.8a)
0 = −∇a +∇2A in Ωwi , (3.8b)
A = 0 on Γγσ, (3.8c)
−an + n ·
(
∇A + (∇A)T
)
= I− nn on Γws, (3.8d)
a(r) = a(r + λei) i = 1,m− 1, (3.8e)
A(r) = A(r + λei) i = 1,m− 1, (3.8f)
where λ is the wavelength and ei are the two orthonormal unit vectors for directions tangential to the
surface Γws. Here, the transpose of the third-order tensor (∇A)T is defined as
[
(∇A)T
]
ijk
= ∂jAik with
i, j, k ∈ J1,mK (m = 2, 3 in our calculations). Recalling the mapping of uw, Eq. 4.53, we can write at any
point on Γws
uw = A|Γws ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
∣∣∣
Γws
]
. (3.9)
As discussed before, for Γws placed sufficiently far away from the rough wall, A|Γws is approximately constant
in the tangential directions and may be computed as the surface average of the field A over the interface Γws
of the periodic unit-cell.
Using the continuity of the velocities, us = uw on the interface Γws, we then have the form of a gener-
alized Navier condition, where M = A|Γws is a second-order tensor that can be interpreted in terms of slip
coefficients along the directions tangential to the interface,
uw = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
∣∣∣
Γws
]
on Γws. (3.10)
This parameter is also referred to as the mobility tensor in the work of Kamrin et al. [92].
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ΩsΩγ Ωw
Figure 3.3 – Schematics of the rough domain Ωγ , on the left-hand side, and the effective domain Ωs, on the
right-hand side.
The flow problem in Ωs finally reads
∇ · us = 0 in Ωs, (3.11a)
ρs
(
∂us
∂t
+ us · ∇us
)
= −∇ps +∇ ·
[
µγ
(
∇us + (∇us)T
)]
+ ργg, (3.11b)
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
on Γws. (3.11c)
Fig 3.3 shows the different domains and the change in boundary condition. We remark that the accuracy
of the linear relation Eq. 3.11c between the velocity in the vicinity of the wall and the shear stress vector on
Γws will strongly depend on the type of flow. The solution is accurate for a Couette flow, but only roughly
approximates the quadratic profile of a Poiseuille flow within Ωw. In general, this implies that the error
increases with the distance to the rough surface and that we must have lw  l in order to minimize the part
of the flow that is linearly approximated. This aspect is further detailed in the computations section 3.5.2.
Finally, the position of Γws can also be modified a posteriori, as first discussed by Veran et al. in [180].
Consistent with the first-order closure in Eqs 3.8, we write the first-order Taylor series expansion
us (x2) = us (x1) + (x2 − x1) ·
(
∇us + (∇us)T
)∣∣∣
x1
+O
(
‖x2 − x1‖2
)
, (3.12)
with x1−x2 the displacement of the interface and x1 the reference position corresponding to Eq 3.11c. If we
move the interface in the normal direction, x1 − x2 = n4x, and if we consider that us remains tangential,
we can write
us (x2) ' us (x1)− (4xI) ·
[
n ·
(
∇us + (∇us)T
)∣∣∣
x1
· (I− nn)
]
. (3.13)
Injecting us (x1) from Eq 3.11c into Eq 3.13 yields
us (x2) ' (M−4xI) ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
. (3.14)
This step, which is described in detail in [180] or [84], can impact the accuracy of the Navier-slip boundary
condition (see also [180] or [84]), as we will demonstrate for a specific example later on. It is particularly
useful in two-dimensional cases or isotropic configurations in order to derive an equivalent effective no-slip
condition, which is obtained by choosing 4x so that M − 4x = 0 in Eq. 3.14 (M is a scalar in 2D). This
specific position of the effective boundary is interesting, mostly for its simplicity of implementation in a
computational framework. However, we emphasize that such a position does not exist in three-dimensional
cases if the roughness is anisotropic. If this is the case, the slip lengths are different in all directions and a
tensorial form of the Navier-condition is necessary.
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3.4 Upscaling at the Darcy-scale via volume averaging
Now that we have derived an effective smooth condition that replaces the rough wall, we can further upscale
the system of equations, Eqs 3.11, to obtain a homogenized system at the Darcy-scale. We use the method
of volume averaging that has been utilized before to study this problem in the viscous and inertial regimes.
In this approach, the partial differential equations at the micro-scale are averaged in space and approximate
solutions for the velocity and pressure perturbations are determined using scaling arguments. When applied
to Stokes equations, this process yields Darcy’s law with a permeability tensor that can be calculated from
the numerical resolution of a closure problem. Quasi-linearized Navier-Stokes equations can be treated in a
similar manner, leading to an additional drag and a generalized Darcy-Forchheimer law [188] (generalized in
the sense that anisotropy is included and that inertial terms are not necessarily quadratic). The development
closely follows the early work of Whitaker [186] and the more recent work of Lasseux et al. [102] for the
homogenization of a low-pressure gas phase in porous media with a similar slip condition on the walls,
although tensorial in our case.
3.4.1 Notations
For a tensor ψi, where i is the phase, we define the superficial average of ψi at point x as
〈ψi〉 (x) = 1|V|
ˆ
Vi(x)
ψi (r) dr, (3.15)
where Vi (x) (i can be s, γ or w for each corresponding domain) is the averaging volume centered at x and
Vi (x) = V (x) ∩ Ωi. The intrinsic average is defined as
〈ψi〉i = 1|Vi|
ˆ
Vi
ψi dr, (3.16)
so that the two definitions are related by
〈ψi〉 = φi 〈ψi〉i , (3.17)
where the volume fraction of the domain Ωi, φi, is defined as
φi =
|Vi|
|V| . (3.18)
We use the perturbation decomposition (see [185, 64])
ψi = 〈ψi〉i + ψ˜i, (3.19)
where the deviation ψ˜i varies on a length scale l and the intrinsic average 〈ψi〉i varies on a length scale L,
such that l r0  L . We further require that (see e.g. [189])〈
ψ˜i
〉 ' 0. (3.20)
3.4.2 Temporal averaging
For sufficiently high Reynolds numbers, when the flow becomes fully unsteady, a macroscopic formulation of
momentum transport generally requires both spatial and temporal averaging. In theory, the order in which
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these operators are applied is unimportant. The process should lead to the exact same results, whether the
equations are first averaged in space or time. In practice, however, the combination of approximations that
are used during upscaling often depends on the averaging order (see [47, 120] for further details). Here, we
start by averaging the pore-scale equations in time.
When unsteady flow develops, we use a time averaging operator for the field φ (x, t) defined as
φ¯ (x, t) = 14T
t+4T/2ˆ
t−4T/2
φ (x, τ) dτ, (3.21)
where 4T is the integration interval. We also use a standard average plus perturbation decomposition as
φ = φ¯+ φ′. (3.22)
With these, we can average Eqs 3.11 in time and obtain Reynolds stresses in the equations, a detailed
analysis of this operation is given in [47]. In this study, we primarily concentrate on regimes for which the
time fluctuations are of low amplitude. Therefore, we neglect terms involving the product u′u′. In the fully
turbulent regime, further theoretical developments should account for transient effects at the macro-scale.
One way to deal with this issue could be an approach similar to that in [163], where the system is first
averaged in time using a standard closure for the Reynolds stress to model the turbulence at the micro-scale,
before averaging the model in space.
With our approximations, the time-averaged mathematical problem is then
∇ · u¯s = 0 in Ωs, (3.23a)
ργ
(
∂u¯s
∂t
+ u¯s · ∇u¯s
)
= −∇p¯s + µγ∇2u¯s + ργg in Ωs, (3.23b)
u¯s = M ·
[
n ·
(
∇u¯s + (∇u¯s)T
)
· (I− nn)
]
on Γws. (3.23c)
For simplicity, we remove the overline notation in the remainder of the paper, with the pressure and velocity
fields implicitly understood as averaged in time.
3.4.3 Spatial averaging
In this section, the system of equations Eqs 3.23 is upscaled using the method of volume averaging. Since the
method is similar to the original work of Whitaker [186] leading to Darcy’s law (see also [139, 138, 137]), the
details of the developments are in Appendix A.1. The Darcy-scale mass and momentum balance equations
read
∇ · 〈us〉 = 0, (3.24)
〈us〉 = −K
?
s
µγ
· (∇〈ps〉s − ργg) , (3.25)
where K?s is the apparent permeability [51], which is computed from the resolution of a closure problem.
This equation is obtained using an approximate form of the pressure and velocity perturbations, p˜s and u˜s,
which are mapped linearly to 〈us〉s as
u˜s = Bs · 〈us〉s , (3.26)
p˜s = µγbs · 〈us〉s , (3.27)
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where (bs, Bs) are closure/mapping variables. K?s can be computed from bs and Bs as
K?−1s φs = −
1
|Vs|
ˆ
V∩Γws
n ·
[
−bsI +
(
∇Bs + (∇Bs)T
)]
dr. (3.28)
For a viscous incompressible flow, it is well established that the flow at the macro-scale is described by Darcy’s
law. The presence of inertial effects at the micro-scale, as is the case in this study, yields an additional drag
and a deviation from the classical Darcy’s law. A correction, usually termed the Forchheimer correction [188],
can be used to approximate the additional drag. The form of this correction has been widely studied in the
literature, both numerically and experimentally. It is now known that different regimes can be distinguished
for increasing Reynolds numbers [58, 97, 158], even though the transition and the form of the corrections
most likely depend on the porous structure [100]. To recover a generalized form of the Darcy-Forchheimer
equation, we decompose the tensor K?s as
K?s = Ks · (I + Fs)−1 , (3.29)
where Ks is the intrinsic permeability of the effective domain and the second part, Fs, is the inertial correction.
We then obtain
〈us〉 = −Ks
µγ
· (∇〈ps〉s − ργg)− Fs · 〈us〉 . (3.30)
Here, we emphasize that the permeability K?s corresponds to the permeability of the effective smooth domain,
Ωs, not to the initial domain, Ωγ . To recover the exact velocity field in Ωγ and the corresponding permeability,
consider the following expression of the velocity field,
uγ = χwuw + χsus, (3.31)
where χw and χs are phase indicator functions of the domains Ωw and Ωs respectively, so that we have
〈uγ〉 = φw 〈uw〉w + φs 〈us〉s . (3.32)
We can simplify this expression using the fact that the domain Ωw is a relatively small subdomain close to
the no-slip wall, Γγσ. Therefore, we have φw  φs and consider that 〈uw〉w  〈us〉s, so that
〈uγ〉 ' φs 〈us〉s . (3.33)
For the pressure, we assume that there is a small perturbation of the pressure within Ωs so that
〈pγ〉γ ' 〈ps〉s . (3.34)
With these, we can write
〈uγ〉 = −Ks
µγ
· (∇〈pγ〉γ − ργg)− Fs · 〈uγ〉 . (3.35)
The impact of these approximations is illustrated and discussed in the results of the next Section.
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3.5 Results
In this section, we compare our methodology to direct numerical simulations in various geometries of rough
porous media. Our primary objective is to answer the following questions:
– Is our method efficient for a wide range of Reynolds number?
– How does the apparent permeability of the porous medium depend on the Reynolds number?
– What is the impact of different classes of roughness on the permeability?
In order to validate the method, we first focus on a creeping flow in a two-dimensional channel with rough
walls. We discuss the impact of the roughness and of the position of the slip condition on the results, a
study that is reminiscent of the analysis by Veran et al. in [180]. We then go on to investigate the case of an
inertial flow in a 2D array of cylinders with sinusoidal roughness, assessing the impact of the roughness on
the permeability for Stokes and inertial flows. The methodology is finally applied to an element of structured
packing with different classes of roughness and a tensorial slip.
3.5.1 Methods
Boundary conditions Here, we describe the different boundary conditions used for applications. We have
the rough, Ωγ , and effective, Ωs, domains. We also introduce the smooth domain Ωsmooth, which is similar
to Ωγ , but with smooth walls Γsmoothγσ positioned at the averaged position of the roughnesses. Fig. 3.4 shows
these three configurations.
A no-slip condition applies to the boundaries Γγσ and Γsmoothγσ
uγ = 0, (3.36)
while the effective condition Eq. 3.10 applies at the smooth wall Γws
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
on Γws. (3.37)
Recall that Γws can be placed arbitrarily using the Taylor series approximation with the conditions detailed
in Section 3.3.2.
K⋆sK
⋆
γK
⋆
smooth
ΩsΩγΩsmooth
Γsmoothγσ Γγσ Γws
Figure 3.4 – Schematics of the different domains considered for comparison. K?smooth, K?γ and K?s are,
respectively, the permeability in the smooth, rough and effective domains.
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General algorithm We summarize here the methodology used for the different geometries considered
in this Section. Our goal is to compare results obtained with the upscaling methods with those of direct
numerical simulations. The different steps are as follows:
1. Direct numerical simulations in the domains Ωγ and Ωsmooth.
2. Upscaling approach:
(a) Definition of a representative element for the roughness, Ωwi .
(b) Determination of the effective condition via the resolution of a local boundary value problem over
Ωwi .
(c) Computation of the velocity field us in Ωs.
(d) Resolution of the closure problem for the determination of K?s.
3. Comparison of the permeabilities K?γ and K?smooth computed from point 1 to K?s computed from point
2.
Numerical schemes Two different methods are applied for the resolution of the closure problems. For
the creeping flow in the two-dimensional rough channel, the boundary value problem Eqs 3.8 and the closure
problem Eqs A.24 (in Appendix A.1) are solved using standard finite element methods. Stokes equations are
discretized using Lagrange quadratic elements for the velocity and linear elements for the pressure (P2/P1).
A stabilization term is also added in the equations to fix the constant part of the pressure. We use the generic
solver FreeFem++ [74], which provides a flexible environment where the grid and the rough geometry can
be easily modified.
More demanding simulations in the inertial regimes, for both the two-dimensional array of cylinders
and the three-dimensional structured packings, are performed using the standard finite volume methods
in OpenFoam®. The closure problem Eqs A.24 was implemented using the solver simpleFoam (SIMPLE
algorithm, [128]) with the tensorial Navier condition derived from the slip boundary conditions (named slip
in OpenFoam®, see [56] for more detail).
As required for the resolution of the closure problem, the velocity field is determined using direct numerical
simulations of the flow via the solver icoFoam (PISO algorithm, [85]), with a volume source term and periodic
boundary conditions. All calculations were performed using the HPC resources of CALMIP supercomputing
center with 160 cores for the most demanding simulations. The CPU time (number of cores×computing
time) required up to 105 h for all calculations.
Assessing the accuracy of the three-dimensional direct numerical simulations Three-dimensional
direct numerical simulations are carried out from the creeping flow until the onset of unsteady flow. To
estimate the accuracy of our solutions on a fixed grid, we use an approach similar to that described by Jin
et al. in [88], who introduced the following quantity ∆,
∆ = gp − gs
gp
, (3.38)
where gp and gs are two ways of defining the pressure gradient. gp corresponds to the global pressure gradient
across the simulated geometry, whereas gs is determined by integrating the local dissipation rate over the
fluid domain,
gs =
µγ
2 |Vs| ‖〈us〉s‖
ˆ
Vs
∇us : ∇us dr. (3.39)
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Note that the same definition also holds for the domains Ωγ and Ωsmooth, and the corresponding averaging
volumes Vγ and Vsmooth.
In theory, ∆ = 0. However, if the grid size does not resolve the smallest scales of the flow, the global
dissipation rate is undervalued and ∆ > 0. Therefore, the accuracy of the calculations can be evaluated by
calculating ∆ and, following studies in [88], we consider that the calculations are accurate when ∆ is below
10% (see [88] for further detail).
Definition of the REV and boundary conditions A precise definition of the REV and whether or not
it should consist of one or several periodic unit-cells for turbulent flows is a delicate issue. For instance, the
idea that the porous medium filters the longest lengths scales of the turbulence has been widely used for
simulations in structured packings [141, 151, 163]. Few results of large scale simulations are available in the
literature (see [121, 125]) and most of the simulations are limited to steady state. For arrays of squares, Jin
et al. in [88] have recently shown that the porous structure does indeed impose a cut-off in the characteristic
length scales of the flow. They further study the spatial correlations of the velocity field while changing
the number of unit-cells included in the REV, showing that the largest possible structures of the flow are
about the size of the pores, even for large values of the porosity. This suggests that calculations over a single
unit-cell with periodic boundary conditions recover most of the flow features for a broad range of porosities.
This question of the size of the REV is addressed further by the results presented in [7] about the flow
stability and Hopf bifurcation in arrays of cylinders. Their results indicate that the transition to unsteady
flow is sensitive to the number of unit cells included in the REV for porosities larger than ∼ 50% (> 55% in
Fig. 10 in [7], arrays of squares). These two studies seem to indicate that:
1. for values of the porosity less than 50%, a single unit-cell with periodic conditions captures both the
stability and the structure of the flow,
2. for larger values of the porosity, a single unit-cell captures most of the features of the flow but may fail
to accurately describe its stability and the transition to unsteady flow.
In this Section, we will study a variety of porous media including ones with porosities larger than 50%. In all
cases, we chose to limit our computations to a single unit-cell with periodic boundary conditions to minimize
the computational cost. This is because our primary objective is not to study stability and transitions, but
the ability of our models to recover the spatial structure of the flow.
Definition of the Reynolds number To analyze the effect of inertial flow, we define here a set of
dimensionless Reynolds numbers. The difficulty in doing so is mostly the choice of the characteristic length
scale. In isotropic porous media, a common choice is the square root,
√
K, of the intrinsic permeability, K,
so that
Rek =
ργ ‖〈uγ〉‖
√
K
µγ
. (3.40)
This length scale has several advantages over the average pore-size l. First, when the variance of the pore-size
distribution is large and the porous medium consists of large voids and small pore-throats, defining a unique
length scale that characterizes the flow at large Reynolds number is difficult.
√
K is an evaluation of such a
unique length scale, but one that characterizes the flow at small Reynolds number and is directly connected
to distribution of viscous dissipation inside the porous structure [190]. Second, it has been shown that this
definition of the Reynolds number captures more accurately the transition to the inertial regime [100, 11].
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For comparison with the literature in chemical engineering, we also define the following Reynolds number
Reh =
ργ ‖〈uγ〉‖h
µγ
, (3.41)
where h is a geometrical length scale. We will use h = d with d the diameter of the cylinder in the case of
the rough cylinder and h = H for the structured packings.
3.5.2 Case 1: Application to a channel with sinusoidal walls
The methodology is first applied to a creeping flow within a two-dimensional channel with sinusoidal walls.
In a two-dimensional configuration, the effective boundary condition, Eq. 3.10, reads
usex = Mxx
∂us
∂y
ex, (3.42)
where Mxx is the Navier coefficient (or equivalently the slip length). In order to assess the effect of the
distance of the effective surface to the rough wall on the accuracy of the method, we apply the methodology
for multiple positions (A to G in Fig 3.5). The effective condition corresponding to each position is derived
from Eq. 3.42 using the Taylor series Eq. 3.14. Position B corresponds to the effective no-slip position, i.e.
the displacement of the interface that leads to Mxx−4x = 0. The permeability Ks, normalized to the exact
permeability Kγ of the rough channel, is given in Fig 3.5 along with the different positions considered. It is
shown that displacing the effective boundary closer to the rough wall improves the accuracy, and that the
effective no-slip condition (line B) is the most accurate configuration, as previously discussed in [180].
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Figure 3.5 – Permeability Ks of the effective domain non-dimensionalized with the permeability Kγ from the
exact geometry , as a function of the distance y from the effective surface to the sinusoïdal wall, normalized
with H, the height of the channel. The effective surface is positioned from A (y? = 0) to G (y? = 0.25).
Accurate results are obtained for the equivalent “no-slip” position (line B) . Line A corresponds to the
average of the sinusoid, Γsmoothγσ .
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We then fix the position of effective boundary at the no-slip position and vary the amplitude and wave-
length of the sinusoid. The effective and exact permeabilities, normalized to the intrinsic permeability of a
Poiseuille flow, K = H
2
12 , are presented in Fig 3.6. We observe several limit cases. First, when the amplitude
tends to zero, we recover the permeability of the flat case. Second, when the wavelength tends to zero, we
recover the permeability of an equivalent flat surface positioned on top of the sinusoid. Third, when the
wavelength is much larger than the height of the channel H, two different situations are observed. If both
sinusoids are in phase (blue curve in Fig 3.6), we have kγ → 1 , whereas if there is a phase shift of pi2 (red
curve in Fig 3.6) another limit is attained, kγ−shift < 1. This is because, for a fixed value of the amplitude,
this geometry generates a bottleneck effect with flow focusing and defocusing even in the limit of large wave-
lengths. The effective condition accurately captures the large variations in the permeability (about 25% to
50%) induced by the roughness, except in the specific case of the asymmetry between both boundaries. In
this case, there is a strong coupling between the pore flow and the boundaries and the approximations needed
for the derivation of the slip boundary condition, in particular the constraint lwl  1, are not valid.
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Figure 3.6 – Plots of the dimensionless permeabilities with the effective slip, ks = KsK , and with the rough
boundary, kγ = KγK . K =
H2
12 is the permeability of a Poiseuille flow in the smooth channel. On the left-hand
side, permeabilities are functions of the amplitude of the roughnesses A? for a fixed value of the wavelength,
λ? = 0.5. On the right-hand side, permeabilities are functions of the wavelength λ? for a fixed value of the
amplitude, A? = 0.1.
3.5.3 Case 2: Application to an array of rough cylinders
We now apply the effective boundary approach to a two-dimensional array of rough cylinders, as shown in
Fig 3.7, both in the Stokes and inertial regimes. In order to minimize the error induced by the effective
surface theory, the boundary Γws is placed at the no-slip position. Example 2D meshes used for the effective
and rough domains are given in Appendix A.2.
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Figure 3.7 – Illustration of a unit-cell for a 2D array of rough cylinders.
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Figure 3.8 – Dimensionless apparent permeability k? along the x-axis as a function of the Reynolds number
for the effective condition k?s =
K?s
d2 , the rough k?γ =
K?γ
d2 and smooth k?smooth =
K?smooth
d2 cylinders.
47
21
transition regime
weak
regime
strong
regime
quadratic
regime
10−2 10−1 100 101 102
10−4
10−3
10−2
10−1
100
Rek
F
x
x
Fsmooth
Fγ
Fs
Figure 3.9 – Correction coefficient Fxx as a function of the Reynolds number for the effective, rough, and
smooth domains.
Flow regimes
48
(a) Stokes regime (b) Rek = 14 (c) Rek = 56
(d) Stokes regime (e) Rek = 14 (f) Rek = 56
Figure 3.10 – Norm of the velocity fields in the domains Ωs (top) and Ωγ(bottom).
(a) (b) (c)
Figure 3.11 – Velocity streamlines in the domains Ωs for Rek = 56 at three different times. The oscillation
motion of the vortices is seen from left to right.
Results are presented in Figs. 3.8 and 3.9 for a cylinder of diameter d = 0.6H (φγ ≈ 0.72), where H is the
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unit-cell width. As discussed previously in [100], the transition between the Darcean and the fully turbulent
regime is complex and strongly depends on the geometry of the porous structure. Here, we identify five
different regimes as follows.
– For Rek . 0.3 (Red . 1.7), the flow is Darcean and the apparent permeability is constant (velocity
field in Fig 4.9).
– For 0.3 < Rek < 2 (1.7 < Red < 11.5), we observe a weakly inertial regime where F scales in Re2k. This
regime has been widely referenced in the literature [58, 97].
– For 3 < Rek < 20 (17 < Red < 114), a strongly inertial regime develops (velocity field in Fig 4.6),
which is characterized by a slowdown in the growth of F , see [100].
– For Rek ' 25 (Red ' 172), there is a steep increase in the correction F that reflects the transition
from steady to unsteady flow. A plot of the volume averaged velocity 〈us〉 without time-averaging is
given in Fig 3.12 and velocity fields at different times are presented in Fig 3.11, highlighting the cyclic
behavior of two large vortices. This transition is described in detail by Koch and Ladd in [93] for a
similar two-dimensional geometry where they show that the pressure drag exhibits a sudden increase.
– For large Reynolds numbers, Rek > 50 (Red > 285), the flow is completely unsteady (velocity field
in Figs 4.6 and 3.10f). For the few points that we computed, we observe that F scales linearly with
Rek and the pressure drag, −
´
Γγσ
n · (pγI) dr, dominates over the viscous drag. To further understand
the unsteady regime and the impact of temporal fluctuations on the results, additional computations
for larger values of the Reynolds number are needed. Such similations should also be performed in
three-dimensional configurations since two-dimensional computations usually fail to recover important
features of turbulent flows.
27 28 29 30
0.9995
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t
〈us〉
〈us〉
Figure 3.12 – Volume averaged velocity 〈us〉 as a function of time for Rek = 29 (Red = 168).
Independently from the slip condition, we emphasize several important results from these direct numer-
ical simulations. First, although we observe a decrease in the slope of F in the strongly inertial regime
(3 < Rek < 20), we did not recover a scaling where the correction F is linear with Rek. This was already
observed for simple arrays of cylinders in [100], and they also found that the introduction of disorder favors
the emergence of a quadratic regime. Second, we observe that the standard Forchheimer correction, where
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the drag scales with Re2k (F is linear with Rek), seems to be valid for the onset of the unsteady regime when
Rek is just above 50. This may suggest that the Darcy-Forchheimer formulation actually corresponds to a
time-averaged macro-scale equation, although further analysis and simulations at larger Reynolds numbers
are necessary. This slow transition from the Darcy to the Forchheimer regime is in contrast with some previ-
ous works in the literature ([58, 97]) where the transition regime is neglected and the drag rapidly becomes
quadratic. These effects have been considered negligible for practical applications in previous works (see
[96, 39]). However, our results on this simple unit cell show that the drag is not quadratic for a significant
range of Reynolds numbers (about a decade). As previously mentioned, the introduction of disorder in arrays
of squares favors the emergence of a quadratic regime [100], which may explain why Forchheimer corrections
can be used with good accuracy for disordered media over a broad range of Reynolds number (see discussion
in [95, 35]). This emphasizes the importance of the pore space topology on these results, which should be
revisited for more complex and disordered three-dimensional structures.
Impact of the slip condition For the slip condition, we see that the effective approach accurately captures
the impact of the roughness on the permeability for Rek . 40. For larger Reynolds number, however, the
roughness generates additional inertial effects and viscous dissipation that are not captured by the effective
condition; a difference that is expected to be further amplified for larger Reynolds numbers for various reasons.
First, the effective boundary condition, as presented in this paper, uses a creeping flow approximation within
the boundary layer and is therefore limited to moderate Reynolds numbers. In addition, unless the roughness
is so small as to be included in the viscous sublayer, the flow perturbations induced by the wall in the turbulent
regime will propagate to the center of the pores, a phenomenon lying outside the domain of validity of the
model. Finally, the closure problem is quasi-stationary, which is only true for Rek < 25. Beyond this
point, the velocity field us is time-averaged for the resolution of the closure problem and further theoretical
developments are required to accurately capture the effects of fluctuations in time. For instance, macro-
scale equations involving time convolutions have been used previously to capture high-frequency temporal
fluctuations of the average fields (see discussion in [43] regarding dispersion effects).
To evaluate the effect of the ratio lw
l
, we further study the impact of the porosity, and therefore the size of
the pores, on the accuracy of the slip boundary condition for a viscous flow. Results are plotted in Fig 3.13.
Consistent with the case of the sinusoidal wall, we see that the error increases as the porosity decreases (i.e.
lw
l increases).
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Figure 3.13 – Error between exact and effective intrinsic permeabilities for three porosity levels. Cylinder di-
ameters from left to right: d/H = 0.8, (lw/l = 0.0250) d/H = 0.7, (lw/l = 0.0167), and d/H = 0.6 (lw/l = 0.0125).
3.5.4 Case 3: Application to structured packings
We now consider a geometry representative of structured packings used in separation processes. The flow of
the gas phase in such packings is the focus of a number of studies in the literature (see [141, 151, 163, 125]),
using primarily computational fluid dynamics. Recently, Soulaine and Quintard in [163] proposed a detailed
analysis of the upscaling procedure for momentum transport and derived a generalized Darcy-Forchheimer
law at the macro-scale for the gas phase that can be used, theoretically, for relatively high Reynolds numbers.
They showed that the permeability tensor, K?, has a null row and column describing the absence of flow in
the direction orthogonal to the corrugated sheets. They also found that the amplitude of the non-diagonal
terms is negligible compared to diagonal ones and that the diagonal terms on K? are identical. This was also
assumed in earlier works by Mahr and Mewes in [113] and Raynal and Royon-Lebeaud in [141]. The tensor
K? is therefore written as
K? = K?
 1 0 00 1 0
0 0 0
 , (3.43)
with the z-axis normal to the corrugated sheets. This form of the tensor K?, however, is only valid for specific
symmetries of the local structure. The surface roughness, either generated by a traveling train of waves at
the liquid-gas interface [10, 178] or engineered as a textured corrugated sheet, may break symmetries of the
unit-cell. We therefore consider a more general form of the tensor as
K? =
 K
?
xx K
?
yx 0
K?xy K
?
yy 0
0 0 0
 . (3.44)
In this Section, we explore the impact of three different orientations and profiles of rough patterns on the
coefficients of K? (see Fig. 3.14).
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Figure 3.14 – Geometries considered in the simulations. The first line shows the unit-cells of structured
packings, while the second and third lines are the rough elements Ωwi on the surface. Roughness types a
and b correspond to typical wall-textures that can be engineered on the surface. Roughness c represents a
traveling train of soliton waves along the column axis.
The geometries are now three-dimensional, so that we need the full slip tensor M of the Navier condition
us = M ·
[
n ·
(
∇us + (∇us)T
)
· (I− nn)
]
. (3.45)
In order to limit the error introduced by the linear approximation, the effective surface is positioned on the
top of the roughness for all the cases treated in this Section. The geometry a describes a wall texture that
can be found in structured packings [118] to control the liquid phase dispersion. The rough pattern b is
identical to the profile a, but rotated 45° to study the impact of an inclined pattern on the isotropy of the
permeability tensor. The geometry c represents a train of soliton waves propagating on the surface of a thin
liquid film along the axis of the column.
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Mesh ∼ 1203 cells Accuracy
∇〈pγ〉γ Rek ReH gp gs △
5 18 220 5 4.99 0.18
10 34 402 10 9.93 0.62
15 46 541 15 14.82 1.19
20 48 574 20 19.71 1.47
30 58 693 30 29.43 1.89
50 79 940 50 47.37 5.22
100 118 1401 100 91.28 8.72
Table 3.1 – Numerical accuracy of the results for the unit-cell a.
(a) Stokes regime (b) Rek = 7.5 (c) Rek = 85
(d) Stokes regime (e) Rek = 7.5 (f) Rek = 85
‖uγ‖
‖〈uγ〉γ‖
Figure 3.15 – Norm of the velocity fields in the domains Ωs (top) and Ωγ (bottom).
Flow regimes Direct numerical computations are performed in all cases (see Fig. 3.15) with the quality
of the numerics evaluated as described in Section 3.5.1 (see Table 3.1 for the unit-cell a) and the mesh of
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the geometry a in Appendix A.2. Results are presented in Fig 3.16 for the permeability and Fig 3.17 for
the Forchheimer term. Similarly to the rough cylinder, different regimes can be identified depending on the
Reynolds number. We recover weak and strong inertial regimes, with a scaling of F in Re2k in the weak
regime (0.8 < Rek < 4). The transition to unsteady flow occurs for Rek ∼ 40 leading to a significant loss in
permeability, both in the smooth and rough domains. Consistent with the two-dimensional observations for
the rough cylinders, the effective domain method accurately captures the pressure drop, until the transition
for Rek ∼ 40 (ReH ∼ 500). As discussed previously, this regime cannot be captured by the effective boundary
condition developed in this paper. This is particularly true for the geometry c, which generates an important
reduction of permeability, even in the Stokes regime, and yields strong inertial effects. These effects are
shown in Fig 3.17, where we observe a correction in the effective domain that is similar to the smooth case,
further suggesting that the slip boundary does not recover the perturbations of the flow generated at the
small scale by the rough wall and propagating to the center of the pores.
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Figure 3.16 – Dimensionless permeability k?,yy along the y-axis for the geometries a and c as a function of the
Reynolds number. The exact permeabilities of the smooth k?smooth =
K?smooth
H2 and rough k?γ =
K?γ
H2 domains
are compared to the permeability k?s =
K?s
H2 obtained with the tensorial slip condition.
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Figure 3.17 – Correction coefficient along the y-axis F yy for the geometries a and c as a function of the
Reynolds number. The exact corrections of the smooth Fsmooth and rough Fγ domains are compared to the
correction Fs obtained with the tensorial slip condition.
Impact of the slip condition We now compare the exact permeabilities for the smooth and rough
geometries, K?smooth and K?γ , to the permeability resulting from the up-scaling analysis K?s. Results of the
simulations in a large range of Reynolds numbers are presented in Fig 3.16 for the permeability coefficients
K?sa and K
?
sc along the axis of the column, y, non-dimensionalized with the characteristic length H = 0.01.
For the geometry a, the slip coefficients of the effective tensor M are identical along the x and y axis,
Mxx = Myy = 7.9×10−5m. The consequence of this symmetry in the slip tensor is a symmetry in the intrinsic
permeability tensor Ksa , with Kxxsa = Kyysa . The coefficients Kxxsa = Kyysa ' 7.1×10−7m2 are of the same order
of magnitude as those in [163]. In agreement with [163], the non-diagonal terms are negligible compared to
diagonal ones, which indicates that this specific structure of packings does not generate anisotropic effects.
For the geometry b, we have Mxx > Myy, with Mxx = 1.2 × 10−4m and Myy = 7.5 × 10−5m, leading
to different permeability coefficients along x and y, with Kxxsb ' 7.1 × 10−7m2 and Kyysb = 6.9 × 10−7m2.
For the geometry c, the tensor M also exhibits different diagonal coefficients, Mxx = 8.1 × 10−5m and
Myy = 1.8 × 10−5, which lead to Kxxsc ' 7.1 × 10−7m2 and Kyysc = 6.5 × 10−7m2 in the permeability tensor
Ksc . For the geometry b, comparison between the exact and effective permeabilities are shown in Fig 3.18
for the stationary regime. We find that the roughnesses a and b reduce the permeability of about 12%, while
the roughness c induces a change of about 18%. These results concur with the experimental data of Tsai in
[173], who compared the dry pressure drop for a packing with and without roughness at the surface. For the
geometry b, the effective domain method recovers the anisotropy with a lower permeability in the x-direction
than in the y-direction in Fig 3.18.
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Figure 3.18 – Dimensionless permeability k? coefficients in the x and y directions as functions of the Reynolds
number for the geometry b. Results show good agreement between the exact and effective permeabilities with
the anisotropy kxx?s > kyy?s .
The primary reason for using the effective boundary condition, rather than the no-slip condition on the
rough surface, was to make computations tractable. To evaluate the gain, we show a mesh convergence plot
for simulations in the Stokes regime for the soliton case (geometry c) in Fig 3.19. We see that we obtain
a similar accuracy for both calculations only for a much finer mesh in the case of the rough surface. This
is because the rough structure is composed of sharp soliton waves and we need a fine mesh to capture the
flow over these structures. The consequences are twofold. First, obtaining a good quality mesh is much more
difficult in the rough surface than in the smooth case. Second, the simulation times are longer for the rough
case. For instance, the finest simulation (last point on Fig 3.19) represents over 500h of CPU time with the
rough surface, whereas the equivalent simulation in the effective domain only represents about 120h of CPU
time.
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Figure 3.19 – Plot of the error as a function of the average number of mesh elements per direction, H∆x . The
error is defined 100
(∥∥∥ 〈ux〉− 〈ux〉|R〈ux〉|R ∥∥∥) where 〈ux〉|R is a reference average velocity obtained with an extremely
fine mesh, H∆x = 180 for the smooth surface and
H
∆x = 285 for the rough surface.
3.6 Conclusion
The aim of this work was to contribute to the development of models for the characterization of flow in
columns equipped with structured packings. We provide a generic two-step methodology for the estimation
of macro-scale properties in porous media with rough surfaces. The rough surface is first replaced by an
effective smooth one with a slip boundary condition, which considerably simplifies computations in large
domains. In three-dimensional configurations, the slip condition has a tensorial form that can capture surface
anisotropy. Secondly, the micro-scale flow problem is upscaled at the Darcy-scale to obtain a generalized
Darcy-Forchheimer formulation.
In applying our approach to a variety of geometries, we identified a number of fundamental aspects of
flow in porous media with rough surfaces:
– even a small roughness can induce a significant decrease in permeability, suggesting that those complex
surfaces, often treated as smooth ones, should be considered carefully in a multi-scale analysis.
– in the smooth, slip and rough cases, we have studied the evolution of the apparent permeability as a
function of the Reynolds number. We show that several different regimes can be identified. These results
suggest that the standard quadratic Darcy-Forchheimer formulation may be valid only for relatively
large Reynolds numbers when the flow is fully unsteady. Computations of the flow for larger values
of the Reynolds numbers are necessary to further understand this regime, along with the impact of
temporal fluctuations on the permeability.
– the effective boundary condition accurately describes the permeability at the macro-scale for the Stokes
and inertial flow regimes, but fails when unsteady flow develops. This is because, in this last regime,
the impact of the roughness is not localized to the vicinity of the wall but propagates to the center of
the pores. For large amplitudes of the roughness, our approach is therefore limited to relatively small
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Reynolds number. Further developments are needed to accurately model the flow characteristics at
high Reynolds numbers.
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Part II
Multiphase modeling
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In this second part of the manuscript, the analysis is extended to multiphase modeling approaches. The
monophasic approach developed in Chapter 3 is indeed restricted to moderate flow rates. Although it allows
to bypass the modeling of the liquid phase, the method of the effective condition assumes that the thickness
of the liquid film remains constant or is negligible compared to the pore size, which is not true for high
flow rates. This second part is therefore dedicated to multiphase approaches. Two singular features can be
identified about the gas-liquid flow in columns equipped with structured packings.
1. For high flow rates (loading regime), the flow is characterized by a strong interfacial shear-stress which
generates macroscale effects such as liquid retention and drastic changes in pressure drop. These effects
favor the transport of the chemical species between the two phases and lead ultimately to the flooding
of the column.
2. The distribution of the liquid phase is strongly affected by the anisotropy of the structure, and therefore
differs significantly from flows in more classical porous media.
The analysis of these two points is decomposed for a better clarity, as they treat on two different aspects of
the flow process. The first point is treated in Chapters 4 and 5, while the last point is discussed in Chapter
6. The two modeling approaches are however fully compatible and are both required in the modeling of the
gas-liquid flow in the distillation process. The complete model including the results from the two parts is
provided in Appendix C.
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Two-phase flow in highly permeable
media: models with cross terms
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4.1 Introduction
As explained in Chapter 1, a column equipped with structured packings is a porous medium of high perme-
ability, up to around 10−6 m2. In this sense, the distillation process can be placed in the class of two-phase
flows in highly permeable media, encountered in other industrial processes such as packed beds or heat
exchangers, or in some natural porous media, including canopy, urban canyons, etc. It differs from many
other two-phase flows in media of lower permeabilities, such as those most often considered in petroleum
engineering or hydrology, or in micro or nano devices such as fuel cells. These two families of porous media
involve physical phenomena of different nature. In low permeable media, one can for instance assume the
wetting phase to fill entirely the smallest pores, due to locally strong capillary effects. The consequence is a
segregated repartition of the two phases within the medium, with small pores occupied by the wetting phase
and large pores occupied by the non-wetting phase. Conversely, in highly permeable media, one observes that
the two phases often occupy each pore. The two configurations - immiscible phases in low vs high permeable
media - are schematically illustrated in Fig. 4.1. The question of the phases repartition is important as the
fluid/fluid interface plays a central role in many processes, and especially in chemical processes. In the first
case (a), the area of the fluid/fluid interface is low compared to the area of the fluid/solid interface, while
in the second case (b), the order of magnitude of the two interfaces are likely to be comparable. These
areas control in particular the momentum exchanges in the system, and therefore constitute a key issue when
considering the modeling of the momentum transport.
i
j
li
lj
(a)
i
j
li
lj
(b)
Figure 4.1 – Two-phase flow within porous media - a) low permeability b) high permeability
The preponderance of some effects compared to others for a two-phase system is quantified using the
Reynolds Re, Capillary Ca and Bond Bo numbers. We recall that they read (for i, and respectively for j)
Rei =
ρi
∥∥∥〈ui〉i∥∥∥ li
µi
, Cai =
µi
∥∥∥〈ui〉i∥∥∥
γ
, Boi =
(ρi − ρj) gl2i
γ
, (4.1)
where γ is the surface tension of the couple of fluid i, j. Flows in highly permeable media, inevitably, are
more prone to exhibit high Bond, Capillary, and Reynolds numbers. This is due to the large pore-scale and
to higher values of the averaged velocities. This is the case in the distillation process, where the liquid flows
63
as a thin film, wetting the entire surface of the structure and forming meniscus only at the contact points
between two corrugated sheets [9]. As mentioned in the introduction, the Reynolds number of the vapor
phase can be as high as Reg = 20000 for the highest flow rates and be up to Rel = 200 for the liquid phase.
Estimations of the upper bounds for the Bond and Capillary numbers for the liquid phase are about Bow ∼ 50
and Caw ∼ 2 × 10−3, which is high for two-phase flows in porous media. The problem is, however, that it
goes against a common assumption used in the modeling of immiscible fluids in porous media, which is to
hypothesize predominant capillary effects at the pore-scale. Indeed, models generally used in the literature
rely on the assumption of a quasi-static fluid-fluid interface, which does not necessarily mean that the system
is steady but that the evolution of the interface is slow. Also, this means that the interface curvature is
essentially determined by the difference of the fluid pressures. This situation translates macroscopically into
the notion of a macroscale capillary pressure
Pc = 〈pj〉j − 〈pi〉i = 2γ 〈H〉ij , (4.2)
that states that the average of the curvature H of the interface Γij , 〈H〉ij , is controlled by the difference of
the averaged pressures (〈〉ij refers to the surface average on Γij , see Eq. 2.12).
Knowing these issues, how can two-phase flows in highly permeable media be characterized? Starting
from the mathematical problem at the local scale, we propose to discuss the volume averaging method for
two-phase flows in porous media. The method presented here was introduced initially by Whitaker [187]
(1986) for creeping flows, and was further developed later by Torres [53] (1987) and Lasseux et al. [103]
(1996), [101] (2008, inertial flows). Some of the steps of the developments are somehow classical and are
not developed in details here, but can be found in the works referred above. Although the analysis relies
on strong assumptions for the flow at pore-scale (quasi-staticity, strong capillary effects, etc), that are not
verified in our case, it is interesting to discuss on the consequences of these assumptions, and to what extent
they are required to establish a closure. These developments will indeed serve as a basis for the development
of our model for more dynamic flows in the next chapter.
At the end of this chapter, we continue the reflection with an analysis of the momentum exchange between
two immiscible fluid phases in porous media. This exchange is characterized by the macroscopic cross-terms
that appear in the momentum balance at macroscale. It can be of primary importance for two-phase flows
in highly permeable media, and especially for gas-liquid flows in columns equipped with structured packings.
This analysis is presented in a paper that was published in Physical Review Fluids.
4.2 Two-phase flow model at macroscale: step by step method
4.2.1 Step 1: Mathematical problem at pore-scale
A system of two immiscible fluid phases i and j in a domain Ω is considered. The wetting phase is assumed
to wet perfectly the medium, i.e., triple line effects are not considered. This assumption is verified in the
distillation process, but it is known that triple line effects are encountered in other separation processes in
structured packings ([174] for instance, using an aqueous amine solution). Assuming constant densities and
viscosities, the mass and momentum conservation equations at the pore-scale respectively read
∇ · uα = 0 in Ωα, α = i, j, (4.3a)
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and
ρα
(
∂uα
∂t
+ uα · ∇uα
)
= −∇pα +∇ ·
[
µα
(
∇uα + (∇uα)T
)]
+ ραg in Ωα, α = i, j. (4.3b)
This system of conservation equations is completed by boundary conditions, including no-slip conditions at
the walls
uα = 0 at Γασ α = i, j, (4.3c)
where σ refers to the solid structure. The continuity of velocities at the interface Γij
ui = uj at Γij , (4.3d)
is also verified, as well as the balance of the stress jump at Γij
− pinij + µinij ·
[
∇ui + (∇ui)T
]
= −pjnij + µjnij ·
[
∇uj + (∇uj)T
]
+ 2γHnij at Γij , (4.3e)
where γ is the surface tension and H is the local curvature of the interface. Finally, assuming that there is
no phase change, the velocity of the interface Γij verifies
nij ·wij = nij · ui = nij · uj at Γij . (4.4)
This relationship is however not true if one considers the exchange of chemical species in the distillation
process [66].
4.2.2 Step 2: volume averaging
The volume averaging of the mass conservation equation Eq. 4.3a for phases i and j leads to
∇ · 〈uα〉+ 1
Vα
ˆ
Γασ∪Γij
nα · uαdΓ = 0 α = i, j, (4.5)
where the notation nα denotes the normal vector to the interfaces with the phase α. This relation simplifies
in
∇ · 〈uα〉+ 1
Vα
ˆ
Γij
nα · uαdΓ = 0 α = i, j, (4.6)
when one considers the no-slip condition uα = 0 at Γασ. It is now relevant to introduce the velocity wij of
the interface Γij
∇ · 〈uα〉+ 1
Vα
ˆ
Γij
nα · (uα −wij) dΓ + 1
Vα
ˆ
Γij
nα ·wijdΓ = 0 α = i, j. (4.7)
Using the relation Eq. 2.19, ε∂Sα∂t =
1
Vα
ˆ
Γij
nα ·wij dΓ, introduced in Chapter 2, it comes
ε
∂Sα
∂t
+∇ · 〈uα〉+ 1
Vα
ˆ
Γij
nα · (uα −wij) dΓ = 0 α = i, j. (4.8)
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This relation involves an integral term in nα · (uα −wij), which might be of importance if the interfacial
mass transfer is strong. In case of immiscible fluid phases, it reduces to zero based on the relation Eq. 4.4.
It therefore comes
ε
∂Sα
∂t
+∇ · 〈uα〉 = 0 α = i, j. (4.9)
This relation characterizes the evolution of the fluid saturation Sα within the medium at large scale. This is
a closed relation, in the sense that it contains only averaged quantities.
The macroscale momentum relation Eq. 4.3b requires a more complex treatment. By averaging and using
the theorems of volume averaging, we first establish the intrinsic average of the momentum equations of the
phases i and j
ρα
∂ 〈uα〉α
∂t
+ ρα∇ · 〈uαuα〉α = −∇〈pα〉α + ραg + µα∇2 〈uα〉α +
1
Vα
ˆ
Γασ∪Γij
nα ·
[
−pαI + µα
(
∇uα + (∇uα)T
)]
dΓ, α = i, j.
(4.10)
Using the theorems of volume averaging and the decomposition in average plus deviation, the intrinsic average
momentum balance for phases i and j becomes after simplification
ρα
∂ 〈uα〉α
∂t
+ ρα 〈uα〉α · ∇ 〈uα〉α + ραε−1α ∇ · 〈u˜αu˜α〉 = −∇〈pα〉α + ραg+
1
Vα
ˆ
Γασ∪Γij
nα ·
[
−p˜αI + µα
(
∇u˜α + (∇u˜α)T
)]
dΓ− µαε−1α
(∇2 〈uα〉+∇εα · ∇ 〈uα〉α) , α = i, j.
(4.11)
The terms in this relation can be identified as follows
– the two first terms correspond respectively to a macroscopic acceleration and to a macroscopic convec-
tion.
– the term ραε−1α ∇·〈u˜αu˜α〉 contains information from the local scale and is referred as a dispersion term.
– the term −∇〈pα〉α + ραg is the pressure drop in the flow.
– the integral term is often referred to as a surface filter, and corresponds to the pressure and viscous
stress at the interfaces.
– the terms involving gradients of the averaged velocity, on the right hand side, are known as the Brinkman
terms. They are often considered negligible far from the boundary conditions, where the averaged
velocity is nearly uniform.
This momentum balance is said as unclosed, as it mixes terms varying at the pore-scale, p˜α, u˜α, and averaged
quantities varying at a much larger scale 〈pα〉α, 〈uα〉α. It will be seen later that some of these terms are
negligible compared to others, and can be removed. Now, the step is to close the system, which is achieved
by constructing approximations of the deviation terms p˜α and u˜α, thus relating the micro and the macro
scales.
4.2.3 Step 3: Problem on the deviations
Mass and momentum balances The boundary value problems on the perturbations is in particular
established by subtracting the averaged system from the system at the microscale. Subtracting the averaged
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mass balance Eq. 4.8 from the mass balance at the local scale Eq 4.3a leads to
∇ · u˜α = 0 in Ωα, α = i, j, (4.12)
if one assumes that
ε
∂Sα
∂t
 ∇ · u˜α, α = i, j, (4.13)
This condition holds if the characteristic time for the variations of Sα, t?α, is such that
t?α 
lα
‖〈uα〉α‖ , α = i, j, (4.14)
where ∇ · u˜α ∼ ‖〈uα〉
α‖
lα
. Using the relation ε∂Sα∂t =
1
Vα
ˆ
Γij
nα ·wij dΓ, the constraint also reads
∥∥∥nα · 〈wij〉ij∥∥∥ ‖〈uα〉α‖ , α = i, j, (4.15)
if one estimates the interfacial area per unit volume ΓijVα to be on the order of
1
lα
. This estimation constrains
the interface Γij to be quasi-static compared to the flow process. It is well-known, however, that such a
condition is not verified in case of rapid pore-scale displacements events, also referred to as Haines jumps
[55, 12] (or snap-off, ganglion dynamics). Experimental and numerical analysis were proposed recently
[55, 12], showing that the Haines jumps correspond to successive reconfigurations of the system. In between
these reconfigurations, though, the interface can be considered as quasi-static compared to the fluid flow. In
the distillation process in normal operating conditions (apart from flooding), there are no such Haines jumps
or snap-off, but the propagation of a train of soliton-like waves at the surface of the film also raises questions
regarding the hypothesis of quasi-staticity.
Similarly, the momentum conservation equation is obtained by subtracting the averaged momentum
balance Eq. 4.11 from the momentum balance at pore-scale Eq 4.3b. After simplifications based on the
orders of magnitude of the different terms [101], it reduces to
ραuα · ∇u˜α = −∇p˜α + µα∇2u˜α − 1
Vα
ˆ
Γασ∪Γij
nα ·
(
−p˜αI + µα
(
∇u˜α + (∇u˜α)T
))
dΓ in Ωα, α = i, j.
(4.16)
In this relation, the acceleration term ρα ∂u˜α∂t is especially neglected if the process is observed at times much
larger than the time corresponding to the viscous relaxation of the flow
t?α 
ραl
2
α
µα
, α = i, j. (4.17)
This concerns for instance the relaxation of any perturbations close to the boundary conditions or the
relaxation of an initial state of the flow. The system must therefore be observed after a certain amount of time.
This condition is not necessarily verified in case of time-dependent boundary conditions, or when one considers
intrinsically unsteady flows (for instance train of bubbles). It is however required for the establishment of
the closure as it allows to obtain a steady-state problem at the pore-scale for the perturbations.
Together with the time-scale constraint Eq. 4.14, the system must be considered at a time t? such that
t?  max
[
max
α=i,j
(
ραl
2
α
µα
)
, max
α=l,g
(
lα
‖〈uα〉α‖
)]
. (4.18)
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Boundary conditions By decomposing the boundary conditions Eqs 4.3c to 4.3e using an average plus
perturbation decomposition, it comes respectively
u˜α = −〈uα〉α at Γασ α = i, j, (4.19)
u˜i = u˜j + 〈uj〉j − 〈ui〉i at Γij , (4.20)
nij (p˜j − p˜i) + nij
(
〈pj〉j − 〈pi〉i
)
= µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)
+ 2γHnij at Γij ,
(4.21)
where the macroscale velocity gradients are neglected as they vary at a much larger scale than the gradients of
the velocity perturbations. At this stage, to be able to totally understand the issues involved in the derivation
of closure relationships, it is interesting to focus on the continuity of the constraints at the interface Γij ,
Eq. 4.21. To highlight the different forces that contribute to the deformation of the interface, we consider
the effects of the averaged pressure fields at all points x+ y in the REV on the stress-jump. This variation
is estimated via a Taylor series approximation, so that the pressure field pi reads for instance
pi|x+yi =
[
〈pi〉i
∣∣∣
x
+ yi · ∇ 〈pi〉i
∣∣∣
x
+O (y2i )]+ p˜i|x+yi ,
where yi indicates the position in the phase i from the centroid of the averaging volume x. Considering only
the first order development, the stress-jump can be rewritten as follows
nij
(
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
)
+ nijy ·
[(
∇〈pj〉j
∣∣∣
x
− ρjg
)
−
(
∇〈pi〉i
∣∣∣
x
− ρig
)]
︸ ︷︷ ︸
dynamic pressure
+ nijy · (ρj − ρi) g︸ ︷︷ ︸
hydrostatic pressure
(4.22)
= −nij (p˜j − p˜i) + µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)
+ 2γHnij at Γij ,
where the hydrostatic pressure terms were voluntarily considered separately. The different contributions can
be listed as
– the difference of the averaged pressures 〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
,
– dynamic contributions, related to the term nijy ·
[(
∇〈pj〉j
∣∣∣
x
− ρjg
)
−
(
∇〈pi〉i
∣∣∣
x
− ρig
)]
and to the
variations of the pressure deviations nij (p˜j − p˜i),
– a gravity effect nijy · (ρj − ρi) g due the density contrast,
– viscous effects, characterized by the terms µjnij ·
(
∇u˜j + (∇u˜j)T
)
and µinij ·
(
∇u˜i + (∇u˜i)T
)
.
It is seen here that the fluid-fluid interface is submitted to deformations arising from various phenomena,
and at different scales. Stricto sensu, the closure of the two-phase system should account for these different
contributions. To further analyze the relative importance of the different terms, it is therefore suggested to
consider the surface average of the stress jump on the interface Γij , 〈〉ij (x). This allows to introduce the
averaged surface curvature 〈H〉ij , following the idea from the work of Whitaker [187]. By considering the
projection on the normal nij , it comes〈(
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
)〉
ij
+
〈
y ·
[(
∇〈pj〉j
∣∣∣
x
− ρjg
)
−
(
∇〈pi〉i
∣∣∣
x
− ρig
)]〉
ij
+ 〈y · (ρj − ρi) g〉ij
(4.23)
=
〈
− (p˜j − p˜i) + µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)〉
ij
+ 2γ 〈H〉ij at Γij ,
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Using the fact that the terms 〈pα〉α|x, ∇〈pα〉α|x and ραg are constant along the surface average and can be
extracted from the integral, it comes(
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
)
+ 〈y〉ij ·
[(
∇〈pj〉j
∣∣∣
x
− ρjg
)
−
(
∇〈pi〉i
∣∣∣
x
− ρig
)]
+ (ρj − ρi) 〈y〉ij · g
(4.24)
=
〈
−nij (p˜j − p˜i) + µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)〉
ij
+ 2γ 〈H〉ij at Γij ,
where 〈y〉ij is the averaged position of the interface Γij . An estimation of the pressure deviations p˜i and p˜j
can then be roughly made using the momentum balance on the perturbations, Eq. 4.16,
p˜α ∼ O
(
µαlα
∥∥∇2u˜α∥∥+ ραlα ‖uα · ∇u˜α‖) , α = i, j. (4.25)
Using this estimation, one can also non-dimensionalize Eq. 4.24 with the capillary pressure 2γ 〈H〉ij in order
to identify relevant dimensionless numbers. It yields(
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
)
2γ 〈H〉ij
+
〈y〉ij ·
[(
∇〈pj〉j
∣∣∣
x
− ρjg
)
−
(
∇〈pi〉i
∣∣∣
x
− ρig
)]
2γ 〈H〉 +
〈y〉ij · (ρj − ρi) g
2γ 〈H〉ij
(4.26)
∼
max
α=i,j
O
(
µα 〈‖∇u˜α‖〉ij
)
2γ 〈H〉ij
+
max
α=i,j
O (ραlα ‖uα · ∇u˜α‖)
2γ 〈H〉ij
+ 1 at Γij ,
or, by introducing different dimensionless numbers,(
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
)
2γ 〈H〉ij
+Bod +Bo ∼ Caα 1
lα 〈H〉ij
+ CaαReα
1
lα 〈H〉ij
+ 1 at Γij . (4.27)
The dimensionless numbers read as follows
– a Bond number Bo = (ρj−ρi)‖〈y〉ij ·g‖2γ〈H〉ij ∼
(ρj−ρi)gl
2γ〈H〉ij , when one estimates the averaged position of the
interface to be on the order of the pore lengthscale 〈y〉ij ∼ l. The Bond number is likely to be small in
case of a small pore-scale l, i.e. in low permeability media, and if the averaged curvature of the interface
〈H〉ij is large. This constitutes a drastic assumption for two-phase flows in highly permeable porous
media, where conversely l is quite large, and which are more prone to generate films, i.e. a moderate
curvature 〈H〉ij of the interface. In structured packings, it will more likely be true in dense packings
(more than 500m2/m3), where the number of contact points between the sheets is high, which favors the
development of meniscus.
– a dynamic Bond number Bod =
〈y〉ij ·[(∇〈pj〉j|x−ρjg)−(∇〈pi〉i|x−ρig)]
2γ〈H〉ij ∼
l‖(∇〈pj〉j|x−ρjg)−(∇〈pi〉i|x−ρig)‖
2γ〈H〉ij .
The dynamic Bond number is zero in the limit of a quasi-static interface, ∇〈pα〉α|x = ραg, but can
affect the interface if ∇〈pα〉α|x 6= ραg. This is typically the case in chemical reactors, where the gas
phase is often forced co or counter-currently to the liquid phase, leading to a strong pressure gradient.
– a Capillary number, when one expresses
max
α=i,j
O(µα〈‖∇u˜α‖〉ij)
2γ〈H〉ij ∼
µα‖〈uα〉α‖
2γ
1
lα〈H〉ij ∼ Caα
1
lα〈H〉ij , α = i, j.
This term is negligible at low Capillary numbers and if 〈H〉ij is large, which is more prone to occur in
low permeable media.
– a Reynolds number, when one expresses
max
α=i,j
O(ραlα‖uα·∇u˜α‖)
2γ〈H〉ij ∼
µα‖〈uα〉α‖
2γ
ραlα‖〈uα〉α‖
µα
1
lα〈H〉ij = CaαReα
1
lα〈H〉ij , α =
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i, j. A low Reynolds number is therefore required to keep this term low.
In the limit when these dimensionless numbers remain low, the relation Eq. 4.26 reduces to
〈pj〉j
∣∣∣
x
− 〈pi〉i
∣∣∣
x
2γ 〈H〉ij
∼ 1. (4.28)
This is also the definition of the macroscale capillary pressure evocated earlier
〈pj〉j − 〈pi〉i = 2γ 〈H〉ij . (4.29)
This relation means that the difference of the averaged pressures 〈pj〉j−〈pi〉i controls the interface curvature.
It relies on the conditions developed above, including low Bond (static and dynamic) and Capillary numbers.
Keeping in mind the assumptions leading to the quasi-stationary interface, one can insert the relation Eq. 4.29
within the stress jump Eq. 4.21 for the perturbations. It yields
0 = −nij (p˜j − p˜i) + µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)
+ 2γH˜nij at Γij , (4.30)
where H˜ is the local deviationH−〈H〉ij . One can see that the stress-jump at Γij still involve the term 2γH˜nij .
Strictly speaking, this term should be considered as a source term for the mapping of the perturbations. It
is however considered negligible at the closure scale [187, 53, 101], under the assumption that the mean
curvature 〈H〉ij undergoes negligible variations within the averaging volume
H˜  〈H〉ij . (4.31)
Therefore, under the conditions discussed thus far, one obtains a new mathematical problem on the per-
tubations p˜α and u˜α. It is also assumed that one can exhibit a representative elementary volume for the
perturbations, so that periodic conditions can be assumed. The boundary value problem reads
∇ · u˜α = 0 in Ωα, α = i, j, (4.32a)
ραuα · ∇u˜α = −∇p˜α + µα∇2u˜α − 1
Vα
ˆ
Γασ∪Γij
nα ·
[
−p˜αI + µα
(
∇u˜α + (∇u˜α)T
)]
dΓ in Ωα, α = i, j,
(4.32b)
u˜α = −〈uα〉α at Γασ, α = i, j, (4.32c)
u˜i = u˜j −
(
〈ui〉i − 〈uj〉j
)
at Γij , (4.32d)
0 = −nij (p˜j − p˜i) + µjnij ·
[
∇u˜j + (∇u˜j)T
]
− µinij ·
[
∇u˜i + (∇u˜i)T
]
at Γij . (4.32e)
with periodicity conditions for the perturbations in a representative unit-cell of the system
u˜α (r) = u˜α (r + lk) , α = i, j, k = 1, 2, 3, (4.32f)
p˜α (r) = p˜α (r + lk) , α = i, j, k = 1, 2, 3. (4.32g)
At this stage of the procedure, it has been established
1. unclosed mass and momentum macroscale balances for the two phases, Eq. 4.8 and Eq. 4.11 respectively,
in Section 4.2.2.
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2. the boundary value problem that is verified at local scale by the perturbations, Eq 4.32, if one considers
a quasi-static process and low Capillary, Bond and Reynolds numbers at the pore-scale.
Based on this mathematical problem, the next step consists in proposing closure relationships for the per-
turbations.
4.2.4 Step 4: Approximation of the perturbations
Closure problems The mathematical problem on the perturbations Eq 4.32 involves two “source terms”,
〈ui〉i and 〈uj〉j . The representation of the perturbations is therefore seen as a linear combination of the two
source terms, and reads respectively for the couples (p˜i, u˜i) and (p˜j , u˜j)
u˜i = Aii · 〈ui〉i +Aij · 〈uj〉j , (4.33a)
p˜i = µi
[
aii · 〈ui〉i + aij · 〈uj〉j
]
, (4.33b)
and
u˜j = Aji · 〈ui〉i +Ajj · 〈uj〉j , (4.34a)
p˜j = µj
[
aji · 〈ui〉i + ajj · 〈uj〉j
]
, (4.34b)
where the couples (aii,Aii) and (aij ,Aij) are the closure variables for (p˜i, u˜i) and (ajj ,Ajj) and (aji,Aji)
the closure variables for (p˜j , u˜j) respectively. To achieve that result, we adopt the approximation that
the equations are homogeneous with respect to the averaged velocities 〈ui〉i and 〈uj〉j . This is only an
approximation since in principle the mapping variables should also depend on the averaged velocities. These
representations can be inserted in the boundary value problem for the perturbations, Eqs 4.32. One obtains
two boundary values problems respectively on, the couples (aii,Aii) and (aij ,Aij), and the couples (ajj ,Ajj)
and (aji,Aji). These two problems are given in the Appendix B.1. These closure problems still involve the
velocities ui and uj of the flow at pore-scale, from the inertial term ραuα ·∇u˜α in Eq. 4.32b. In the limit of a
creeping flow, this term vanishes to zero. When this terms is non-zero, however, the resolution of the closure
problems requires to solve initially the flow at pore-scale in order to obtain ui and uj in the representative
unit-cell of the system. In the same spirit, the resolution of the closure problem in Chapter 3 required to
resolve the flow at the microscale beforehand to get the velocity field. The resolution of these closure problems
has not been published yet in the literature.
4.2.5 Step 5: Closure at macroscale
Given the representations of the perturbations Eqs 4.33 and 4.34, it is now possible to close the momentum
balance that results from the volume averaging method Eq. 4.11. Prior to that, the relation is reassessed
as some of the terms become negligible due to the constraints introduced throughout the developments. We
recall that the unclosed macroscale momentum balance reads
ρα
∂ 〈uα〉α
∂t
+ ρα 〈uα〉α · ∇ 〈uα〉α + ραε−1α ∇ · 〈u˜αu˜α〉 = −∇〈pα〉α + ραg+
1
Vα
ˆ
Γασ∪Γij
nα ·
[−p˜αI + µα (∇u˜α +∇u˜Tα)] dΓ− µαε−1α (∇2 〈uα〉+∇εα · ∇ 〈uα〉α) , α = i, j. (4.35)
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The terms µαε−1α ∇2 〈uα〉 and µαε−1α ∇εα·∇ 〈uα〉α, referred to as the Brinkman terms, are generally considered
negligible, as they consist in large scale variations. They can be of importance close to the boundary
conditions, where the gradients of saturation or averaged velocities are stronger. In columns equipped with
structured packings, the boundary conditions may play a significant role at the side of the column or at the
transition between packs, and it might be required to keep these terms. In the bulk of the column, however,
the Brinkman terms can be safely neglected. Also, under the time-scale constraint Eq. 4.18 that guarantees
that the process is quasi-static, the acceleration term ρα ∂〈uα〉
α
∂t becomes negligible. Finally, the issue is on
the terms ρα 〈uα〉α · ∇ 〈uα〉α and ραε−1α ∇ · 〈u˜αu˜α〉 . By estimating their order of magnitude as
ρα 〈uα〉α · ∇ 〈uα〉α , ραε−1α ∇ · 〈u˜αu˜α〉 = O
(
ρα ‖〈uα〉α‖2
L
)
, (4.36)
and estimating roughly the magnitude of the integral term via the interfacial viscous shear stress, one gets
that the ratio of the macroscopic inertial terms to the integral terms is
ρα‖〈uα〉α‖2/L
µα‖〈uα〉α‖/l2α
= ρα ‖〈uα〉
α‖ lα
µα
lα
L
. (4.37)
The macroscopic inertial terms are therefore negligible if
Reα
lα
L
 1. (4.38)
This condition is generally very reasonable in porous media, where the Reynolds numbers are limited. One
can also argue that for high Reynolds flows, the porous medium will destroy coherent structures larger than
the size of the pores [88]. However, for the gas-liquid flow within structured packings, which is of high
porosity level and where the gas phase is turbulent, this is an open question. Considering the highest air flow
rate that is considered in the experiments of Suess and Spiegel [167] (3m/s), and estimating the characteristic
lengthscale of the gas phase in the column as la ∼
√
K0 ∼ 8.36e− 4m from the permeability of the packing
considered in Chapter 3, one obtains
L = 13.9× 10−2 m, (4.39)
to obtain Rea
la
L
= 1. According to this estimation, one therefore has to consider a very large representative
volume in order to neglect the macroscopic inertial terms in the momentum balance. However, following
the work of Jin et al. [88], we think that macroscopic eddies cannot propagate in such structures in the
turbulent regime. Following, also, the assumption made in the previous chapter of localized inertial effects,
we consider that the macroscopic terms in the momentum balance are negligible. Further simulation works
over sufficiently large volumes are here required to address more precisely this question and to determine
whether there is macroscopic turbulent eddies in structured packings.
Following the simplifications, the momentum balance at the continuum scale for the phases i and j
therefore reduces to
0 = −∇〈pα〉α + ραg + 1
Vα
ˆ
Γασ∪Γij
nα ·
[−p˜αI + µα (∇u˜α +∇u˜Tα)] dΓ, α = i, j. (4.40)
Inserting the closure relations Eqs 4.33 and 4.34, it comes respectively for the phase i
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0 = −
(
∇〈pi〉i − ρig
)
+µi
 1Vi
ˆ
Γiσ∪Γij
ni ·
[
−aiiI +
(
∇Aii +∇ATii
)]
dΓ
 · 〈ui〉i
+µi
 1Vi
ˆ
Γiσ∪Γij
ni ·
[
−aijI +
(
∇Aij +∇ATij
)]
dΓ
 · 〈uj〉j ,
(4.41)
and for the phase j
0 = −
(
∇〈pj〉j − ρjg
)
+µj
 1Vj
ˆ
Γjσ∪Γij
nj ·
[
−ajjI +
(
∇Ajj +∇ATjj
)]
dΓ
 · 〈uj〉j
+µj
 1Vj
ˆ
Γjσ∪Γij
nj ·
[
−ajiI +
(
∇Aji +∇ATji
)]
dΓ
 〈ui〉i .
(4.42)
The integral terms represent the transfer of information from the micro to the macroscale and can be iden-
tified as effective parameters. Lasseux et al. [101] suggest here to decompose the viscous and the inertial
contributions in the integrals. This is actually identical to the method used in Chapter 3 for the derivation
of the generalized Darcy’s law in the inertial regime (introduction of an inertial correction). The effective
parameters are defined as follows
0 = −
(
∇〈pi〉i − ρig
)
+µi

1
Vi
ˆ
Γiσ∪Γij
ni ·
[
−aiiI +
(
∇Aii +∇ATii
)]
dΓ
︸ ︷︷ ︸
−K−1
ii
·(I+F ii)εi

· 〈ui〉i
+µi

1
Vi
ˆ
Γiσ∪Γij
ni ·
[
−aijI +
(
∇Aij +∇ATij
)]
dΓ
︸ ︷︷ ︸
K−1
ii
·(Kij−F ij)εj

· 〈uj〉j ,
(4.43)
and
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0 = −
(
∇〈pj〉j − ρjg
)
+µj

1
Vj
ˆ
Γjσ∪Γij
nj ·
[
−ajjI +
(
∇Ajj +∇ATjj
)]
dΓ
︸ ︷︷ ︸
−K−1
jj
·(I+F jj)εj

· 〈uj〉j
+µj

1
Vj
ˆ
Γjσ∪Γij
nj ·
[
−ajiI +
(
∇Aji +∇ATji
)]
dΓ
︸ ︷︷ ︸
K−1
jj
·(Kji−F ji)εi

〈ui〉i .
(4.44)
Based on the resolution of the closure problems, one can determine the effective terms by computing the
surface integrals. Another formulation of the closure problems, via a change of variables, also allows to
compute the effective terms as volume integrals. Here,
– Kii and Kjj are the intrinsic permeability tensors
– Kij and Kji are the viscous drag tensors
– F ii and F jj are the inertial correction tensors
– F ij and F ji are the inertial drag tensors
The system at the continuum scale can be rewritten under the form of Darcy-like laws, which read
ε
∂Si
∂t
+∇ · 〈ui〉 = 0, (4.45a)
〈ui〉 = −Kii
µi
· (∇Pi − ρig)− F ii · 〈ui〉+ (Kij − F ij) · 〈uj〉 , (4.45b)
and
ε
∂Sj
∂t
+∇ · 〈uj〉 = 0, (4.46a)
〈uj〉 = −Kjj
µj
· (∇Pj − ρjg)− F jj · 〈uj〉+ (Kji − F ji) · 〈ui〉 . (4.46b)
We propose now to study the structure of the model with cross-terms Eqs 4.45 and 4.46 in the viscous
regime (F terms equal to zero), and more generally the impact of the viscous coupling on the flow at steady-
state and on the fluid fronts. The methodology is based on the Buckley-Leverett theory, which is extended to
the model with cross-terms. This method allows to obtain a semi-analytical solution of the flow for the model
with and without cross-terms, and therefore to analyze the impact of the momentum exchange. The impact
of the permeability, the viscosity ratio, and the relative importance of the gravity effects are investigated and
discussed on classical configurations encountered in porous media. The theoretical solutions are compared
to experimental data, validating the importance of cross-terms, especially in highly permeable media.
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Abstract
Continuum models that describe two-phase flow of immiscible fluids in porous media often treat momen-
tum exchange between the two phases by simply generalizing the single-phase Darcy’s law and introducing
saturation-dependent permeabilities. Here, we study models of creeping flows that include an explicit cou-
pling between both phases via the addition of cross-terms in the generalized Darcy’s law. Using an extension
of the Buckley-Leverett theory, we analyze the impact of these cross-terms on saturation profiles and pressure
drops for different couples of fluids and closure relations of the effective parameters. We show that these
cross-terms in the macroscale models may significantly impact the flow compared to results obtained with
the generalized Darcy’s laws without cross-terms. Analytical solutions, validated against experimental data,
suggest that the effect of this coupling on the dynamics of saturation fronts and the steady state profiles is
very sensitive to gravitational effects, the ratio of viscosity between the two phases and the permeability. Our
results indicate that effects of momentum exchange on two-phase flow may increase with the permeability of
the porous medium, when the influence of the fluid/fluid interface becomes similar to that of the solid/fluids
interface.
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4.3 Introduction
Modeling two-phase flows of immiscible fluids in porous media is important in many scientific and industrial
areas, including petroleum engineering and hydrogeology [98, 20], chemical engineering, and nuclear safety
[57, 33]. The classical mathematical descriptions of momentum transport at the continuum-scale are simple
extensions of Darcy’s law for single-phase flow. The most widespread model corresponds to the generalized
Darcy’s laws [119], where the relative influence of one phase on the other one is captured by a relative
permeability, which is usually treated as a function of the saturations [77]. In most of these representations,
the coupling between the two phases is done by simply correcting effective parameters of models initially
developed for single-phase flow.
While generalized Darcy’s laws models are being currently used in engineering practice, research of the
last decades has lead to more elaborate models capable of dealing with complex and dynamic pore-scale
physics [187, 16, 90, 135, 73, 143, 76, 64, 112, 38]. Among these models, there has been recently a renewed
interest for those that include an explicit coupling for the description of mass and momentum exchanges
between the phases [33, 36]. Cross-terms that couple the equations for momentum transport of each phase
can be obtained theoretically, either by considering the case of the annular viscous two-phase flow in tubes, for
which a simple analytical solution analogous to that of Poiseuille can be derived [149, 91], or from upscaling
techniques such as the method of volume averaging ([187], more detail in Section 4.4.1) or homogenization
theory [16].
How important are these cross-terms? We anticipate that this will strongly depend upon the contact area
between the two fluid phases, which in turn is controlled by effects such as the capillary action, wettability
or the structure of the porous medium. If the area of the fluid/fluid interface is comparable to the area of
fluid/solid interfaces, the coupling terms may be important, whereas if the area of the fluid/solid interface
is much larger than that of the fluid/fluid interface, exchanges may be minimal. The hypothesis that we
explore in this paper is that the size of the pores can control the influence of the fluid/fluid and fluids/solid
interfaces, and therefore exchanges between the two phases. In particular, our idea is that there is a positive
correlation between the size of the pores and the effects of the cross-terms on momentum transport. This
hypothesis is based on a variety of results from the literature that we detail below.
On the one hand, studies such as [192] show that coupling effects are relatively small for water (wetting)
and mercury (non-wetting) flowing through packed sand (permeability of about 34 × 10−12m2). Zarcone
and Lenormand hypothesize that the wetting and non-wetting phases flow through different pore networks,
most likely because of capillarity, and therefore minimize the interfacial area between the two fluid. The
consequence is that solid/fluid interactions dominate over fluid/fluid interactions. While this is a controversial
hypothesis (see e.g. [148, 149, 91, 26, 24]), there is also circumstantial evidence that coupling effects are small
in low permeability media. For instance, these terms are always neglected in reservoir modeling of water–oil
flow through rocks with relatively low permeabilities–typically, permeabilities of the rocks are about 10−12 m2
or less in petroleum engineering.
On the other hand, studies such as [41, 90, 91, 150] indicate that a strong friction between the two phases
can occur when the interface area and the permability are large. Such a strong interaction between phases has
also been observed in many chemical engineering or nuclear engineering applications involving regular packed
beds or structured packings with large permeabilities (permeabilities of about 10−8 to 10−6 m2). For instance
models of co- and counter-current flows in trickle beds or structured packings often consist of conservations
laws corrected with additional friction terms [81] describing phase interactions. This is also the case for
boiling water-steam flows in nuclear debris bed, for which various heuristic models have been developed
[108, 155, 177, 176]. Experiments for such systems show that many observations cannot be reproduced by the
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classical models without cross-terms [176, 33, 36].
In this paper, our goal is to analyze the relative importance of coupling terms in continuum-scale models
of two-phase flows in porous media. To do so,
– we first develop a generic model for two-phase flow of immiscible fluids in porous media with an explicit
exchange of momentum between both phases (Section 4.4.1).
– we then use the Buckley-Leverett theory (Section 4.4.2), that is extended to account for the cross-terms,
to calculate the saturation profiles and their dynamics in a one-dimensional setting (Section 4.5).
Considering simulations and experimental data from the literature on imbibition (Section 4.5) and
drainage (Section 4.5) for water-air and water-oil, we evaluate the relative influence of the cross-terms
and their physical relevance depending on the system considered.
4.4 Methods
Here, we first present a continuum model to describe two-phase flow of immiscible fluids in porous media.
We then go on to provide a brief description of the Buckley-leverett theory (Section 4.4.2), the configurations
studied (Section 4.4.3), along with a list of the different closure relations used (Section 4.4.4).
4.4.1 Models and assumptions
4.4.1.1 Model with cross-terms
Continuum models for the creeping flow of two immiscible fluids, phases i and j, involving cross-terms for
momentum exchanges were initially postulated by Raats and Klute in [140] and Baveye and Sposito in
[19], often following arguments based on the concepts of irreversible thermodynamics [90, 72, 116]. Using
the volume averaging theory, Whitaker in [187] derived a model with closure problems for the effective
parameters. In this work, we will use these expressions from volume averaging as a basis to construct our
model. Similar coupled laws were also derived by Auriault in [16] using the method of homogenization and
by Marle in [116] using concepts of irreversible thermodynamics.
The mass conservation equation for phases i and j reads
ε
∂
∂t
 Si
Sj
+∇ ·
 Ui
Uj
 =
 0
0
 , (4.47)
with Ui and Uj the superficial velocities and ε the porosity of the porous medium. For simplicity, we do not
take into account residual saturations, which could be easily treated by changing the saturation variables to
the reduced saturations, S?i =
Si−Smini
Smax
i
−Smin
i
and S?j =
Sj−Sminj
Smax
j
−Smin
j
.
The momentum transport equations read [187]
Ui = −Kii
µi
· (∇Pi − ρig) + Kij ·Uj , (4.48a)
Uj = −Kjj
µj
· (∇Pj − ρjg) + Kji ·Ui, (4.48b)
where ∇Pi and ∇Pj are the pressure gradients, ρi (ρj) and µi (µj) the density and viscosity of phase i (j
respectively) and g is the gravitational acceleration. Kii and Kjj are second-order permeability tensors and
Kij and Kji are second-order viscous coupling tensors. Eqs 4.48a and 4.48b are the equations that differ from
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the generalized Darcy’s law in that we have cross-terms Kij ·Uj and Kji ·Ui describing momentum exchange
between both phases. Lasseux et al. recently showed that this model can be further extended to account
for inertial effects by including additional drag terms [101], but we limit our analysis to creeping flow in this
paper. In fact, in such cases, the velocity dependant terms are not compatible with the Buckley-Leverett
theory.
The derivation of these models requires several important assumptions. One of these is that the interface
between the immiscible fluids remains locally quasi-static, i.e., that the flow at the pore-scale relaxes quickly
compared to characteristic timescales of the macroscale process. Another important assumption is that the
Capillary and Bond numbers, which respectively compare the viscous and gravity effects to surface tension,
are much smaller than unity. Alternative models have been proposed to account for dynamic effects (see
for example [87, 4] for the use of pseudo-functions, [132, 76, 112] for other forms of laws accounting for
dynamic effects induced by heterogeneities, multi-zones, or [152] for the use of the theory of irreversible
thermodynamics). However, it is probable that less restrictive assumptions in the upscaling may still yield
equations similar to Eqs 4.48a and 4.48b for momentum transport, with the same effective parameters but
capturing additional physical effects. Further, the expression in Eqs 4.48 is used, in a variety of different
forms, in engineering applications, where it is successful in describing many different systems [162]. We
therefore base our model on the system of equations 4.47, 4.48a and 4.48b, with simplifications that are
described in the next Section.
4.4.1.2 Simplifications
The objective of this paper is to emphasize the contribution of the additional terms compared to the behavior
of the classical model. Many different initial boundary value problems could be used as test cases. However, we
will limit our investigation to one-dimensional situations commonly encountered in the laboratory experiments
that have been used to study flows and measure transport parameters in such systems. Simplifications that
correspond to these most common situations are as follows:
– Isotropy: for simplicity, we consider that the tensorial permeabilities Kii and Kjj can be written as
Kii = K0kriI, Kjj = K0krjI, (4.49)
where I is the identity tensor, K0 is the intrinsic permeability of the medium and kri and krj are the
relative permeabilities of phases i and j respectively. This form is based on the assumptions that the
porous structure is isotropic and that there is no anisotropy generated by the two-phase flow itself [134].
Similarly, we write
Kij = KijI, Kji = KjiI.
– Dimensions: we limit our analysis to a one-dimensional system.
– Consistency of the relative permeabilities: we assume that
kri (Si = 1) = 1, krj (Si = 1) = 0, (4.50)
kri (Si = 0) = 0, krj (Si = 0) = 1, (4.51)
Kji (Si = 1) = 0, Kij (Sj = 1) = 0, (4.52)
which are necessary assumptions to obtain Darcy’s law in the limit of single-phase flow.
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– Local pressure equilibrium: assuming that capillary effects are negligible at macroscale, we write Pi =
Pj ≡ P and ∂Pi∂x = ∂Pj∂x ≡ ∂P∂x . This assumption holds for flows within highly permeable media, where
viscous and inertial effects dominate over the capillary pressures. This will be correct for pores much
larger than the capillary length. For air-water flow at standard temperature and pressure, an order of
magnitude estimation is therefore that the pores are significantly larger than the millimeter, i.e., that
the permeability is larger than about 10−9 m2. This is consistent with the fact that, as discussed in
introduction, the coupling terms are likely to play a more significant role for highly permeable media.
4.4.1.3 Mass balance
With these assumptions, the mass balance equations now read
ε
 ∂Si∂t
∂Sj
∂t
+
 ∂Ui∂x
∂Uj
∂x
 =
 0
0
 . (4.53)
4.4.1.4 Momentum balance with cross-terms
Momentum balance equations with cross-terms can be written as
Ui = −Kii
µi
(
∂P
∂x
− ρig
)
+KijUj , (4.54)
Uj = −Kjj
µj
(
∂P
∂x
− ρjg
)
+KjiUi, (4.55)
with gravity colinear and oriented with the basis vector ex, so that g · ex = g.
An alternative formulation, initially derived by Lasseux et al. [103], can be obtained by combining Eqs 4.54
and 4.55  Ui
Uj
+K?
 ∂P∂x − ρig
∂P
∂x − ρjg
 = 0. (4.56)
The matrix K? is symmetric and reads
K? =
 K?ii/µi K?ij/µj
K?ji/µi K
?
jj/µj
 = 11−KijKji
 Kii/µi KjjKij/µj
KiiKji/µi Kjj/µj
 . (4.57)
4.4.1.5 Momentum balance without cross-terms (generalized Darcy’s laws)
Momentum balance equations without cross-terms are simply obtained by setting Kij = 0 and Kji = 0 in
the previous model, so that we have
Ui = −Kii
µi
(
∂P
∂x
− ρig
)
, (4.58)
Uj = −Kjj
µj
(
∂P
∂x
− ρjg
)
. (4.59)
4.4.2 Buckley-Leverett theory
With these simplifications, equations can be grouped together into a single non-linear hyperbolic equation
suitable for an analysis based on the Buckley-Leverett theory.
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4.4.2.1 Formulation
The Buckley-Leverett theory [31] has been widely used in the literature to analyze the structure of two-phase
flows through both homogeneous and heterogeneous media [31, 67, 22, 89, 32, 50]. It is also used as a reference
to validate numerical solvers [105, 171, 3, 79] and to evaluate their accuracy in capturing shocks. Here, we
consider a one-dimensional domain, with the initial condition Sj = 1 and phase i injected at constant flow
rate Ui (0, t) for t > 0. The Buckley-Leverett problem characterizes the propagation of the fluid front in the
domain and can be obtained by combining Eqs 4.53, 4.54 and 4.55. Introducing the total velocity U = Ui+Uj
, one obtains the velocity of phase i as
Ui =
mi +Kijmj
mi +mj +Kjimi +Kijmj
U + mimj
mi +mj +Kjimi +Kijmj
(ρi − ρj) g, (4.60)
where mi = Kii/µi and mj = Kjj/µj are the mobility parameters. This yields
ε
∂Si
∂t
+ ∂Fi
∂x
= 0, (4.61a)
Si (x, 0) = 0, (Sj (x, 0) = 1) , (4.61b)
Ui (0, t) = Fi [Si (0, t)] = U, t > 0, (4.61c)
where Fi (Si) is the flux function (also called fractional flow in the Buckley-Leverett theory) that reads
Fi (Si) = Ui = mi
mi +mj
U
(
f1 +
µi
µj
Ngkrj (Si) f2
)
. (4.62)
Here, Ng = K0(ρi−ρj)gUµi is the gravity number, krj (Si) is the relative permeability for the phase j and f1
and f2 are functions that characterize the impact of the coupling coefficients Kij and Kji in the momentum
balance equations,
f1 =
1 +Kij
mj
mi
1 + Kjimi +Kijmj
mi +mj
, f2 =
1
1 + Kjimi +Kijmj
mi +mj
. (4.63)
4.4.2.2 Unique solution for the conservation law
Eq. 4.61a is a scalar one-dimensional conservation law, whose solutions might involve discontinuities. Solving
this problem is meaningful only in a weak sense, allowing for discontinuous functions to be solutions. Further,
obtaining a unique and physically realistic result requires additional admissibility and entropic conditions.
Those are well discussed in the literature [31, 131, 48, 89, 144] and a little summary of methods for constructing
solutions is provided here.
We present in Fig. 4.2 the two configurations encountered in this study. In the former case, the inlet
condition, Fi (SL) = U = Ui (0, t) admits SL = 1 as unique solution (indices L and R for left and right). The
solution Si (x, t) of the Riemann problem admits two shocks between SL and S2, and between S1 and SR,
and a rarefaction wave between S1 and S2. The unique solution Si (x, t), shown in Fig. 4.2b, reads
Si (x, t) =

SL, for x < Fˆ ′i (S1) t,
Si (x, t) =
(
Fˆ ′i
)−1 (x
t
)
, for Fˆ ′i (S2) <
x
t
< Fˆ ′i (S1) ,
SR, for x > Fˆ ′i (S2) t,
(4.64)
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The solution Si (x, t) of the two-phase system is determined by considering the Riemann problem that is
associated with Eqs. 4.61. It reads
ε
∂Si
∂t
+ ∂Fi
∂x
= 0, (4.65a)
SL = Si (0, t) , (4.65b)
SR = Si (x, 0) , (4.65c)
with SL > SR. The inlet value SL is not known a priori, but verifies the equation of the inlet flow rate,
Fi (SL) = U (0, t) = Ui (0, t) (Eq. 4.61c). Given the conditions presented in Section 4.4.1.2, SL = 1 is always
solution of this equation, but other values can also be solutions when gravity effects dominate over viscous
effects (Ng > 1) [131].
The unique admissible solution of the system Eqs 4.65 is determined by constructing the concave hull
[131, 48], Fˆi, which is defined on the interval [SR, SL] as
Fˆi = inf
h∈Co
(h) , (4.66)
with Co the ensemble of concave functions such that, h ∈ Co is equivalent to
h(Si) > Fi(Si), ∀Si ∈ [SR, SL] . (4.67)
By construction, we obtain a number of intermediate points {Sk}n+10 such that SR < S1 < Sk < Sn < SL,
with k ∈ [0, n] and where the n+ 1 points correspond to the intersection points between Fˆi and Fi [131]. On
each of the interval [Sk, Sk+1], Fˆi either coincides with Fi or connects linearly Fˆi (Sk) to Fˆi (Sk+1). In the
former case, the solution between Sk and Sk+1 consists in a rarefaction wave, while in the second case the
solution is a shock that propagates with the speed
Fˆ ′i (Sk+1) =
Fi (Sk+1)−Fi (Sk)
Sk+1 − Sk , k ∈ [0, n] . (4.68)
This relation is the Rankine-Hugoniot condition. The solution must also verify the Oleinik entropy constraint,
that reads Fi (Si)−Fi (Sk+1)
Si − Sk+1 ≥ Fˆ
′
i (Sk+1) ≥
Fi (Si)−Fi (Sk)
Si − Sk , ∀S ∈ [Sk, Sk+1] . (4.69)
The characteristic curves of the system in the x− t plane verify
dx
dt
= Fˆ ′i (Si) , ∀Si ∈ [SR, SL] , (4.70)
leading the following equations for the characteristic curves (see Fig. 1c)
x = Fˆ ′i (Si) t+ r, ∀Si ∈ [SR, SL] , (4.71)
where r parametrizes the position of x at t = 0.
If the inlet condition Eq. 4.61c admits more than one solution (as illustrated in Fig. 4.2, bottom), which is
encountered when gravity effects dominate viscous effects, we select the minimum of the solutions of Eq. 4.61c,
Fi (Si) = U (0, t) = Ui (0, t), which corresponds to a positive shock speed. In the case illustrated in Fig. 4.2e),
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this corresponds to a unique shock between SL and SR given by the Rankine-Hugoniot condition
Fˆ ′i (SL) =
Fi (SL)−Fi (SR)
SL − SR . (4.72)
Other possible solutions have a shock with a negative propagation velocity, a case that has been previously
studied in [144]. The main difference between the case in [144] and the configurations here are the boundary
and initial conditions. In the case in [144], a fraction of the medium is initially fully saturated with one
phase and the rest fully saturated with the other phase. Therefore the values of the saturations are known
everywhere, yielding fronts propagating in opposite directions. In our case, the porous medium is initially
saturated only with one phase and we impose a velocity U at the inlet, which is the case corresponding to
the experimental data that we use. Given these boundary and initial conditions, we consider that shocks
cannot propagate contrary to the inlet velocity and that the only physically realistic solution Si (x, t) admits
one unique shock between SR and SL (see the illustration in Fig. 4.2), which is expressed as
Si (x, t) = SL, for x < Fˆ ′i (SL) t. (4.73)
As we will see later on, comparison of results obtained with this choice are in very good agreement with
experimental data, confirming that this is the correct case for the experimental data considered in this paper.
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Figure 4.2 – Construction of the saturation fronts. a) and d) Plots of the flux function Fi, the concave hull
Fˆi and its derivative Fˆ ′i . b) and e) The corresponding profile of the front Si along x. c) and f) Characteristic
curves of the system in the x− t plane. The first line corresponds to Fi (Si) = U having a unique solution.
The second line corresponds to Fi (Si) = U having multiple solutions.
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4.4.3 Boundary, initial conditions and fluids
We consider two boundary value problems corresponding to two classical configurations encountered in porous
media. The first configuration corresponds to the experiments of Chikhi et al. in [33], which is an air/water
system in a particle bed, a configuration known to emphasize the impact of the coupling terms as discussed
in [36]. It corresponds to a drainage process, since the non-wetting phase (air) is displacing the wetting phase
(water) out of the column. The second configuration describes an imbibition process, where a wetting phase
is introduced into a porous medium initially filled with a non-wetting phase. This problem corresponds
to the standard use of the Buckley-Leverett theory, for application to oil recovery using water. The two
configurations are illustrated in Fig. 4.3. The fluid properties–density and the viscosity–of air, water and oil
are given in Tab. 4.1.
Ua
g ex
(a) Configuration 1: drainage
Uw
g ex
(b) Configuration 2: imbibition
Figure 4.3 – Illustrations of the two configurations considered.
density ρ (kg/m3) viscosity µ (Pa.s)
air 1 1.8× 10−5
water 103 10−3
oil 8× 102 10−1
Table 4.1 – Fluid properties
4.4.4 Closures for the effective parameters
We consider two classes of closures for the effective parameters: one obtained from the literature in Clavier
et al. [36] (constructed from experimental data [33]) and one based on the analytical solution of an annular
two-phase viscous flow within a capillary tube. These closures are also compared to the one obtained by
Rothman in [150], Zarcone and Lenormand in [192] and Kalaydjian in [91] in Section 4.5.
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4.4.4.1 Configuration 1: closure from [36], based on experimental data
The first closure relations used in this paper have been recently obtained [36] from the experimental database
presented in [33] (CALIDE experiment). The experiments, which focus on water-air flow in a column filled
with coarse particles, were part of a large work studying water-steam flows in debris bed in the context of
a severe accident in a nuclear reactor. Air and water are injected from below, with controlled flow rate, in
a vertical column initially saturated with water until a steady-state is obtained (sketch in Fig. 4.2b). The
phase saturations were then measured using capacitance probes and the pressure drop was obtained via a
differential measure of the pressure. These experiments offer a very valuable database of saturations and
pressure drops over a wide range of flow rates. From these data, the authors also derive closures for the
effective parameters of the model Section 4.4.1. The term Kww of the water phase is assumed to be
Kww = K0S3w, (4.74a)
which also corresponds to a Brooks and Corey correlation. The effective parameters Kaa and Kwa are then
derived from the experimental data as
Kaa = K0 (1− Sw)4 , (4.74b)
Kwa = β
µa
µw
S2w
(1− Sw) , (4.74c)
where β is a factor that weights the amplitude of the cross-term and which is directly related to the particle
size. The term Kaw is finally determined using the relation between the non-diagonal coefficients in Eq. 4.57
Kaw =
µw
µa
KaaKwa
Kww
= β (1− Sw)
3
Sw
. (4.74d)
4.4.4.2 Configuration 2: analytical solution of the annular viscous flow
The second closure relations are derived from the analytical solution of an annular two-phase viscous flow i,
j within a capillary tube [78, 34] (see Fig. 4.4 for an illustration)
Kii = S2i − 2Si (1− Si)− 2 (1− Si)2 ln (1− Si)− 4rµ
[Si + (1− Si) ln (1− Si)]2
1− 2rµln (1− Si) , (4.75a)
Kjj = (1− Si)2 − 2rµ (1− Si)2 ln (1− Si)− 4rµ (1− Si)
2 [Si + (1− Si) ln (1− Si)]2
S2i − 2Si (1− Si)− 2 (1− Si)2 ln (1− Si)
, (4.75b)
Kij = 2rµ
Si + (1− Si) ln (1− Si)
1− 2rµln (1− Si) , (4.75c)
Kji = 2 (1− Si) Si + (1− Si) ln (1− Si)
S2i − 2Si (1− Si)− 2 (1− Si)2 ln (1− Si)
, (4.75d)
where i is the wetting phase and j is the non-wetting phase, and where rµ =
µj
µi
is the viscosity ratio. Clavier
[34] suggest simplified expressions in the limit where rµ  1,
Kapproxii = K0S3i , K
approx
jj = K0 (1− Si)2 , (4.76a)
Kapproxji =
1− Si
Si
, Kapproxij = rµ
S2i
1− Si . (4.76b)
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Kapproxii and K
approx
jj correspond here to the Brooks and Corey correlations [29] that are used extensively
in the literature for two-phase flows in porous media. We see in Fig. 4.5 that the simplified expressions
approximate very well the exact solution for the air-water system when rµ  1 (rµ = 0.018).
i j
Figure 4.4 – Velocity field in a cross-section of a capillary tube illustrating the annular two-phase viscous
flow.
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Figure 4.5 – Comparison of exact (Kww/K0, Kaa/K0 , Kwa, Kwa, from Eqs 4.75) and approximated (Kapproxww /K0,
Kapproxaa /K0 , Kapproxwa , Kapproxwa , from Eqs 4.76) effective properties for the two-phase annular flow, with a)
intrinsic permeabilities and b) cross-terms.
4.5 Results
4.5.1 Case 1: Drainage: water/air flow in a particle bed
We first proceed to the computation of the boundary value problem presented in Fig. 4.2a, which is the case of
drainage of a water column with air. The analysis is based on the experimental closures presented in section
4.4.4.1. Results at steady-state are presented for both models and experimental data in Fig. 4.6. First, we
see that the model with cross-terms provides a much more accurate representation of the pressure drop and
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the liquid saturation for 1/Ng > 0.01. In particular, it captures correctly the variation of the pressure drop
that is due to the momentum transfer from the air to the water, when the model without cross-terms can
only balance ∂P∂x with ρwg for any flow rate. The dimensionless pressure drop
1
ρwg
∂P
∂x is indeed computed at
steady-state from Eq. 4.54 as
1
ρwg
∂P
∂x
= 1 + µwUaKwaK
−1
ww
ρwg
. (4.77)
Consistent with experiment of Tutu et al. in [176], these results confirm that the generalized Darcy’s law
fails to recover the flow properties for such systems. As discussed previously, our hypothesis is that the high
permeability of the medium favors momentum transfers between the two phases. For 1/Ng ∼ 0.01 (Red ∼ 30),
even the model with cross-terms deviates from experimental results, an effect which is likely due to inertial
effects [33, 36] that start to become significant as the flow rate is increased.
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Figure 4.6 – Comparison of steady-state profiles with (solid lines) and without (dashed lines) cross-terms
to experimental data from [33, 36] with a) the water saturation and b) dimensionless pressure gradient as
a function of 1/Ng. The colors distinguish different regimes of Ng, with a shock (black), a rarefaction wave
(blue) or both (green), see Fig. 4.7.
We show in Fig. 4.6, using different colors, that the nature of the propagation front can change depending
on Ng. The propagation fronts of water, Sw, are presented for each of the different regimes in Fig. 4.7
in the presence and absence of cross-terms. The construction of the shocks is outlined only for the model
including cross-terms. This is the front Sa (air phase) that is computed using the Buckley-Leverett theory,
since we consider the injection of the air in the column (drainage). However, for consistency with other
cases in the paper, we always consider the profile of the wetting phase in the transient regime (Sw here).
Fig. 4.7a, 4.7b correspond to a gravity-dominated regime (high gravity number, 1/Ng = 2× 10−3) where air
propagates as a single front and where the impact of the cross-terms is moderate. For lower values of Ng,
Fig. 4.7c, 4.7d (1/Ng = 2× 10−2), the model with cross-terms yields a rarefaction wave. For 1/Ng = 4× 10−2,
in Fig. 4.7e, 4.7f, the two models generate very different front profiles, with a single rarefaction wave for the
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model with cross-terms. At steady-state, however, this range of gravity numbers is not necessarily relevant
as it corresponds to flow rates for which inertials effects are expected to be significant.
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Figure 4.7 – Profiles of the water saturation Sw with (solid lines) and without (dashed lines) cross-terms
for different gravity numbers Ng (right) and the corresponding flux functions Fw non-dimensionalized by
the total velocity U (left). The profiles are given at the time corresponding to the front reaching half of
the domain, i.e. t = 0.5LFˆ ′w(Sw|front)
, using the model without cross-terms, with L the domain length and
Fˆ ′w (Sw|front) the water front speed (see Eq. 4.68).
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4.5.2 Case 2: Imbibition: air/water flow in highly permeable media
Here, we proceed to the computation of the boundary value problem presented in Fig. 4.3a, with water
injected within a medium initially saturated with air. The gas phase is initially at rest while water is injected
at a constant flow rate and we vary the inlet flow rate from very low inlet velocities (high gravity number
Ng) to relatively high inlet velocities (low Ng). We adopt the simplified annular viscous flow closures for the
effective parameters (see Section 4.4.4.2).
We first analyze the flow properties at steady state. Fig. 4.8 shows the profiles of water saturation, Sw, as
a function of the dimensionless pressure gradient 1ρag
∂P
∂x and the gravity number Ng. As observed in the case
of drainage, the generalized Darcy’s law without cross-terms leads to a pressure drop that is balanced by ρag
regardless of the flow rate. The model with cross-terms, on the other hand, generates significant variations
of the pressure drop, from ∂P∂x = ρag at high Ng (low flow rates), to ∂P∂x = ρwg at low Ng (high flow rates).
Overall, the effect of the cross-terms is also to retain water within the medium at moderate gravity number
(1/Ng & 0.5), which corresponds to flow rates where water invades almost entirely the medium. For higher
gravity numbers (1/Ng . 0.5), the impact of the cross-terms upon the saturation is limited, suggesting that
cross-terms are of little importance for large values of Ng.
This result only applies to the one-dimensional Buckley-Leverett configuration with co-current flow pre-
sented here. There are other situations where cross-terms may be important even in the limit of large values
of Ng. For instance, in structured packings used for separation processes, a thin liquid film is strongly
sheared by a counter-current gas phase and often displays surface instabilities. The fact that both phases
flow counter- currently (KwaUa 6= 0) combined with the development of instabilities (larger values of Kwa)
may greatly increase the impact of cross terms, potentially leading to strong liquid retention [167]. Our re-
sults then suggest that the quantitative analysis of the retention phenomena requires an accurate estimation
of the coupling terms, something often overlooked in the literature.
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Figure 4.8 – Comparison of steady-state profiles with and without cross-terms as a function of 1/Ng with a)
the water saturation and b) dimensionless pressure gradient. The colors distinguish different regimes of Ng,
with a shock (black), a rarefaction wave (blue) or both (green), see Fig. 4.9.
In Fig. 4.8, we see that the nature of the fronts in the dynamic regime can change depending on the
intensity of the flow rate with different colors indicating different regimes. This is detailed in Fig. 4.9 in
the presence and absence of cross-terms for different values of Ng. The water profile is plotted at a given
time for each case, along with the corresponding flux functions Fw depending on the water saturation Sw.
As before, the construction of the shocks is outlined only for the model including cross-terms, along with a
sketch of the characteristic curves in the x− t plane. Fig. 4.9 shows that there is an increasing effect of the
cross-terms with 1/Ng, on both the dynamics and steady-state. In Figs 4.9a, 4.9b, we see that for 1/Ng small
(1/Ng = 10−1), the regime is dominated by gravity and the water phase propagates as a single front. In this
regime cross-terms weakly impact the dynamics of the flow and the steady-state (Fig. 4.8). For lower gravity
numbers (1/Ng & 0.5), as plotted in Fig. 4.9c to Fig. 4.9h, the cross-terms significantly impact the profiles
of the fronts. The propagation of the saturation front is slowed down because of the transfer of momentum
from water to the air. Further, the model with cross-terms yields a rarefaction wave for 1/Ng = 0.65 and
1/Ng = 0.83 (Fig. 4.9c, 4.9d and 4.9e, 4.9f respectively), while the model without cross-terms leads to a single
front for a wider range of Ng. Finally, in Fig. 4.9g and 4.9h, which correspond to 1/Ng = 1.1, the model
with cross-terms yields a single shock that propagates through the entire medium, while the model without
cross-terms recovers the traditional Buckley-Leverett solution.
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Figure 4.9 – Profiles of the water saturation Sw for different gravity numbers Ng (right) and the corresponding
flux functions Fw non-dimensionalized by the total velocity U (left). The profiles are given at the time
corresponding to the front reaching half of the domain, i.e. t = 0.5LFˆ ′w(Sw|front)
, using the model without
cross-terms, with L the domain length and Fˆ ′w (Sw|front) the water front speed (see Eq. 4.68). The dashed
lines correspond to the model without cross-terms and the solid lines to the model with cross-terms. Insets
highlight the construction of the shocks for the case with cross-terms, with indications on the position of the
shocks and plots of the characteristic curves in the x− t plane.
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4.5.3 Case 3: Imbibition: oil/water flow in low permeability media
We now consider the constant injection of water in a porous medium of low permeability initially saturated
with oil, which is a case of importance in petroleum engineering. As discussed in the introduction, we expect
the fluid/solid interface to play a much important role in this case, especially when fluid phases flow in
distinct pore networks and momentum exchange between the two fluid phases is negligible. Can we include
this effect in the formulation with the cross-term coefficients, Kwo and Kow ?
In order to do so, we hypothesize that the separation into different flow paths and the relative influence
of fluids/solid and fluid/fluid interfaces can be represented by a scalar coefficient β ∈ [0, 1], weighting the
cross-terms
Kwo (β) = βKwo, Kow (β) = βKow. (4.78)
Here, Kwo (β) and Kow (β) are cross-terms from the annular viscous closures that are simply weighted by
β. As before, the K coefficients are based on the analytical solution of the annular two-phase flow Eq. 4.75.
However, we do not use the simplified expressions (µjµi  1), since
µo
µw
= 100 in the case of oil and water.
We compare in Fig. 4.10 the profiles of K?ji/K0 = 1/rµK?ij/K0 as functions of Si for different values of β to
experimental measurements from [192, 91]. Kalaydjian showed experimentally and analytically, using multiple
couples of fluids, that the maximum value of the dimensionless cross-terms K?ji/K0 = 1/rµK?ij/K0 obtained for
capillary tubes with square section is ∼ 0.2. Zarcone and Lenormand [192] performed measurements of the
cross-terms for mercury and water flows in a sand pack. They found that the magnitude of the cross-terms
is much less important in their case than in experiments using capillary tubes with square section. They
measured that the dimensionless cross-terms are at most ∼ 4x10−3, which is well below ∼ 0.2. As discussed
in the introduction, their primary hypothesis is that this weaker influence stems from the smaller interfacial
area between the two-phases.
These experimental results are plotted in Fig. 4.10, along with our weighted representation of the coupling
terms. Importantly, we see that changing the value of β allows us to recover both results for the sand and
capillaries. For the sand we have β ∼ 0.1, which confirms that the momentum exchange is smaller in low
permeability media than in capillaries. Numerical results from Rothman in [150], consisting of a two-phase
flow calculations in a pore-network of large permeability, are also plotted for comparison. This case is
intermediate between the sand pack and the capillaries, with a maximum value of the cross-terms, ∼ 0.17,
that is slighty below the one obtained for capillaries. These results are captured by using a weighting value
β ∼ 0.96. We conclude that only one scalar coefficient captures the trend of the coupling coefficients for
different media. However, a lot of work remains to be done to derive proper constitutive relations for each
effective parameter and each case. This means that a better understanding of the the link between the pore-
scale physics and the macroscale behavior is needed, maybe through pore-scale simulations of the two-phase
flows and new experimental designs.
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Figure 4.10 – Comparison of non-dimensionalized cross-terms for multiple weighting factors β (dashed lines,
see Eq. 4.78) to experimental results from [192], [91] and numerical results from [150]. K?ij/K0 and K?ji/(K0rµ)
are plotted as functions of the saturation Si.
Based on these observations, we simulate the injection of water in a low permeability medium (K0 =
10−11m2) initially filled with oil. The influence of the cross-terms on the flow properties (multiple values
of β) is presented in Fig. 4.11 at steady state as a function of the gravity number. The pressure drop and
the quantity of oil that is recovered are highly affected by the value of β, especially for moderate values of
Ng (1/Ng & 0.01). This is confirmed in the dynamic regime for 1/Ng = 0.1, in Fig. 4.12, where the profiles
are considerably modified by the value of β. For β  1, the profile consists in a single gravity shock with
a moderate displacement of the oil, whereas for β = 1, water displaces the oil phase entirely. This result
for β = 1 is unrealistic and seems to indicate that the capillary tube solution overestimates the coupling
effects in low permeability media. This is also consistent with the experimental results from Zarcone and
Lenormand, whose measurements correspond to β ∼ 0.1. We therefore hypothesize that the permeability of
the porous structure is key in evaluating the impact of the cross-terms, as it controls the relative influence of
the fluid/solid and fluid/fluid interfaces. For low permeability media, the fluid/solid interface may dominate
momentum transport, possibly due to a separation of flow paths for the two fluids, which may limit momentum
exchanges. In contrast, highly permeable media may yield a relatively smaller influence of the fluid/solid
interface and favor film, bubble or annular flows that generate more exchanges.
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Figure 4.11 – Comparison of steady-state profiles for different values of the coefficient β with a) the water
saturation and b) dimensionless pressure gradient at steady-state as a function of 1/Ng .
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Figure 4.12 – Comparison of dynamic profiles for different values of the coefficient β with a) the flux functions
Fw non-dimensionalized with the total velocity U at 1/Ng = 0.1 and b) the corresponding profiles of water
saturation Sw at a given time.
4.6 Conclusion
In this paper, we study the influence of momentum coupling effects for two-phase creeping flows of immiscible
fluids in porous media. Our analysis is based on the Buckley-Leverett theory in a one-dimensional setting,
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which is extended to account for cross-terms in the models. We consider two boundary value problems corre-
sponding to two classical configurations encountered in porous media applications (drainage and imbibition).
We study different couples of fluids, different closure relations for the effective parameters and compare our
results to experimental data.
Our main result is that the cross-terms can significantly affect the flux functions, the dynamics of satura-
tion fronts and the steady states, in ways that are confirmed experimentally and therefore physically realistic.
This is important because these cross-terms are generally assumed to be negligible in the momentum balance.
Our hypothesis is that, for the low permeability media considered in many studies, the fluid/solid interface
dominates momentum transport, therefore limiting the influence of fluid/fluid exchanges. Depending on the
wettability, capillary action and pore size distribution, low permeability media also favor the appearance
of preferential flow paths for the phases and therefore further limit momentum exchange by reducing the
fluid/fluid interfacial area. In contrast, highly permeable media may yield large fluid-fluid interfaces rela-
tively to the fluid/solid ones, therefore maximizing exchanges. This is particularly obvious when comparing
the experimental results from the literature to our theoretical results.
To get one step further in the description of such systems, we need experiments that measure simulta-
neously the flow at pore-scale and at macroscale for a broad range of permeabilities. Further, we need to
go beyond the creeping flow limit that proved to be limiting in describing experiments from [33]. Similar
models, including additional drag terms accounting for inertial effects can be used for this purpose [101].
The analysis of such models may be of importance in many applications involving flows at high Reynolds
numbers, for instance in chemical exchangers or debris beds.
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Chapter 5
Extension to the inertial regime and
application to structured packings
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Macroscale models with additional cross-terms were shown to be efficient for the characterization of two-
phase flows with a non-negligible interaction in porous media. This interaction was shown to be directly
correlated with the permeability of the medium, as high permeability media favor a large interfacial area
between the two phases. The study was so far restricted to moderate flow rates and the viscous macroscale
model was considered. It was especially showed that the results deviate from the experimental data of Chikhi
et al. [33] as the gas flow rate increases. In this chapter, the discussion is therefore extended to high Reynolds
two-phase flows, as this is the case in the distillation process. The discussion is presented in a draft of paper
that is in preparation for publication.
Starting from the upscaling method developed in the literature and detailed in the last chapter, we propose
a generic formulation of mass and momentum transport of immiscible gas/liquid flows in highly permeable
porous media at the continuum scale. This modeling strategy is compared to the ones used in the literature for
two-phase flows in such media (chemical engineering, nuclear safety). We then go on to numerical simulations
of the model for multiple configurations including the gas-liquid flow in columns equipped with structured
packings. In this case, a set of correlations is derived for the effective parameters of the model based on
experimental data from the literature [167, 182].
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Abstract
Multiphase flows in porous media are important in many natural and industrial processes, such as transport
mechanisms in the vadose zone, CO2 sequestration in saline aquifers, oil recovery in petroleum applications.
The traditional picture for such flows is one at low Reynolds number where the distribution and flow of
the different phases is controlled by interfacial energies of fluid/fluid and fluid/solid interfaces, with a major
influence of wettability and capillarity. While this is accurate for flows in relatively low permeability porous
media, highly permeable porous structures –such as those found in trickle bed reactors, fuel bundles in
nuclear cores or distillation columns used in chemical engineering applications– challenge the relevance of
this represention. In those, the relative importance of interfacial energies may be reduced, with much larger
inertial effects and exchanges of momentum between fluid phases. Here, we ask the question of whether the
continuum models used for flows in low permeability porous media, such as generalized Darcy’s laws, are
inadequate for highly permeable porous structures. To answer this question, we first propose an alternative
representation for mass and momentum transport of two-phase immiscible flow at the continuum-scale,
which is based on a multiscale analysis starting from the flow problem at the pore-scale. This representation
contains additional drag and cross terms, accounting respectively for inertial effects and exchanges between
fluid phases. We then go on to evaluate the influence of these terms using experimental data on co- and
counter-current flows from recent water/air experimental data. Our results show that this representation is
much more accurate and that the additional terms capture important physical aspects of the flow, that the
generalized Darcy’s law fails to describe.
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5.1 Introduction
Two-phase flows of immiscible fluids in porous media play an essential role in many processes, such as
transport mechanisms in the vadose zone, CO2 sequestration in saline aquifers, oil recovery in petroleum
applications, or heat transfers in nuclear cores. Such flows are complex, primarily because they combine
the multiscale nature inherent to porous structures with a variety of fluid mechanics phenomena, including
viscous and inertial effects, wettability, capillarity and gravity. To further add to this complexity, the relative
importance of each phenomenon, which is often characterized by dimensionless numbers, may vary over
several orders of magnitude –depending on the fluid properties, the flow conditions, the type of porous
material, the geometry and topology of the structure– yielding extremely different flow regimes.
Modeling such flows is challenging, both at the pore- and continuum-scale. The numerical cost of pore-
scale approaches is often prohibitive. Continuum-scale models are broadly used in engineering practice
because they are simpler and less computationally intensive than pore-scale models. However, such models
have been derived for relatively low permeability porous media, for instance for rocks in petroleum engineer-
ing (about 10−12 m2 or less). This raises the question of whether these models apply to systems involving far
greater permeabilities, for instance packed beds or structured packings used in chemical engineering applica-
tions (about 10−8 to 10−6 m2). The ratio of characteristic lengthscales between low and high permeability
media is indeed about 103 and the dimensionless numbers –Reynolds (Re), Bond (Bo) and Weber (We)
numbers– that depend on a characteristic lengthscale will be affected in the same proportion. Physically, this
means that the flow regimes may be completely different, hence suggesting that standard models of porous
media sciences may not apply to transport in highly permeable structures.
To further evaluate the limitations of standard approaches and whether these can be extended to large
permeabilities, we first review two-phase flow models in low permeability porous media. The traditional
picture for two-phase flow modeling at the continuum scale is to consider low Reynolds numbers where the
interfacial energies of fluid/fluid and fluid/solid interfaces control the flow fields, with a major influence of
wettability and capillarity. The early modeling approach, still widely used in engineering practice, is for
instance the one of Muskat [119], which is a direct extension of the monophasic Darcy’s law for two fluid
phases. The relative influence of one phase on the other one is captured by a relative permeability, which is
usually treated as a function of the saturations [77]. This means that coupling between phases are treated
implicitly only via a reduction of the apparent permeability. Such an approach relies implicitly on important
assumptions at the pore-scale, including quasi-stationarity of the flow, whereby the pressure and velocity
fields relax quickly at the pore-scale compared to the characteristic timescales of the macroscale process.
Other important assumptions are that Re  1, Bo  1, We  1 and the Capillary number is sufficiently
small, Ca 1 meaning predominant interfacial and viscous effects at the pore-scale. These assumptions can
be used to obtain closed macroscale forms at the continuum-scale [187, 16, 91, 149, 103].
Can these models deal with large permeabilities? The most important clue comes from experimental data
in engineering applications, suggesting that the generalized Darcy’s law is not be adapted to such cases. One
striking configuration is counter-current flows in phase separation processes in industrial columns, where the
liquid flows in the direction of gravity and gas flows counter-currently. Experimental observations [167, 182]
have shown that gas flow can induce strong variations of the liquid retention and of the pressure drop. This
is, in essence, a strong coupling effect where the velocity in one phase is directly influencing the velocity in the
other phase, a phenomenon that cannot be described with an implicit coupling and standard expressions of
the relative permeability. To model such effects, engineers have introduced cross terms that couple explicitly
the velocities, allowing for momentum exchanges between both phases. These have been used in chemical
engineering ([167, 83, 82]) and nuclear safety applications [108, 177, 176, 155]. Comparison with experimental
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data [33, 35, 176] have shown that these cross-terms are essential to systems with high permeabilities .
Do these empirical formulations solve the problem of modeling mass and momentum transport in highly
permeable porous structures? They are certainly an important element and provide a good basis on which
to build. However, we need to develop more generic formulations and to understand better the link between
the fundamental physics at the pore-scale (detailed in Section 5.2) and the continuum-scale models. Here,
our goal is to propose a generic formulation of mass and momentum transport of immiscible gas/liquid flows
in highly permeable porous media (detailed in Section 5.3), along with elements of understanding for linking
the pore- and continuum-scale. To do so, our strategy consists in a semi-heuristic approach, whereby we mix
results obtained from experiments with theoretical approaches. In particular, we will use spatial averaging
consideration, with an approach close to the volume averaging theory, which also provides a good basis on
which to build and understand the links between the different scales. Using semi-analytical and numerical
methods (Section 5.4), we will then study two different cases based on experimental data from the literature
[36, 182] to assess the relevance and accuracy of our model.
5.2 The fundamental physics of two-phase flow in porous media
Here, we start by discussing several fundamental aspects of two-phase flows in porous media, starting with
the mathematical description of mass and momentum transport.
5.2.1 Mathematical system at the pore-scale
We consider a system of two immiscible and Newtonian fluids, i (domain Ωi) and j (domain Ωj) , in a domain
Ω containing a solid structure denoted σ. Assuming constant densities and viscosities, the boundary value
problem describing the flow at the pore-scale is
∇ · uα = 0 in Ωα, α = i, j, (5.1a)
ρα
(
∂uα
∂t
+ uα · ∇uα
)
= −∇pα +∇ ·
[
µα
(
∇uα + (∇uα)T
)]
+ ραg in Ωα, α = i, j. (5.1b)
uα = 0 at Γασ α = i, j, (5.1c)
ui = uj at Γij , (5.1d)
− pinij + µinij ·
(
∇ui + (∇ui)T
)
= −pjnij + µjnij ·
(
∇uj + (∇uj)T
)
+ 2γHnij at Γij , (5.1e)
where γ is the surface tension for the couple of fluids i and j and H is the local curvature of the interface
Γij .
5.2.2 Flow regimes: low vs high permeability
So far, we have only given an intuitive definition of high and low permeabilities. How can we define these
concepts more precisely? The first element of answer is that there is no consensus on that and different ways
to define the concepts. A central idea common to all the definitions is that the permeability is expressed in
squared meters, so that
√
K0 can be used as characteristic lengthscale for the medium. From there, focusing
for simplicity on a liquid (wetting)/gas (non-wetting system), we could define a highly permeable structure
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as one in which the capillary length of the wetting phase is much smaller than the size of the pores,
lc =
√
γ
(ρl − ρg) g 
√
K0, (5.2)
with g the gravitational acceleration and γ the surface tension between phases l and g. This essentially
means that gravitational effects dominate over capillary ones. The high permeability case will tend to
generate configurations with films, as represented in Fig. 5.1b, whereas the low permeability may lead to a
distribution in segregated domains with distinct flow paths [106, 150] as in Fig. 5.1a. In terms of contact
area, the fluid/fluid interfacial area, which is important for momentum exchanges between phases, will also
strongly depend upon the configuration. In the film case, we have Alg ∼ Alσ with Alg the area between l
and g and Alσ the liquid/solid area. On the other hand, in the other configuration, we have Alg  Alσ.
This suggests that Alσ may control the flow in cases with low permeability whereas Alg (exchanges between
phases) will be much important for high permeabilities.
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lj
(b)
Figure 5.1 – Illustration of two-phase flows in a) low and b) high permeability media.
One problem with this definition, however, is that it does not take into account the wettability of the
solid, which may be fundamentally important in determining the phases configuration. This idea of defining
high permeability systems depending on the importance of surface tension can be made slightly more general
by considering both lc and a spreading coefficient [68, 45] of the wetting phase defined by
Sp = γσg − (γσl + γlg) , (5.3)
for a liquid/gas couple of fluids (σ refers to the solid). When Sp > 0, the liquid wets the surface completely
while when Sp < 0, partial wetting occurs. Therefore, we would define a high permeability medium as one
for which lc 
√
K0 and Sp > 0.
Other important effects such as viscosity and inertia, which potentially drastically modify the phases
distribution and the flow characteristics, can also be considered. For instance, inertial effects can strongly
modify the interfacial area Alg with surface instabilities, ripples at the surface of the wetting phase, or
dispersed droplets in the non-wetting phase. To go beyond this issue, another much more general point of
view is to define the concepts of low/high permeabilities based on the relative importance of all the different
fluid mechanics phenomena occuring in the flow through the porous material. This can be measured by
dimensionless numbers that directly depend on the permeability, such as the Reynolds number,
Rei =
ρiUi
√
K0
µi
, (5.4)
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with Ui a reference velocity, the Bond number,
Boi =
(ρi − ρj) gK0
γ
, (5.5)
and the Weber number,
Wei =
ρiU
2
i
√
K0
γ
. (5.6)
It is fundamental here that all these dimensionless numbers are monotically increasing with K0. Therefore
we can define high permeability system as any system for which either Rei, Boi or Wei is much larger than
one.
5.3 Continuum-scale models for two-phase flows
5.3.1 Empirical models for highly permeable porous media
The first class of models that we consider, although they are a priori inadequate for our case, is based on the
assumption that the flow is locally dominated by capillarity, meaning that the Bond and Capillary numbers
are such that Bo, Ca 1. Under this assumption, the fluid-fluid interface is assumed to be quasi-static and
the difference of the pressures at the continuum scale reduces to
Pj − Pi = 2γ 〈H〉ij , (5.7)
where 〈H〉ij is the averaged curvature over a REV. We adopt here the notation Pj for the intrinsic averaged
pressure of a phase j, which holds for the remaining of this paper. The Reynolds numbers Re of the two
phases are also assumed to be low so that the fluids flow as creeping flows. Under these assumptions, a large
range of models introduce the following sort of relationships for the macroscale capillary pressure
Pj − Pi = pc (Si, ...) , (5.8)
with pc referred as the capillary pressure relationship. Models include the saturation Si and can involve other
macroscale dependencies. The wettability of the solid structure (triple lines) can for instance be accounted
partially through non-linear dependencies of the capillary pressure. These assumptions also lead to the
heuristic system of mass and momentum equations at the macroscale
ε
∂Sα
∂t
+∇ ·Uα = 0, α = i, j, (5.9a)
Uα = −Kαα
µα
· (∇Pα − ραg) , α = i, j, (5.9b)
where the tensor Kαα = krα (Sα, ...)K0 involves the so-called relative permeability krα and K0 is the
monophasic permeability. Uα is the filtration velocity, which is the notation adopted in this paper for such
velocity.
Several models were derived for two-phase flows in highly permeable media, relying primarily on heuristic
and empirical basis.
Kαα = K0krα . (5.10)
For instance, models used for the simulation of debris bed reflooding in case of severe accident in nuclear
safety consist in one-dimensional generalizations of Ergun’s equations to two-phase flows [108, 177, 155, 57].
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The momentum balance in these models sometimes involve a friction term Fij to account for the interfacial
effects of friction,
− (∇Pα − ραg) = µα
K0krα
Uα︸ ︷︷ ︸
Linear drag
+ ρα
ηηα
‖Uα‖Uα︸ ︷︷ ︸
Quadratic drag
± F ij
εSα︸︷︷︸
Fluid/fluid friction
, α = i, j. (5.11)
This model involves coefficients known as the passability η and relative passability ηα, which are generally
non-linear functions of the saturation. The friction term F ij is written as a quadratic function of the
relative velocity in Schulenberg et al. [155]. Similar forms have also been used in petroleum engineering
for the description of high flow rates flows in fractures or near wellbores [52, 110, 59, 60], and in chemical
engineering where interfacial forces (solid/fluid and fluid/fluid) are modeled via friction terms and where the
momentum balance takes the form of an extended Navier-Stokes equation [15, 82, 62, 130, 99]
ρα
(
∂Uα
∂t
+Uα · ∇Uα
)
= − (∇Pα − ραg) + Fασ︸︷︷︸
Solid/fluid friction
± F ij︸︷︷︸
Fluid/fluid friction
, α = i, j. (5.12)
The left hand side in Eq. 5.12 corresponds to macroscopic accumulation and advection terms that are usually
not adapted to porous media formulations because the porous medium destroys coherent structures that
are larger than the size of the pores [88]. The volumic friction terms fluid/solid Fασ and fluid/fluid F ij
correspond to exchanges of momentum at the interfaces Γασ and Γij respectively. They are generally written
as
Fασ = β1Uα + β2 ‖Uα‖Uα, F ij = β3U rij + β4
∥∥U rij∥∥U rij , α = i, j, (5.13)
where U rij is the relative velocity, U rij = U i −U j , and the β terms some functions of the saturation.
5.3.2 Semi-heuristic model for highly permeable porous media
In this Section, we derive a semi-heuristic formulation of mass and momentum for highly permeable media.
To do so, we discuss the possibility of deriving a theoretical set of mass and momentum equations at the
continuum scale based on the volume averaging method [186, 189, 188, 101]. We consider the two limit cases
of low and high permeability media, where the Reynolds, Capillary and Weber numbers are likely to be low
in the first case and high in the latter case.
The question of momentum tranfer between two-phases in porous media has already been studied theo-
retically. The most simple example of this is the Poiseuille flow in an annular capillary tube for which these
cross-terms appear naturally [91, 149]. The problem has also been studied using upscaling techniques, also
showing the existence of these momentum exchanges through explicit cross-terms [71, 116, 46, 187, 90, 148].
Considering, respectively, a creeping and steady laminar two-phase flow, Whitaker [189, 186] and Lasseux et
al. [103, 101] developed macroscale models using the volume averaging method. Let us consider the averaged
momentum balance that results from the volume averaging procedure [101],
0 = −∇Pα + ραg + 1
Vα
ˆ
Γασ∪Γij
nα ·
[−p˜αI + µα (∇u˜α +∇u˜Tα)] dΓ, α = i, j, (5.14)
where the pressure and velocity fields are decomposed in average-plus-perturbation using the decomposition
of Gray [63]. One recognizes the pressure gradient terms and a surface integral that characterizes the
pressure and viscous forces at the fluid/solid and fluid/fluid interfaces. The volume averaging method consists
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in building closure relationships between the microscale and the macroscale variables, i.e. build explicit
relationships for the perturbation terms p˜α and u˜α. Considering the macroscopic terms involved in the
evolution of the perturbations variables p˜α and u˜α, the closure relationships write under the form
u˜α = ε−1α Aαα ·Uα + ε−1κ Aακ ·Uκ +
Bα
µα
[
(Pj − Pi)− 2γ 〈H〉ij
]
+ ..., α, κ = i, j, α 6= κ, (5.15a)
p˜α = µα
[
ε−1α aαα ·Uα + ε−1κ aακ ·Uκ
]
+ bα
µα
[
(Pj − Pi)− 2γ 〈H〉ij
]
+ ..., α, κ = i, j, α 6= κ, (5.15b)
where the macroscopic variables involved are the intrinsic velocities of the two phases, ε−1i U i and ε−1j U j , the
difference of the averaged pressures, Pj − Pi, the surface average of the curvature of the interface Γij , 〈H〉ij ,
and, strictly speaking, potential other terms characterizing time-dependant effects. These two relationships
consist in linear combinaisons of these macroscopic terms through a number of mapping variables, or closure
variables (Aαα, Aακ, ...). We will now consider two limit cases where these relationships can be simplified.
5.3.2.1 Upscaling: the case of low Re, Ca and We numbers
Let us consider the boundary condition for the momentum at the interface Γij , Eq. 5.1e, after decomposition
in averaged-plus-perturbations
nij (p˜j − p˜i) +nij (Pj − Pi) = µjnij ·
(
∇u˜j + (∇u˜j)T
)
− µinij ·
(
∇u˜i + (∇u˜i)T
)
+ 2γHnij at Γij . (5.16)
The macroscale viscous shear-stress was neglected in the balance as it is much smaller than the other terms.
If one estimates the pressure and viscous stresses as
p˜α = O
(
ραU
2
α
)
, µα∇u˜α = O
(
µαUα
lα
)
, α = i, j, (5.17)
where lα and Uα are characteristic lengthscale and velocity, one gets that the capillary pressure 2γH is
predominant under the conditions
µαUα/lα
2γH =
Caα
2lαH
 1, ραU
2
α
2γH =
Weα
2lαH
 1, α = i, j. (5.18)
Under these conditions, the relation Eq. 5.16 therefore reduces to
Pj − Pi = 2γH, (5.19)
which says that the curvature of the interface is controlled by the difference of the averaged pressures. One
can further obtain the macroscale capillary pressure
Pj − Pi = 2γ 〈H〉ij , (5.20)
by considering that the pressure deviations, H˜, remain small in this case. This relation also allows to write
Eq. 5.16 under the form
nij (p˜j − p˜i) = µjnij ·
(∇u˜j +∇u˜Tj )− µinij · (∇u˜i +∇u˜Ti ) at Γij . (5.21)
This relation characterizes the exchange of momentum for the pertubations and does not involve any terms
from the macroscale anymore. One can therefore rewrite the closure relationships for u˜α and p˜α which
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considerably simplify under the definition of the macroscale capillary pressure
u˜α = ε−1α Aαα ·Uα + ε−1κ Aακ ·Uκ, α, κ = i, j, α 6= κ, (5.22a)
p˜α = µα
[
ε−1α aαα ·Uα + ε−1κ aακ ·Uκ
]
, α, κ = i, j, α 6= κ. (5.22b)
These closure relationships are the one derived in Whitaker [189, 186] and Lasseux et al. [103, 101]. They
are derived here under the conditions given in Eq. 5.18. Based on these closures, the momentum balance
Eq. 5.14 can be rewritten under the form
0 = − (∇Pα − ραg)
+µα

ε−1α
Vα
ˆ
Γασ∪Γij
nα ·
[
−aααI +
(
∇Aαα + (∇Aαα)T
)]
dΓ
︸ ︷︷ ︸
1

·Uα
+µα

ε−1α
Vα
ˆ
Γασ∪Γij
nα ·
[
−aακI +
(
∇Aακ + (∇Aακ)T
)]
dΓ
︸ ︷︷ ︸
2

·Uκ.
α, κ = i, j, α 6= κ.
(5.23)
The mapping variables are further solutions of a boundary value problem at the microscale, the so-called
closure problem, under the strict condition of a laminar stationary flow and of a quasi-static process.
Besides, the integral terms can be interpreted in terms of effective functions K and F , where the K
functions refer to viscous contributions and the F functions to inertial contributions (velocity dependant
terms)
0 = − (∇Pα − ραg)− µαK−1αα · (I + F αα)︸ ︷︷ ︸
1
·Uα + µαK−1αα · (Kακ − F ακ)︸ ︷︷ ︸
2
·Uκ, α, κ = i, j, α 6= κ. (5.24)
Kii andKjj are referred as the permeability tensors andKij andKji as the viscous cross tensors, while F ii
and F jj are inertial correction tensors and F ij and F ji are inertial cross tensors. The momentum balance
is generally written under the form of a Darcy-like law. Together with the mass balance at the macroscale,
the complete model finally reads
ε
∂Sα
∂t
+∇ ·Uα = 0, α = i, j, (5.25)
Uα = −Kαα
µα
· (∇Pα − ραg)− F αα ·Uα + (Kακ − F ακ) ·Uκ, α, κ = i, j, α 6= κ. (5.26)
5.3.2.2 Upscaling: the case of large Re and We numbers
As pointed out earlier, highly permeable media are more prone to verify high Reynolds and Weber numbers,
i.e. predominant inertial effects compared to viscous and capillary effects. One can actually show that the
structure of the momentum balance Eq. 5.26 might still hold under these conditions. Indeed, using the
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estimations of the pressure and velocity perturbations from Eq. 5.17, one sees that the pressure term is
predominant over the viscous and capillary terms in Eq. 5.16 in case of high Reynolds and Weber numbers
ραU
2
α
µαUα/lα
= Reα  1, ραU
2
α
2γH =
Weα
2lαH
 1. (5.27)
This condition shows that the difference of pressure between the two phases is small in case of highly permeable
media. It leads to consider one unique pressure in the system
P = Pi = Pj , (5.28)
which is an assumption usually made in chemical engineering [83] (for instance structured packings). Under
this condition of low capillary effects and considering one unique pressure, the relation Eq. 5.16 reduces again
to
nij (p˜j − p˜i) = µjnij ·
(∇u˜j +∇u˜Tj )− µinij · (∇u˜i +∇u˜Ti ) at Γij . (5.29)
From that point, one can follow the same strategy than in the case of low Capillary and Weber numbers to
build closure relationships for the pressure and velocity perturbations, Eq. 5.22. Following this reasoning,
the macroscale momentum balance Eq. 5.26 therefore holds for the present conditions. It should be noted,
however, that in the case of high Reynolds numbers, the hypothesis of a quasi-static interface at the pore-
scale cannot be verified. One has to keep the time-dependant terms in the boundary value problems for
the perturbations (see [101]), leading to a distinct closure problem at the end (time dependant term in the
momentum balance). We emphasize, therefore, that further theoretical developments are required in the
case of highly permeable media to develop rigorous closure problems. The present approach in case of high
Reynolds and Weber numbers is therefore semi-heuristic, but it proves that the momentum balance Eq. 5.26
still hold in this configuration.
5.3.2.3 Heuristic versus semi-heuristic approaches: what are the differences?
A few differences can be highlighted between the momentum balance widely used in chemical engineering
Eq. 5.12 and the one that results from the volume averaging method Eq. 5.26. This difference is mainly on
the treatment of the integral term in Eq. 5.23 on the interfaces Γiσ, Γjσ ands Γij . Indeed, if one looks at the
momentum balance Eq. 5.23, it is seen that the integral terms for one fluid applies on the two interfaces, Γασ
and Γij (respectively Γjσ and Γij). In other words, the integrals on the various interfaces affect all effective
properties. The friction forces F iσ and F ij as in Eq. 5.12, conversely, correspond to a transfer of momentum
at Γiσ and Γij respectively [82]. By rewritting the momentum balance Eq. 5.23 in terms of two friction forces
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onto Γασ and Γij , it comes
0 = − (∇Pα − ραg) +
µα
V
ˆ
Γασ
(
nασ ·
[
−aααI +
(
∇Aαα + (∇Aαα)T
)]
·Uα + nασ ·
[
−aακI +
(
∇Aακ + (∇Aακ)T
)]
·Uκ
)
dΓ
︸ ︷︷ ︸
Fασ
+
µα
V
ˆ
Γij
(
nακ ·
[
−aααI +
(
∇Aαα + (∇Aαα)T
)]
·Uα + nασ ·
[
−aακI +
(
∇Aακ + (∇Aακ)T
)]
·Uκ
)
dΓ
︸ ︷︷ ︸
Fij
,
α = i, j, α 6= κ.
(5.30)
One sees in this momentum balance that the volumic forces F iσ and F jσ at the fluid/solid interfaces depend
explicitely on the two averaged velocities U i and U j . This is in contradiction with the closures usually used
in chemical engineering, where the fluid/solid friction forces involve the averaged velocity of the fluid phase
only (see Eq. 5.13). Further, the friction forces in Eq. 5.30 do not constrain any scalings in terms of velocities
or saturation at the continuum scale, while a quadratic scaling is often involves for the drag terms.
The structure of Eq. 5.30 therefore questions the momentum balance usually used in engineering practice.
The computation of the closure problems on (aαα, Aαα) and (aακ, Aακ), see [103, 101], for a laminar two-
phase flow, would also allow to provide further information to enhance the comparison.
5.3.3 Simplified one-dimensional model
In this section, we simplify the semi-heuristic model that results from the volume averaging method for
two-phase flows in highly permeable media. We indeed consider a one-dimensional configuration and also
presents an other expression of the momentum balance used later for the numerical resolution.
Mass balance With these assumptions, the mass balance equations now read
ε
 ∂Si∂t
∂Sj
∂t
+
 ∂Ui∂x
∂Uj
∂x
 =
 0
0
 . (5.31)
Momentum balance with cross-terms Momentum balance equations with cross-terms read
Ui = −Kii
µi
(
∂P
∂x
− ρig
)
− FiiUi + (Kij − Fij)Uj , (5.32a)
Uj = −Kjj
µj
(
∂P
∂x
− ρjg
)
− FjjUj + (Kji − Fji)Ui, (5.32b)
with gravity colinear with ex. The inertial terms F reduce to zero for creeping flows and it reads
Ui = −Kii
µi
(
∂P
∂x
− ρig
)
+KijUj , (5.33a)
Uj = −Kjj
µj
(
∂P
∂x
− ρjg
)
+KjiUi. (5.33b)
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Eq. 5.32 can also be written under the form of Eq. 5.33 by recombining some terms. One gets Kappii =
Kii/1+Fii andKappjj = Kjj/1+Fjj as apparent permeabilities andK
app
ij = Kij−Fij/1+Fii andK
app
ji = Kji−Fji/1+Fii
as apparent cross-terms.
Lasseux et al. [103] further showed that an alternative form can be obtained by combining Eqs 5.33(
Ui
Uj
)
+K?
(
∂P
∂x − ρig
∂P
∂x − ρjg
)
= 0, (5.34)
where the symmetric matrix K? reads
K? =
 K?ii/µi K?ij/µj
K?ji/µi K
?
jj/µj
 = 11−KijKji
 Kii/µi KjjKij/µj
KiiKji/µi Kjj/µj
 . (5.35)
Further, we consider that the tensorial permeabilities Kii and Kjj can be written as
Kii = K0kriI, Kjj = K0krjI, (5.36)
where I is the identity tensor, K0 is the intrinsic permeability of the medium and kri and krj are the relative
permeabilities of phases i and j respectively. This form is based on the assumptions that the porous structure
is isotropic and that there is no anisotropy generated by the two-phase flow itself [134]. Similarly, we write
Kij = KijI, Kji = KjiI,
F ii = FiiI, F jj = FjjI,
F ij = FijI, F ji = FjiI.
For consistency of of the model at Sα = 0 and Sα = 1, we also consider that
kri (Si = 1) = 1, krj (Si = 1) = 0, (5.37)
kri (Si = 0) = 0, krj (Si = 0) = 1, (5.38)
Kji (Si = 1) = 0, Kij (Sj = 1) = 0, (5.39)
which are necessary assumptions to obtain Darcy’s law in the limit of single-phase flow.
5.4 Semi-analytical and numerical methods
Two methods are used to solve the system Eqs 5.31 and 5.32. One is an extension of the Buckley-Leverett
theory, leading to a semi-analytical solution of the fluid fronts (for the viscous regime, Eq. 5.33). The other is
a finite-volume resolution based on the ImPES method [156]. The semi-analytical solution, strictly speaking,
can also be used to solve Eqs 5.32, but only in the strict limit of coefficients F being functions of the
saturations only (which are most likely velocity dependent by construction).
5.4.1 Buckley-Leverett theory
The Buckley-Leverett theory [31] has been widely used in the literature to analyze the structure of two-phase
flows through both homogeneous and heterogeneous media [31, 67, 22, 89, 32, 50]. It is also used as a reference
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to validate numerical solvers [105, 171, 3, 79] and to evaluate their accuracy in capturing shocks.
A one-dimensional domain is considered, with an initial condition Sj = 1 and phase i injected at constant
flow rate Ui (0, t) for t > 0. The Buckley-Leverett problem characterizes the propagation of the fluid front in
the domain. By recombining the mass and momentum laws Eqs 5.31 and 5.33, it yields
ε
∂Si
∂t
+ ∂Fi
∂x
= 0, (5.40a)
Si (x, 0) = 0, (Sj (x, 0) = 1) , (5.40b)
Ui (0, t) = Fi [Si (0, t)] = U, t > 0, (5.40c)
where Eq. 5.40a is a scalar one-dimensional conservation law. Fi (Si) is the flux function (also called fractional
flow in the Buckley-Leverett theory) that reads
Fi (Si) = Ui = mi
mi +mj
U
(
f1 +
µi
µj
Ngkrj (Si) f2
)
. (5.41)
Here, Ng = K0(ρi−ρj)gUµi is the gravity number ; mi = Kiiµi and mj =
Kjj
µj
are the mobility parameters; and
krj (Si) is the relative permeability for the phase j. The velocity U is the total velocity defined by U = Ui+Uj .
f1 and f2 are functions that characterize the impact of the coupling coefficientsKij andKji in the momentum
balance equations. These can be expressed as
f1 =
1 +Kij
mj
mi
1 + Kjimi +Kijmj
mi +mj
, f2 =
1
1 + Kjimi +Kijmj
mi +mj
. (5.42)
The solution of the two-phase flow system is determined by solving the Riemann problem that is associated
to Eq. 5.40, based on entropic considerations to identify the shocks in the solution. The entropic conditions
and a number of examples of practical application can be found in [127].
5.4.2 Finite-volume solver
Eqs 5.31 and 5.32 form a pressure-saturation system whose resolution has been discussed extensively in
the literature. The ImPES method [156], as Implicit Pressure Explicit Saturation, consists in a sequential
resolution of an equation on the saturation and an equation on the pressure. The solver is based on the
open-source toolbox porousMultiphaseFoam developed by Horgue et al. [79] in OpenFoam for a system of
generalized Darcy’s laws. Using the relation Eq. 5.35 to write the momentum balance Eq. 5.32 under the
form of Eq. 5.34, the following notations are introduced for the K? coefficients
Mii =
K?ii
µi
, Mjj =
K?jj
µj
, Mij =
K?ij
µj
, Mji =
K?ji
µi
, (5.43a)
Lii =
ρiK
?
ii
µi
, Ljj =
ρjK
?
jj
µj
, Lij =
ρjK
?
ij
µj
, Lji =
ρiK
?
ji
µi
. (5.43b)
This yields
Ui = − (Mii +Mij) ∂P
∂x
+ (Lii + Lij) g, (5.44a)
Uj = − (Mjj +Mji) ∂P
∂x
+ (Ljj + Lji) g. (5.44b)
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From this expression, we briefly detail next the steps of the algorithm.
1. Computation of the time step. We consider the Courant number Coα for the phase α,
Coα = max
cells
0.5
∑
faces
|φα|
Vcells
∆tlast, (5.45)
where
∑
faces
φα =
∑
faces
UαSf is the sum of the fluxes at the neighbour faces to the considered cell. The
new time-step is then computed as
∆t = ∆tlastmin [min (c∆t, 1 + 0.1c∆t) , 1.2] , (5.46)
where
c∆t =
Cofixed
max (Coα) , α = g, l1, l2
, (5.47)
and where Cofixed is a fixed Courant number chosen initially to ensure the stability of the simulation
(Cofixed < 1).
2. From the saturation field Si (tn) and velocity field Ui (tn) at a given time tn, the mass conservation
equation
ε
∂Si
∂t
+ ∂Ui
∂x
= 0, (5.48)
is solved explicitely to get the saturation field Si (tn+1).
3. M and L coefficients Eqs 5.43 are updated from Si (tn+1) and Ui (tn).
4. By summing the mass conservation equations given in Eq. 5.31, and introducing the momentum con-
servation equations Eqs 5.44, we get the following equation on the pressure
∂
∂x
[
(Mjj +Mji +Mij +Mii)
∂P
∂x
]
= ∂
∂x
[(Ljj + Lji + Lij + Lii) g] , (5.49)
that is solved implicitely to get the pressure field P (tn+1).
5. From P (tn+1) and the coefficients M (tn+1), L (tn+1), the velocity fields Ui (tn+1) and Uj (tn+1) are
updated from Eqs 5.44.
Boundary conditions A zero pressure condition P |in = 0 is imposed in the inlet, while a condition on
the pressure gradient ∂P
∂x
∣∣∣∣
out
is imposed in the outlet
∂P
∂x
∣∣∣∣
out
=
(Ljj + Lji) g − Uj |out
Mjj +Mji
. (5.50)
This last condition (from Eq. 5.44b) allows to impose the flow rate Uj |out. A constant flow rate Ui|in is also
imposed in the inlet.
The solver is validated by comparing the fluid fronts obtained numerically to the theoretical solution
obtained with the Buckley-Leverett theory. The test case is a case of water imbibition in a medium filled
with air, which is discussed in more details in [127]. The effective parameters in Eq 5.33 are based on the
analytical solution of an annular gas-liquid flow in a capillary tube. We compare in Fig. 5.2, for validation,
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the numerical and theoretical solutions of the water front in the transient regime for two given flow rates.
The fluid fronts are given for two values of the dimensionless term, 1/Ng = UiµiK0(ρi−ρj)g , which characterizes
the fractional flow Eq. 5.41.
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Figure 5.2 – Water front Sw in the transient regime, using the viscous model with and without cross-terms,
Eq 5.33. Numerical solution (marks) is compared to the theoretical solution from the Buckley-Leverett theory
(lines). Two water flow rates are considered a) 1/Ng = 0.65 and b) 1/Ng = 1.1. See [127] for further details
about this case.
5.5 Results
5.5.1 Case 1: creeping flows
Since an important question in this study is on whether the permeability influences the momentum exchange
between two phases in porous media, we analyze the magnitude of the cross-terms based on the few ex-
perimental measurements of these terms that were conducted in the literature. Kalaydjian set up flows in
capillary tubes with square sections with multiple couples of fluids [91], Zarcone and Lenormand conducted
experiments in a sand pack using water and mercury [192], and Rothman proceeded to numerical simulations
(Lattice-Boltzmann) in a pore-network of large permeability [150]. These flows were low Reynolds flows and
the viscous cross-terms as in Eq. 5.33 were measured. Given the different permeabilities of the media we
compare, we hypothesize that the separation into different flow paths and the relative influence of fluids/solid
and fluid/fluid interfaces can be represented by a scalar coefficient β ∈ [0, 1], weighting the cross-terms
Kij (β) = βKij , Kji (β) = βKji. (5.51)
Further, the expressions of the cross-terms for β = 1 are assumed to be on the form of the analytical solution
of the two-phase flow in an annular capillary tube [34, 78],
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Kij = 2rµ
Si + (1− Si) log (Si)
1− 2rµlog (1− Si) , (5.52a)
Kji = 2 (1− Si) Si + (1− Si) log (Si)
S2i − 2Si (1− Si)− 2 (1− Si)2 log (1− Si)
. (5.52b)
The profiles of K?ji/K0 = 1/rµK?ij/K0 (from Kji and Kij using the relation Eq. 5.35) as functions of Si for
different values of β are compared in Fig. 5.3 to the experimental and numerical results mentioned above.
Kalaydjian, using capillary tubes with square section, obtained the maximum value of the dimensionless
cross-terms K?ji/K0 = 1/rµK?ij/K0 ∼ 0.2. The maximum value and the form of the cross-coefficients as a
function of the saturation proves to be identical to the result obtained analytically in a annular capillary
tube. Zarcone and Lenormand found that the magnitude of the cross-terms is much less important in their
case, with dimensionless cross-terms which are at most ∼ 4x10−3. As discussed in the introduction, their
primary hypothesis is that this weaker influence stems from the smaller interfacial area between the two-
phases. The case of Rothman is intermediate between the sand pack and the capillaries, with a maximum
value of the cross-terms, ∼ 0.17, that is slighty below the one obtained for capillaries. We see that changing
the value of β allows to recover both results for the sand and capillaries. For the sand we have β ∼ 0.1, which
confirms that the momentum exchange is smaller in low permeability media than in capillaries. Further, the
analytical solution of the cross-terms in a tube proves to be in accordance with the profiles of the cross-terms
obtained for other types of porous media.
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Figure 5.3 – Comparison of non-dimensionalized cross-terms for multiple weighting factors β (dashed lines,
see Eq. 5.51) to experimental results from [192], [91] and numerical results from [150]. K?ij/K0 and K?ji/(K0rµ)
are plotted as functions of the saturation Si.
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5.5.2 Case 2: co-current flows within particle beds
5.5.2.1 Boundary conditions
We consider now a recent experiment referred as the CALIDE facility and described in Chikhi et al. [33]
and Clavier [34]. It consists in a two-phase flow (air/water) in a column filled with particles. The section
of visualization is made of a Plexiglas pipe (500 mm high and 94 mm diameter), which can be filled with
particles of different diameters (3.18, 6.35, 4, 8, 12.7 mm). A picture of the experiment is given in Fig. 5.4b.
Air and water are supplied from the bottom of the column, which is initially filled with water, as depicted in
Fig. 5.4a. This experiment was part of a large work on water-steam flows in debris bed in the context of a
severe accident in a nuclear reactor. It consisted in measurements of the void-space and of the pressure drop
for a large range of gas and liquid flow rates after the steady-state was obtained. The objective was especially
to obtain databases for the identification of the effective parameters in the continuum models Eq 5.32. A set
of data was obtained earlier by Tutu et al. [175] with a similar experiment, but there is in general a very
scarce database in the literature to be used for the models.
UaUw
ex
g
(a) (b)
Figure 5.4 – Case 1: CALIDE facility - a) schematical representation, b) picture of the experiment.
The liquid retention and the pressure drop at steady-state are plotted in Fig. 5.5 as a function of Rea
for a diameter of particles of 4mm. The first observation is that the liquid retention decreases with the gas
flow rate (the column is emptying) but is quasi-independant of the liquid flow rate. In contrast, the pressure
drop shows very different behaviors depending on the liquid and gas flow rates. At moderate liquid flow
rates, for instance, the pressure drop initially decreases with the gas flow rate, which can be explained by a
phenomenon of lift, as the shear-stress compensates the hydrostatic pressure drop. From a certain threshold
(Rea ∼ 1), an inflexion is observed and is likely due to the development of significant inertial dissipation
effects. Other diameters of particules are also considered in the following but for gas injection only, as the
liquid flow was only considered for diameters 4 and 8 mm.
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Figure 5.5 – Experimental data from Chikhi et al. [33] - a) water retention Sw and b) dimensionless pressure
drop ∂P/∂xρwg , as a function of Rea .
5.5.2.2 Closures for the effective parameters for a co-current flow in particle bed
A set of closure relationships for the effective parameters in the momentum balance Eq. 5.32 has been recently
derived in [36] based on the set of data from the experiment introduced above. The closures relationships are
built based on the macroscopic dataset (pressure drop, fluid saturations, flow rates) and therefore do not rely
on an information from the microscale (for instance the resolution of closure problems). The set of closures
reads
Kww = K0S3w, Kaa = K0 (1− Sw)4 ,
Kwa = β1
µa
µw
S2w
(1− Sw) , Kaw =
µw
µa
KaaKwa
Kww
= β1
(1− Sw)3
Sw
, (5.53)
where β1 is a constant that depends on the diameter of particle. The inertial parameters read
Fww =
ρw
µw
K
η
Uw ; Fwa = fwaKwa, (5.54)
Faa =
ρa
µa
K
η
Ua ; Faw = β2 (1− Sw)6 , (5.55)
where η is called the passability and is commonly used in engineering practice. β2 is a constant that depends
on the diameter and fwa is a fitting function of Sw which is equal to 0 for Sw → 1 (low liquid and gas flow
rates) and to 1 for Sw → 0
fwa =
(1− Sw)3
(1− Sw)3 + Snw
. (5.56)
A few comments are worth noting about these closures. Obtaining the dependencies of the eigth unknown
functions in Eqs 5.32 is a complicated task as the quantity of information extracted from the experiment
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is restricted. One can derive closure relationships by making the most of some limit cases (Rew = 0, low
Rew, Rea ), but a number of assumptions are still required. An example of the method of identification
is proposed in the next section. Here, the most questionable closures are on the inertial cross-terms Fwa
and Faw, which, by definition, should probably be function of the velocities. They are constructed here as
functions of the saturation only. In absence of more information, however, such set of closure relationships
constitutes a valuable set of parameters to study the models at the macroscale.
5.5.2.3 Results
Impact of the permeability on Uw = 0 In accordance with the analysis made in Case 1, we analyze
first the influence of the permeability (diameter of the particles 3.18, 6.35, 4, 8, 12.7 mm) on the momentum
exchange between the two phases. The viscous model Eq. 5.33 is solved using the Buckley-Leverett theory for
the different permeabilities. The dimensionless pressure drop and the liquid saturation are shown in Fig. 5.6
as a function of Rea. First, it is seen that the difference of permeability clearly segregates the profiles. The
pressure drop, for instance, decreases more in the highly permeable columns, which can be explained by a
stronger effect of lift due to a potentially higher surface area between the two phases. It is also seen that
the viscous model with cross-terms allows to capture these variations, and it is clear that the cross-terms in
the momentum balance have to be employed in such a case. It is also interesting to see that the discrepancy
between the model and the experimental results appears globally from Rea ∼ 1, which is known to be the
threshold for the appearance of substantial inertial effects in porous media (see Figs 5.6a and 5.6b). This is
only partially true for the smallest diameter (d = 3.18 mm) when one looks at the pressure drop, since the
inflexion seems to occur for a smaller Rea. This might be due to the smaller effect of the lift in this case.
Further, it is also seen that the inertial effects modify drastically the profile of the saturation in the highest
permeable columns (d = 8 and 12 mm).
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Figure 5.6 – Liquid saturation and dimensionless pressure drop for different diameters of particules, as a
function of the gas flow rate at Uw = 0. a) and b) as a function of Rea , a) and b) as a function of Rek.
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Co-current flow regime (Uw 6= 0) for d = 4mm Fig 5.7 shows the results obtained in the case d = 4mm
when solving now the inertial model (numerically). In this case, the three model - without cross-terms, with
viscous cross-terms, with inertial cross-terms - are compared. It is seen that the generalized Darcy’s laws lead
to a pressure drop which is balanced with the hydrostatic pressure drop ρwg. The viscous model with cross-
terms, conversely, captures the decrease of the pressure drop until (Rea ∼ 0.3), as it was seen earlier. The
inertial model allows to accurately recover the inflexion of the pressure drop and the saturation in the inertial
regime. These observations mainly confirm that the macroscale structure of the momentum balance in the
generalized Darcy’s laws, widely employed in engineering practice, cannot be employed in such configurations.
Instead, cross and inertial terms are required to model significant drag and inertial effects. This observation
is further confirmed in Fig. 5.8 where the injection of the water co-currently to the gas is also considered.
In this case, the motion of the water flow generates further dissipation effects and a significant increase of
the pressure drop. However, the profile of the water saturation remains relatively stable despite of strong
modification of the liquid flow rate. In general, it is clear that the inertial model allows to capture correctly
the variations of the pressure drop with the liquid flow rate.
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Figure 5.7 – Saturation and dimensionless pressure drop at steady state as a function of Rea, for Uw = 0.
The viscous model, with and without cross-terms, is compared to the inertial model. a) Saturation Sw and b)
dimensionless pressure drop ∂P/∂xρwg . The two vertical lines with dots correspond to the fronts given in Fig. 5.9.
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Figure 5.8 – Saturation and dimensionless pressure drop at steady state as a function of Rea, for various
water flow rates. The viscous model, with and without cross-terms, is compared to the inertial model. a)
Saturation Sw and b) dimensionless pressure drop
∂P/∂x
ρwg
.
So far, the analysis has been limited to the steady-state regime of the system. The Buckley-Leverett
solution and the numerical resolution also provide the fluid fronts in the transient regime. The influence of
the cross-terms in the viscous model Eq. 5.33 on the fluid fronts was analyzed in [127], where it is shown that
the macroscopic shear-stress effect tends to generate rarefaction waves in the fluid fronts. The fronts of the
liquid phase are given in Fig 5.9 in the transient regime in the case d = 4mm and for Uw = 0 and for two gas
flow rates. The different models with and without cross and inertial terms are compared, in accordance with
the results presented in Fig. 5.7, where the two values of Rea are specially outlined. The first observation
is that the cross and inertial terms affect significantly the fronts compared to the generalized Darcy’s laws.
As seen in [126], the viscous cross-terms tends to increase the size of the rarefaction wave. However, it is
also observed that the inertial effects tend to favor the emergence of a plateau and to reduce the size of the
rarefaction wave. This observation is further confirmed when one looks at the profiles given in Fig. 5.10,
where co-injection of water is also considered. Indeed, the inertial effects in the water flow lead to a single
plateau without rarefaction wave.
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Figure 5.9 – Profiles of the water saturation Sw in the dynamic regime at two values of Rea using the different
models.
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Figure 5.10 – Profiles of the water saturation Sw, using the inertial model for Rea = 1 and at Rew = 0 and
Rew = 28.8.
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5.5.3 Case 3: counter-current flows within structured packings
5.5.3.1 Boundary conditions
We finally consider the case of a counter-current gas-liquid flow, as typically encountered in chemical processes.
In trickle beds or columns equipped with structured packings, the gas/liquid interaction effects especially
play a central role and is known to enhance the efficiency. The counter-current configuration is depicted
in the sketch in Fig. 5.11. The pressure drop and of the liquid saturation from Wang [182] and Suess and
Spiegel [167], for increasing gas and liquid flow rates, are given in Fig. 5.12. For sufficiently low flow rates,
the liquid flows down as a thin liquid film and is moderately impacted by the gas phase (pre-loading regime),
while for higher flow rates, the interfacial shear-stress retains the liquid which disperses in droplets in the
gas (loading regime), leading ultimately to a regime where both the pressure drop and the liquid saturation
increase sharply (flooding regime).
Uw
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g
Figure 5.11 – Configuration 2 : counter-current flow
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Figure 5.12 – Experimental data in columns equipped with structured packings, - a) pressure drop and b)
liquid saturation, as a function of the gas flow rate Ua, from Wang [182] (2015), c) liquid saturation, as a
function of the liquid flow rate Uw, at Ua = 0, from Suess and Spiegel [167] (1992)
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5.5.3.2 Closures for the effective parameters for a counter-current flow in structured packings
So far the closure relationships of the effective coefficients were obtained based on an analytical solution
(Case 1) and from the literature using experimental data (Case 2). We propose now to establish closure
relationships in the case of counter-current flows. We mainly use the set of data of Wang (2015), with some
results from Suess and Spiegel (1992), for a air-water flow in columns equipped with structured packings.
Both studies consisted in measurements in a column equipped with a packing Sulzer Mellapack 250Y.
Determination of Kaa, Kww and the permeability K0 The determination of the K terms can be
achieved by making the most of the experiments at low gas and liquid flow rates. The experiments conducted
at zero gas flow rate case (Ua = 0) (see Fig. 5.12c) first allow to simplify the momentum balance Eq. 5.32
which reads
Uw = −Kww
µw
(
∂P
∂x
− ρwg
)
− FwwUw ≈ Kww
µw
ρwg − FwwUw, (5.57)
Observing that the hydrostatic pressure dominates over the pressure gradient for low gas flow rate, ∂P∂x is
neglected in the momentum balance. Considering that one can distinguish a viscous and an inertial regime
for respectively low and high liquid flow rates, one can write in the viscous regime
Uw =
Kww
µw
ρwg. (5.58)
The transition from the viscous to the inertial regime is considered to be around Uw ∼ 1× 10−2 m/s, as seen
in Fig. 5.12c where an inflection is observed at this velocity. Based on Eq. 5.58, Kww = Uwµwρwg is plotted in
Fig. 5.13 and is shown to be under the form
Kww = K0S2.7w . (5.59)
One can also deduce the permeability K0, which is K0 = 2×10−6 m2. This value of permeability is relatively
high for a geometry of structured packing, compared to value previously determined in the literature [163, 126]
(K0 ∼ 7× 10−7 m2). The packing Mellapack 250Y is indeed known to be a coarse packing involving a large
number of holes.
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Figure 5.13 – Kww as a function of Sw for Ua = 0. Experimental data from Suess and Spiegel [167].
Contrary to the case of the liquid flow, the viscous regime in the gas phase cannot be isolated from the
inertial regime, as the lowest gas flow rate Ua ∼ 0.35m/s corresponds already to a significant value of the
Reynolds number Rea = 32. The coefficient Kaa is therefore assumed a priori, from the analytical solution
of the liquid-gas flow in a cylinder capillary tube (also Brooks and Corey correlation [29]). It takes the form
Kaa = K0S2a. (5.60)
Although this might look as a relatively strong assumption, the high permeability of the packing and its
geometry of channels (parallel corrugated sheets) makes the comparison to the capillary tube reasonable.
Further, the gas-liquid flow in columns equipped with structured packing is made of a thin liquid film and
of a bulk gas flow, which is identical to the configuration considered for the analytical solution. The value
obtained for Kww, Kww = K0S2.7w , finally, is close to the one obtained in the capillary tube, Kww = K0S3w.
Determination of Faa and Fww Considering now the inertial regime in the water flow, the coefficient
Fww can be obtained from Eq. 5.57,
Fww = −Kww (
∂P/∂x− ρwg)
µwUw
− 1. (5.61)
It is shown in Fig. 5.14a to scale linearly with the velocity for the highest liquid flow rates
Fww = 30Uw. (5.62)
Here, the set of data is clearly too scarce to reliably conclude on the scaling of Fww with the velocity. However,
the linear scaling of Fww that seems to be obtained with Uw corresponds to the classical quadratic correction
(FwwUw) in the strongly inertial regime [100, 126].
Using the same method, the coefficient Faa is determined based on the dry experiment (Uw = 0) in the
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measurements of Wang. Using Eq. 5.32, Faa can be expressed as
Faa = −K0S
2
a (∂P/∂x− ρag)
µaUa
− 1. (5.63)
The coefficient Faa is plotted in Fig. 5.14b as a function of the gas flow rate Ua. It is shown to scale with Ua
as
Faa = 2.3U1.15a . (5.64)
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Figure 5.14 – Closure of the inertial terms Fww a) and Faa b) as a function of Uw and Ua respectively.
Determination of Kaw, Kwa, Faw and Fwa We now consider the cumulative influence of the effective
cross-terms Kaw and Faw, that reads based on Eq. 5.32
Kaw − Faw = U−1w
(
Ua +
Kaa
µa
(
∂P
∂x
− ρag
)
+ FaaUa
)
. (5.65)
Fig. 5.15a shows the experimental values of Kaw − Faw as a function of the gas flow rate Ua. It is seen that
this term also depends on the saturation and we postulate that it can be written under the form
Kaw − Faw = Kaw [1− faw (Ua)] , (5.66)
where faw is a function of the gas flow rate. Contrary to the closure from Clavier et al. [36], the term Faw is
constructed as a function of the gas velocity. The proportionality of Faw with Kaw is inspired from Clavier
et al., though, and seems relatively intuitive. In the absence of further information for the term Kaw and as
the viscous and the internal regimes cannot be separated clearly, the expression from the analytical tube is
used
Kaw =
1− Sw
Sw
. (5.67)
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Based on this estimation, the term −Faw/Kaw is plotted in Fig. 5.15b and is shown to be indeed relatively
independent of the saturation, at least for moderate flow rates. It is shown to be under the form
f (Ua) = −Faw/Kaw = 10U2a , (5.68)
for moderate velocities.
For higher flow rates, one clearly sees that there exists a critical gas velocity Ucrit [62], from which both
the pressure drop and the liquid retention exhibits a drastic inflection. This inflection corresponds to the gas
flow rate from which the column starts to be in the flooding regime. The term f (Ua) − 10U2a is plotted in
Fig. 5.16a in order to determine the critical velocity Ucrit for a given liquid flow rate. Ucrit is then plotted
as a function of Uw in Fig. 5.16b. Considering the two scalings, the term Faw can finally be expressed under
the form
Faw = −10KawU2crit
[(
Ua
Ucrit
)2
+
(
Ua
Ucrit
)20]
, (5.69)
involving a strong scaling in U20a in the flooding regime. The two scaling in U2a and U20a respectively correspond
in the column to a regime of stable liquid film and to a regime involving dispersed droplets in the gas phase
(flooding). The plots of Eq. 5.69 for the various values of Ucrit are shown in Fig. 5.15b.
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Figure 5.15 – Closures of the cross-terms Kaw and Faw. a) Kaw − Faw and b) −Faw/Kaw as a function of Ua,
see Eq. 5.70.
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Figure 5.16 – Critical velocity Ucrit - Kaw- a) inflection of −Faw/Kaw characterized by the critical velocity and
b) Ucrit as a function of Uw.
The same reasoning is used for the determination of the cross-terms Kwa and Fwa. The term Kwa−Fwa
can be expressed from Eq. 5.32 under the form
Kwa − Fwa = U−1a
(
Uw +
Kww
µw
(
∂P
∂x
− ρwg
)
+ FwwUw
)
. (5.70)
The experimental values of Kwa − Fwa are plotted in Fig. 5.70 as a function of Ua. As previously, it is
assumed that it can be written under the form
Kwa − Fwa = Kwa [1− fwa (Ua)] . (5.71)
where fwa is a function of the gas velocity only. It is found that if Kwa is under the form
Kwa =
S3w
1− Sw , (5.72)
fwa is independant of the saturation, as seen in Fig. 5.17b. This is only partially true as it does not work
very well for the lowest liquid velocity, 6.8× 10−3 m/s. The cumulative influence of Kwa and Fwa is actually
shown to be relatively moderate as the liquid flow rate is low. Also, the expression of Kwa differs from the
closure obtained from the analytical solution of film flow in a capillary tube Kwa = S
2
w
1−Sw , but exhibits a
similar form and the same limits. The term Fwa therefore takes the form
Fwa = −1000KwaU−1a . (5.73)
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Figure 5.17 – Closures of the cross-terms Kwa and Fwa. a) Kwa − Fwa and b) −Fwa/Kwa as a function of Ua,
see Eq. 5.70.
The closure of the eight effective parameters are rewritten in the following. The viscous terms read
Kww = K0S2.7w , Kaa = K0 (1− Sw)2 , (5.74)
Kwa =
µa
µw
S3w
(1− Sw) , Kaw =
(1− Sw)
Sw
, (5.75)
where K0 = 2.0× 10−6 m2. The inertial parameters read
Fww ∼ 30Uw ; Fwa = −1000KwaU−1a , (5.76)
Faa ∼ 2.3U1.15a ; Faw = −10KawU2crit
[(
Ua
Ucrit
)2
+
(
Ua
Ucrit
)20]
. (5.77)
One can especially notice that the inertial cross-terms Fwa and Faw are negative in the counter-current
configuration.
5.5.3.3 Results
Based on the set of closure relationships derived in the previous section, we now conduct simulations of the
counter-current air-water flow for the range of flow rates considered in the experiment of Wang [182]. Water
is injected from the top and streams down by gravity in the medium, while the gas phase flows counter-
currently. The pressure drop and the liquid retention are shown in Fig. 5.18 as a function of the gas flow rate
and for different values of the liquid flow rate. The model involving the cross and inertial terms is shown to
predict accurately the flow fields from the pre-loading to the flooding regime. A discrepancy is seen for the
lowest value of the liquid flow rate, which is due to the less accurate closure of the term Fwa in that case,
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see Fig. 5.17b. The effective cross-terms are plotted in Fig. 5.19. In the flow regime that we consider, the
inertial cross-terms are predominant compared to the viscous cross-terms.
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Figure 5.18 – Comparison between the experimental results from [182] and numerical results. a) Water
saturation and b) dimensionless pressure gradient at steady-state as a function of Ua for three values of the
liquid flow rate.
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Figure 5.19 – Cross coefficients as a function of the gas flow rate Ua a) Kwa and Fwa and b) Kaw and Faw.
To further analyze the importance of the momentum exchanges between the two phases, Eq. 5.32, we
reconsider the momentum balance for the two phases under the form
0 = −
(
∂P
∂x
+ ρag
)
− µaK−1aa (1 + Faa)Ua︸ ︷︷ ︸
1
+ µaK−1aa (Kaw − Faw)Uw︸ ︷︷ ︸
2
, (5.78a)
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0 = −
(
∂P
∂x
+ ρwg
)
− µwK−1ww (1 + Fww)Uw︸ ︷︷ ︸
3
+ µwK−1ww (Kwa − Fwa)Ua︸ ︷︷ ︸
4
. (5.78b)
This form allows to express explicitely the contribution of the additional terms 2 and 4 in the momentum
balance. Fig. 5.20 shows the evolution of these different terms as a function of the gas velocity Ua for
Uw = −1.02× 10−2 m/s. It is confirmed, first, that none of these terms is negligible for the range of Reynolds
that is considered in the structured packings. Further, it is seen that the two curves intersect at a certain
point, where the additional terms 2 and 4 become predominant in the momentum balances. The velocity
corresponding to the intersection of the two curves is approximately Ucrit, i.e. that it occurs at the beginning
of the flooding regime where the interaction between the two phases is very strong. The ratio of the terms 2
to 1, and 4 to 3 of Eq. 5.78 are also plotted in Eq. 5.21. These ratio become higher than 1 as the additional
terms become predominant.
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Figure 5.20 – Plot of the contributions to the momentum balance in Eq. 5.78 as a function of the gas flow
rate Ua for Uw = −1.02× 10−2 m/s - a) Contributions in Eq. 5.78a and b) Contributions in Eq. 5.78b.
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Figure 5.21 – Ratio of the contributions 2 to 1, and 4 to 3 respectively, in Eq. 5.78, as a function of the gas
flow rate Ua.
5.6 Conclusion
In this work we attempted to answer the question on whether momentum exchange drives two-phase flow
processes in highly permeable media. Our very first step was to identify the main features of two-phase flows
in highly permeable media and to deduce a definition for such media. The main observation is that two-
phase flows in low and high permeability media exhibit very distinct flow behaviors. We then restart from
the mathematical system at pore-scale and discuss the volume averaging method leading potentially to closed
forms at the continuum scale. We showed that the structure of the momentum balance at the continuum
scale can be the same for the two extremes cases, i.e. either a system dominated by capillary effects or
a system dominated by inertial effects. We deduce from this analysis a semi-heuristic modeling strategy
involving cross and inertial effective parameters in the momentum balance and proceed to one-dimensional
numerical resolution of the model for multiple configurations.
Our main conclusion is that these additional terms in the momentum balance are of major importance for
flows in highly permeable media. The numerical simulations were conducted in cases of co- and a counter-
current flows and were compared to experimental results. As expected, the momentum exchange between
the two phases was first shown to be positively correlated with the permeability of the medium. The use
of additional terms in the momentum balance also proved to capture properly the variations of the pressure
drop and the global saturations of the phases. Above all, it is clear from this analysis that the additional
cross-terms in the Darcy-like laws can be of major importance for the modeling of two-phase flows in highly
permeable media.
The main limit of this approach is on the fact that in case of high Reynolds flows, the flow is intrinsically
unsteady. The macroscale variables in our model at the continuum scale therefore somehow involve a time-
averaging process. Some ergodicity effect could also be at play between space and time to explain that such
model is able to reproduce macroscopically the system. Further developments should now be focused on
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obtaining further information from the flow at pore-scale, to better characterize the effective parameters in
the momentum balance and to ensure its mathematical structure.
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Distribution of the liquid phase
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As referred earlier in this study, the distribution of the liquid phase in the column is a key issue of the
distillation process. Its modeling is actually a major step in the global modeling strategy. Modeling the
momentum transport for the liquid phase means, on one hand, predicting the maldistributions, and, on
the other hand, transporting accurately the chemical species. The structure of parallel corrugated sheets is
known to affect significantly its distribution, and even little modifications of the design can have a significant
impact. The contact points between two plates, for instance, are known to modify the dynamic of the liquid
phase, through local reorientations of the flow. Their density between two plates was also recently shown to
be linked to the mass transfer coefficient in the liquid [183]. Capturing precisely the different flow paths for
given geometrical parameters is therefore crucial in the global modeling strategy of the process. So far, we
characterized the macroscale momentum transport of the two-phase flow using a two-equation model: one
equation for the liquid phase and one equation for the gas phase. The strong anisotropy of the structure
and the way the liquid film distributes lead to consider other approaches. A number of questions are also
unsolved for the liquid flow near internal boundaries, i.e., at the transition between the packs and at the
external walls of the column. The medium was conceived so far as a single region with spatially constant
properties. The successive rotation of the packs, the side effects, lead, as well, to consider new approaches.
In this chapter, we first describe the way the liquid phase distributes within the equipment of structured
packing, based on imagery results from the literature. A strategy consisting in decomposing the liquid phase
in four pseudo-phases is then proposed and discussed. Numerical experiments are conducted using this
modeling strategy and the strategy consisting in splitting in only two phases [114, 162]. The two methods
are compared by considering the distribution of the flow fields in multiple configurations.
Since this chapter is limited to a liquid-gas couple of fluids, we consider the notations i = l and j = g.
Also, since the notations can become excessively heavy, the intrinsic averaged pressure for the phase l is for
instance denoted Pl = 〈pl〉l ,and respectively for other phases. In the same way, the velocities which are
employed are filtration velocities and denoted in the form U l. Further, the double subscript notation in the
intrinsic permeabilities is reduced to a single one, for instance Kl, to facilitate reading.
6.1 Previous approaches in the literature
While the gas phase turns to homogenize relatively well in the structure, the liquid phase appears to be
much more affected by the anisotropy and by the specific structure of the packing. The gas phase was
indeed shown to mix very well in the core of the pattern of packing. Conversely, the liquid phase tends to
be much more guided along the grooves, and therefore to flow toward the outer part of the column. This
behavior has been especially shown using tomography imagery [27, 114, 65, 181, 154]. A valuable result is
for instance the one of Mahr and Mewes [114], who considered the point injection of a liquid phase from the
top of two parallel corrugated sheets (MellaPack 250Y). As seen in Fig. 6.1, the liquid globally streams down
within a cone delimited by +θ and −θ, which are the incline angles of the corrugations along the two parallel
sheets respectively. Multiple preferential paths can then be distinguished. First, one sees that a part of the
liquid remains confined within the grooves, probably constrained by capillarity effects, and flows toward the
external walls of the columns. An other part is guided toward a preferential direction that is between the
axis of the column and the incline of the corrugations. This direction is sometimes associated to a gravity
angle [157, 162], meaning the the liquid film flows along the steepest angle along a corrugated sheet. Due to
the arrangement in parallel sheets, however, this direction is also affected by a phenomenon of local liquid
retention at discrete points, as seen in Fig. 6.1. These local retentions correspond to an area around the
contact points between two corrugated sheets, where capillary effects dominate and retain the liquid. The
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liquid is seen to reoriente at these points, meaning that a part of the liquid flowing over one sheet suddenly
changes its trajectory to go toward the sheet which is adjacent.
Figure 6.1 – X-ray measurements from [114] - Liquid pattern between two corrugated sheets from a point
injection.
6.1.1 Liquid “splitting”
The geometry of structured packings therefore constrains drastically the flow of the liquid phase, and generates
a number of different flow paths for the liquid phase. This leads to consider a specific modeling strategy
for this phase at the continuum scale. Indeed, a special feature of two parallel corrugated sheets is also the
symmetry with respect to the vertical axis of the column. This symmetry leads to a purely vertical flow when
one considers the averaged velocity over a REV. The classical two-phase flow models used in porous media,
including the generalized Darcy’s laws with or without cross-terms as presented in the previous chapters,
become therefore inaccurate. One can actually impose a dispersion term in the momentum balance in order
to force the liquid phase radially [61]. This method does not allow, however, to capture the preferential
paths within the structures, including the reorientations at the contact points. Mahr and Mewes, based on
their experimental observations, suggest to arbitrarily split the liquid phase in two interpenetrating liquid
phases. The two pseudo-liquids are seen as two quasi-independent films, considering one film on each of two
parallel sheets. The two films flow along two main directions, characterized by a steepest angle ±θ? with
the vertical axis of the column. The configuration is depicted in Fig. 6.2. The approach also includes a
liquid exchange between the two liquid films, which is supposed to occur at the contact points between two
corrugated sheets. It therefore permits to recover the tendency of the liquid phase to flow radially as well as
the constant redistribution at the contact points. The system of mass and momentum conservation laws is
derived for a three-phase system, gas-liquid-liquid, and is based on a an approach inspired from the volume
averaging method. The resulting macroscale laws include second-order effective tensors in the momentum
equations, which determine the direction of the phases along preferential paths. Also, the fluid/fluid and
fluid/solid interfacial effects are modeled via friction terms, following the idea used in chemical engineering.
A similar approach is used by Soulaine et al. [162], who introduce the concept of bi-structured medium
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to characterize the structured packing [160]. Such medium exhibits a topology composed of two distinct
regions, leading to two separate behaviors at the macroscale. These two regions correspond to two parallel
corrugated sheets, which guide the liquid in two opposite directions. The model of Soulaine et al. relies on
more theoretical basis than the one of Mahr and Mewes, especially due to the generic analysis of a fluid flow
in a bi-structured medium, but the liquid splitting in structured packings is still semi-heuristic.
Figure 6.2 – Illustration of the strategy of liquid splitting using a two-liquids approach - left: flow direction
along one corrugated sheet - right: distribution between two corrugated sheets. θ is the inclinaison angle of
the corrugations and θ? is referred as an effective angle [114] or as the gravity angle [157, 162].
6.1.2 One-phase flow in a bi-structured medium
As introduced above, the underlying idea of the approach is to arbitrarily split the liquid phase in quasi-
independent pseudo-phases for distinct regions in the medium. Considering for instance a splitting in two
pseudo-phases, the first step here would therefore consist in averaging spatially the gas-liquid-liquid mathe-
matical system, following an initial arbitrary splitting at the microscale. However, such a procedure implies
a high level of complexity in the developments, and closing the system rigorously is today out of reach. As an
initial approach, to better understand the implications of a local “splitting”, Soulaine et al. [160] suggest to
consider the case of a one-phase flow in a bi-structured medium. A fluid l flowing in a bi-structured porous
medium is therefore arbitrarily split in two pseudo-phases l1 and l2 at the local scale. Using the volume
averaging method, it is shown that the structure of the macroscale laws is somehow complex, involving in
particular cross-terms in the momentum balance. It reads
U l1 = −
Kl1
µl
· (∇Pl1 − ρlg) +Kl1l2 ·U l2 +Π l1 (Pl1 − Pl2) , (6.1a)
U l2 = −
Kl2
µl
· (∇Pl2 − ρlg) +Kl2l1 ·U l1 +Π l2 (Pl1 − Pl2) , (6.1b)
where Kl1 and Kl2 refer to the intrinsic permeabilities and the cross-terms Kl1l2 and Π l1 for the pseudo-
phase l1 (respectivelyKl2l1 andΠ l2 for l2) characterize an exchange of momentum between the two coexisting
pseudo-liquids. Although it is limited to a one-phase flow, the approach gives some indications about the
structure of the momentum laws at the continuum scale in case of “pseudo-phases”. It especially shows that,
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strictly speaking, macroscale cross-terms have to be considered to characterize the exchange of momentum.
Further, the mass conservation equations are shown to be
ε
∂Sl1
∂t
+∇ ·U l1 = +m˙, (6.2a)
ε
∂Sl2
∂t
+∇ ·U l2 = −m˙, (6.2b)
where the mass transfer term m˙ characterizes an exchange of matter between l1 and l2. The closure for this
term takes the form
m˚ = −χl1 ·U l1 + χl2 ·U l2 + h (Pl1 − Pl2) . (6.3)
The liquid exchange is therefore controlled on one hand by the difference of the averaged pressures Pl1 −Pl2 ,
and on the other hand by velocity terms which can be associated to dynamic effects. This relation is important
as it allows to better apprehend the mathematical structure of m˚ and the underlying physical effects at play
in the exchange of matter. In this relation, the effective parameters χl1 , χl2 and h are solutions of closure
problems (emerging from the volume averaging method), and potentially vary with the position of the l1-l2
interface and the pore-scale velocity fields. Considering that dynamic effects play a minor role at the leading
order, Soulaine et al. neglect the velocity terms and consider that the difference of the averaged pressures
governs the exchange
m˚ = h (Pl1 − Pl2) . (6.4)
It can be concluded from this initial analysis that cross-terms (Eqs 6.1) and mass exchange terms (Eq. 6.3)
are likely to be present in the modeling of a gas-liquid flow with liquid splitting. It must be noted that these
terms come in addition to the cross and inertial terms introduced in Chapters 4 and 5 for the liquid-gas
momentum exchange.
6.2 Modeling strategy based on liquid splitting
In this part, we derive a macroscale model for the liquid/gas flow in structured packings based on splitting
of the liquid phase in multiple pseudo-phases. The mass and momentum equations are derived as a semi-
heuristic extension of the model derived for a one-phase flow in the previous section. It is presumed that
the liquid film flowing along one corrugated sheet (and independently of the parallel sheet) involves two
behaviors at the macroscale meaning two preferential flow paths. The domain corresponding to one sheet is
therefore decomposed into two regions, corresponding to the two flow paths. The whole liquid phase between
two corrugated sheets is therefore decomposed into four pseudo-phases, i.e. two films per corrugated sheets.
This liquid splitting is illustrated in Fig 6.3. A part of the liquid is assumed to flow within the grooves of
the corrugations, as seen in the experiement Fig. 6.1, while an other part flows in a downward direction.
The system is therefore composed of a gas phase and of four pseudo-phases, referred as lθ1 and lθmin1 for the
corrugated sheet 1, and lθ2 and lθmin2 for the corrugated sheet 2 (adjacent to 1). The indices θ and θmin refer to
the directions of the flow of the pseudo-phases. lθ1 and lθ2 are the parts of the liquid which are confined within
the grooves (inclined at the angle θ), while lθmin1 and l
θmin
2 are the parts of the liquid flowing downward along
a minimal angle θmin. Of course, such a model brings further complexity to the global picture, however, the
results in this chapter show that a minimum number of parameters is required to take full advantages of the
model capabilities.
Why consider a splitting of the liquid phase in four pseudo-phases? The previous approaches involving
the concept of “steepest flow” could actually “forget” a part of the liquid film flowing in the grooves. More
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generally, it seems that multiple behaviors can be encountered. The experiment from Mahr and Mewes
indicates that some liquid is present within a cone delimited by ±θ. The experiment developed by Soulaine
[159], consisting of a point injection of liquid from the top of two translucent corrugated sheets, seems to
indicate, conversely, that the liquid flows along a steep angle. This is probably explained by high saturation
values at the injection point, which tend to favor the flow in the downward direction and to increase the
exchange at the contact points. These two results indicate that the flow behavior depends locally on the
saturation. One can actually expect the distribution to be function of a large number of parameters, including
geometrical parameters (height of the grooves, wavelength, angle of incline of the corrugations), the properties
of the liquid, the flow rates, as well as potential surface roughness. Tightened corrugations tend, for instance,
to reinforce the capillary effects within the grooves and therefore to constrain the liquid there. The rotation
of the packs, finally, could also be included in the analysis. The successive rotations somehow constantly
reinitialize the liquid film between two packs. Regardless of the conditions of injection, one can presume the
liquid to go through a certain distance within a pack before a steady-state is reached. Since the height of
the pack is not high (∼ 20 cm), this distance might be significant and might affect the global dynamic of the
flow. These few remarks motivated us to investigate on a new modeling approach to better characterize the
flow of the liquid phase.
θmin
θ
lθ1
l
θmin
1
Figure 6.3 – Sketch of the liquid distribution - left: along corrugated sheet - right: distribution within two
corrugated sheets, using the four-equation approach. θ is the inclinaison angle of the corrugations and θmin
the steepest direction that the liquid can follow along one corrugated sheet.
ys
6.2.1 Mass and momentum transport
The global liquid saturation reads
Sl = Slθ1 + Slθmin1 + Slθ2 + Slθmin2 , (6.5)
and the definition of saturations requires
Sg + Sl = 1. (6.6)
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The averaged velocity of the liquid phase reads
U l = U lθ1 +U lθmin1 +U lθ2 +U lθmin2 . (6.7)
The mass conservation of the system is characterized by a set of five equations at macroscale, including liquid
exchange between the pseudo-phases. It reads
ε
∂Sg
∂t
+∇ ·Ug = 0, (6.8a)
ε
∂Slθ1
∂t
+∇ ·U lθ1 = m˚1, ε
∂S
l
θmin
1
∂t
+∇ ·U
l
θmin
1
= −m˚1 + m˚, (6.8b)
ε
∂Slθ2
∂t
+∇ ·U lθ2 = m˚2, ε
∂S
l
θmin
2
∂t
+∇ ·U
l
θmin
2
= −m˚2 − m˚. (6.8c)
m˚ characterizes the liquid exchange between the films 1 and 2 along the two corrugated sheets. m˚1 and m˚2
characterize the liquid exchanges per plate, between lθ1 and lθmin1 , and lθ2 and l
θmin
2 respectively. The exchanges
are illustrated in Fig. 6.4. Strictly speaking, one should consider an exchange of matter for each couple of
pseudo-phases in the medium. We assume instead that the liquid part which is confined within the grooves of
the corrugations cannot exchange with the liquid film which is on the adjacent sheet (zero exchange between
lθ1 and lθ2). This assumption relies on the fact that the liquid exchange occurs at the contact points, and
therefore concerns the pseudo-liquids lθmin1 and l
θmin
2 . This is actually true apart from the region of transition
between the packs where the liquid redistributes (see Section 6.2.3) and where the exchanges are maximal.
l
θmin
1
lθ1
l
θmin
2
lθ2
x
θmin
θ
1 23
1 : m˚1 per sheet
2 : m˚2 per sheet
3 : m˚ between sheets
Figure 6.4 – Sketch of the liquid distribution with a splitting in four pseudo-phases
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The momentum conservation laws for the system read
Ug = −Kg
µg
· (∇Pg − ρgg) , (6.9a)
U lθ1 = −
Klθ1
µl
·
(
∇Plθ1 − ρlg
)
, U
l
θmin
1
= −
K
l
θmin
1
µl
·
(
∇P
l
θmin
1
− ρlg
)
, (6.9b)
U lθ2 = −
Klθ2
µl
·
(
∇Plθ2 − ρlg
)
, U
l
θmin
2
= −
K
l
θmin
2
µl
·
(
∇P
l
θmin
2
− ρlg
)
. (6.9c)
Kg is the permeability for the gas phase and Klθ1 , Klθmin1 , Klθ2 and Klθmin2 are the permeabilities of the
four pseudo liquids respectively. Strictly speaking, the momentum balance for the pseudo-phases should
include additional cross-terms characterizing momentum exchanges. In the case of the vapor-liquid flow
within structured packings, however, a number of reasonable assumptions can be made. One can indeed
presume that the contact surface between l1 = lθ1 ∪ lθmin1 and l2 = lθ2 ∪ lθmin2 is restricted to the contact points
between the corrugated sheets, where the liquid forms meniscus. For high gas and liquid flow rates (in the
loading regime), or in case of a dense packing, the surface of exchange is probably larger, as the liquid phase
is more likely destabilized. This is however more prone to occur for absorption processes (for instance CO2
in a MEA solution) than for the distillation of the air, where the low surface tensions favor a distribution in
well separated films. Assuming a small contact surface, the momentum exchange between l1 and l2 plays a
little role and any cross-terms similar to those in Eqs 6.1 are considered to be negligible. The momentum
transfer between the gas and the liquid phase is also assumed negligible in this chapter, as the emphasis is
on the distribution of the liquid phase in the structure (the gas phase is at rest). In the same spirit, we
consider creeping flows and therefore neglect any inertial dissipation effects. The complete model including
the inertial effects and the momentum exchange with the gas phase is given in Appendix C.
At this stage, the question is on the closure for the permeability tensors. The idea is to associate the
four pseudo-phases to four films flowing along planes inclined with an angle ±θ or ±θmin compared to the
vertical axis of the column. These planes are represented in Fig. 6.4. In the coordinate system associated to
the axis of the column, the permeability tensors for the various pseudo-phases, for a pack oriented along the
plane xOy, respectively read [159]
Klθ1 = K0krlθ1
 cos
2θ sin2θ cosθ sinθ 0
cosθ sinθ cos2θ sin2θ 0
0 0 0
 , Klθ2 = K0krlθ2
 cos
2θ sin2θ −cosθ sinθ 0
−cosθ sinθ cos2θ sin2θ 0
0 0 0
 ,
(6.10a)
K
l
θmin
1
= K0kr
l
θmin
1
 cos
2θmin sin2θmin cosθmin sinθmin 0
cosθmin sinθmin cos2θmin sin2θmin 0
0 0 0
 , (6.10b)
K
l
θmin
2
= K0kr
l
θmin
2
 cos
2θmin sin2θmin −cosθmin sinθmin 0
−cosθmin sinθmin cos2θmin sin2θmin 0
0 0 0
 . (6.10c)
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The kr terms are the relative permeabilities and are functions of the saturation only. Following the idea
that the phases remain confined within two parallel corrugated sheets, the transverse direction is prohibited
(z direction), which translates in the permeability tensors into a line and a column of zeros. The tensors
Eq. 6.10 correspond to sheets oriented along the plane xOy. The permeability Klθ1 of the packs oriented
along the plane xOz reads for instance
Klθ1 = K0krlθ1
 cos
2θ sin2θ 0 cosθ sinθ
0 0 0
cosθ sinθ 0 cos2θ sin2θ
 . (6.11)
The two orientations of sheets actually correspond to two regions of the column, which will be referred later
as regions a andb (see section 6.2.3). It should be mentioned that the transverse flow through the holes is
sometimes accounted for in the literature [13, 168], but it is likely to be moderate due to the small diameters
of the holes, leading to significant capillary effects locally and the formation of meniscus. Nevertheless, the
holes are likely to affect the relative permeabilities and the exchange between the pseudo-phases.
The permeability tensor for the gas phase, Kg, is determined based on the experience acquired from
the one-phase approach conducted in Chapter 3. The non-diagonal terms of the tensor were proved to be
negligible compared to the diagonal terms, and these later were proved to be equal for corrugations inclined
at an angle θ = 45◦. Kg therefore reads
Kg = K0krg
 1 0 00 1 0
0 0 0
 , (6.12)
for the pack oriented along the plane xOy. One can also notice that, strictly speaking, the gas phase should
also be splitted in multiple pseudo-phases as it flows in the same structure. Actually, the flow of the gas
phase would correspond to the case of a very strong mass exchange in the right hand side of the mass balance
Eq. 6.13, due to the strong mixing between the potential pseudo-phases. In this specific case, the flow derives
to a single one-phase flow in the vertical direction (see later simulations including a strong exchange between
the two plates for illustration).
6.2.2 Liquid exchange between the pseudo phases
The mechanisms which control the liquid exchange m˚1 (respectively m˚2) between the two pseudo-phases
lθ1 and lθmin1 (respectively lθ2 and l
θmin
2 ) are difficult to assess. Following the analysis from the monophasic
analysis, the liquid exchanges m˚, m˚1 and m˚2 are assumed to be controlled by a difference of pressures and
to read
m˚ = h
(
Plθ1 − Plθ2
)
, m˚1 = h1
(
Plθ1 − Plθmin1
)
, m˚2 = h2
(
Plθ2 − Plθmin2
)
. (6.13)
Strictly speaking, the liquid exchange in the monophasic case (Eq. 6.3) also involved velocity terms, meaning
that some dynamic effects could also be at play. In this study, we only conduct as a first step a phenomeno-
logical analysis of the impact of the exchange, and m˚, m˚1 and m˚2 are chosen as functions of the saturations
of the two phases. Prior works also included the notion of macroscale capillary pressures between the gas
phase and the pseudo-liquid phases to explain the liquid exchanges [162], but we do not think that such
phenomena explain entirely the exchanges. We write the mass exchange terms under the form
m˚ = h
(
Sαlθ1
− Sαlθ2
)
, m˚1 = h1
(
Sαlθ1
− Sα
l
θmin
1
)
, m˚2 = h2
(
Sαlθ2
− Sα
l
θmin
2
)
, (6.14)
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which in fact correspond to the use of Corey capillary pressure relationships for the liquid-gas couple of
phases, as explained in [162]. The constant α is chosen positive, such that the liquid exchange increases
with the saturation and h is a constant, although rigorously it might depend on the saturation. Due to the
symmetry of two parallel corrugated sheets, we also have hl1 = hl2 .
6.2.3 Internal boundaries and rotation of the packs
So far in this study, the domain has been seen as a purely periodic porous medium made of a repetitive
pattern. When one considers the entire column, however, internal boundaries have to be considered. These
boundaries are the external walls of the column and the region of transition between the successive packs.
At the transition between two packs, the liquid is assumed to balance equally in the new pack along
two corrugated sheets 1 and 2. There is indeed no reason for a given phase to be guided along one sheet
more than along the other, since the corrugations are inclined symmetrically with the vertical axis. It is
therefore assumed that the pseudo-phase lθ1 (and respectively for the others) redistributes equally in the
four pseudo-phases lθ1, lθmin1 , lθ2 and l
θmin
2 . Although the symmetrical redistribution between 1 and 2 is quite
intuitive, the entrance redistribution between lθ1 and lθmin1 on one hand and lθ2 and l
θmin
2 on the other hand is
not straightforward. One can for instance suppose that for very thin films, the liquid tends to flow initially
within the grooves of the corrugated sheets (θ) , and conversely for high saturations to flow downward (θmin).
This discussion also concerns the entrance conditions from the injectors at the top of the columns. For the
moment, we assume a balanced redistribution.
In a thin layer at the transition between two packs, the mass conservation equations therefore read
ε
∂Slθ1
∂t
+∇ ·U lθ1 = m˚lθ1lθmin1 + m˚lθ1lθ2 + m˚lθ1lθmin2 , (6.15a)
ε
∂S
l
θmin
1
∂t
+∇ ·U
l
θmin
1
= −m˚
lθ1l
θmin
1
+ m˚
l
θmin
1 l
θ
2
+ m˚
l
θmin
1 l
θmin
2
, (6.15b)
ε
∂Slθ2
∂t
+∇ ·U lθ2 = −m˚lθ1lθ2 − m˚lθmin1 lθ2 + m˚lθ2lθmin2 , (6.15c)
ε
∂S
l
θmin
2
∂t
+∇ ·U
l
θmin
2
= −m˚
lθ1l
θmin
2
− m˚
l
θmin
1 l
θmin
2
− m˚
lθ2l
θmin
2
, (6.15d)
where liquid exchange terms for each couple of pseudo-phases are introduced at the transition layer. These
relations apply in the transition layers between the packs. A scalar function α that is 1 in the packs and 0
in the transition layer is considered to distinguish the two regions. This can be roughly illustrated through
the relation
m˚ = αm˚packs + (1− α) m˚trans. (6.16)
Further, the correlations used for the exchange terms at the transition between two packs are under the same
form as those introduced in Eq. 6.14, with htrans  hpacks.
The side effects in the outer part of the column are treated in a similar way. So far, however, it is unclear
whether the liquid arriving at the external wall accumulates, flows downward along the wall, or instead flows
toward the internal part of the column. We introduce again a thin porous medium layer in the outer part of
the column, where different physical properties can be specified. We consider in this work that the liquid is
partially redirected toward the center of the column, i.e. that the liquid exchange between the pseudo-phases
139
is very important in this region. The coefficient h in Eq. 6.14 is therefore maximal in this region.
The successive rotation of the packs in the column, which leads to different orientations of the corrugated
sheets successively, also corresponds to a variation of the spatial properties of the porous medium. The two
orientations of the packs are seen as two regions, referred as a and b, and are characterized by a scalar
function β, that is 0 or 1 depending on the pack orientation. The permeability tensor Klθ1 (respectively for
the other permeabilities) therefore reads
Klθ1 = βK
a
lθ1
+ (1− β)Kblθ1 , (6.17)
whereKalθ1 corresponds to the orientation along xOy, Eq. 6.10a (left), andK
b
lθ1
corresponds to the orientation
along xOz, Eq. 6.11.
6.2.4 Reduction toward a two-liquids approach
One can actually easily reduce the model with four pseudo-phases to a model with two pseudo-phases. In
such a case, the two phases are supposed to flow along two opposite directions characterized by an effective
angle ±θ?. The configuration is illustrated in Fig. 6.5. The angle θ? is referred as an effective angle or the
gravity angle. It is defined as the steepest direction that a particle of fluid can follow along a corrugated
surface in [157, 162] and it is estimated based on an analytical solution and is purely geometric.
Using this strategy, the mass balances developed in the previous sections reduce to
ε
∂Sl1
∂t
+∇ ·U l1 = m˚, ε
∂Sl2
∂t
+∇ ·U l2 = −m˚, (6.18)
where l1 and l2 are the two pseudo-phases and m˚ the liquid exchange which is supposed to occur at the
contact points. The momentum balance read
U l1 = −
Kl1
µl
· (∇Pl1 − ρlg) , U l2 = −
Kl2
µl
· (∇Pl2 − ρlg) , (6.19)
where
Kl1 = K0krl1
 cos
2θ? sin2θ? cosθ? sinθ? 0
cosθ? sinθ? cos2θ? sin2θ? 0
0 0 0
 , Kl2 = K0krl2
 cos
2θ? sin2θ? −cosθ? sinθ? 0
−cosθ? sinθ? cos2θ? sin2θ? 0
0 0 0
 ,
(6.20)
for a given orientation of the packs. Similarly to previously, the exchange term is written in the form of a
Corey relationship,
m˚ = h
(
Sαl1 − Sαl2
)
. (6.21)
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Figure 6.5 – Sketch of the liquid distribution with a splitting in two pseudo-phases
6.3 Numerical method
The simulations are conducted with the same method than in the previous chapter. The solver is edited to
account for the models introduced here. It can be used to solve the model involving two or four pseudo-phases
for the liquid phase. In case of four pseudo-phases, the following notations are introduced
Mg =
Kg
µg
, M lθ1 =
Klθ1
µl
, M lθ2 =
Klθ2
µl
, M
l
θmin
1
=
K
l
θmin
1
µl
, M
l
θmin
2
=
K
l
θmin
2
µl
, (6.22a)
Lg =
ρgKg
µg
, Llθ1 =
ρlKlθ1
µl
, Llθ2 =
ρlKlθ2
µl
, L
l
θmin
1
=
ρlKlθmin1
µl
, L
l
θmin
2
=
ρlKlθmin2
µl
. (6.22b)
This yields for the momentum balances
Ug = −Mg · ∇Pg +Lg · g, (6.23a)
U lθ1 = −M lθ1 · ∇Pg +Llθ1 · g, (6.23b)
U lθ2 = −M lθ2 · ∇Pg +Llθ2 · g, (6.23c)
U
l
θmin
1
= −M
l
θmin
1
· ∇Pg +Llθmin1 · g, (6.23d)
U
l
θmin
2
= −M
l
θmin
2
· ∇Pg +Llθmin2 · g. (6.23e)
The steps of the algorithm are the same as those described in Section 5.4.2 where it concerned a couple of
phases (i, j). The main difference on the fact that we consider now two or three-dimensional configurations
with tensorial effective parameters.
1. Computation of the time step using the same constraints as for two phases, detailed in Eq. 5.46.
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2. From the saturation fields Slθ1 (tn), Slθmin1 (tn), Slθ2 (tn) and Slθmin2 (tn), the mass conservation equations
are solved sequentially
ε
∂Slθ1
∂t
+∇ ·U lθ1 = m˚1, (6.24)
ε
∂S
l
θmin
1
∂t
+∇ ·U
l
θmin
1
= −m˚1 + m˚, (6.25)
ε
∂Slθ2
∂t
+∇ ·U lθ2 = m˚2 (6.26)
ε
∂S
l
θmin
2
∂t
+∇ ·U
l
θmin
2
= −m˚2 − m˚, (6.27)
in order to obtain Slθ1 (tn+1), Slθmin1 (tn+1), Slθ2 (tn+1) and Slθmin2 (tn+1) (mass balances written outside
of transition regions).
3. The M and L coefficients Eqs 6.22 are updated from Sα (tn+1), α = lθ1, lθmin1 , lθ2, l
θmin
2 .
4. The equation on the pressure is solved implicitly to obtain the pressure field Pg (tn+1),
∇ · (Σ [M (tn+1)] · ∇Pg) = ∇ · (Σ [L (tn+1)] · g) , (6.28)
5. Computation of the velocity fields from Eqs 6.23.
6.4 Results
6.4.1 Case 1: two pseudo-liquids in a two-pack column
We propose in this section to study the influence of the liquid exchange m˚ between two pseudo-liquids l1
and l2 on the distribution of the liquid in the column. The design of the corrugated sheets at the contact
points, as well as their density per unit volume, is indeed presumed to play a central role on the distribution
and therefore on the process efficiency. Simulations are conducted in a column constituted of two packs,
with 9 injection points at the top of the column, as depicted in Fig. 6.6. The permeability of the column is
K0 = 7× 10−7 m2.
The correlations for the relative permeabilities are determined from the analytical solution of the film flow
in a capillary tube, i.e. that we consider krlα = S
3
lα
for the liquid phases, α = lθ1, lθmin1 , lθ2, l
θmin
2 , and krg = S2g
for the gas phase. The liquid exchange m˚ between the two films is controlled by the relation Eq. 6.21,
where α = 0.5 for the simulations below. This is the coefficient h which is varied in the simulations, from
h = 1× 10−3 s−1 to h = 1× 10−1 s−1. The coefficient htrans (for the side effects) is fixed at a very high value
(htrans = 100 s−1), such that the liquid distributes equally in l1 and l2 in the cells of the regions concerned.
The effective angle θ? is chosen equal to 45◦, which is voluntarily high compared to real configurations, to
better visualize the impact of the liquid exchange (the corrugation angle θ is therefore supposed high, as
θ > θ?).
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(a)
Figure 6.6 – Pictures of the domain: injection points
The distribution of the liquid phase at steady-state is shown in Fig. 6.7. It is seen that a variety of
behaviors is obtained, ranging from a regime of liquid branching when the exchange is limited, to a regime
of 1D homogeneous bulk flows when the exchange is maximal. These simulations show that the liquid
exchange between the two films plays a central role in the global distribution of the liquid phase. In the case
h = 1 × 10−1 s−1 (large exchange), the liquid exchange modifies drastically the flow pattern, while the flow
is quasi unaffected in the case h = 1× 10−3 s−1 (little exchange).
In packings, this flow regimes might depend on the density of the corrugated sheets, as capillary effects are
more prone to retain liquid in a dense packing than in a coarse one. It also probably depend on the density of
contact points between the sheets, which affects the flow pattern due to frequent local redistributions. This
first analysis, overall, indicates that the model with splitting and liquid exchange is able to capture multiple
flow regimes depending of the type of packing.
Further, one can observe that in the first pack the liquid is effectively confined within the corrugated
sheets and cannot flow in the transverse direction. It is then redistributed equally between l1 and l2 at the
transition layer between the two packs.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 6.7 – Distribution of the liquid phase within two packs, from 9 injection points. Top line: 3D
representation of a quarter of column ; middle line: sectional view ; bottom line: bottom view. From left to
right: h = 1 × 10−3 s−1, h = 1 × 10−2 s−1, h = 1 × 10−1 s−1 (magnitude of the liquid exchange at contact
points, see Eq. 6.21).
6.4.2 Case 2: two and four liquids models between two sheets
We consider the constant injection of liquid from the top of two parallel corrugated sheets with the idea of
comparing the four pseudo-phases and the two pseudo-phases approaches. Similarly to the previous case, the
injection is equally balanced between the sheets 1 and 2 at the top of the two parallel sheets (co-injection of
l1 and l2 at equal flow rates). In case of four pseudo-phases, however, it is difficult to determine the dynamic
of the injection. Is the liquid initially guided along the grooves (θ), or does it directly flow downward (θmin)?
This issue was already raised when we introduced the question of the liquid redistribution at the transition
between two packs. The dynamic is likely to be function of the flow rate (i.e. initial saturations) and of the
geometry of the corrugated sheets. Here, it is considered for the most of the simulations that the liquid is
initially guided along the grooves inclined at the angle θ, which is most likely to occur for small saturations.
We therefore consider the injection of the pseudo-phases lθ1 and lθ2 only on the top of the domain, and the
pseudo-phases lθmin1 and l
θmin
2 result instead of the liquid exchanges m˚1 and m˚2 respectively.
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The corrugation angle is fixed at θ = 45◦ and we consider the case corresponding to
θmin = 0, (6.29)
for the phases lθmin1 and l
θmin
2 flowing in a downward direction. This minimal angle is not necessarily equal
to zero and can be chosen as the angle corresponding to the steepest direction. We considered here a limit
case to better illustrate the model.
Similarly to the previous case, the effective parameters in the momentum balance are determined based
on the analytical solution of an annular flow in a tube, and the correlations of the liquid exchanges are based
on Eq. 6.14 with α = 0.5.
Configuration m˚ = 0 The distribution of the pseudo-phases is given in Fig. 6.8 for a value of the liquid
exchange per sheet h1 = h2 = 1 × 10−2 s−1, and for m˚ = 0 (h = 0), i.e. without considering the liquid
exchange between the two plates. This configuration therefore corresponds to the flows on two independent
corrugated sheets. lθ1 (part within the grooves) is seen in Fig 6.8a and lθmin1 (flow downward) is seen in
Fig. 6.8d. At this stage, we define an effective angle ±θ? which corresponds to the directions of the averaged
velocities U l1 and U l2 of respectively l1 = lθ1 ∪ lθmin1 and l2 = lθ2 ∪ lθmin2 compared to the vertical axis. For the
case presented in Fig. 6.8, h1 = h2 = 1 × 10−2 s−1, the effective angle θ? resulting from the exchanges m˚1
and m˚2 is for instance 23◦. The variation of this effective angle θ? with the coefficient h1 = h2 (intensity of
the exchanges) is shown in Fig. 6.9. It varies from θ? = 45◦ in the case of a little exchange to an asymptotic
value θ? = 18◦ when the exchange is maximal. This profile of θ? corresponds to the very specific case where
only lθ1 is injected on the top. One could also consider other entrance conditions for comparison. In Fig. 6.9,
we give further information about the distribution of the velocity field U l1 of lθ1 ∪ lθmin1 (by symmetry the
profile for lθ2 ∪ lθmin2 is the same). This corresponds to the probability density function of the angle γ which
characterizes the direction of the velocity vector U l1 compared to the vertical axis. The impact of h1 on the
pdf of the velocity field is especially outlined. It is seen that a quantity of liquid keeps flowing along the
direction of the grooves γ = 45◦, except in the case of the strongest exchange where an asymptotic direction
is recovered.
How can we employ this two-liquids model per corrugated sheet? From further information from the
microscale, the idea would be then to close the system of macroscale equations for a given design of corruga-
tions (height, wavelength, etc). This concern especially the exchange m˚1 (symmetrically m˚2), which can be
adjusted in order to translate accurately the velocity fields from the microscale. This information from the
microscale corresponds to a simulation of the film flow in a pattern of corrugated sheet with periodic condi-
tions. Also, the behavior of the liquid flow has to be precised in order to better characterized the entrance
conditions. This could for instance consist in experiments of a ponctual injection of liquid with variable flow
rates.
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(a) lθ1 (b) lθmin1 (c) l1 = lθ1 ∪ lθmin1
(d) lθ2 (e) lθmin2 (f) l2 = lθ2 ∪ lθmin2
Figure 6.8 – Distribution of the pseudo phases between two corrugated sheets for h1 = h2 = 1 × 10−2 s−1
and h = 0 (no exchange at contact points), using the four-equation model.
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Figure 6.9 – Behavior of the liquid film l1 = lθ1 ∪ lθmin1 for various values of exchange h1 between lθ1 and lθmin1
(h = 0). a) Effective angle θ? as a function of h1 ; b) PDF of the direction of the velocity field U l1 in l1 (angle
γ compared to the vertical axis), for several values of h1. The case h1 = 1× 10−2 s−1 is the one pictured in
Fig. 6.8c.
Configuration m˚ 6= 0 We present now in Fig. 6.10 the configuration including the liquid exchange m˚
between the two films l1 and l2, in the case h1 = h2 = 1× 10−2 s−1 (θ? = 23◦). Two magnitudes of exchange,
h = 1×10−4 s−1 and h = 1×10−2 s−1 are shown. It is seen that the exchange m˚ between the two plates favors
the homogenization of the liquid, which tends to flow as a bulk for high values of exchange, in accordance to
what was observed with the two pseudo-phases model. It is also seen that the liquid goes through a certain
distance before a steady-state is reached. Such a phenomenon might be observed in the columns due to the
constant reorientation of the packs (whose height is about 20 cm).
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(a) l1 = lθ1 ∪ lθmin1 (b) l2 = lθ2 ∪ lθmin2 (c) l = l1 ∪ l2
(d) l1 = lθ1 ∪ lθmin1 (e) l2 = lθ2 ∪ lθmin2 (f) l = l1 ∪ l2
Figure 6.10 – Distribution of the liquid phase between two corrugated sheets for two values of h, using the
four-equation model - Top: h = 1 × 10−4 s−1, bottom: h = 1 × 10−2 s−1. For all simulations: hl1 = hl2 =
1× 10−2 s−1.
Comparison of the two-liquids and four-liquids models In order to compare the two approaches
involving two and four pseudo-phases, we consider on one hand a fixed effective angle θ? = 23◦for the two
liquids approach, and on the other hand the exchanges m˚1 and m˚2 which lead to θ? = 23◦ (h1 = h2 =
1 × 10−2 s−1, see Fig. 6.8) for the four liquids approach. The two approaches are compared in Fig. 6.11 for
the same values of h, i.e. for the same intensity of exchange between the two plates. It is seen that very
distinct flow behaviors are obtained, as the two liquids approach constrain the liquid in a cone delimited by
±θ?. The resulting effective angle θ?eff is also given in Fig. 6.12 as a function of the exchange. For high values
of h, it is seen that the model with two liquids tends toward a single bulk flow that goes downward in the
column (θ?eff → 0), while the four liquids model converge toward an asymptotic value. These flow behaviors
are further analyzed in Fig. 6.13 based on the pdf of the direction of U l1 in the two cases. One sees that the
two-liquid model is characterized by well segregated behaviors depending on h (quasi-vertical for high h or
oriented at θ? = 23◦ for small h), while the four liquids approach leads to a more disperse flow pattern for
the different values of h.
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In the same way as said above, the complementary step of this work consists in obtaining information from
the microscale in order to derive a more effective correlation for the exchange m˚. This step is challenging
as gas-liquid flow simulations at the scale of a contact point between two corrugated sheets cannot be
implemented easily.
(a) (b)
(c) (d)
Figure 6.11 – Distribution of the liquid phase between two corrugated sheets using the two modeling ap-
proaches. Left: two-liquid approach ; right: four-liquid approach. Top: h = 1 × 10−4 s−1, bottom:
h = 1× 10−2 s−1. For the model with four liquids, h1 = h2 = 1× 10−2 s−1.
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Figure 6.12 – Effective angle θ? as a function of h using the two-equation and the four-equation model. The
case m˚ = 0 is such that θ? = 23◦.
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Figure 6.13 – PDF of the macroscopic directions of the velocity fields in l for different values of h (s−1). a)
Two pseudo-liquids model ; b) Four pseudo-liquids.
How to complete this model? The main idea of this study, overall, was to show that the models
presented here provide a high level of flexibility to characterize the liquid distribution within the structure.
The difficulty to directly apply it, however, arises from the absence of closure for the effective parameters
in the model. This clearly deserves further studies, given the phenomenological potential of the model. The
main parameters of this model are the effective angles θ and θmin and the terms characterizing the liquid
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exchanges (m˚ terms). We think that either numerical studies of the liquid film over one corrugated sheet or
experiments of a liquid injection over one sheet could provide substantial elements for the model. In case of
simulations, for instance over a unit-cell with periodic conditions, the pdf of the velocity fields can be directly
analyzed to identify the presence of preferential paths. The model can therefore be directly calibrated based
on simulations. In the same spirit, a simple experiment could consist in analyzing the structure of the global
distribution of the film along one corrugated sheet as a function of the flow rate. Information about the
entrance conditions of a pack would also be accessible through experiments. One issue remains about the
exchange of liquid at the contact points, since both numerical and experimental studies are today challenging.
The experimental study of the flow distribution between two corrugated sheets, for multiple flow rates and
for different types of packings (density, numbers of contact points), could provide relevant information as a
first step, for instance by comparing to the results obtained numerically with the ones of the model.
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Chapter 7
Conclusion and perspectives
The objective of this work was to improve the modeling of the distillation process in columns equipped with
structured packings. Only momentum transport was considered in this work, which constitutes the primary
step before further developments for the transport of the chemical species. We summarize below the main
results and we indicate future orientations, either in the perspective of studying theoretical questions generic
to porous media physics, or for the distillation process.
Starting from the observation that a resolution of the counter-current gas-liquid flow in packings is today
out of reach, the first idea was to represent the liquid film as an effective boundary condition for the flow of the
gas phase. This approach is reminiscent of the use of effective boundary conditions in porous media modeling,
as soon as complex surface effects prevent the direct numerical resolution. This method is used to assess the
impact of a train of soliton-like waves at the surface of the liquid film, which is seen as a surface roughness.
It can further be applied to manufactured packings with surface roughnesses. The approach mainly allows to
simplify the analysis to a simpler pore-scale problem than the initial problem for the two-phase system. It is
however limited to the pre-loading regime, since the roughness must be included in the viscous boundary layer
in order for the effective condition to hold. This encourages to work on further developments to go beyond
the assumptions made here. Numerical developments are also required to better estimate the accuracy of the
Navier condition on a curved interface using a finite volume method.
Given the effective condition, the macroscale system obtained using the volume averaging method consists
in a generalized Darcy model (also called a generalized Darcy-Forchheimer law) which allows to predict the
pressure drop based on the resolution of a closure problem at pore-scale. This method gives a rapid access
to the pressure drop, but it is restricted to moderate flow rates, when the gas-liquid interaction remains
limited. For higher flow rates, experimental works indicate a phenomenon of liquid retention, as well as a
higher impact on the pressure drop. This led us to consider a new modeling approach where both phases are
modeled and where the interaction between the liquid and the gas phase is explicitly accounted for.
In a second part, we considered more generally the question of the modeling of two-phase flows in highly
permeable media. These flows are characterized by high values of the usual dimensionless numbers charac-
terizing two-phase systems. The models employed so far in engineering practice rely globally on heuristic
considerations, which constrains significantly their applicability. We started from the pore-scale problem and
discussed the volume averaging method in this specific case. A model can be derived theoretically under the
assumption of a quasi-static flow, meaning a system somehow governed by capillary effects. This model is
interesting as it accounts explicitly for additional momentum exchange at the continuum scale. We further
showed that the structure of the model still holds for the case of two-phase flows in highly permeable media,
although a rigorous closure cannot be derived. This model was compared to the modeling strategies usually
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used in chemical practice. It was shown to be in good agreement when comparing to experimental data, and
closure relationships were specially derived for the counter-current flow in structured packings.
Finally, the impact of the anisotropy of the structure on the flow was considered. The liquid phase is
specially known to be significantly affected by the structure in parallel corrugated sheets. An approach
involving the separation of the liquid phase in four pseudo-liquid phases was suggested. In this approach,
a part of the liquid is confined in the grooves of the corrugations (respectively oriented in two opposite
directions), and an other part flows downward. This approach is shown to offer a high level of flexibility
to capture the different flow paths followed by the liquid phase in the structure. The different effective
parameters of the system, however, require to proceed to further numerical or experimental work at the local
scale to better close the problem. The liquid exchange between the different pseudo-phases, for instance,
significantly affect the structure of the flow. In this part, also, the column was not considered as a single
homogenous medium, but the rotation of the packs and the effects of the internal boundaries (at the transition
between packs, at the external walls) were accounted for. Further works also concern a better understanding
of the mechanisms of redistribution at the external walls. These effects might be of importance for columns
with small diameters.
Future research work on the modeling of the distillation columns can distinguished in multiple parts. On
one hand, an extensive work is required to obtain further information from the system at the microscale. The
resolution of the counter-current gas-liquid in structured packings is today out of reach, but this constitutes
a final objective. As a first step, simulations of a liquid over one corrugated plate would contribute to the
model derived in the Chapter 6 . One can also proceed to simulations on simplified geometries in order to
better characterize the distribution of a two-phase flow in a bi-structured medium. On the other hand, one
could proceed to large scale experiments in order to obtain global information on the distribution. Varying
the liquid flow rate on the top of a corrugated sheet (experiment from Mahr and Mewes) would probably
change considerably the liquid distribution. The combinaison of simulations and experiments of the liquid
film would, undoubtedly,
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Conclusion en français Ce travail s’inscrit dans la continuité de travaux antérieurs sur la modélisation
des procédés de séparation en colonne à garnissage structuré. La modélisation est basée sur la méthode de la
prise de moyenne volumique, qui consiste à établir un modèle par moyenne spatiale du problème aux limites
du procédé à la petite échelle. Le manuscrit est divisé en plusieurs parties qui sont rappelées ci-dessous, et
on discute des perspectives à la suite de ce travail.
La première méthode de modélisation a consisté en une approche monophasique, où seul l’écoulement de
la phase gaz est considéré. Le modèle mis en place consiste principalement à tenir compte de la présence
de rugosités de surface dans le processus de changement d’échelle. A faibles débits, la phase liquide s’écoule
en effet sous la forme d’un film de faible épaisseur caractérisé par des instabilités de surface. Dans bons
nombres de cas, aussi, la structure de garnissage est elle-même rugueuse. Le modèle permet d’estimer la
perte de charge au sein de la colonne par le biais de la résolution d’un problème de fermeture à l’échelle
d’une cellule représentative de la colonne. On a notamment montré qu’une condition effective permet de
caractériser l’effet des rugosités de surface sur l’écoulement. Plus généralement, la condition effective inclue
un coefficient tensoriel qui permet de caractériser un effet d’anisotropie, et peut être utilisée plus largement
pour d’autres problèmes incluant des rugosités de surface. Pour ce qui est de la distillation en colonne à
garnissage, la méthode est limitée aux faibles débits liquide et gaz, pour lesquels la rugosité de surface reste
confinée dans une couche limite laminaire de l’écoulement. Une extension de ce travail est donc de développer
une condition limite effective pour des débits plus élevés. Par ailleurs, l’implémentation numérique d’une
condition limite de type Navier est vérifiée dans ce travail pour les faibles courbures. Une étude numérique
est nécessaire pour valider ce type de conditions pour des courbures plus fortes.
En deuxième partie, on a considéré des approches de modélisation multiphasiques. Le travail est séparé
en deux temps. D’une part (chapitres 4 et 5), on s’intéresse aux approches de modélisation permettant de
caractériser les effets de cisaillement très forts pour les hauts débits. D’autre part (chapitre 6), on considère
l’impact de la forte anisotropie de la structure sur les écoulements des deux phases.
Dans un premier temps, on a considéré de manière générale les écoulements diphasiques dans milieux très
perméables, qui favorisent les larges surfaces d’échange entre phases. Le problème de changement d’échelle
par prise de moyenne volumique est discuté. Il est vu notamment que dans le cas où les effets dynamiques
sont forts, ce qui est le cas pour les écoulements en milieu très perméable, une fermeture du problème est
difficile à établir. Le modèle obtenu dans l’hypothèse inverse (interface quasi-statique, faibles effets inertiels,
gravitaire), même s’il est a priori limité, présente l’intérêt de caractériser explicitement l’échange de quantité
de mouvement à l’interface fluide/fluide. On effectue l’analyse de cet échange de quantité de mouvement en
utilisant la méthode de Buckley-Leverett (régime visqueux) et de manière numérique (régime inertiel). Dans
le cas haut Reynolds, on montre notamment que le même type de fermeture ne peut être établi que dans le
cas où les effets capillaires prédominent. Cette observation valide la structure du modèle dans le cas haut
Reynolds, même si la présence d’effets instationnaires dans ce cas complexifie l’établissement d’un problème
de fermeture. On montre par ailleurs que ce type de modèle est adapté à l’écoulement contre-courant du
procédé de distillation en établissant des relations de fermeture pour les paramètres effectifs du modèle. Ces
fermetures sont établies à partir de données expérimentales à grande échelle. Plusieurs travaux peuvent être
envisagés à la suite de ce travail. Pour le cas stationnaire, la résolution des problèmes de fermeture à l’échelle
du pore permettrait d’obtenir des indications fiables sur les dépendances des différents paramètres effectifs. A
plus haut Reynolds, un travail théorique est nécessaire pour mieux caractériser le système à grande échelle, et
des simulations à l’échelle du pore permettraient aussi de mieux comprendre les phénomènes en jeu (moyenne
en temps, ergodicité, etc).
En dernière partie, on a considéré les effets liés à l’anisotropie de la structure. Une approche de modéli-
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sation impliquant la séparation de la phase liquide en quatre “pseudo-phases” est étudiée. Cette méthode
permet de représenter les chemins préférentiels suivis par un film liquide lorsqu’il est confiné entre deux
plaques corruguées. On montre que cette approche offre une très grande flexibilité pour modéliser la dis-
tribution du liquide dans la structure. La fermeture des différents paramètres du système pour un type
de garnissage donné, et notamment les échanges de masse entre les différentes phases, nécessite davantage
d’informations sur l’écoulement à petite échelle, soit par visualisation expérimentale, soit par résolution
numérique. Dans cette partie, on prend aussi en compte les effets liés à la rotation des packs sur l’écoulement
et la redistribution du liquide à l’interface entre packs et aux bords extérieurs de la colonne. Une étude de la
redistribution de la phase liquide aux bords extérieurs de la colonne constituerait enfin un travail intéressant,
notamment pour les colonnes de faible diamètre.
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Appendix A
Appendix - Chapter 3
A.1 Spatial averaging
In this section, the system of equations Eqs 3.23 is volume averaged using the definitions introduced in
Section 3.4.1. We detail only the main steps of the developments, the reader is referred to the works of [102]
and [186] for further details or to other works (see e.g. [139, 138, 137]).
We use the following spatial averaging theorem [80] for the permutation between volume averaging and
spatial differentiation
〈∇ψi〉 = ∇〈ψi〉+ 1|V|
ˆ
V∩Γ
nψi dr, (A.1)
and similar for the divergence. The porosity of the medium is also considered as constant, so that
∇φs = − 1|V|
ˆ
V∩Γ
n dr = 0. (A.2)
The application of the volume averaging theorem, Eq. A.1, to the continuity equation yields
∇ · 〈us〉+ 1|V|
ˆ
V∩Γws
n · us dr = 0. (A.3)
The effective condition, Eq. 3.10, implies that the velocity on the boundary Γws is tangential, so that the
integral term vanishes and the averaged continuity equations reads
∇ · 〈us〉 = 0. (A.4)
The momentum equation, Eq. 3.23b, may be written as
ργ
[
∂us
∂t
+∇ · (usus)
]
︸ ︷︷ ︸
LHS
= −∇ps +∇ ·
[
µγ
(
∇us + (∇us)T
)]
+ ργg︸ ︷︷ ︸
RHS
in Ωs, (A.5)
which is decomposed, for clarity, into a left and a right hand side, LHS and RHS respectively. Averaging the
LHS leads to
〈LHS〉 = ργ ∂ 〈us〉
∂t
+ ργ∇ · 〈usus〉+ 1|V|
ˆ
V∩Γws
n · (usus) dr. (A.6)
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The slip condition on Γws implies that
1
|V|
´
V∩Γws
n · (usus) dr = 0. Using the relation between intrinsic and
superficial averages Eq. 4.48a and the decomposition into average plus perturbation Eq. 3.19, this leads to
〈LHS〉 = ργφs ∂ 〈us〉
s
∂t
+ ργ∇ · (φs 〈us〉s 〈us〉s) + ργ∇ · (u˜su˜s) , (A.7)
or
〈LHS〉 = ργφs ∂ 〈us〉
s
∂t
+ ργφs 〈us〉s · ∇ 〈us〉s + ργ∇ · (u˜su˜s) , (A.8)
using the averaged mass conservation equation Eq. A.4.
Averaging the RHS of Eq. 3.23b yields
〈RHS〉 = −∇〈ps〉+ µγ∇2 〈us〉+∇ ·
 1
|V|
ˆ
V∩Γws
nus dr

+ 1|V|
ˆ
V∩Γws
n ·
[
−psI + µγ
(
∇us + (∇us)T
)]
dr + ργg. (A.9)
Contrary to developments for a no-slip condition, the term ∇·
(
1
|V|
´
V∩Γws nus dr
)
cannot, strictly speaking,
be eliminated (this issue was also studied in the work of Lasseux in [102]). An order of magnitude estimation
of this term compared to others in the equation leads to
∇ ·
 1
|V|
ˆ
V∩Γws
nus dr
 ∼ O(‖∇us‖
L
)

(‖∇us‖
l
)
, (A.10)
We therefore neglect this term.
Using the spatial decomposition Eq. 3.19, we have
〈RHS〉 = −φs∇〈ps〉s + µγφs∇2 〈us〉s +
1
|V|
ˆ
V∩Γws
n ·
[
−p˜sI + µγ
(
∇u˜s + (∇u˜s)T
)]
dr + ργg. (A.11)
Combining expressions for the LHS and RHS, we finally obtain
ργ
∂ 〈us〉s
∂t
+ ργ 〈us〉s · ∇ 〈us〉s + ργφ−1s ∇ · 〈u˜su˜s〉 = −∇〈ps〉s +
µγ∇2 〈us〉s + 1|Vs|
ˆ
V∩Γws
n ·
[
−p˜sI + µγ
(
∇u˜s + (∇u˜s)T
)]
dr + ργg. (A.12)
As referred in [188, 163, 102], the terms in the LHS of Eq. A.12 as well as the diffusion term can be neglected
compared to other terms, leading to
0 = −∇〈ps〉s + ργg + 1|Vs|
ˆ
V∩Γws
n ·
[
−p˜sI + µγ
(
∇u˜s + (∇u˜s)T
)]
dr. (A.13)
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A.1.1 Mathematical problem governing the deviations
The averaged form of the continuity equation Eq. A.4 is subtracted from Eq. 3.23a to obtain
∇ · u˜s = 0. (A.14)
Using the same approach, we can subtract the averaged momentum equation Eq. A.12 from the pore-scale
relation Eq. 3.23b. Along with the assumption of time-scale and length-scale separation, this yields
ργ
(
∂u˜s
∂t
+ us · ∇u˜s
)
= −∇p˜s + µγ∇2u˜s
− 1|Vs|
ˆ
V∩Γws
n ·
[
−p˜sI + µγ
(
∇u˜s + (∇u˜s)T
)]
dr. (A.15)
Using the perturbation decomposition, the Navier condition Eq. 3.10 is also written
u˜s + M ·
[
n ·
(
∇u˜s + (∇u˜s)T
)
· (I− nn)
]
= −〈us〉s on Γws. (A.16)
As indicated in Eq. 4.77, the average of the deviations over the fluid domain is zero, [186],
〈p˜s〉s = 0 ; 〈u˜s〉s = 0. (A.17)
A.1.2 Closure problem
Identifying inhomogeneous source terms in the equations above, we can now formulate an approximate form
for the perturbations. In this case, the only source term is the averaged velocity 〈us〉s in Eq. A.16, so that
the perturbations can be mapped linearly to 〈us〉s as
u˜s = Bs · 〈us〉s , (A.18)
p˜s = µγbs · 〈us〉s , (A.19)
where the closure variables (bs,Bs) are first- and second-order tensors, respectively. By substituting Eqs A.18
and A.19 into Eqs A.14 to A.16 and assuming that Eqs A.18 and A.19 hold correct for any value of 〈us〉s,
we obtain
∇ ·Bs = 0 in Ωs, (A.20a)
ργus · ∇Bs = −∇bs +∇2Bs − 1|Vs|
´
V∩Γws n ·
[
−bsI +
(
∇Bs + (∇Bs)T
)]
dr,
Bs + M ·
[
n·
(
∇Bs + (∇Bs)T
)
· (I− nn)
]
= −I on Γws, (A.20b)
〈Bs〉s = 0, (A.20c)
Bs (r + li) = Bs (r) i = 1, 2, 3, (A.20d)
bs (r + li) = bs (r) i = 1, 2, 3, (A.20e)
where we have added the standard periodic condition for closure. This problem is integro-differential which
can complicate numerical resolution. To simplify computations, we use the following change of variables (see
also [189] and [163]) for bs and Bs,
B0s = (Bs + I) ·K?sφ−1s , (A.21)
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b0s = bs ·K?sφ−1s , (A.22)
where K?s is defined such as
K?−1s φs = −
1
|Vs|
ˆ
V∩Γws
n ·
[
−bsI +
(
∇Bs + (∇Bs)T
)]
dr. (A.23)
Injecting Eq. A.21 and Eq. A.22 into the system of equations Eqs A.20 leads to
∇ ·B0s = 0 in Ωs, (A.24a)
ργ
µγ
us · ∇B0s = −∇b0s +∇2B0s + I in Ωs, (A.24b)
B0s + M · n·
(
∇B0s +
(∇B0s)T) · (I− nn) = 0 on Γws, (A.24c)〈
B0s
〉s = K?sφ−1s , (A.24d)
B0s (r + li) = B0s (r) i = 1, 2 (A.24e)
b0s (r + li) = b0s (r) i = 1, 2. (A.24f)
This is a Navier-Stokes problem with the effective condition Eq. A.24c that can be solved using standard
numerical methods. The components of the tensor K?s are obtained by considering a source term along the
different directions of space in the closure problem. Similarly to the work in [163], the problem still involves
the micro-scale velocity field us that solves the set Eqs 3.23 in the slip domain Ωs.
A.2 Visualisation of the grids
We show in Fig A.1 the grids of the exact and effective domains Ωγ and Ωs, both for the 2D cylinder and
the geometry a of structured packings.
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Figure A.1 – Meshes for the unit-cell of the array of beads (left) and for the element of packings (right).
Domains Ωγ and Ωs are given. The element of packings corresponds to the geometry a.
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Appendix B
Appendix - Chapter 4
B.1 Closure problems: two-phase flows
The closure problems derived in Chapter 4 are given in the following. These problems must be solved over
a representative unit-cell of the system with periodic conditions. The expressions of the effective parameters
can be computed based on the integrals Eqs . The velocity fields ui and uj of the phases i and j at the
microscale are involved, meaning that the initial resolution of the flow over the representative unit-cell is
required in order for the computation of the closure problems. Also, an other formulation can be written
following a change of variable, see Lasseux et [103] [101] for futher information.
Problem I :
Conservation equations for the variable (aii, Aii)
∇ ·Aii = 0 in Ωi, (B.1a)
ρiui · ∇Aii = −∇aii + µi∇2Aii − 1
Vi
ˆ
Γiσ∪Γij
ni ·
(
−aiiI + µi
(
∇Aii +∇ATii
))
dΓ in Ωi, (B.1b)
Boundary conditions at Γjσ, Γiσ, Γij
Aii = −I at Γiσ, (B.1c)
Aii = Aji − I at Γij , (B.1d)
Aji = −I at Γjσ, (B.1e)
0 = −µjnij ·
(
−ajiI +
(
∇Aji +∇ATji
))
+ µinij ·
(
−aiiI +
(
∇Aii +∇ATii
))
at Γij , (B.1f)
Conservation equations for the variable (aji, Aji)
∇ ·Aji = 0 in Ωj , (B.1g)
ρjuj · ∇Aji = −∇aji + µj∇2Aji − 1
Vj
ˆ
Γjσ∪Γij
nj ·
(
−ajiI + µj
(
∇Aji +∇ATji
))
dΓ in Ωj . (B.1h)
Average
〈Aii〉 = 0, 〈Aji〉 = 0.
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Periodicity conditions for Aii and Aji
Aii (r) = Aii (r + lk) , (B.1i)
aii (r) = aii (r + lk) , (B.1j)
Aji (r) = Aji (r + lk) , (B.1k)
aji (r) = aji (r + lk) . (B.1l)
Problem II :
Conservation equations for the couple (ajj , Ajj)
∇ ·Ajj = 0 in Ωj , (B.2a)
ρjuj · ∇Ajj = −∇ajj + µj∇2Ajj − 1
Vj
ˆ
Γjσ∪Γij
nj ·
(
−ajjI + µj
(
∇Ajj +∇ATjj
))
dΓ in Ωj , (B.2b)
Boundary conditions at Γjσ, Γiσ, Γij
Ajj = −I at Γjσ, (B.2c)
Aij = −I at Γiσ, (B.2d)
Aij = Ajj + I at Γij , (B.2e)
0 = −µjnij ·
(
−ajjI +
(
∇Ajj +∇ATjj
))
+ µinij ·
(
−aijI +
(
∇Aij +∇ATij
))
at Γij , (B.2f)
Conservation equations for the couple (aij , Aij)
∇ ·Aij = 0 in Ωi, (B.2g)
ρiui · ∇Aij = −∇aij + µi∇2Aij − 1
Vi
ˆ
Γiσ∪Γij
ni ·
(
−aijI + µi
(
∇Aij +∇ATij
))
dΓ in Ωi. (B.2h)
Average
〈Ajj〉 = 0, 〈Aij〉 = 0.
Periodicity conditions for ajj , aij , Ajj and Aij
Ajj (r) = Ajj (r + lk) , (B.2i)
ajj (r) = ajj (r + lk) , (B.2j)
Aij (r) = Aij (r + lk) , (B.2k)
aij (r) = aij (r + lk) . (B.2l)
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Appendix C
Appendix - Chapter 6
The model resulting from the splitting of the liquid phase in four pseudo-phases is given here in its complete
form. This means that the momentum conservation equations for the five phases (gas + 4 liquid phases,
introduced in Chapter 6), include the additional inertial and cross-terms from Chapters 4 and 5 . The
permeabilities are tensorial but the inertial and cross-terms are scalars, since inertial and coupling effects do
not bring further anisotropy to the system [163, 61].
The mass conservation equations especially involve mass exchanges m˚1, m˚2 and m˚ and read
ε
∂Sg
∂t
+∇ ·Ug = 0, (C.1a)
ε
∂Slθ1
∂t
+∇ ·U lθ1 = m˚1, ε
∂S
l
θmin
1
∂t
+∇ ·U
l
θmin
1
= −m˚1 + m˚, (C.1b)
ε
∂Slθ2
∂t
+∇ ·U lθ2 = m˚2, ε
∂S
l
θmin
2
∂t
+∇ ·U
l
θmin
2
= −m˚2 − m˚. (C.1c)
The momentum conservation equations read
Ug = −Kg
µg
· (∇Pg − ρgg)− FgUg + (Kgl − Fgl)U l, (C.2a)
U lθ1 = −
Klθ1
µl
·
(
∇Plθ1 − ρlg
)
− Flθ1U lθ1 +
(
Klθ1g − Flθ1g
)
Ug, (C.2b)
U
l
θmin
1
= −
K
l
θmin
1
µl
·
(
∇P
l
θmin
1
− ρlg
)
− F
l
θmin
1
U
l
θmin
1
+
(
K
l
θmin
1 g
− F
l
θmin
1 g
)
Ug, (C.2c)
U lθ2 = −
Klθ2
µl
·
(
∇Plθ2 − ρlg
)
− Flθ2U lθ2 +
(
Klθ2g − Flθ2g
)
Ug, (C.2d)
U
l
θmin
2
= −
K
l
θmin
2
µl
·
(
∇P
l
θmin
2
− ρlg
)
− F
l
θmin
2
U
l
θmin
2
+
(
K
l
θmin
2 g
− F
l
θmin
2 g
)
Ug. (C.2e)
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For the application in the modeling of the distillation process, the correlations of the inertial and cross-
terms of the pseudo-liquid phases can be deduced from the ones used in Chapter 5 . Kgl and Fgl are in
particular computed from Sl = Slθ1 + Slθmin1 + Slθ2 + Slθmin2 .
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