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Abstract. In real time video streaming, the frames must 
meet their timing constraints, typically specified as their 
deadlines. Wireless networks may suffer from bandwidth 
limitations. To reduce the data transmission over the 
wireless networks, we propose an adaption technique in 
the server side by extracting a part of the video frames 
that considered as a Region Of Interest (ROI), and drop 
the part outside the ROI from the frames that are between 
reference frames. The estimated position of the selection 
of the ROI is computed by using the Sum of Squared 
Differences (SSD) between consecutive frames. The 
reconstruction mechanism to the region outside the ROI 
is implemented in the mobile side by using linear 
interpolation between reference frames. We evaluate the 
proposed approach by using Mean Opinion Score (MOS) 
measurements. MOS are used to evaluate two scenarios 
with equivalent encoding size, where the users observe 
the first scenario with low bit rate for the original videos, 
while for the second scenario the users observe our 
proposed approach with high bit rate. The results show 
that our technique significantly reduces the amounts of 
data are streamed over wireless networks, while the 
reconstruction mechanism will provides acceptable video 
quality. 
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1. Introduction 
Nowadays mobile cellular networks are able to support 
different type of services, such as video streaming that 
makes a great demand on the wireless networks 
bandwidth. Bandwidth is the most critical resource in 
mobile networks [5], therefore it is important to employ 
adaption mechanisms for efficient use of the available 
bandwidth. Network adaptation refers to how much 
network resources (e.g. bandwidth) a video stream should 
utilize for video content, resulting in designing an 
adaptive streaming mechanism for video transmission 
[3]. The main feature of H.264/SVC is to provide 
bandwidth-optimized transmission of real time video 
streaming by observing current network conditions [6]. 
H.264 contains a rate-control algorithm that are 
dynamically adjusts the encoder parameters to achieve a 
target bit rate by allocates a budget of bits to the video 
frames sequence. The main concept of the rate-control 
algorithm is a quantitative model that describes the 
relationship between the quantization parameter and the 
actual bit rate [8]. 
 The quantization parameter (QP) has a great 
impact on the encoder performance, because it regulates 
how much spatial details can be saved. As the increases 
of the QP, some of the details are aggregated so that the 
bit rate drops with some increases in distortion and some 
loss of the video quality [12]. The frame size can be 
reduced to eliminate the artifacts at low bit rate 
environment. However, the reduction of size does not 
guarantee a good quality, as the original video contents 
are in high resolution where the video quality will be 
poor when the bit rate is low [14]. The limitation of the 
available bit rate is one of the key technologies required 
for efficiently allocating bits for the purpose of the video 
contents for transmitting the Region-Of-Interest (ROI) 
[13]. The user attention is the ability to detect the interest 
parts of a given scene that called attention area or ROI 
[11]. ROI extracted from the streaming video, as the ROI 
consider the most interesting and important parts of the 
video frames, while the background (non-ROI) are 
dropped as it considered less important region. 
 The major idea for coding the ROI video is to 
reduce the bit rate by sacrificing the quality of the non-
ROI; the other is to allocate more bandwidth to ROIs and 
enhances the ROI quality by giving priority or important 
factor for determination the quantization parameters (QP) 
in the encoder side [13]. In this paper, we present an 
adapting technique to reduce the amounts of data to be 
streamed over the wireless networks. The streaming 
server will set the reference frames and extract the slice 
region from the frames that are between reference frames. 
After the mobile device has received the video stream, 
linear interpolation between reference frames are 
performed to reconstruct the pixels has been dropped in 
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the server side. Mean Opinion Score (MOS) 
measurements that are obtained from a panel of human 
observers are used to evaluate the videos after the 
dropping pixels (non-ROI) are reconstructed. 
 The remainder of this paper is organized as 
follows. Section 2 provides related work to spatial 
adaptation for slicing the video frames over a wireless 
network. Section 3 explains the proposed video streaming 
scenario. Section 4 adaptive the video according to the 
quantization parameters for the both scenarios, while the 
analyses of the subjective data from the experiments 
study are presented in Section 5. Section 6 provides the 
experimental test results. Finally, we conclude this study 
in Section 7. 
2. Related Work 
Several techniques have been proposed for spatial 
adaptation for slicing the video frames. Wang and El-
Maleh [15] proposed an adaptive background (non-ROI) 
skipping approach where every two consecutive frames 
grouped into a unit. In each unit, the first non-ROI is 
code, while the second non-ROI is skipped (using 
predicted macro blocks with zero motion vectors). The 
ROI is been identified either automatically detected or 
specified by the end-user, while non-ROIs will be 
skipped and the numbers of bits will be allocated to ROI, 
to ensures the best visual quality of the video sequence. 
 Shuxi et al. [7] proposed a spatial domain 
adjustable resolution method based on the ROI. The 
proposed method is to divide the video into ROI and non-
ROI. The ROI have more details, as it is the most 
important region in the video frames, while the details of 
the non-ROI are ignored. The ROI will perform coding 
on the resolution of the original frame. The non-ROI will 
perform coding on the low resolution. Coding the frame 
from the region of non-interest after down-sampling in 
order to achieve adjustable resolution feature based-on 
the region. They claimed that the proposed method would 
reduce the complexity of the encoding to guarantee the 
subjective and objective quality of ROI. 
 Inoue et al. [11] proposed data format based on 
Multiview Video Coding (MVC) for two types of partial 
delivery method with and without lower-resolution. The 
two types of partial delivery method are considered in 
their work for multi-bit rates and resolution to maximize 
the partial panoramic video quality under restricted 
bandwidth. The first type is partial delivery method that 
used to deliver the frames without lower-resolution; while 
the second partial delivery method with lower-resolution. 
In their work, they examined the impact of subject image 
quality in terms of delivery method and ROI movement. 
The work examined three delivery methods, ‘Deliver-all’, 
‘Partial delivery’ with and without lower-resolution. They 
claimed that the two types of the proposed partial 
delivery methods could achieve higher subjective video 
quality than the deliver-all methods when the ROI on the 
move. The above researchers identify the ROI as the most 
attractive object or regions to the viewers. Where some 
researcher considered two different resolutions, a high 
resolution for the ROI and low resolution for the non-
ROI, while others considering skipping the non-ROI or 
encoded with low resolution to provide a good quality to 
the ROI in the video sequence that can cope with the 
bandwidth limitation. 
 In our study, we define the ROI as the most 
motion regions in the video frames by calculating the 
sum of the motion differences between the video frames 
and drop the part that are less motion, which will be 
outside the ROI (non-ROI). 
3. The Proposed Technique 
The Sum of Squared Differences (SSD) metric is 
computed to detect the most motion regions, which we 
call it, the ROI. The ROI will be extracted from the 
frames between reference frames in the server side. On 
the mobile side, the part of the region that is outside the 
ROI (non-ROI) will be reconstruct by using linear 
interpolation between reference frames, as shown in 
Fig. 1. 
 
Fig. 1: The proposed streaming technique. 
3.1. Detecting the ROI 
The SSD technique is a commonly used technique for 
motion estimation for video encoding standards like 
H.264 [2]. Computing the SSD for the consecutive video 
frames will be similar except for the changes that might 
be induced by objects moving within the frames. 
 
Fig. 2: Scanning the slice region based on SSD (k). 
 The SSD is computed to detect the estimate 
position of the ROI within the frame for the consecutive 
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video frames based on the highest intra-slice differences. 
The SSD is computed by scanning the consecutive video 
frames from top to bottom to identify the highest intra-
slice differences. The SSD goes high as an indicator that 
it is the most motion and important part in the video 
frames that we will considered as the ROI, as shown in 
Fig. 2 and according to (1): 
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where L is the length of the frame sequences, N  M, is 
the height and width, while k is the fixed region which is. 
 The test videos used in this work were the samples 
of video sequences Highway, Akiyo, Foreman, News, and 
Waterfall, with a resolution of 144  176 [17]. The videos 
have been chosen as they have different characteristics. 
For Highway video that is shown in Figure 3. The SSD is 
lower in the top of the frames as indicators that there are 
less activities, therefore the motions are lesser. The SSD 
is higher in the bottom of the frames as there are high 
activities in the video frame, therefore the motion is high. 
 For Waterfall video that is shown in Fig. 4. The 
SSD is increasing dramatically from the top of the frames 
until the bottom of the frames, as the video is zooming 
out all the times, where the highest SSD is in the bottom 
of the frames as an indicator that there are the most 
motion regions. For News video that is shown in Fig. 5. 
The SSD is the lower in the top and in the bottom of the 
frames but it is slightly higher in the middle part that is 
closed to the top as there are more activates, therefore the 
motion is high. For Foreman video that is shown in 
Fig. 6. The SSD value is approximately within the same 
range, because the Foreman video is shaking all the time, 
therefore, the SSD is relatively high in all regions but it is 
slightly higher in the bottom of the frame.  For Akiyo 
video that is shown in Fig. 7. The SSD is lower in the top 
and in the bottom of the frames, while it is higher in the 
middle of the frames as an indicator that there are high 
activities in the middle of the frames, therefore the 
motion is high.  The highest value of the SDD is the 
most important regions in the frame, therefore it 
considered as the ROI in this work. 
 
Fig. 3: The SSD (k) for Highway video. 
 
Fig. 4: The SSD (k) for Waterfall video. 
 
Fig. 5: The SSD (k) for News video. 
 
Fig. 6: The SSD (k) for Foreman video. 
 
Fig. 7: The SSD (k) for Akiyo video. 
3.2. Extracting the ROI 
The streaming server will establish the connection 
according to the mobile request. The server will compute 
the SSD value to the consecutive video frames, to detect 
and extract the position of the ROI based on the highest 
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intra-slice differences and drop the pixels that are outside 
the ROI. 
 The sequences of the video frames are split to set 
the reference frames and to extract the ROI from the 
frames between reference frames. The sequence position 
of the reference frames are considered in this study is 
every fifth frame, as the maximum distance between 
frames that do not have high affect on the quality of the 
viewers' perception [1]. The reference frames with the 
ROI are combined by a switching mechanism for 
encoding and transmitting in the normal way by using 
H.264 codec, as shown in Fig. 1.  
3.3. Reconstructing the Video Frames 
After the mobile device start receiving the video frames 
(reference frames and ROI), it will be held in the buffer 
to reconstruct the surrounding pixels that are outside the 
ROI (non-ROI) that been dropped on the server. The 
method is used to reconstruct the non-ROI is linear 
interpolation [16]. Linear interpolation is applied between 
reference frames to reconstruct the non-ROI pixels. After 
the frames been returned to their original shape, the video 
will be played on the mobile screen. 
4. Quantization Parameter 
Adaptation 
The video will encode to obtain the optimum visual 
quality within the available network bandwidth. The bit 
allocation for the video should achieve the tradeoff 
between encoding video quality and bandwidth 
limitation. 
 The bit allocation for the video is encoded by 
using H.264 ffmpeg codec [18]. The videos are encoded 
to identify the effectiveness of the bit rates and the QP on 
the encoding size. The encoding size will be different 
from one video to another as the videos had different 
characteristics. 
Tab.1: The encoding videos size for the two scenarios. 
Test 
videos 
Highway 
Water- 
fall 
News Foreman Akiyo 
Size 
(KB),QP=
2 
4564 1280 1128 616 350 
Scenario 
1: QP 
14 10 11 12 6 
Size (KB) 707 165 167 146 165 
Coding 
Efficiency 
Gain 
84,50% 87,10% 85,19% 76,29% 52,85% 
Scenario 
2 : QP 
10 8 7 9 4 
Size (KB) 693 175 172 139 172 
Coding 
Efficiency 
Gain 
84,81% 86,32 84,75% 77,43% 50,85% 
 
 Two scenarios are proposed to encode the videos, 
the first scenario; where the original video frames are 
encoded with default QP for a bit rate of 64 kbps. The 
second scenario (the proposed scenario) where the videos 
are encoded with a bit rate of 128 kbps, while the QP is 
adaptive to get equivalent size to the videos that are in the 
first scenario, as shown in Tab. 1. Encoding the videos in 
the second scenario with adaptive QP is to gain 
equivalent encoding size for the videos that are in the first 
scenario that can cope with limited bandwidth. 
5. Subjective Viewing Test 
5.1. Test methods 
It is well known that the peak signal-to-noise ratio 
(PSNR) does not always rank quality of an image or 
video sequence in the same way as a human being. There 
are many other factors considered by the human visual 
system and the brain [9]. One of the most reliable ways of 
assessing the quality of a video is a subjective evaluation 
of the Mean Opinion Score (MOS). MOS is a subjective 
quality metric obtained from a panel of human observers. 
It has been regarded for many years as the most reliable 
form of quality measurement technique [10]. 
5.2. Testing Materials and Environments 
The videos are displayed on a 17-inch FlexScan S2201W 
LCD computer display monitor of type EIZO with a 
native resolution of 1680  1050 pixels. The videos are 
displayed with resolution of 144  176 pixels in the 
centre of the screen with a black background with 
duration of 66 seconds for Highway video and 
10 seconds for Akiyo, Foreman, News and Waterfall 
videos. 
 The MOS measurements are used to evaluate the 
video quality in this study and based on the guidelines 
outlined in the BT.500-11 recommendation of the radio 
communication sector of the International 
Telecommunication Union (ITU-R). We use a lab with 
controlled lighting and set-up according to the ITU-R 
recommendation. The score grades in these methods 
range from 0 to 100. These ratings are mapped to a 5-
grade discrete category scale labeled with Excellent, 
Good, Fair, Poor and Bad [4]. 
 The subjective experiment was conducted at 
Blekinge Institute of Technology in Sweden. The 
participants of thirty non-expert test subjects were 25 
males and 5 females. They were all university students 
and their ages range from 20 to 35. The users observed 
two scenarios for displaying the videos; the first scenario 
is to display the videos for low bit rate for the original 
videos and the second scenario by implementing our 
proposed technique with linear Interpolation for high bit 
rate, where the playing rates for both scenarios are 
30 frames per second. 
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 The amount of data gathered from the two 
subjective experiments groups with respect to the opinion 
scores that were given by the individual viewers. Concise 
representations of this data are achieved by calculating 
conventional statistics such as the mean score and 95 % 
confidence interval [4]. 
6. Experimental Results 
A panel of users are evaluating the two scenarios 
according to the mean opinion score (MOS) 
measurements. In the first scenario the original video are 
decoded with a bit rate of 64 kbps. The second scenario 
(the proposed scenario), where linear interpolation are 
used to reconstruct the pixels outside the ROI that are 
decoded with a bit rate of 128 kbps, as shown in Fig. 8. 
 For Highway videos the observers evaluate both 
scenarios within the same score range, as an indicator that 
the observer had a similar opinion to the quality of the 
videos. For Waterfall video, the MOS for both scenarios 
is shows that is larger than 3 and lower than 4, while the 
first scenario is slightly higher than the second scenario. 
 
Fig. 8: The MOS for different videos content and for different 
scenarios. 
 For News and Akiyo videos, the MOS for the 
second scenario is better score than the first scenario, as 
the ROI fit in the motion region as shown in Fig. 5 and 
Fig. 7, respectively. Therefore, the observers did not 
manage to recognize the effect of interpolation on the 
video frames. 
 For Foreman video, the MOS for the second 
scenario is shows the worst score than the first scenario, 
as the observers manage to recognize the effect of 
interpolation, although the first scenario is been encoded 
with low bit rate. 
7. Conclusion 
In this study, we proposed an adaptive scheme to identify 
and extract the appropriate slice (ROI) by computing the 
Sum of Squared Differences (SSD) on the server side and 
drop the pixels that are outside the ROI. The receiving 
video on the mobile device will reconstruct the dropping 
pixels that are outside the ROI by using linear 
interpolation and from the reference frames. 
 In general, it seems that the highest SSD results as 
an indicator to the important region in the video frames. 
A panel of users observers and evaluates the two 
scenarios by using the MOS measurements. The user’s 
panel observed the first scenario with a low bit rate for 
the original videos and the second scenario with a high 
bit rate (the proposed adaptive scheme for estimate the 
position of ROI). It is been notice from that, the MOS 
score is the highest for the videos like Waterfall, Akiyo 
and News, while for a video like Foreman, the MOS is 
the lowest score as it is not easily to estimate the ROI as 
the video frames are shaking all the time. 
 Even the quality of the videos is degraded; it could 
still be a satisfactory technique for reducing the encoding 
size of the streaming video over limited bandwidth. 
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