We present a dynamical observer for two dimensional PDE models describing 1 If for some dynamical process of interest a mathematical model exists but not all of its state variables can be measured an observer may be employed for reconstructing dynamical variables from available time series. This approach constitutes the core of any data assimilation scheme and it is usually implemented by incorporating the model equations into the algorithm. As an alternative, machine learning methods can be applied to approximate the functional relation between observed time series and (unknown) state variables. With this approach, the model of the process is only used to generate training data for the machine learning algorithm but it is not required for the following reconstruction of dynamical variables from new observations. Therefore, this kind of learning observer can also be trained with experimental data, where during an extended measurement not only the observed time series but also other dynamical variables of interest are measured. We demonstrate the efficacy of this approach for observing spatio-temporal chaotic dynamics in excitable media (e.g., cardiac tissue) using Echo State Networks for learning and approximating the required relations between observed and not observed quantities. As a crucial concept for coping with the high dimensionality of the underlying dynamics of the type of spatially extended systems considered here, only time series from nearby sampling sites are fed into the network for cross predicting unobserved variables at some reference location.
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I. INTRODUCTION
With the increase in available computational power and novel theoretical concepts the usage of neural networks for machine learning gained exceeding popularity in recent years 1 .
A particular class called recurrent neural networks represents dynamical systems which are 
The diffusion constant D describes the spatial coupling and is set to D = 1/25. The three remaining parameters are chosen to be
The system has been simulated on a grid of 150×150 points with a grid constant of ∆x = 0.1 space units. An explicit Euler stepping in time with ∆t = 0.01 and 5 point approximation of the Laplace operator were used in combination with no-flux boundary conditions. A typical snapshot of the u-pattern is shown in Fig. 1(a) .
B. Bueno-Orovio-Cherry-Fenton Model
The Bueno-Orovio-Cherry-Fenton (BOCF) model provides a more realistic description of excitable cardiac dynamics 31 . The evolution of the four system variables is given by four partial differential equations (PDEs) with H(·) being the Heaviside function 31 . The three currents J si , J f i and J so are given by the equations
Furthermore, seven voltage dependent variables
are required 31 . The characteristic behavior is determined through 28 parameters. In our simulations we used the set of parameters 31 given in Table I 
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III. RESERVOIR COMPUTING
ESNs are a simplified type of recurrent neural networks, in which the majority of weights describing the strength of the connections is not changed during the training process. This solves the previously addressed issues of instability during the training of recurrent networks.
In general, a network E maps a temporal signal u n ∈ R Nu to the temporal output y n ∈ R Ny where n denotes discrete time.
Following Jaeger's design 5 , we use networks consisting of a reservoir of N nonlinear units.
The connections inside the reservoir are described by the weight matrix W ∈ R N ×N . Together with a bias b in the input signal u is injected to the reservoir's units weighted by the
. A schematic illustration of the ESN's structure with the matrices W and W in is given in Fig. 2 . The dynamics of the network is mainly defined by the input signal and the weight matrix W.
The state of the network is described by these reservoir's units and will be called s n . Its dynamics is given by the update equation
with the leaking rate α ∈ (0, 1] and b in = 1. We chose the nonlinear transfer function f in to be tanh(·).
Using the internal states one can define the extended inner states
with an output bias b out = 1. Linear superposition of these extended internal states is used to construct the output y n of the reservoir
with output matrix W out ∈ R Ny×(1+N +Nu) . The output matrix is determined by minimizing the cost function
with respect to W out 10 . The first term measures the l 2 error of the prediction, while the second one is a regularization term with strength λ > 0 which is used to avoid overfitting of
During the training process the input signal is first applied for T 0 time steps to let some transient of the network decay. Afterwards, for T time steps in the range T 0 < n ≤ T 0 + T the input is applied and the extended states x n are observed and collected. Using a matrix notation one can introduce the state matrix X ∈ R (1+Nu+N )×T whose columns consist of the extended states x n . In analogy, the target outputs y n are the columns of the output matrix Y ∈ R Ny×T . With this notation Eq. (8) can be rewritten as
The training process is finalized by computing the minimum of the cost function (9), which is given by 5,36
To stabilize the training procedure and make the ESN more resistant to noisy input data, we added normally distributed noise n (µ = 0, ν = ν max ) to the argument of the nonlinear transfer function f in and treated ν max as a hyperparameter that was optimized. In order to predict the temporal signal y n for n > T 0 + T , the input signal u n is successively fed into the network observing the extended states. Using these states the predicted output can be calculated using Eq. (8).
The weight matrix W is initialized with uniformly distributed random numbers ∈ [−0. The performance of the reservoir depends strongly on the hyperparameters listed in Table   II . Since the state of the art gradient descent optimization method for ESN hyperparameters is prone to instabilities 37 we used a rigorous grid search instead to find optimal values for the hyperparameters. The optimal values have been determined by means of a cross validation The examined parameter values are presented in Table II and the optimal values for the examples investigated will be given in Tables IV and V (below) .
By feeding the output signal back to the input of the ESN one can implement an autonomous dynamical model which can be used, for example, to estimate Lyapunov exponents of the process of interest 20 .
IV. MODEL LOCALITY
In a straightforward implementation of the ESN concept the input would consist of the entire spatio-temporal signal provided by the PDEs describing the excitable medium. For the examples considered here this multivariate input would be given by 150 × 150 = 22500 variables and the ESN should possess (at least) a similar number of nonlinear units (nodes).
As a result, one would have to deal with very large matrices and very high computational costs. To avoid this particular type of 'curse of dimensionality' we exploit the fact that the underlying dynamics is governed by local interactions (of cells) and for predicting dynamics at a given spatial location only information about its surroundings are required. Technically, this assumption of locality can be implemented by means of local states 22, 23 . This allows us to use independent but identical ESNs for each pixel. The local states contain information about the dynamics at one specific pixel (i, j) and its local neighbours in a σ × σ sized square with a total area of σ 2 pixels. The construction of local states is illustrated in Fig. 3 . As immediate neighbours might have a high cross correlation and therefore, contain mostly similar (and redundant) information we introduced a further hyperparameter ∆σ which describes the distance between included neighbours: A value ∆σ = 1 means that all σ 2 pixels are included, whereby from ∆σ = 2 follows that only every second pixel in each direction is used. This proceed yields for each (reference) pixel a σ ∆σ 2 dimensional vector, which will be used as the input vector for the corresponding ESN. We treated σ and ∆σ as additional hyperparameters and examined the values listed in Table III . To perform the cross prediction we distinguished between inner pixels and those near to a border of the field. This distinction is necessary as pixels near the borders do not have enough neighboring pixels to construct a complete local state. Furthermore, due to the impact of the no-flux boundary conditions we expect the effective dynamics close to the boundaries to be slightly different from the dynamics inside the simulation region. For the boundary pixels, we used distinct but identically constructed ESNs for each pixel. Those were trained for each pixel on its own to obtain the prediction.
For the inner pixels a two staged method has been applied: At first an ESN has been created as described above. Next, for each pixel a copy of this network has been created and trained. Finally, we used the calculated output matrices W out,(i,j) for all inner pixels (i, j) to determine the averaged output matrix W out = W out,(i,j) . This matrix then has been used as the output matrix for each pixel's ESN to calculate the prediction. Following this procedure we were able to yield better results than by leaving out the averaging step and predicting each pixel with its own output matrix W out,(i,j) .
Instead of averaging the output matrix, one could also summarize the state matrices X of each pixel's ESN in a single huge matrix, to calculate one common output matrix W out .
As this method requires much more memory, we skipped further analysis and only used the averaging approach. Table IV .
Since spatial coupling is present only in the differential equation for u (Eq. (1)) the local dynamics of v is governed by local values of u and v, only. Therefore, the optimal value of σ for the cross prediction u → v equals one, i.e. no information from neighboring dynamics is required. In contrast, predictions of u from v benefit from samples around the reference site with optimal values of σ = 5 and ∆σ = 2 (see Table IV noiseless v variable of the Barkley system at the time step n = 1000 of the test data set.
Next to it in Fig. 5(b) is the resulting v variable of the cross prediction from the noisy u variable (snapshot shown in Fig. 4(a) ). For comparison, Fig. 5d shows the absolute error if a noiseless input signal u is used to predict the v variable. As can be seen, even with noisy input the wave patterns of the v variable are very well predicted (Fig. 5(b) ), with only minor errors (Fig. 5(c) ). Table IV shows the hyperparameter values used for this cross prediction and the Mean Squared Error
as well as the Normalized Root Mean Squared Error
wherev denotes the temporal and spatial mean values of the training sequence v ij (t) and m = 150. Table V ). are only required for generating training data but not for solving the cross prediction task.
Therefore, this approach could also be used for applications where instead of a mathematical model only measured data are available. In this case, training data would be obtained during an extended measurement where in addition to the input data (for example, a membrane voltage) also target time series are measured (for example, some ionic currents using patch clamp methods). Once the relation between input and target has been learned the ESN 
