Let L be a set of five independent edges in a 5-connected graph G. This paper proves that G has a circuit containing the edges of L if and only if G -L is connected. This is a specific case of a conjecture of Lovfisz and Woodall.
Theorem 1. IlL & a set of 5 independent edges in a 5-connected graph G, then G has a circuit containing the edges of L if and only if G-L is connected.

General results
Some terminology in this paper will be that developed in [9, 4] . A mixed graph is a graph with directed and undirected edges, such that any two directed edges are independent. Let DE(G) be the set of directed edges of G. Given a mixed graph G, a circuit C
is admissible if E(C) A DE(G) # ~, and if each edge in DE(G) which is incident to a vertex in V(C) is in E(C). Given a mixed graph G, a circuit C is complete if DE(G) C E(C). A path P from x to y is admissible if each edge of DE(G)
which has an end in P-x-y is contained in P. A path P := xlx2 ...xk (from xl to xk) is forward if it is an admissible path with all directed edges on the path directed from xi to xi+l. A path from x to y is said to have start vertex x and end vertex y. Both Lemmas 1 and 2 are proved by H~iggkvist and Thomassen in [4] .
Lemma 1. Let m and r be integers, m >~ 1, r >~0. Let G be a m&ed graph with at most r directed edges. If G has m + r internally disjoint paths from x to y, then G has m internally disjoint forward paths from x to y.
Lemma 2. Given a mixed graph G such that any two vertices in V(DE(G)) are connected by IDE( G)[ + 1 internally disjoint paths, then G has a complete circuit.
Consider a 5-connected mixed graph G with [DE(G)] = 5 and G-DE(G) connected.
The proof of Theorem 1 below considers in G the admissible circuit containing the most edges of DE (G) . It is shown in sequence that one can find an admissible circuit containing first three, then four, and finally all five edges of DE(G). For general k, the following lower bound is not hard for the maximum number of directed edges in an admissible circuit of G. A k-connected mixed graph with IDE(G)I = k has an admissible circuit containing over half the directed edges.
Lemma 3. vertices in admissible Let G be a mbced graph, and let k := [DE(G)[. If k >~2, and if any two V(DE(G)) are connected by k internally disjoint paths, then G has an circuit containing Lk/2J + 1 edges of DE(G).
Proof. The lemma is known for k = 2, thus assume k/> 3. Let L be the set of specified 
From three to four
As stated previously, the paper will first show that there is an admissible circuit through at least four edges of DE(G). The proof of this result is an extension of the argument for Lemma 3 in the special case of k = 5.
Given a circuit C and x,y E V(C) such that x ¢ y, let xC+y (xC-y) be the path in C from x clockwise (counterclockwise) to y. If x and y are vertices of a path P, then let xPy be the path from x to y which is a subpath of P. It is helpful to be able to string together several paths and edges together to make one path or circuit. For example, xPyQzw refers to the path from x, following P to y, then following Q to z, then across edge zw to end at w. Also, xPyQx refers to the circuit from x, following P to y, then following Q back to x. Let x E V(G) be abbreviated by x E G. Given a graph H, a path P from x to y is H-free if (P n H) C {x, y}.
Lemma 4. Every 5-connected mixed ,qraph G with IDE(G)] = 5 has an admissible circuit containin9 at least four directed edges of G.
Proof. Let H be G with one directed edge, xoyo, undirected. By Lemma 2, H has a complete circuit C. Let xlyl, x2Y2, x3Y3, x4Y4 be the four directed edges of H (ignoring their orientations) such that the vertex sequence x~, yj,x2, y2,x3, y3,x4, Y4 is in clockwise order around C. If C is admissible in G, the conclusion of Lemma 4 is true, thus without loss of generality, xo E y4C+xl.
If Yo E V(C), then either the conclusion is immediately true, or Yo E y2C+x3; here let c be Yo and P be the null graph. If Yo ¢ V(C), then from the connectivity condition, there is a path P in G -xo -yl -x4 from yo to c E V(C). In this case, either the conclusion is immediately true, or c E V(y2C+x3). Let B := (C U P)+ xoYo (for both cases). Without loss of generality, c ¢ y2.
Let Ao := xoC-x4. For i~>0, let li be the vertex of Ai most counterclockwise from xo on C. For i > 0, let Ai be the union of Ai-i and the set of all vertices of (x4C-c) -c which can be reached by a B-free path from (xoC li-l)-xo-li I. Let A := Ui=oA,, and a be the vertex of A most counterclockwise from xo on C.
Assume a ~ x3C-c. From the connectivity condition, G -xo -x2 -a -c has a B-free path Q from xoC-a to the remainder of B. 
From four to five
Given a mixed graph G, and an admissible, but not complete, circuit C in G, if X C V(C), the closure of X with respect to C, in symbols CIc(X), is the union of all paths of C -DE(G) with both endpoints in X. Since E(C)A DE(G) ~ O, this gives that Clc(X) is a union of paths; the frontier of X with respect to C, in symbols Frc(X), is the set of the ends of these paths. Finally, the interior of X with respect to C, in symbols Intc(X), is defined to be Clc(X) -Frc(X). Note that in condition (72, the path Q can be forward in both directions, if it contains no directed edge. In this case, the condition only needs to be satisfied in one direction, not both.
Lemmas 5 and 6 are implied in [4] .
Lemma 5. Let G be a mixed graph, C be an admissible, but not complete, circuit in G, and a,b E V(G)\V(C) be given. If there is a component K of C -DE(G) such that there are aj E K N Ac, j and bk E K O Bc, k such that ay ~ bk, then there are integers j',U such that Xc(j',U) is true.
Lemma 6. Let G be a mixed graph and let m be the greatest integer such that there is an admissible circuit C satisfying ]E(C)N DE(G)I = m. Then either m = IDE(G)I or there is an admissible circuit C with IE(C)NDE(G)[ = m and J'or every ba E DE(G)\E(C), there are no non-negative integers j,k such that Xc(j,k) is true.
For Proof. Assume C is not a complete circuit. By Lemma 5, if K is one of the 4 com-
Proof. Without loss of generality, x = a and X = A. By Lemma 5, ifK is one of the 4 components of C-DE(G), then V(K) N A = ~, V(K)
N B = ~, or I V(K) n (AUB)] = 1.
This implies IFr(A)I + [Fr(B)l <~8.
Since there is a path from b to C in G-a, Fr(B) ~ q) and there is a v E (V(C) N V(DE(G)))\Fr(A)
.ponents of C -DE(G), then V(K) n A = ~, V(K) N B = ~, or IV(K) n (A U B)I = 1.
By Lemma 7, [Fr(A)I = Ifr(B)l--4.
Assume for every component K of C -DE(G), that V(K) n A ~ ~, V(K) n B ~ ~. This gives that A = B = Fr(A) = Fr(B). Let v E (V(C)N V(DE(G)))\Fr(A) be given.
By assumption, there are 5 internally disjoint paths from a to v. Since v ¢~ A, all but one of these paths must not contain b and thus intersects A. Let P be the remaining path. (1) If Q is a forward path from a to x E V(C), which is internally disjoint from Fr(A), then x E A.
F~: E(C) N DE(G) C E(P)
(1) and the symmetric statement for B are easily verified. 
(P~).
Note that by (3) neither of PB, b~ and Ps, f,~+~ can intersect Pa and P~. Thus from Fl, /:2, (2), and (3), (P U Po U Pc U PB,h¢ U Pe,/;~_, ) + ab has a complete circuit.
(6) PB, b~ is not P-free.
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Assume Ps, bj is P-free. If V(Pc)A V(Ps, bl) = 0, then (PUPa UPc UPs, hi)+ ba has a complete circuit, by F1, F2, (4), and (5 Thus J~, is closer than j]~ to a T on P. If the vertex of P N (PB, bl UPs, fjB) closest to bf on P is on Ps,~, then let Pb := PS, b e, else let Pb := Ps, f,. From (3), (6) , and the symmetry of a and b, Pb A Pc = 0, and (P U P~ U Pc UPs, b e U PB, f e ) + ab has a complete circuit.
Thus the assumption was false, and the lemma holds. [] For any path P C C, let le and re be the most counterclockwise and clockwise vertices of P. Given a circuit C, a path P C C, and a vertex v E V(P), let the following terms be defined. If P contains a directed edge, then v is incident to this edge, and undirect it for the following definitions. Let D_I :----0, and let Do := lpPv. Similarly, if Do is replaced by Do := rePv, then let P @ v :-----lb. All the other definitions apply in this case as well. In Theorems 2-5, several frontier paths will be found by the existence of certain C-free paths. For example, if the existence of a C-free path P from p E Ll to q E L2 -c2 yields the frontier path rlC+qPpC-c2, this will be abbreviated in a chart as follows:
LI ~ L2 -c2 =~ rlC+qPpC-c2.
Also, two or three C-free paths are shown to exist at the same time, yielding frontier paths. It will be assumed that these paths are internally disjoint, for if they intersect, it will always yield a path symmetric in C to a path that will have been handled already.
Theorem 2. If C satisfies condition ACBC, then G has a complete circuit.
Proof. Assume C satisfies condition ACBC. Note the symmetry in ACBC. Some paths in G will first be eliminated. A C-free path P from p to q yields the frontier path shown:
L1 +-~ L2 -c2
=~ rlC+ qPpC-c2, L1 +--* L3 =ee rlC+ qppC-r3,
Here G -a -b -(Q2 ® c2) -(Q4 @ c4) has a C-free path P from Pi E Proof. Assume C satisfies condition ABCC. Note the symmetry in ABCC. Some paths in G will first be eliminated. A C-free path P from p to q yields the frontier path shown.
L1 ~ L2
=~ rlC+qPpC-rz,
R3 -c3 +--r R4 -c4 :=~ c3C-qPpC+c4.
Here G -c3 -c4 -(Q20 r2) -(Q1 o ll) has a C-free path P from Pi E (Q2 ® r2)C-(Q10 ll) to 
q E (Q2 Orz)C+(Q10 ll). Since q f[ A tAB, V(P)N(Int(A)Olnt(B)O
{a,b}) = 0. Thus a frontier path symmetric to one of the following exists, or Case 1 or 2.
L2 +-* R4 -c4 ~ Case 2. Proof. Assume C satisfies condition ABBA. Note the symmetry in ABBA. Some paths in G will first be eliminated. A C-free path P from p to q yields the frontier path shown.
L1 ~ L2 =~ rlC+qPpC-r2, L1 ~ L3 =~ rlC+qPpC-r3, R1 +-+ R3 ==~ llC-qPpC+13.
There is a C-free path P in G-x2 -Y2-x4- Case 2a: By symmetry, there is a C-free path R from z E L2 to w E R4. So that this case can be used for part of Case 3, ignore P for Case 2a. Here G -a -x4 -z-(Q4 ® r4) has a C-free path S from sk E (Q4 @ ra)C-x4 to t E (Q4 ® ra)C+x4. 
Concluding remarks
The proofs of the Conjecture for k ~<4 do not use the same techniques that were used to prove the general results. This paper has followed the general methods, however, and hopefully sheds some light to see if they can be extended to a proof of the Conjecture. The author would like to extend his appreciation to Dr. Robin Thomas, Professor at Georgia Institute of Technology, who provided many suggestions and words of encouragement.
