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Re´sume´
Soit X une varie´te´ de Poisson et C une sous-varie´te´ co¨ısotrope
par rapport au crochet de Poisson. Soit I l’ide´al des fonctions nulles
sur C. Dans ce travail nous e´tudions comment construire des star-
produits ⋆ sur A = C∞(X)[[h]] pour lesquels I[[h]] est un ide´al a`
gauche de manie`re a` obtenir une repre´sentation de (A, ⋆) sur B[[h]] =
A[[h]]/I[[h]], de´formant la repre´sentation naturelle de A sur C∞(C).
Pour cela nous montrons comment un tel re´sultat peut se de´duire d’une
ge´ne´ralisation de la conjecture de formalite´ de Tamarkin aux cochaˆınes
compatibles avec le crochet de Poisson.
Nous de´montrons d’abord un the´ore`me a` la Hochschild-Kostant-
Rosenberg entre l’espace gI dees champs de multivecteurs compatibles
avec C et GI , un espace naturel d’ope´rateurs multidiffe´rentiels compat-
ibles avec C. Ensuite nous mettons en e´vidence l’existence d’une struc-
ture G∞ sur GI et montrons enfin que les obstructions a` l’existence
d’une formalite´ sont controˆle´es par des groupes de cohomologie. Dans le
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cas ou` X = Rn et C = Rn−ν , nous explicitons et re´duisons ces groupes.
Nous conjecturons que ces obstructions sont nulles dans le cas ν = 1,
ce qui reprouverait, apre`s globalisation, ‘a` la Dolgushev-Fedosov’ l’ex-
istence de star-repre´sentations dans le cas des sous-varie´te´s de codi-
mension 1. Pour des codimensions supe´rieures il n’est pas impossible
qu’il y ait des obstructions, lie´es a` certaines classes caracte´ristiques des
feuiletages qui apparaˆıssent dans le cas symplectique.
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1 Introduction
Soit X une varie´te´ diffe´rentiable de dimension n et i : C → X une sous-
varie´te´ ferme´e de codimension l ≤ n. Soit A = C∞(X,R), B = C∞(C,R)
et
I = {f ∈ A | f(c) = 0 ∀c ∈ C}
l’ide´al annulateur de C. En utilisant un voisinage tubulaire autour de C et
une partition de l’unite´ on voit que la suite d’alge`bres commutatives
{0} −→ I −→ A
i∗
−→ B −→ {0} (1.1)
est exacte. Soit c ∈ C et
TcC
ann = {β ∈ TcX
∗ | β(v) = 0 ∀v ∈ TcC}.
Soit P ∈ Γ(X,Λ2TX) une structure de Poisson. La sous-varie´te´ C est dite
co¨ısotrope par rapport a` P si
Pc(β, γ) = 0 quels que soient c ∈ C;β, γ ∈ TcC
ann. (1.2)
Une condition alge´brique e´quivalente est
I est une sous-alge`bre de Poisson de A.
De manie`re ge´ne´rale, on de´finit
De´finition 1.1 Un champ de multivecteurs P ∈ Γ(X,ΛkTX) est dit com-
patible avec C (ou adapte´ a` C si
Pc(β1, . . . , βk) = 0 quels que soient c ∈ C;β1, . . . , βk ∈ TcC
ann. (1.3)
Lorsque P ∈ A = Γ(X,Λ0TX), cette condition e´quivaut a` P ∈ I.
Rappelons qu’un star-produit ⋆ sur la varie´te´ de Poisson (X,P ) est une
multiplication associative R[[h]]-biline´aire sur le R[[h]]-module A[[h]] telle
que pour tous f, g ∈ A,
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(i) f ⋆ g = fg + hC1(f, g) +
∑
k≤2 h
kCk(f, g),
(ii) C1(f, g)− C1(g, f) = P (df,dg),
(iii) les (Cr)r≥1 sont des ope´rateurs bidiffe´rentiels.
(iv) Cr(f, 1) = 0 = Cr(1, f) quel que soit r ≥ 1.
Soit P une structure de Poisson compatible avec C (au sens de la De´fini-
tion 1.1). Le but de ce travail est de continuer le travail [2] (dans lequel
surtout le cas symplectique et les obstructions possibles sont e´tudie´es) par
la construction des star-produits ⋆ sur X pour lesquels l’espace I[[h]] est un
ide´al a` gauche. De cette fac¸on, on obtiendra des repre´sentations de (A[[h]], ∗)
sur l’espace B[[h]] = A[[h]]/I[[h]]. Ceci correspond au “coisotropic creed”
prononce´ par Jiang-Hua Lu [14], c’est-a`-dire, la quantification des sous-
varie´te´s co¨ısotropes par des ide´aux a` gauche de l’alge`bre A de´forme´e (voir
e´galement [3] pour cette approche dans le cadre de la re´duction Marsden-
Weinstein). Ce proble`me est intimement lie´ a` celui des quantification des
morphismes de Poisson, voir [2] pour des de´tails.
Soit k un entier strictement positif et soient M1, . . . ,Mk,M des A-A-
bimodules. De´finissons
Dk(M1, . . . ,Mk;M) = {φ :M1 ⊗R · · · ⊗RMk →M |
φ est k-multidiffe´rentielle}
On e´crira Dk(M1;M) au lieu de l’expression ci-dessus lorsque tous les mod-
ules M1, . . . ,Mk sont e´gaux a` M1. Pour k = 0 on pose D
0( ;M) = M,
et on convient que Dk s’annule lorsque k ≤ −1. D1(M1;M) est con-
side´re´ comme un A-A-bimodule par (fφg)(η) = fφ(gη) quels que soient
f, g ∈ A, φ ∈ D1(M1;M) et η ∈ M1. Soit G = ⊕k∈ZG
k l’espace des
cochaˆınes de Gerstenhaber ou`
Gk = Dk(A;A).
Par analogie avec les champs de multivecteurs, de´finissons maintenant
les cochaˆınes compatibles dont le roˆle sera tre`s important pour la suite de
notre e´tude :
De´finition 1.2 Le sous-espace GI = ⊕k∈ZG
k
I de G des cochaˆınes compat-
ibles est de´fini comme suit :
GkI = {φ ∈ G
k|φ(f1, . . . , fk−1, g) ∈ I,
∀f1, . . . , fk−1 ∈ A, g ∈ I} (pour k ≥ 1),
G0I = I,
GkI = {0} pour k ≤ −1.
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Il est alors e´vident qu’un star-produit ⋆ est tel que I[[h]] est un ide´al a`
gauche dans (A[[h]], ∗) si et seulement si les ope´rateurs bidiffe´rentiels (Cr)r≤0
le de´finissant appartiennent au sous-espace G2I . Dans ce papier, nous allons
e´tudier comment la construction de Tamarkin des morphismes de formalite´
(impliquant l’existence de star-produits) peut se restreindre a` un morphisme
allant des champs de tenseurs compatibles vers les cochaˆınes compatibles (et
donc impliquant l’existence de star-repre´sentation).
Pour la suite de notre travail, nous de´finissons G˜ = ⊕k∈ZG˜
k ou`
G˜k = Dk−1
(
A;D1(I;B)
)
(pour k ≥ 1),
G˜0 = A/I = B,
G˜k = {0} pour k ≤ −1.
D’autre part, on peut de´finir des analogues des sous-espaces GI et G˜ (∈ G)
dans l’espace des champs de multivecteurs g = ⊕k∈Zg
k ou`
gk = Γ(X,ΛkTX) (pour k ≥ 0),
gk = {0} pour k ≤ −1.
L’analogue de GI est gI = ⊕k∈Zg
k
I le sous-espace de g ou`
gkI = {P ∈ Γ(X,Λ
kTX)|Pc(β1, . . . , βk) = 0,
∀c ∈ C;β1, . . . , βk ∈ TcC
ann} (pour k ≥ 1),
g0I = I
gkI = {0} pour k ≤ −1.
L’analogue de G˜ est l’espace g˜ = ⊕k∈Zg˜
k ou`
g˜k = Γ
(
C,Λk(TCX/TC)
)
(pour k ≥ 1),
g˜0 = B = A/I
g˜k = {0} pour k ≤ −1.
Ce papier se pre´sente comme ceci :
– Dans la Section 2, nous allons montrer un analogue du the´ore`me
de Hochschild-Kostant-Rosenberg pour les cochaˆınes compatibles GI ,
dans le cas ou` X = Rn. Plus pre´cise´ment, on a les suites exactes :
{0} −→ GI −→ G −→ G˜ −→ {0},
et {0} −→ gI −→ g −→ g˜ −→ {0}.
En outre, les espaces GI ,G et G˜ sont des complexes dont l’ope´rateur
cobord est induit par le cobord de Hochschild. La version topologique
du the´ore`me de Hochschild-Kostant-Rosenberg entraˆıne que l’alge`bre
de Schouten g est la cohomologie de G. Nous montrerons que gI est
la cohomologie de GI et que g˜ est la cohomologie de G˜.
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– Dans la Section 3, nous montrerons l’existence d’une structure de Ger-
stenhaber a` homotopie pre`s (G∞-alge`bre) sur GI (nous rappellerons
aussi les principales de´finitions des structures “a` homotopie pre`s”).
– Dans la Section 4, en utilisant le the´ore`me de Hochschild-Kostant-
Rosenberg de la Section 2, nous montrerons que les obstructions a` la
construction de morphismes de Gerstenhaber a` homotopie pre`s (mor-
phisme G∞) entre gI et GI sont donne´es par des groupes de coho-
mologie de
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
– Dans la Section 5, nous montrerons que l’existence de tels morphismes
G∞ entre gI et GI implique l’existence de star-repre´sentation. Plus
pre´cise´ment, si on se donne un champ de tenseurs de Poisson com-
patible, on peut construire un star-produit de´fini par des cochaˆınes
compatibles et donc I[[h]] sera un ide´al a` gauche dans (A[[h]], ∗).
– Enfin, dans la Section 6, nous expliciterons certains groupes de coho-
mologie de
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
(dans le cas ou` X = Rn
et C = Rn−ν). Nous conjecturons que ceux-ci sont nuls dans le cas
p = n− 1, comme le laissent supposer des calculs en petite dimension.
Ceci prouverait l’existence de star-repre´sentations dans le cas X = Rn
et C = Rn−1 et ensuite dans le cas ge´ne´ral d’une varie´te´ de codimen-
sion 1 en utilisant un proce´de´ de globalisation ‘a` la Dolgushev-Fedosov’
[5].
– Finalement, nous discuterons des obstructions possibles qui apparaˆıssent
dans le cas symplectique comme des classes caracte´ristiques d’Atiyah-
Molino des feuilletages [2].
Notations : Pour deux varie´te´s diffe´rentiables X et X ′, C∞(X,X ′) de´signe
l’ensemble de toutes les applications de classe C∞ de X dans X ′. Pour un
fibre´ vectoriel E sur une varie´te´ diffe´rentiable X, on e´crira Γ(X,E) pour
l’espace de toutes les sections de classe C∞ du fibre´ E.
Remerciments : Nous remercions EUCOR pour des aides financie`res qui
ont rendu possible ce travail entre Freiburg, Strasbourg et Mulhouse.
2 The´ore`mes de Hochschild-Kostant-Rosenberg
Dans cette section nous allons montrer un analogue du the´ore`me de
Hochschild-Kostant-Rosenberg dans le cas ou` X = Rn et C = Rn−ν . Dans
les deux premie`res sous-sections nous rappellerons les proprie´te´s alge´briques
de G, GI , et G˜, puis de g, gI et g˜. Puis dans la troisie`me nous donnerons
des homotopies explicites entres les resolutions bar et de Koszul qui nous
permettrons de prouver notre re´sultat principal dans la quatrie`me sous-
section.
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2.1 Proprie´te´s alge´briques de G, GI et G˜
Rappelons quelques ope´rations de´finies sur l’espace des cochaˆınes de Ger-
stenhaber : pour k ≤ 1, l entiers, φ ∈ Gk, ψ ∈ Gl et 1 ≤ i ≤ k on pose
(φ ◦i ψ)
(
f1, . . . , fk+l−1
)
= φ
(
f1, . . . , fi−1, ψ(fi, . . . , fl+i−1), fl+i, . . . , fk+l−1
)
, (2.1)
et l’on de´finit
φ ◦ ψ =
k∑
i=1
(−1)(i−1)(l−1)φ ◦i ψ,
(on pose φ ◦ ψ = 0 lorsque φ ∈ Gk, k ≤ 0), et le crochet de Gerstenhaber :
[φ,ψ]G = φ ◦ ψ − (−1)
(k−1)(l−1)ψ ◦ φ.
Gerstenhaber a montre´ [7] que (G[−1], [ , ]G) est une alge`bre de Lie gradue´e
(avec (G[−1])k = Gk+1)). Soit µ la multiplication point par point dans A.
On de´finit alors l’ope´rateur cobord de Hochschild par :
bφ = −[φ, µ]G (2.2)
Enfin, on de´finit la multiplication ∪ par :
(φ ∪ ψ)
(
f1, . . . , fk+l
)
= µ
(
φ(f1, . . . , fk), ψ(fk+1, . . . , fk+l)
)
et il est clair que (G,∪) est une alge`bre associative gradue´e.
Proposition 2.1 L’espace GI a les proprie´te´s suivantes :
1. µ ∈ G2I .
2. GI est un ide´al a` gauche de (G,∪).
3. GI [−1] et une sous-alge`bre de Lie gradue´e de (G[−1], [ , ]G).
4. (GI , b) est un sous-complex de (G, b).
De´monstration:
1. C’est e´vident car I est un ide´al de A.
2. Soit φ ∈ Gk, ψ ∈ GlI et fk+l ∈ I. On a ψ(fk+1, . . . , fk+l) ∈ I donc
(φ ∪ ψ)(f1, . . . , fk+l) ∈ I car I est un ide´al de A.
3. Soient φ ∈ GkI et ψ ∈ G
l
I . Regardons φ ◦i ψ (si k ≤ 0 il n’y a rien
a` montrer) pour 1 ≤ i ≤ k. Soit fk+l−1 ∈ I. Si 1 ≤ i ≤ k − 1, alors
fk+l−1 est le dernier argument de φ, donc le membre droit de (2.1)
appartient a` I par de´finition de φ, et φ ◦i ψ ∈ G
k+l−1
I . Si i = k, alors
fk+l−1 est le dernier argument de ψ et la valeur de ψ (qui appartient
a` I par de´finition de ψ) est le dernier argument de φ. Par de´finition
de φ, il vient que sa valeur appartient a` I, donc φ ◦k ψ ∈ G
k+l−1
I .
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4. C’est une conse´quence de 1., 3. et de la de´finition de b (2.2). ✷
L’espace G˜ est muni de l’ope´rateur de Hochschild b˜ usuel : soient φ ∈ G˜k,
f1, . . . , fk ∈ A et g ∈ I, alors
(b˜φ)(f1, . . . , fk)(g) = f1 φ(f2, . . . , fk)(g)
+
k−1∑
r=1
(−1)rφ(f1, . . . , frfr+1, . . . , fk)(g)
+(−1)kφ(f1, . . . , fk−1)(fkg). (2.3)
Pour un entier k conside´rons les projections canoniques Ξk : Gk → G˜k
suivantes ou` f1, . . . , fk−1 ∈ A et g ∈ I :(
Ξk(φ)
)(
f1, . . . , fk−1
)
(g) = i∗
(
φ(f1, . . . , fk−1, g)
)
pour k ≥ 1, Ξ0 = i∗ et Ξk = 0 quel que soit k ≤ −1.
Proposition 2.2 On a les proprie´te´s suivantes :
1. Le diagramme suivant est une suite exacte de complexes :
{0} −→ (GI , b) −→ (G, b)
Ξ
−→ (G˜, b˜) −→ {0}.
En particulier, G˜ ∼= G/GI .
2. G˜ est un module a` gauche gradue´ de (G,∪).
3. G˜[−1] est un module de Lie gradue´ de (GI [−1], [ , ]G).
De´monstration:
1. Il est clair que le noyau de Ξ est e´gal a` GI et que Ξ est surjective.
Montrons que Ξ est un morphisme de complexes : soient φ ∈ Gk,
f1, . . . , fk ∈ A, g ∈ I, on a(
Ξk+1(bφ)
)(
f1, . . . , fk
)
(g) =i∗
(
(bφ)(f1, . . . , fk, g)
)
= i∗
(
f1φ(f2, . . . , fk, g)
)
+ (−1)k+1i∗
(
φ(f1, . . . , fk)g
)
+
k−1∑
r=1
(−1)ri∗
(
φ(f1, . . . , frfr+1, . . . , fk, g)
)
+ (−1)ki∗
(
φ(f1, . . . , fk−1, fkg)
)
= i∗f1
(
Ξkφ
)
(f2, . . . , fk)(g) + 0 (car i
∗g = 0)
+
k−1∑
r=1
(−1)r
(
Ξkφ
)
(f1, . . . , frfr+1, . . . , fk)(g)
+ (−1)k
(
Ξkφ
)
(f1, . . . , fk−1)(fkg)
= (b˜Ξkφ)(f1, . . . , fk)(g).
2. C’est une conse´quence du fait que GI est un ide´al a` gauche de G
(Proposition 2.1, 2.).
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3. Puisque GI [−1] est une sous-alge`bre de Lie gradue´e de G[−1] d’apre`s
la Proposition 2.1 3., il vient que G[−1] et GI [−1] sont des modules
de Lie gradue´s de GI [−1], donc il en est le meˆme pour leur quotient
G˜[−1]. ✷
2.2 Proprie´te´s alge´briques de g, gI et g˜
E´tudions maintenant les espaces g, gI et g˜. Rappelons la de´finition du cro-
chet de Schouten [−,−]S surG : soient f, g ∈ A, k, l ∈ N,X = X1∧· · ·∧Xk ∈
gk et Y = Y1 ∧ · · · ∧ Yl ∈ g
l (X1, . . . ,Xk, Y1, . . . , Yl ∈ Γ(X,TX)), alors le
crochet est de´fini par :
[fX, gY ]S =fg
k∑
i=1
l∑
j=1
(−1)i+j [Xi, Yj] ∧X1 ∧ · · · ∧Xi−1 ∧Xi+1 ∧ · · · ∧Xk
∧ Y1 ∧ · · · ∧ Yj−1 ∧ Yj+1 ∧ · · · ∧ Yl
+ f
k∑
i=1
(−1)k−iXi(g)X1 ∧ · · · ∧Xi−1 ∧Xi+1 ∧ · · · ∧Xk ∧ Y
+ gX ∧
l∑
j=1
(−1)jYj(g)Y1 ∧ · · · ∧ Yj−1 ∧Xj+1 ∧ · · · ∧ Yl.
Il est bien connu que ce crochet ne de´pend pas de la de´composition de
X et de Y en produit de champs de vecteurs. En outre (g[−1], [−,−]S)
est une alge`bre de Lie gradue´e ; de plus, (g,∧) est une alge`bre associative
commutative gradue´e. Enfin, pour tous X ∈ gk, Y ∈ gl, Z ∈ gl, on a la re`gle
de de´rivation :
[X,Y ∧ Z]S = [X,Y ]S ∧ Z + (−1)
(k−1)lY ∧ [X,Z]S
et donc (g, [−,−]S ,∧) est une alge`bre de Gerstenhaber.
Le produit inte´rieur i peut s’e´tendre en une action (toujours note´e i)
de (g,∧) sur l’espace Γ(X,ΛT ∗X) : soit x = x1 ∧ · · · ∧ xk ∈ g
k, f ∈ A et
α ∈ Γ(X,ΛT ∗X), alors
i(x)α = i(x1) · · · i(xk)α et i(f)α = fα.
De meˆme, la de´rive´e de Lie des champs de vecteurs s’e´tend en une action L
de (g[−1], [−,−]S) sur Γ(X,ΛT
∗X) de´finie par
L(x)α = [i(x),d]α. (2.4)
Par re´currence sur le degre´ de y, on montre aise´ment que
[L(x), i(y)] = i([x, y]), ∀x, y ∈ g (2.5)
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Enfin, puisque d2 = 0 on a
[L(x),d] = 0 et [L(x), L(y)] = L([x, y]), ∀x, y ∈ g
Conside´rons maintenant les applications Ψ0 = i∗ : A → A/I = B et
pour k ≥ 1, Ψk : gk −→ g˜k de´finie par
x1 ∧ · · · ∧ xk 7→
(
c 7→ (x1
c
mod TcC) ∧ · · · ∧ (xk
c
mod TcC)
)
.
Proposition 2.3 La suite d’espaces vectoriels sur R
{0} −→ gkI −→ g
k Ψ
k
−→ g˜k −→ {0} (2.6)
est exacte. En particulier g˜k ∼= gk/gkI .
De´monstration: Il est clair que Ψk est bien de´finie. Le cas k = 0 est une
conse´quence de la suite exacte (1.1).
Montrons la surjectivite´ de Ψk : soit Y˜ ∈ g˜k. Soit E ⊂ TCX un sous-
fibre´ tel que TCX = TC ⊕ E, soit C ⊂ V ⊂ E un voisinage ouvert de la
section nulle de E, soit C ⊂ U ⊂ X un voisinage ouvert de C dans X et
soit Φ : V → U un diffe´omorphisme tel que Φ|C est l’application identique
(le tout est dit un voisinage tubulaire de C). E est visiblement isomorphe
a` TCX/TC. Pour c ∈ C on rappelle le rele`vement vertical de Y ∈ Ec a`
y ∈ Ec : on a Y
rlvty = ddt(y + tY )|t=0, donc Y
rlvty ∈ TyE. Ceci induit une
injection ( )rlvtΦ(y) : Λk(TcX/TcC)→ Λ
kTΦ(y)U , donc un rele`vement vertical
des sections Y˜ 7→ Y ′ = (Y˜ )rlvt ∈ Γ(X,ΛkTU) de´fini par Y ′Φ(y) = (Y˜c)
rlvty .
Soit (ψU , 1 − ψU ) une partition de l’unite´ subordonne´e au re´couvrement
ouvert (U,X \C) de X. Alors le champ de vecteurs Y de´fini par Y = ψUY
′
sur U et Y = 0 sur X \ U est un e´le´ment de gk tel que ΨkY = Y˜ .
Finalement, montrons que gkI est e´gal au noyau de Ψ
k : pour c ∈ C soit
Ψkc : Λ
kTcX → Λ
k(TcX/TcC). Puisque TcC
ann ∼= (TcX/TcC)
∗ alors
Λk(TcC
ann) ∼=
(
Λk(TcX/TcC)
)∗
.
Soit Y ∈ gk. Alors Y ∈ KerΨk si et seulement si Ψkc (Xc) = 0 quel que soit
c ∈ C. Il s’ensuit :
Ψkc (Yc) = 0 ⇐⇒ ξc
(
Ψkc (Yc)
)
= 0 ∀ξc ∈ Λ
k(TcX/TcC)
∗
⇐⇒ ξc(Yc) = 0 ∀ξc ∈ Λ
k(TcC)
ann
⇐⇒ Yc(ξc) = 0 ∀ξc ∈ Λ
k(TcC)
ann,
et donc gkI = KerΨ
k. ✷
On obtient alors une autre caracte´risation de gI :
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Proposition 2.4 Soit k un entier strictement positif. Un e´le´ment X ∈ gk
appartient a` gkI si et seulement si
i(X)(dg1 ∧ · · · ∧ dgk) ∈ I quels que soient g1, · · · , gk ∈ I
De´monstration: Il est clair que dcg ∈ TcC
ann quel que soit c ∈ C et quel
que soit g ∈ I, donc la condition ci-dessus est ne´cessaire.
D’autre part, soit β ∈ TcC
ann et soit
(
U, (x1, . . . , xn−ν , y1, . . . , yν)
)
une carte
de sous-varie´te´ de C autour de c (c’est-a`-dire U ∩ C = {u ∈ U | y1(u) =
0, . . . , yν(u) = 0}). Alors on trouve α1, . . . , αν ∈ R tels que α =
∑ν
i=1 αidy
i.
Soit (ψU , 1 − ψU ) une partition de l’unite´ subordonne´e au re´couvrement
ouvert (U,X \ {c}) de X. On de´finit g = ψU
∑ν
i=1 αiy
i sur U et g = 0 sur
X \ U . Visiblement g ∈ I et dcg = α. Alors tout e´le´ment de TcC
ann se
repre´sente comme dcg pour un g ∈ I, d’ou` la suffisance de la condition. ✷
Proposition 2.5 L’espace gI a les proprie´te´s suivantes :
1. Toute structure de Poisson P sur X compatible avec C est dans g2I.
2. (gI ,∧) est un ide´al de (g,∧).
3. (gI [−1],[−,−]S) est une sous-alge`bre de Lie gradue´e de (g[−1],[−,−]S).
De´monstration:
1. Ceci est une conse´quence directe de la de´finition (1.2).
2. Ψc =
∑n
k=0Ψ
k
c : ΛTcX → Λ(TcX/TcC) est un homomorphisme d’alge`-
bres de Grassmann, alors Ψ : g → g˜ aussi, donc le noyau de Ψ, alors
gI , est un ide´al par rapport a` la multiplication exte´rieure ∧.
3. Soient x ∈ gkI et y ∈ g
l
I . Si k = l = 0 alors [x, y]S = 0 ∈ g
−1
I . Si k = 1
et l = 0, alors y ∈ I et [x, y]S = x(dy) ∈ I = g
0
I d’apre`s la proposition
2.4. On peut supposer que k + l ≥ 2. Soient g1, . . . , gk+l−1 ∈ I et
γ = dg1 ∧ · · · ∧ dgk+l−1. Puisque x ∧ y ∈ g
k+l
I , alors i(x)i(y)γ = 0.
De plus, dγ = 0. Il s’ensuit, d’apre`s l’e´quation (2.5), que i([x, y])γ =
[L(x), i(y)]γ = i(x)di(y)γ+(−1)kli(y)di(x)γ. La k− 1 forme i(y)γ est
une somme finie d’expressions de la forme : ±(i(y)γ′)γ′′ ou` γ′ est une
l-forme constitue´e de l e´le´ments parmi dg1, . . . ,dgk+l−1 et γ
′′ est le
reste. D’apre`s la proposition 2.4 la fonction g′ = ±i(y)γ′ est dans I,
alors i(x)di(y)γ = i(x)(dg′ ∧ γ′′) car dγ′′ = 0 et la k-forme dg′ ∧ γ′′
est le produit exte´rieur de k diffe´rentielles d’e´le´ments de l’ide´al, donc
i(x)(dg′ ∧ γ′′) ∈ I. Le terme (−1)kli(y)di(x)γ appartient e´galement a`
I par un raisonnement entie`rement analogue. Alors [x, y]S ∈ g
k+l−1
I .✷
Proposition 2.6 L’espace g˜ a les proprie´te´s suivantes :
1. (g˜,∧) est une alge`bre commutative associative gradue´e.
2. (g˜,∧) est un module a` gauche gradue´ de (g,∧).
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3. g˜[−1] est un module d’alge`bre de Lie gradue´e pour (gI [−1], [−,−]S).
De plus, on a
X.(α ∧ β) = (X.α) ∧ β + (−1)(k−1)lα ∧ (X.β)
quels que soient X ∈ gkI , α ∈ g˜
l, β ∈ g˜.
De´monstration:
1. Ceci est e´vident.
2. Puisque gI est un ide´al de (g,∧) et g˜ ∼= g/gI , l’e´nonce´ est e´vident.
3. g[−1] et gI [−1] sont e´videmment des modules de (gI , [ , ]S), et il en
est de meˆme pour le quotient g˜[−1]. ✷
Remarque 2.1 Soit P ∈ g2I une structure de Poisson compatible avec C.
Alors a` l’aide de l’action de P l’espace g˜ devient une alge`bre associative com-
mutative diffe´rentielle gradue´e. La cohomologie de g˜ est dite la cohomologie
BRST de C par rapport a` P . Cette cohomologie est munie d’une structure
d’alge`bre de Poisson.
2.3 Simplification du complexe bar
Dans ce paragraphe X = Rn.
Commenc¸ons par rappeler la re´solution ‘topologique’ bar de l’alge`bre
A = C∞(Rn,R) : Soit Ae = C∞(R2n,R) et pour tout entier positif k
CHk = C∞(R(k+2)n,R).
Nous noterons (a, x1, . . . , xk, b) (ou` a, x1, . . . , xk, b ∈ R
n) pour un point de
R
(k+2)n. L’espace CHk est un Ae-module :
Ae× CHk→ CHk : (f, F ) 7→
(
(a, x1, . . . , xk, b) 7→ f(a, b)F (a, x1, . . . , xk, b)
)
Pour k ≥ 1, rappelons que l’ope´rateur bord de Hochschild ∂kH : CH
k →
CHk−1 est de´fini par
(∂kHF )(a, x1, . . . , xk−1, b) =F (a, a, x1, . . . , xk−1, b)
+
k−1∑
r=1
(−1)rF (a, x1, . . . , xr, xr, . . . , xk−1, b)
(−1)kF (a, x1, . . . , xk−1, b, b)
Il est clair que ∂kH est un morphisme de A
e-modules et ∂kH∂
k+1
H = 0. L’aug-
mentation ǫ : CH0 = Ae → A est de´finie par
(ǫF )(a) = F (a, a) ∀a ∈ Rn. (2.7)
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Il est bien connu que le complexe bar
{0} ←− A
ǫ
←− CH0
∂1
H←− CH1
∂2
H←− CH2
∂3
H←− · · ·
∂k
H←− CHk
∂k+1
H←− · · · (2.8)
est acyclique : en fait, soit h−1H : A→ CH
0 la prolongation R-line´aire
(h−1H f)(a, b) = f(a, a)
et, pour k ≥ 0, hkH : CH
k → CHk+1 l’application R-line´aire
(hkHF )(a, x1, . . . , xk+1, b) = (−1)
k+1F (a, x1, . . . , xk, xk+1).
En e´crivant id−1H pour l’application identique A→ A et id
k
H pour l’applica-
tion identique CHk → CHk on montre que
ǫh−1H = id
−1
H
h−1H ǫ+ ∂
1
Hh
0
H = id
0
H
hk−1H ∂
k
H + ∂
k+1
H h
k
H = id
k
H ∀k ≥ 1
ce qui entraˆıne l’acyclicite´ du complexe bar (2.8).
Nous allons maintenant de´finir un autre complexe (de Koszul) acyclique
pour A en tant que Ae-module : soit E = Rn
CKk = Ae ⊗R Λ
kE∗ quel que soit k ∈ Z.
E´videmment, chaque CKk est un Ae-module libre. Soit ξ : R2n → E de´fini
par
ξ(a, b) = a− b
Pour tout entier k strictement positif, on de´finit l’ope´rateur bord de Koszul
∂kK : CK
k → CKk−1 par
∂kKω = i(ξ)ω quel que soit ω ∈ CK
k.
Autrement dit, pour e1, . . . , ek ∈ E et a, b ∈ R
n on a
(∂kKω)(a, b)
(
e2, . . . , ek
)
= ω(a, b)
(
a− b, e2, . . . , ek
)
.
Il est clair que les ∂kK sont des morphismes deA
e-modules et que ∂kK∂
k+1
K = 0
quel que soit l’entier strictement positif k. Soit ǫ : CK0 = Ae → A l’aug-
mentation de´finie comme dans (2.7). Il en re´sulte le complexe de Koszul :
{0} ←− A
ǫ
←− CK0
∂1
K←− CK1
∂2
K←− CK2
∂3
K←− · · ·
∂k
K←− CKk
∂k+1
K←− · · · (2.9)
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Ce complexe est acyclique : en effet, soit h−1K = h
−1
H : A → CK
0 = Ae =
CH0 la prolongation R-line´aire
(h−1K f)(a, b) = f(a, a).
Soit e1, . . . , en une base de E et e
1, . . . , en la base duale de E∗. Pour k ≥ 0
soit hkK : CK
k → CKk+1 l’application R-line´aire
(hkKω)(a, b) = −
n∑
j=1
ej ∧
∫ 1
0
dt tk
∂ω
∂bj
(a, tb+ (1− t)a).
En e´crivant id−1K pour l’application identique A → A et id
k
K pour l’applica-
tion identique CKk → CKk on montre que
ǫh−1K = id
−1
K
h−1K ǫ+ ∂
1
Kh
0
K = id
0
K
hk−1K ∂
k
K + ∂
k+1
K h
k
K = id
k
K ∀k ≥ 1 (2.10)
ce qui entraˆıne l’acyclicite´ du complexe de Koszul (2.9).
De´finissons enfin les applications F k : CKk → CHk par F 0 = id0H = id
0
K
et pour tout ω ∈ CKk :
(F kω)(a, x1, . . . , xk, b) = ω(a, b)
(
x1 − a, . . . , xk − a
)
quels que soient k ∈ Z avec k ≥ 1 et a, x1, . . . , xk, b ∈ R
n. Il est clair que
les F k sont des morphismes de Ae-modules, et on montre qu’ils sont des
morphismes de complexes, c’est-a`-dire, quel que soit k ∈ Z,
F k∂k+1K = ∂
k+1
H F
k+1.
Il existe e´galement des applications Gk : CHk → CKk qui sont des mor-
phismes de Ae-modules et des morphismes de complexes : on de´finit G0 =
id0H = id
0
K et pour tout F ∈ CH
k :
(GkF )(a, b) =
n∑
i1,...,ik=1
ei1 ∧ · · · ∧ eik
∫ 1
0
dt1
∫ t1
0
dt2
∫ t2
0
dt3 · · ·
∫ tk−1
0
dtk
∂kF
∂xi1 · · · ∂xik
(
a, t1a+ (1− t1)b, . . . , tka+ (1− tk)b, b
)
(2.11)
pour tout entier k ≥ 1. Il est e´vident que chaque Gk est un homomorphisme
de Ae-modules, et a` l’aide d’un calcul long mais direct on montre que quel
que soit k ∈ Z,
Gk∂k+1H = ∂
k+1
K G
k+1.
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On peut repre´senter les deux applications (F k)k∈Z et (G
k)k∈Z dans le dia-
gramme commutatif suivant :
· · ·
∂kH←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
· · · F k ↑ ↓ Gk F k+1 ↑ ↓ Gk+1 · · ·
· · ·
∂kK←− CKk
∂k+1
K←− CKk+1
∂k+2
K←− · · ·
Lemme 2.1 Avec les notations ci-dessus on a :
1. GkF k = idkK quel que soit l’entier positif k.
2. L’ope´rateur Θk = F kGk : CHk → CHk est une projection, c’est-a`-dire
ΘkΘk = Θk quel que soit l’entier positif k.
De´monstration: Les deux e´nonce´s sont montre´s a` l’aide d’un calcul direct.
✷
Nous allons maintenant montrer l’existence d’homotopies skH : CH
k →
CHk+1 : ce sont des homomorphismes de Ae-modules tels que
idkH −Θ
k = ∂k+1H s
k
H + s
k−1
H ∂
k
H (2.12)
ou` s−1H = 0 et s
0
H = 0. Ceci se repre´sente de la fac¸on suivante :
· · ·
∂k−1
H←− CHk−1
∂kH←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
· · · ց ↓ ց ↓ ց ↓ ց · · ·
· · · sk−2
H
idk−1
H
−Θk−1 sk−1
H
idkH−Θ
k skH id
k+1
H
−Θk+1 sk+1
H
· · ·
· · · ց ↓ ց ↓ ց ↓ ց · · ·
· · ·
∂k−1
H←− CHk−1
∂kH←− CHk
∂k+1
H←− CHk+1
∂k+2
H←− · · ·
Puisque id0H − Θ
0 = 0 et (idkH − Θ
k)∂k+1H = ∂
k+1
H (id
k+1
H − Θ
k+1) on a
∂1H(id
1
H − Θ
1) = 0. On construit s1H “sur les ge´ne´rateurs” de la manie`re
suivante : soit F ∈ CH1. On conside`re F˜ dans C˜H1 = C∞(R5n,R) comme
F˜ (a′, a, x, b, b′) = F (a′, x, b′). On prolonge h1H et id
1
H − Θ
1 de CH1 a` tout
e´le´ment T de C˜H1 par (h1HT )(a
′, a, x1, x2, b, b
′) = T (a′, a, x1, x2, b
′) (“les
variables a′, b′ ne sont pas affecte´es”) et on fait de meˆme avec id1H − Θ
1.
Ensuite on de´finit
(s1HF )(a, x1, x2, b) = (h
1
H(id
1
H −Θ
1)F˜ )(a′, a, x1, x2, b, b
′)|a′=a,b′=b.
Par construction, s1H est un homomorphisme de A
e-modules. A` l’aide de
(2.10) on voit que
id1H −Θ
1 = ∂2Hs
1
H .
On continue par re´currence : soient 0 = s0H , s
1
H , . . . , s
k
H de´ja` construits tels
que (2.12) soit satisfaite jusqu’a` l’ordre k. Alors on a
∂k+1H
(
idk+1H −Θ
k+1 − skH∂
k+1
H
)
= 0,
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et l’expression suivante (pour F ∈ CHk+1)
(sk+1H F )(a, x1, . . . , xk+2, b) =
(hk+1H (id
k+1
H −Θ
k+1 − skH∂
k+1
H )F˜ )
(
a′, a, x1, . . . , xk+2, b, b
′
)
)|a′=a,b′=b.
est bien de´finie. On a alors montre´ le
Lemme 2.2 On peut construire des homotopies skH : CH
k → CHk+1 quel
que soit l’entier positif k telles que
1. Toute skH est un homomorphisme de A
e-modules.
2. Toute skH est construite par une ‘suite d’ope´rations qui consistent en
des inte´grales, des de´rive´es et des e´valuations’.
3. s0H = 0.
4. idkH −Θ
k = ∂k+1H s
k
H + s
k−1
H ∂
k
H quel que soit k ∈ N.
2.4 Calcul de la cohomologie
On conside`re toujours le casX = Rn. Soient x = (x1, . . . , xn) les coordonne´es
canoniques de X et on va e´crire x′ pour (x1, . . . , xn−ν) et x′′ pour x′′1 =
xn−ν+1, . . . , x′′ν = xn. On note x = (x′, x′′). Soit
C = {x ∈ Rn | x′′ = 0}.
Soit g ∈ I, alors g(x′, 0) = 0. On de´finit les fonctions gj telles que :
g(x′, x′′) = g(x′, x′′)− g(x′, 0) =
l∑
j=1
x′′
j
∫ 1
0
dt
∂g
∂x′′j
(x′, tx′′) =
l∑
j=1
x′′
j
gj(x
′, x′′)
et I est un A-module de l ge´ne´rateurs. Il est clair que A, I et B = A/I sont
des Ae-modules : soient F ∈ Ae, f ∈ A, g ∈ I et h ∈ B = C∞(Rn−ν ,R), on
pose alors
(Ff)(x) = F (x, x)f(x)
(Fg)(x) = F (x, x)g(x)
(Fh)(x′) = F
(
(x′, 0), (x′, 0)
)
h(x′).
Dans ce qui suit, C de´signera le Ae-module A, I ou B, et M de´signera C
ou D(C,B). On peut munir D(C,B) d’une structure de Ae-module : soit
F ∈ Ae, ϕ ∈ D(C,B) et g ∈ C. Alors,
– dans le cas C = A ou C = I l’application ϕ est de la forme
ϕ(g)(x′) =
N∑
r,s=0
n−ν∑
i1,...,ir=1
ν∑
j1,...,js=1
ϕi1···irj1···jsr,s (x
′)
∂r+sg
∂x′i1 · · · ∂x′ir∂x′′j1 · · · ∂x′′js
(x′, 0)
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ou` ϕi1···irj1···jsr,s ∈ B et g ∈ C. Pour un F ∈ Ae on de´finit alors
(
(Fϕ)(g)
)
(x′)
N∑
r,s=0
n−ν∑
i1,...,ir=1
ν∑
j1,...,js=1
ϕi1···irj1···jsr,s (x
′)
∂r+s
(
F ((a′, 0), (x′, x′′))g(x′, x′′)
)
∂x′i1 · · · ∂x′ir∂x′′j1 · · · ∂x′′js
(x′, 0)
∣∣∣∣∣
a′=x′
.
– Dans le cas C = B, l’application ϕ est de la forme
ϕ(g)(x′)
N∑
r
n−ν∑
i1,...,ir=1
ϕi1···irr (x
′)
∂rg
∂x′i1 · · · ∂x′ir
(x′)
ou` g, ϕi1···irr ∈ B et on de´finit Fϕ comme pre´ce´demment.
Soit φ ∈ Dk(A,M). Pour un multi-indice I ∈ Nn, I = (p1, . . . , pn), on
de´finit l’ope´rateur des de´rive´es successives suivant (ou` |I| = p1 + · · ·+ pn) :
∂xI =
∂|I|
∂x1p1 · · · ∂xnpn
.
Alors φ est de la forme ge´ne´rale suivante :
– pour M = A, M = I
φ(f1, . . . , fk)(x) =
∑
|I1|,...,|Ik|≤N
φI1···Ir(x)
(
∂xI1f1
)
(x) · · ·
(
∂xIkfk
)
(x)
ou` φI1···Ir appartient a` A ou a` I.
– Si M = D(C,B), l’ope´rateur φ est de la forme
(
φ(f1, . . . , fk)(g)
)
(x′) =
∑
|I1|,...,|Ik|,|J |≤N
φI1···IrJ(x′)
(
∂xI1f1
)
(x′) · · ·
(
∂xIk fk
)
(x′)
(
∂xJ g
)
(x′)
ou` φI1···IrJ ∈ B et g ∈ C.
Dans tous ces cas φ se prolonge de fac¸on naturelle en un homomorphisme
de Ae-modules CHk →M par (F ∈ CHk)
– si M = A et M = I
φ(F )(x) =
∑
|I1|,...,|Ik|≤N
φI1···Ir(x)
(
∂
x
I1
1
· · · ∂
x
Ik
k
F (a, x1, . . . , xk, b)
)∣∣∣
a=x1=···=xk=b=x
,
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– et si M = D(C,B)(
φ(F )(g)
)
(x) :
∑
|I1|,...,|Ik|,|J |≤N
φI1···IrJ(x′)
∂
x
I1
1
· · · ∂
x
Ik
k
∂bJ
(
F (a, x1, . . . , xk, b)g(b)
)∣∣∣
a=x1=···=xk=b=x′
.
Lemme 2.3 Soit φ ∈ Dk(A,M) (avec M = C ou M = D(C,B) et C =
A,I,B). On de´signe toujours par le meˆme symbole φ son prolongement a`
HomAe(CH
k,M). Soit θkφ : A× · · · × A →M de´fini par
– (θkφ)(f1, . . . , fk) = φ
(
Θk(1⊗ f1 ⊗ · · · ⊗ fk ⊗ 1)
)
si M = C,
–
(
(θkφ)(f1, . . . , fk)
)
(g) = φ
(
Θk(1⊗f1⊗· · ·⊗fk⊗1)
)
(g) siM = D(C,B).
Alors θkφ ∈ Dk(A,M).
De´monstration: Bien que Θk contienne des inte´grales (voir le lemme 2.1 et
l’e´quation (2.11)), l’e´valuation a = x1 = · · · = xk = b = x
′ fait disparaˆıtre
les arguments t1, . . . , tk dans les de´rive´es des fonctions f1, . . . , fk, donc les
inte´grales se re´solvent et donnent des nombres rationnels, et des de´rive´es
partielles restent. ✷
De la meˆme fac¸on on montre la
Proposition 2.7 Soit φ ∈ Dk(A,M) ou` M = C ou M = D(C,B). Alors
1. (bφ)(f1, . . . , fk+1) = φ
(
∂k+1H (1⊗f1⊗· · ·⊗fk+1⊗1)
)
est e´gal a` l’ope´ra-
teur cobord de Hochschild :
(bφ)(f1, . . . , fk+1) =f1 φ(f2, . . . , fk)
+
k∑
r=1
(−1)rφ(f1, . . . , frfr+1, . . . , fk+1)
+ (−1)k+1φ(f1, . . . , fk)fk+1.
2. Soit Sk : Dk(A,M)→ Dk−1(A,M) de´finie par
(Skφ)(f1, . . . , fk−1) = φ
(
sk−1H (1⊗ f1 ⊗ · · · ⊗ fk−1)
)
.
Alors Sk est bien de´finie et l’on a
idk − θk = bSk + Sk+1b.
A` l’aide de re´sultats classiques en alge`bre homologique, on obtient le
Corollaire 2.1 La cohomologie des complexes
((
Dk(A,M)
)
k∈Z
, b
)
est iso-
morphe a` la cohomologie du sous-complexe
((
θkDk(A,M)
)
k∈Z
, b
)
.
Lemme 2.4 La suite exacte de Ae-modules
{0} −→ I −→ A −→ B −→ {0}
17
entraˆıne la suite exacte de Ae-modules
{0} ←− D(I,B)←− D(A,B)←− D(B,B)←− {0}
et finalement, la suite exacte de complexes
{0} ←− Dk
(
A,D(I,B)
)
←− Dk
(
A,D(A,B)
)
←− Dk
(
A,D(B,B)
)
←− {0}
De´monstration: Il est clair qu’un ope´rateur diffe´rentiel de A dans B s’annule
sur I si et seulement s’il ne contient que des de´rive´es partielles des variables
x′, et est donc une prolongation d’un ope´rateur diffe´rentiel de B dans B. ✷
Soit SE l’alge`bre syme´trique sur l’espace vectoriel E. Sur l’espace vec-
toriel gradue´ SE ⊗R ΛE = ⊕k∈ZSE ⊗R Λ
kE on a un ope´rateur cobord de
Koszul δK : soit e1, . . . , en une base de E et e
1, . . . , en la base duale. Alors
δK(L⊗ T ) =
n∑
j=1
i(ej)L⊗ ej ∧ T (2.13)
ou` i(ej) est le produit inte´rieur syme´trique qui correspond a` la de´rive´e
partielle dans la direction ej si l’on interpre`te SE en tant qu’alge`bre de
polynoˆmes sur E∗.
Lemme 2.5 Le complexe (SE ⊗R ΛE, δK) est acyclique.
Soit Che : B ⊗R SE → D(A,B) la bijection (‘de quantification par l’ordre
standard’) suivante : pour h ∈ B et I = (p1, . . . , pn) ∈ N
n
h⊗ (e1)
p1 · · · (en)
pn 7→ h∂bI . (2.14)
Pour simplifier les notations, on posera aˆ = Che(a). Soit E1 = R
n−ν et
E2 = R
ν. On a
SE ⊗ ΛE ∼= (SE1 ⊗ ΛE1)⊗ (SE2 ⊗ ΛE2)
et l’on a une bijection, comme celle de´finie en (2.14) entre B ⊗R SE1 et
D(B,B).
Le the´ore`me suivant simplifie le calcul de la cohomologie des complexes
G,GI et G˜ :
The´ore`me 2.1 Les applications R-line´aires suivantes :
1. χk :
(
B ⊗R SE ⊗R Λ
kE, δK)→
(
θkDk(A,D(A,B)), b
)
avec
χk(h⊗ L⊗ T )(f1, . . . , fk)(g)(x
′) =
(−1)k+1h(x′)i(T )Lˆ[b]
(
Gk(1⊗ f1 ⊗ · · · ⊗ fk ⊗ 1)(a, b)g(b)
)∣∣∣
a=b=x′
ou` la notation Lˆ[b] indique que les de´rive´es partielles de Lˆ sont par
rapport aux variables b1, . . . , bn.
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2. χ′k :
(
B⊗RSE1⊗R⊕
k
r=0(Λ
rE2⊗Λ
k−rE1), (δK)|SE1⊗ΛE1)→
(
θkDk(A,
D(B,B)), b
)
avec
χk(h⊗ L⊗ T )(f1, . . . , fk)(g)(x
′) =
(−1)k+1h(x′)i(T )Lˆ[b′]
(
Gk(1⊗ f1 ⊗ · · · ⊗ fk ⊗ 1)(a, b)g(b)
)∣∣∣
a=b=x′
induisent des isomorphismes de complexes.
Il en re´sulte :
The´ore`me 2.2 Les groupes de cohomologie des complexes suivants se sim-
plifient comme suit :
1. HDk(A,D(A,B)) ∼= {0} si k ≥ 1.
2. HDk(A,D(B,B)) ∼= B ⊗ ΛkE2 quel que soit l’entier k.
3. HG˜k = HDk−1(A,D(I,B)) ∼= HDk(A,D(B,B)) ∼= B ⊗ ΛkE2 = g˜
k
quel que soit l’entier k.
En utilisant la suite exacte longue de cohomologie re´sultant de la suite ex-
acte courte des complexes GI → G → G˜ et le fait que l’homomorphisme
connectant s’annule, on obtient finalement le re´sultat souhaite´ :
The´ore`me 2.3 Quel que soit l’entier k :
1. HGk ∼= A⊗ ΛkE = g.
2. HG˜k ∼= B ⊗ ΛkE2 = g˜
k.
3. HGkI
∼= gkI .
2.5 Les applications HKR
Dans cette sous-section nous allons construire des quasi-isomorphismes entre
les alge`bres de Lie diffe´rentielles gradue´es (GI , b) et (gI , 0). Nous verrons que
l’application HKR usuelle correspondant a` l’antisyme´trisation ne convient
pas et doit eˆtre modifie´e.
Pour un entier positif k soit αk : ΛkE → E⊗k l’aapplication d’an-
tisyme´trisation usuelle : v1 ∧ · · · ∧ vk 7→
1
k!
∑
σ∈Sk
ǫ(σ)vσ(1) ⊗ · · · ⊗ v(σ(k)).
Soit aussi P 1 : SE → E la projection canonique. En utilisant le fait que
Gk ∼= A⊗ (SE)⊗k (a` l’aide de l’application (2.14)) nous de´finissons les deux
applications suivantes
ψk
HKR
: gk → Gk : f ⊗ T 7→ f ⊗ αk(T ), (2.15)
et
πkHKR : G
k → gk : f ⊗ L1 ⊗ · · · ⊗ Lk 7→ f ⊗ P
1(L1) ∧ · · · ∧ P
1(Lk). (2.16)
Nous e´crirons ψHKR (resp. πHKR) pour la somme de tous les ψ
k
HKR
(resp.
πk
HKR
) ou` ψk
HKR
et πk
HKR
s’annulent pour k ≤ −1 et k > dimE. Le the´ore`me
de Hochschild, Kostant et Rosenberg (HKR), 2.3, permet de de´duire le suiv-
ant
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The´ore`me 2.4 Quel que soit l’entier positif k, les applications ψkHKR et
πkHKR ont les proprie´te´s suivantes :
1. πkHKRψ
k
HKR = idgk .
2. bψk
HKR
= 0.
3. Soit φ ∈ Gk. Si bφ = 0 et πk
HKR
φ = 0, alors φ est un cobord, i.e. il
existe ψ ∈ Gk−1 tel que φ = bψ.
4. Soient X,Y ∈ g, alors il existe φ ∈ G tel que [ψHKRX,ψHKRY ]G −
ψHKR[X,Y ]S = bφ.
Malheureusement, l’application HKR ψHKR n’envoie pas le sous-espace gI
de g dans le sous-espace GI de G : en utilisant la de´composition
gI = A⊗ ΛE2 ⊗ Λ
+E1 ⊕ I ⊗ ΛE2 (2.17)
on voit que l’image de ψHKR contiendrait des e´le´ments provenant du premier
terme de la somme ci-dessus dont le facteur le plus a` droite est dans E2 sans
que le coefficient soit dans l’ide´al, et un tel ope´rateur multidiffe´rentiel ne
serait plus dans GI .
Il faut alors modifier les applications αk : il est bien connu que la multi-
plication exte´rieure induit un isomorphisme d’espaces vectoriels
Φ : ΛE2 ⊗ ΛE1 → Λ(E1 ⊕ E2) = ΛE : T2 ⊗ T1 7→ T2 ∧ T1. (2.18)
Soit ι(l,k−l) : E⊗l2 ⊗ E
⊗(k−l)
1 → E
⊗k l’injection induite par des sous-espaces
E1, E2. L’application αˆ
k :=
∑k
l=0 ι
(l,k−l)αl⊗αk−l envoie
(
ΛE2⊗ΛE1
)
k
dans
E⊗k. Nous de´finissons l’application HKR modifie´e par
ψ1
k
HKR
: gk → Gk : f ⊗ T 7→ f ⊗ αˆk
(
Φ−1(T )
)
, (2.19)
et ψ1HKR comme e´tant la somme des tous les ψ
1k
HKR. Ainsi le facteur le plus
a` droite est toujours dans E1 dans le cas ou` son coefficient est dans A, et
n’est dans E2 que si son coefficient est dans I. Par conse´quent, ψ
1
HKR envoie
bien gI dans GI . En e´crivant ψ
[1] pour la restriction de ψ1HKR a` gI on a
l’analogue suivant du the´ore`me 2.4 :
The´ore`me 2.5 Quel que soit l’entier positif k, les applications ψ[1]
k
et
πk
HKR
ont les proprie´te´s suivantes :
1. πkHKRψ
[1]k = id
g
k
I
.
2. bψ[1]
k
= 0.
3. Soit φ ∈ GkI . Si bφ = 0 et π
k
HKR
φ = 0, alors φ est un cobord, i.e. il
existe ψ ∈ Gk−1I tel que φ = bψ.
4. Soient X,Y ∈ gI , alors il existe φ ∈ GI tel que [ψ
[1]X,ψ[1]Y ]G −
ψ[1][X,Y ]S = bφ.
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De´monstration: 1. Le premier e´nonce´ est e´vident.
2. Puisque l’image de ψ[1] consiste en des ope´rateurs multidiffe´rentiels 1-
diffe´rentiels, cet espace ne contient que des cocycles, d’ou` le deuxie`me e´nonce´.
3. D’apre`s le troisie`me e´nonce´ du the´ore`me 2.4, φ est un cobord dans G, mais
puisque le morphisme connectant de la suite exacte longue correpondant a`
la suite exacte courte GI → G → G˜ s’annule, il s’ensuit que φ est aussi un
cobord dans GI .
4. D’apre`s 1. et le premier e´nonce´ de 2.4, on trouve φ1, φ2, φ
′ ∈ G tels que
ψ[1]X = ψHKRX + bφ1, ψ
[1]Y = ψHKRY + bφ2 et ψ
[1][X,Y ] = ψHKR[X,Y ] +
bφ′. A l’aide de l’e´nonce´ 4. de 2.4, on voit que le membre de gauche de 4. est
un e´le´ment de GI et un cobord dans G, donc –a` l’aide du meˆme argument
que pour 3.– un cobord dans GI . ✷
3 Structure G∞ sur GI
Dans cette section, nous allons tout d’abord rappeler les de´finitions des
structures et morphismes L∞ et G∞. Puis, dans la deuxie`me sous-section,
nous rappellerons le plan de la de´monstration de la conjecture de Deligne
par Tamarkin (il existe une stucture G∞ sur G) que nous adapterons au cas
ou` l’espace est GI dans la troisie`me sous-section pour montrer l’existence
d’une structure G∞ sur GI .
3.1 Rappels et notations
Soit g un espace gradue´, nous noterons Λ·g la coge`bre colibre cocommutative
sur g et Λ·g⊗ l’espace gradue´
⊕
m≥1,r1+···+rn=m
g⊗r1∧ · · · ∧g⊗rn
ou` g⊗l de´signe le quotient de g⊗l par l’image des shuffles d’ordre l (pour plus
de de´tails, voir [13] ou [15] par exemple). On utlise la graduation suivante sur
Λ·g⊗ : pour des e´le´ments homoge`nes x11, . . . , x
rn
n dans g des degre´s respec-
tivement |x11|, . . . , |x
rn
n |, le degre´ de x = (x
1
1⊗· · ·⊗x
r1
1 )∧ · · · ∧(x
1
n⊗· · ·⊗x
rn
n )
est
|x| =
r1∑
i=1
|xi1|+ · · ·+
rn∑
i=1
|xin| − n.
Il est bien connu que Λ·g⊗ est une coge`bre colibre.
De´finition 3.1
– Une structure d’alge`bre de Gerstenhaber a` homotopie pre`s (ou alge`bre
G∞) sur un espace vectoriel g est donne´e par une famille d’applications
de degre´ 1 :
mr1,...,rn : g⊗r1∧ · · · ∧g⊗rn → g
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telles que leur extension canonique a` Λ.g⊗ satisfait
d ◦ d = 0
ou`
d =
∑
m≥1
∑
r1+···+rn=m
mr1,...,rn .
– Une structure d’alge`bre de Lie a` homotopie pre`s (ou alge`bre L∞) sur
un espace vectoriel g est une alge`bre G∞ ou` les applications m
r1,...,rn:
g⊗r1∧ · · · ∧g⊗rn → g sont nulles pour ri > 1.
Conside´rons l’espace g = Γ(X,∧·TX), la structure d’alge`bre de Lie gradue´e
de g donne´e par le crouchet de Schouten [−,−]S peut eˆtre retraduite au
moyen d’une application
m1,1 : Λ2g→ g
et la structure d’alge`bre commutative gradue´e, donne´e par le produit exte´ri-
eur ∧, au moyen d’une application
m2 : g⊗2 → g.
Ces applications peuvent eˆtre naturellement e´tendues en des applications,
toujours note´es m1,1 and m2, sur Λ.g⊗. On ve´rifie aise´ment que les applica-
tions m1,1 et d = m1,1 +m2 ve´rifient
m1,1 ◦m1,1 = 0 et d ◦ d = 0
de telle sorte que (g,m1,1) (resp. (g, d)) peut eˆtre vue comme une alge`bre L∞
(resp. G∞). Plus ge´ne´ralement, toute alge`bre de Gerstenhaber (G,µ, [ , ]) a
une structure d’alge`bre G∞ canonique donne´e par m
1,1 = [ , ], m2 = µ, les
autres applications e´tant pose´es nulles.
Conside´rons maintenant le complexe de Hochschild G = C .(A,A) ou` A =
C∞(X), vu comme un espace vectoriel gradue´ : G = ⊕
k
Ck(A,A) (un e´le´ment
de Ck(A,A) est de degre´ k−1). E´quipe´ de crochet de Gerstenhaber [−,−]G
et de la diffe´rentielle de Hochschild b, c’est une alge`bre de Lie diffe´rentielle
gradue´e (est donc une alge`bre L∞ avec M
1 = b et M1,1 = [−,−]G).
Deligne([4]) a conjecture´ que cet espace G peut aussi eˆtre muni d’une struc-
ture d’alge`bre G∞ ou` M
2 correspondrait au produit commutatif gradue´
usuel des cochaˆınes : pour E,F ∈ G et x1, . . . , x|E|+|F |+2 ∈ A,
M2(E,F )(x1, . . ., x|E|+|F |+2)
= (−1)γE(x1, . . ., x|E|+1)F (x|E|+2, . . ., x|E|+|F |+2)
ou` γ = (|F |+1)(|E|+1). Dans la sous-section suivante, nous rappellerons le
plan de la preuve de cette conjecture donne´e par Tamarkin [16], et qui utilise
le foncteur de quantification-de´quantification d’Etingof-Kazhdan [6]. Nous
montrerons dans la troisie`me sous-section comment adapter cette preuve
pour montrer l’existence d’une structure G∞ sur GI .
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De´finition 3.2 Un morphisme L∞ (respectivement G∞) entre deux alge`-
bres L∞ (respectivement G∞) (g1, d1) et (g2, d2) est un morphisme
ψ : (Λ.g⊗1 , d1)→ (Λ
.g⊗2 , d2)
de coge`bre codiffe´rentielle.
Un morphisme G∞ ψ entre deux alge`bres G∞ (g1, d1) et (g2, d2) est donne´
par une famille d’applications ψ[n] ou`
ψ[n] =
∑
r1+···+rk=n
ψr1,...,rk
avec ψr1,...,rk : g⊗r11 ∧ · · · ∧g
⊗rk
1 → g2 et qui satisfont, pour tout n l’e´quation :
ψ[≤n] ◦ d
[≤n]
1 = d
[≤n]
2 ◦ ψ
[≤n].
Ici, nous avons note´
ψ[≤n] =
∑
r1+···+rk≤n
ψr1,...,rk ,
d
[≤n]
i =
∑
r1+···+rk≤n
dr1,...,rki (i = 1, 2)
ou` dr1,...,rki sont les composantes des codiffe´rentielles di (i = 1, 2).
3.2 Plan de la preuve de la conjecture de Deligne
Nous allons rappeler le plan de la preuve de la conjecture de Deligne par
Tamarkin telle qu’elle est de´crite dans [9]. Notre but est de construire une
structure G∞, c’est-a`-dire, une diffe´rentielle D sur G, puis sur le sous-espace
GI , satisfaisant toute les deux, si
M =M1 +M1,1 +M2 + · · ·+Mp1,...,pn + · · · ,
1. M1 est le cobord de Hochschild b et M1,1 est le crochet [−,−]G.
2. M ◦M = 0.
Dans la suite de cette section, H designera G ou sa sous-alge`bre GI . Le
proble`me peut se reformuler comme suit : Soit L = ⊕ H⊗n la coge`bre de
Lie colibre sur H. Puisque L est une coge`bre de Lie colibre, une structure de
bige`bre de Lie diffe´rentielle sur L est donne´e par des applications de degre´
1, ln : H⊗n → H, correspondant a` la diffe´rentielle, et par des applications
lp1,p2 : H⊗p1 ∧H⊗p2 → H, correspondant au crochet de Lie. Ces applications
s’e´tendent de manie`re unique en des de´rivations de coge`bre L → L et en
un morphisme de coge`bre L ∧ L → L (toujours note´s lm et lp,q). On a
imme´diatement :
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Lemme 3.1 Supposons donne´e une structure de bige`bre de Lie diffe´rentielle
sur la coge`bre de Lie L, dont la diffe´rentielle et le crochet de Lie sont deter-
mine´s respectivement par les applications ln et lp1,p2 comme ci-dessus. Alors
H a une structure G∞ donne´e, pour tous p, q, n ≥ 1, par
Mn = ln, Mp,q = lp,q et Mp1,...,pr = 0 pour r ≥ 3.
De´monstration: Voir [9] pour la preuve de´taille´e. ✷
Ainsi, pour obtenir la structure G∞ de´sire´e sur H, il est suffisant de de´finir
une structure de bige`bre de Lie diffe´rentielle sur L donne´e par des applica-
tions ln et lp1,p2 avec l1 = b et l1,1 = [−,−]G.
Continuons a` donner une formulation e´quivalente de notre proble`me :
Proposition 3.1 Supposons donne´e une structure de bige`bre diffe´rentielle
sur la coge`bre tensorielle colibre T = ⊕n≥0 H
⊗n dont la diffe´rentielle et la
multiplication sont donne´es respectivement par des applications an : H⊗n →
H et ap1,p2 : H⊗p1 ⊗ H⊗p2 → H. Alors on a une structure de bige`bre de Lie
diffe´rentielle sur la coge`bre de Lie L = ⊕n≥0 H
⊗n, dont la diffe´rentielle et
le crochet de Lie sont donne´s respectivement par les applications ln et lp1,p2
ou` l1 = a1 et l1,1 est l’anti-symmetrise´e de a1,1.
De´monstration: La preuve utilise le the´ore`me de quantification-de´quantifi-
cation d’Etingof-Kazhdan ([6]). Elle est faite dans [16] et dans [9]. ✷
Ainsi, de´finir une structure de bige`bre de Lie diffe´rentielle sur L donne´e
par des applications ln et lp1,p2 avec l1 = b et l1,1 = [−,−]G, est e´quivalent
a` de´finir une structure de bige`bre diffe´rentielle sur T donne´e par des appli-
cations an : H⊗n → H et ap1,p2 : H⊗p1 ⊗ H⊗p2 → H ou` a1 = b et a1,1 est le
produit {−|−} de´fini par
{E|F}(x1, . . ., xe+f−1) =
∑
i≥0
(−1)|F |·iE(x1, . . ., xi, F (xi+1, . . ., xi+f ), . . .),
pour E,F dans H (il est clair, par de´finition, que l’anti-symme´trise´ de {−|−}
est le crochet de Gerstenhaber [−,−]G).
Cette denie`re structure peut eˆtre obtenue, dans le cas ou` H = G en util-
isant le ope´ration “brace” (de´finies dans [11] et [8]) agissant sur le complexe
de cochaˆınes de Hochschild G = C(A,A). Dans la sous-section suivante,
nous montrerons que ces ope´rations peuvent encore eˆtre utilise´es dans le cas
H = GI , prouvant ainsi l’existence d’une structure d’alge`bre g∞ sur GI .
3.3 Existence d’une structure G∞ sur GI
Comme nous l’avons vu pre´ce´demment, pour prouver l’existence de la struc-
tur d’alge`bre G∞ de´sire´e sur GI , nous devons construire une structure de
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bige`bre diffe´rentielle sur T = ⊕n≥0 G
⊗n
I donne´e par des applications a
n :
G⊗nI → GI et a
p1,p2 : G⊗p1I ⊗ G
⊗p2
I → GI ou` a
1 = b et a1,1 est le pro-
duit {−|−} de´fini dans la section pre´ce´dente. Pour cela nous allons encore
utiliser les ope´rations braces qui se restreignent a` GI puisque GI ve´rifie
les proprie´te´s de la proposition 2.1. Ces ope´rations sont des applications :
a1,p : GI ⊗ G
⊗p
I → GI (p ≥ 1) de´finies pour toutes cochaˆınes homoge`nes
E,F1, . . . , Fp ∈ G
⊗p+1
I et x1, . . . , xe ∈ A (avec e = |E|+ |F1|+ · · ·+ |Fp|+1),
par
a1,p(E1 ⊗ (F1 ⊗ · · · ⊗ Fp))(x1 ⊗ · · · ⊗ xe)
=
∑
(−1)τE(x1, . . ., xi1 , F1(xi1+1, . . .), . . ., Fp(xip+1, . . .), . . .)
ou` τ =
∑p
k=1 ik(|Fk|+1). Les applications a
1,p : GI⊗G
⊗p
I → GI et a
q≥2,p = 0
donnent une unique structure de bige`bre sur l’alge`bre cotensorielle colibre
T = ⊕n≥0G
⊗n
I . De meˆme, en posant a
1 comme e´tant e´gale au cobord de
Hochschild b, a2 le product M2, et aq≥3 = 0, on obtient une unique struc-
ture de bige`bre diffe´rentielle sur la coge`bre tensorielle T . Le The´ore`me 3.1
dans [8] nous assure que ces applications induisent une structure de bige`bre
diffe´rentielle sur la coge`bre colibre T , ce qui nous donne la structure d’alge`bre
G∞ voulue sur GI . Par construction, les applications M
p1,...,pk sont nulles
pour k > 2. De plus, l’application M2 co¨ıncide, a` un cobord de Hochschild
pre`s, avec le produit M2 car, apre`s passage a` la cohomologie, elles donnent
toutes les deux la meˆme application m2, correspondant au produit exte´rieur
∧ de l’alge`bre de Gerstenhaber (g, [−,−]S ,∧).
4 Obstructions a` la formalite´ entre gI et GI
Dans cette section, nous allons reprendre le plan de la de´monstration de
Tamarkin ([16], et aussi [9]) du the´ore`me de formalite´ G∞ et montrer que les
obstructions a` la construction d’un morphisme G∞ entre (gI , d) et (GI ,D)
(ou` d et D de´finissent les structures d’alge`bre G∞ sur gI et GI) se trouvent
dans le groupe de cohomologie de
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
. Dans
la premie`re sous-section, nous montrerons qu’il existe une autre structure
d’alge`bre G∞ donne´e par une diffe´rentielle d
′ et un morphisme G∞, ψ, entre
(gI , d
′) et (GI ,D). Dans la deuxie`me sous-section nous montrerons que si le
groupe de cohomologie du complexe
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
est
trivial, on peut construire un morphisme G∞, ψ
′, entre (gI , d) et (gI , d
′).
La compose´e ψ ◦ ψ′ sera donc alors bien un morphisme G∞ entre (gI , d) et
(GI ,D).
4.1 Morphisme G∞ entre (gI , d
′) et (GI , D)
Dans cette sous-section, nous allons prouver la proposition suivante
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Proposition 4.1 Il existe une structure G∞ donne´e par une diffe´rentielle
d′ sur ∧·g⊗·I et un morphisme G∞ ψ : (∧
·g⊗·I , d
′) → (∧·G⊗·I ,D) tels que la
restriction ψ1 : gI → GI est l’application de Hochschild-Kostant-Rosenberg
de´finie en section 2 (voir theore`me 2.3 et the´ore`me 2.5).
De´monstration: Pour n ≥ 0, on notera
g
[n]
I =
⊕
p1+···+pk=n
g
⊗p1
I ∧ · · · ∧ g
⊗pk
I
et g
[≤n]
I =
∑
k≤n g
[k]
I . De meˆme, on notera G
[n]
I =
⊕
p1+···+pk=n
G
⊗p1
I ∧ · · · ∧
G
⊗pk
I et G
[≤n]
I =
∑
k≤nG
[k]
I . Soit D
p1,...,pk : G⊗p1I ∧ · · · ∧ G
⊗pk
I → GI les
composantes de la diffe´rentielle D definissant la structure G∞ de GI . On
notera D[n] et D[≤n] les sommes
D[n] =
∑
p1+···+pk=n
Dp1,...,pk et D[≤n] =
∑
p≤n
D[p].
Clairement, D =
∑
n≥1D
[n]. De la meˆme manie`re, on note
d′
[n]
1 =
∑
p1+···+pk=n
d
′p1,...,pk et d′
[≤n]
1 =
∑
1≤k≤n
d′
[k]
1 .
D’apre`s la section pre´ce´dente, un morphisme ψ : (∧·g⊗·I , d
′) → (∧·G⊗·I ,D)
est de´termine´ de manie`re unique par ses composantes ψp1,...,pk : g⊗p1I ∧ · · · ∧
g
⊗pk
I → GI . On pose alors encore
ψ[n] =
∑
p1+···+pk=n
ψp1,...,pk et ψ[≤n] =
∑
1≤k≤n
ψ[k],
et aussi d′ =
∑
n≥1 d
′[n] et ψ =
∑
n≥1 ψ
[n].
Pour construire la diffe´rentielle d′ et le morphisme ψ, on va construire
les applications d′[n] et ψ[n] par re´currence. Pour les premiers termes, on
pose d′[1] = 0 et ψ[1] est l’isomorphisme de Hochschild-Kostant-Rosenberg
du theore`me 2.5.
Supposons construites les applications (d′[i])i≤n−1 et (ψ
[i])i≤n−1 ve´rifiant
les conditions
ψ[≤n−1] ◦ d′
[≤n−1]
= D[≤n−1] ◦ ψ[≤n−1]
sur g
[≤n−1]
I et
d′
[≤n−1]
◦ d′
[≤n−1]
= 0
sur g
[≤n]
I . Ces conditions suffisent pour nous assurer que d
′
1 est une diffe´ren-
tielle et que ψ est un morphisme de coge`bre diffe´rentielle. Si l’on reformule
l’identite´ ψ ◦ d′ = D ◦ ψ sur g
[n]
I , on obtient
ψ[≤n] ◦ d′
[≤n]
= D[≤n] ◦ ψ[≤n]. (4.1)
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Si l’on tient compte, maintenant, du fait que d′[1] = 0, et que sur g
[n]
I on a
ψ[k] ◦ d′[l] = D[k] ◦ ψ[l] = 0 pour k + l > n+ 1, l’identite´ (4.1) devient
ψ[1]d′
[n]
+B = D[1]ψ[n] +A (4.2)
ou` B =
∑n−1
k=2 ψ
[≤n−k+1]d′[k] et A = D[1]ψ[≤n−1] +
∑n
k=2D
[k]ψ[≤n−k+1] (on
oublira, par la suite, le symboˆle de composition ◦). Le terme D[1] dans (4.2)
est le cobord de Hochschild b. Alors, graˆce au the´ore`me de Hochschild-
Kostant-Rosenberg entre gI et GI , l’identite´ (4.2) est e´quivalente au fait
que la cochaˆıne B − A est un cocycle de Hochschild. Ainsi, pour montrer
l’existence de d′[n] et ψ[n], il sera suffisant de montrer que
D[1](B −A) = 0 (4.3)
et de montrer ensuite que pour n’importe quel choix de cobord ψ[n], on aura
toujours
d′
[≤n]
d′
[≤n]
= 0 sur g
[≤n+1]
I . (4.4)
• Commenc¸ons par construire d′[2] : pour n = 2, on obtient A = D[1]ψ[1] +
D[2]ψ[1] et B = 0 et donc
ψ[1]d′
[2]
= D[1](ψ[2] + ψ[1]) +D[2]ψ[1].
Ainsi d′[2] est l’image de D[2] par la projection sur la cohomologie de GI et
puisque l’application de Hochschild-Kostant-Rosenberg ψ[1] est injective de
gI (= H(GI , b = D
[1])) vers GI , on obtient
d′
[2]
= d[2].
• Prouvons maintenant (4.3) : on a D[1](−A) = −
∑n
k=2D
[1]D[k]ψ[≤n−k+1].
En utilisant D ◦D = 0, on obtient
D[1](−A) =
n∑
k=2
(
k∑
l=2
D[l]D[k+1−l]
)
ψ[≤n−k+1]
=
n∑
l=2
D[l]
(
n∑
k=l
D[k+1−l]ψ[≤n−k+1]
)
.
On a clairement
∑n
k=lD
[k+1−l]ψ[≤n−k+1] =
∑n−l+1
k=1 D
[k]ψ[≤n−k+2−l]. Si on
utilise encore le fait que d[a]d[b]ψ[c] = 0 sur g
[n]
I pour a + b + c > n + 2, on
peut ajouter des termes (ψ[n−k+2−l+k
′])0≤k′≤k−1 to ψ
[≤n−k+2−l] sans changer
l’e´galite´ pre´ce´dente. On a ainsi
D[1](−A) =
n∑
l=2
D[l]
(
n−l+1∑
k=1
D[k]
)
ψ[≤n+1−l] =
n∑
l=2
D[l]D[≤n+1−l]ψ[≤n+1−l].
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Puisque
(
D[l]
)
l≥2
envoie G
[≤k]
I sur G
[≤k−1]
I , l’e´galite´ pre´ce´dente n’a de termes
non-triviaux que sur g
[≤n−1]
I . On peut alors appliquer l’hypothe`se de re´cur-
rence ψ[≤k]d′[≤k] = D[≤k]ψ[≤k] sur g
[≤k]
I pour k ≤ n− 1. On obtient
D[1](−A) =
n∑
l=2
D[l]ψ[≤n+1−l]d′
[≤n+1−l]
.
On a maintenant
D[1](B −A) = D[1]
n−1∑
k=2
ψ[≤n−k+1]d′
[k]
+
n∑
l=2
D[l]ψ[≤n+1−l]d′
[≤n+1−l]
.
Le terme correspondant a` l = n s’annule puisque d′[1] = 0. En projetant
toujours sur g
[n]
I les applications de type D
[a]ψ[b]d′[c], on peut ajouter des
applications ψ[p+p
′] (p′ ≥ 0) a` ψ[≤p]. On obtient alors, apre`s re´indexation,
D[1](B −A) =
n−1∑
l=2
D[≤n+1−l] ψ[≤n−1]d′
[l]
.
On a ainsi montre´ que D[1](B−A) =
∑n−1
l=2 D
[≤n+1−l] ψ[≤n+1−l]d′[l]. Puisque
d′[l]
(
g
[≤k]
I
)
⊂ g
[≤k−1]
I , on peut encore utiliser l’hypothe`se de re´currence et
on obtient
D[1](B −A) =
n−1∑
l=2
ψ[≤n+1−l]d′
[≤n+1−l]
d′
[l]
= 0
car d′[1] = 0 et d′[≤n−1]d′[≤n−1] = 0 sur g
[≤n]
I , encore par hypothe`se de
re´currence
•On prouve finalement (4.4), c’est-a`-dire d′[≤n]d′[≤n] = 0 sur g
[≤n+1]
I . Puisque
ψ[1] est un quasi-isomorphisme entre (gI , 0) et (GI , b = D
[1]), il nous suffit
de montrer que
ψ[1] d′
[≤n]
d′
[≤n]
est un bord sur g
[≤n+1]
I .
Apre`s avoir projete´ les applications, on obtient l’identite´ suivante sur g
[≤n+1]
I :
ψ[1] d′
[≤n]
d′
[≤n]
= ψ[≤n] d′
[≤n]
d′
[≤n]
.
D’apre`s la de´finition de d′[≤n] on peut e´crire ψ[≤n] d′[≤n] = D[≤n] ψ[≤n]
car d′[≤n] envoie g
[≤n+1]
I sur g
[≤n]
I . Ainsi, il sera suffisant de montrer que
D[≤n]ψ[≤n]d′[≤n] est un bord quand on le restreint a` g
[≤n+1]
I . On a alors
D[≤n]ψ[≤n]d′
[≤n]
= bψ[≤n]d′
[≤n]
+
∑
2≤k≤n
D[≤k]ψ[≤n]d′
[≤n]
.
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Puisque
∑
2≤k≤nD
[≤k] envoie G
[≤k]
I sur G
[≤k−1]
I , l’expression∑
2≤k≤n
D[≤k]ψ[≤n]d′
[≤n]
a des composantes non nulle seulement sur g
[≤n+1]
I . Sur ce dernier espace,
on a ∑
2≤k≤n
D[≤k] ψ[≤n] d′
[≤n]
=
∑
2≤k≤n
D[≤k]D[≤n] ψ[≤n],
d’apre`s la de´finition de d′[≤n]. Ainsi, on obtient les identite´s suivantes sur
g
[≤n+1]
I :
D[≤n] ψ[≤n] d′
[≤n]
= bψ[≤n] d′
[≤n]
− bD[≤n] ψ[≤n] +D[≤n]D[≤n] ψ[≤n]
= b ψ[≤n] d′
[≤n]
− bD[≤n] ψ[≤n]
puisque D ◦D = 0. ✷
4.2 Morphisme G∞ entre (gI , d) et (gI , d
′)
Dans cette sous-section nous allons montrer la proposition :
Proposition 4.2 Si le complexe
(
Hom(∧·g⊗·I , gI), [m
1,1
1 +m
2
1,−]
)
est concen-
tre´ en bidegre´ (0, 0), il existe un morphisme G∞, ψ
′ : (∧·g⊗·I , d)→ (∧
·g⊗·I , d
′)
tel que la restriction ψ′[1] : gI → gI est l’identite´.
Nous utiliserons les meˆmes notations pour g
[n]
I , g
[≤n]
I , d
′[n] et d′[≤n] que
dans la sous-section pre´ce´dente. Nous noterons aussi
d =
∑
n≥1
d[n] et d[≤n] =
∑
1≤k≤n
d[k]
et similarly
ψ′ =
∑
n≥1
ψ[n] et ψ′
[≤n]
=
∑
1≤k≤n
ψ′
[n]
.
De´monstration: Nous allons construire les applications ψ′[n] par re´currence
comme dans la sous-section pre´ce´dente. Pour ψ′[1] nous poserons :
ψ′
[1]
= id (l’application identite´).
Supposons construites les applications (ψ′[i])i≤n−1 satisfaisant
ψ′
[≤n−1]
d[≤n] = d′
[≤n]
ψ′
[≤n−1]
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sur g
[≤n]
I (d
′[≤n] envoie g
[≤l]
I sur g
[≤l−1]
I ). L’e´quation ψ
′d = d′ψ′ sur g
[n+1]
I ,
nous donne
ψ′
[≤n]
d[≤n+1] = d′
[≤n+1]
ψ′
[≤n]
. (4.5)
Puisque d[i] = 0 pour i 6= 2, d′[1] = 0 et que sur g
[n+1]
I on a ψ
′[k]d[l] =
d′[≤k]ψ′[l] = 0 pour k + l > n+ 2, l’identite´ (4.5) devient
ψ′
[≤n]
d[2] =
n+1∑
k=2
d′
[k]
ψ′
[≤n−k+2]
.
Nous avons vu dans la sous-section pre´ce´dente que d′[2] = d[2]. Ainsi (4.5)
devient e´quivalent a`
d[2]ψ′
[≤n]
− ψ′
[≤n]
d[2] =
[
d[2], ψ′
[≤n]
]
= −
n+1∑
k=3
d′
[k]
ψ′
[≤n−k+2]
.
Remarquons que d[2] = m1,11 + m
2
1. Le complexe (Hom(∧
·g⊗·I , gI), [d
[2],−])
est acyclique, ce qui nous assure que la construction de ψ′[≤n] sera possible
quand
∑n+1
k=3 d
′[k]ψ′[≤n−k+2] est un cocycle dans ce complexe. Ainsi, pour
finir la preuve, il nous reste a` montrer que[
d[2],
n+1∑
k=3
d′
[k]
ψ′
[≤n−k+2]
]
= 0 sur g
[n+1]
I . (4.6)
On a
Dn =
[
d[2],
n+1∑
k=3
d′
[k]
ψ′
[≤n−k+2]
]
=
[
d[2],
n−1∑
k=1
d′
[n+2−k]
ψ′
[≤k]
]
.
Il s’ensuit que l’on peut e´crire
−Dn =
n−1∑
k=1
[
d[2], d′
[n+2−k]
]
ψ′
[≤k]
−
n−1∑
k=1
d′
[n+2−k]
[
d[2], ψ′
[≤k]
]
. (4.7)
En utilisant l’hypothe`se de re´currence pour
(
ψ′[≤k]
)
k≤n−1
, on obtient
[d[2], ψ′
[≤k]
] = −
k+1∑
l=3
d′
[l]
ψ′
[≤k−l+2]
= −
k−1∑
l=1
d′
[k+2−l]
ψ′
[≤l]
sur g
[≤k+1]
I . L’e´quation 4.7 devient alors
−Dn =
n−1∑
k=1
[
d[2], d′
[n+2−k]
]
ψ′
[≤k]
+
n−1∑
k=1
d′
[n+2−k]
(
k−1∑
l=1
d′
[k+2−l]
ψ′
[≤l]
)
.
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Finalement on a
−Dn =
n−1∑
k=1
[
d[2], d′
[n+2−k]
]
ψ′
[≤k]
+
n−2∑
l=1
(
n−1∑
k=l+1
d′
[n+2−k]
d′
[k+2−l]
)
ψ′
[≤l]
.
Ceci implique que
−Dn =
n−1∑
k=1
[d′[2], d′[n+2−k]]+ n−1∑
p=k+1
d′
[n+2−p]
d′
[p+2−k]
ψ′[≤k].
Mais les applications
[
d′
[2]
, d′
[n+2−k]
]
+
n−1∑
p=k+1
d′
[n+2−p]
d′
[p+2−k]
=
n+2−k∑
q=2
d′
[q]
d′
[n+4−q−k]
sont nulles car d′ ◦ d′ = 0 sur g
[≤n+2−k]
I . Ceci donne le re´sultat. ✷
5 De la formalite´ a` la star-repre´sentation
Dans cette section, nous conside´rons un champ de tenseurs de Poisson P
compatible avec la sous-varie´te´ C. Nous allons montrer comment l’existence
d’un morphisme G∞ entre gI et GI , construit dans la section pre´ce´dente
(sous re´serve que le complexe
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
est con-
centre´ en bidegre´ (0, 0)), nous permet construire un star-produit de´fini par
des cochaˆınes compatibles et donc tel que I[[h]] est un ide´al a` gauche dans
(A[[h]], ∗) (ce qui impliquera la star-repre´sentation).
Nous allons montrer dans un premier temps que le morphisme G∞ de la
section pre´dente entre les alge`bres G∞, (gI , d) et (GI ,D), se restreint en un
morphisme L∞ entre gI et GI (vues cette fois comme alge`bre L∞). Remar-
quons, tout d’abord que les diffe´rentielles d et D de´finissant les structures
d’alge`bre G∞ sur gI et GI se restreignent sur ∧
·gI et ∧
·GI respectivement
en les codiffe´rentielles m1,1 (= [−,−]S) et M
1+M1,1 (= b+[−,−]G) respec-
tivement (en effet, d’apre´s la fin de la Section 3, les applications Mp1,...,pk
sont nulles pour k > 2). Ainsi, on restreignant l’application φ = ψ ◦ ψ′ :
(∧·g⊗·I , d) → (∧
·G⊗·I ,D) a` φ : ∧
·gI → ∧
·GI , on obtient bien un morphisme
L∞ entre (gI ,m
1,1) et (GI ,M
1 +M1,1).
A` partir de maintenant, on va supposer que X est une varie´te´ de Pois-
son munie d’un champ de tenseur P (satisfaisant [P,P ]S = 0) compatible
avec la sous-varie´te´ C. Soit ~ un parame`tre formel et e´tendons φ en un
morphisme L∞ R[[~]]-line´aire : ∧
·gI [[~]] → ∧
·GI [[~]]. Ce morphisme L∞
nous permet de construire un star-produit ⋆ sur X (see [1]), “compatible”
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(c’est-a`-dire tel que I[[h]] est un ide´al a` gauche dans (A[[h]], ∗)) : posons
P~ =
∑
n≥0 ~
n∧nP ∈ ∧·gI ou` ∧
nP = P ∧ · · · ∧ P︸ ︷︷ ︸
n fois
(ici ∧ n’est pas le produit
exte´rieur des champs de vecteurs mais a ∧ b est un e´le´ment de gI ∧ gI).
De´finissons maintenant m⋆ = φ(P~), on obtient
[m⋆,m⋆]G = 0. (5.1)
Ceci est la conse´quence de la de´finition d’un morphisme L∞ et du fait
[P,P ]S = 0 implique m
1,1(P~) = 0. L’application m⋆ est un e´le´ment de
GI [[~]] de degre´ 1, elle de´finit donc une application dans C
2(A,A)[[~]],
ou` C2(A,A)[[~]] de´signe l’ensemble de applications R[[~]]-biline´aires dans
C2(A,A). L’identite´ 5.1 implique quem⋆ est un produit associatif sur A[[~]].
Enfin, par de´finition de φ, on a :
m⋆ = m+ ~φ
1(P ) +
∑
n≥2
~
nφn(P, . . . , P ),
ou` φ1(P ) est l’image du crochet de Poisson par le morphisme de Hochschild-
Kostant-Rosenberg de´fini Section 2. Notons que φ1(P )(f, g)−φ1(P )(g, f) =
2{f, g} car φ1 est le morphisme de Hochschild-Kostant-Rosenberg usuel
auquel on a rajoute´ des termes syme´triques. Enfin les φn(P, . . . , P ) sont
des cochaˆınes compatibles. Ceci nous donne le re´sultat souhaite´.
6 Calcul des obstructions
Dans les sections pre´ce´dentes, nous avons vu que, dans le cas ou` X =
R
n, C = Rn−ν , les obstructions a` la construction de star-repre´sentations
re´sidaient dans le groupe de cohomologie de
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
.
Dans cette section, nous nous proposons de calculer ces obstructions. plus
pre´cise´ment, on munit un e´le´ment x ∈ g⊗p1I ∧ . . . g
⊗pn
I du bidegre´ (
∑n
i=1 pi−
1, n−1). Cette graduation donne une structure de bicomplexe a` l’espace vec-
toriel
(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
pour laquelle [−,−]S est de bidegre´
(0, 1) et ∧ de bidegre´ (1, 0) cf. [16]. Dans la premie`re sous-section, nous mon-
trerons que le complexe(
Hom(∧·g⊗·I , gI), [[−,−]S + ∧,−]
)
est concentre´ en bidegre´ (0, 0) si le complexe(
Homg(∧
·
gg⊗gI+ ΩgI+ , gI), δ
1,1
)
,
est concentre´ en degre´ 0, ou` δ = δ1,1 + δ2 est l’application duale de [m1,1 +
m2,−] = [[−,−]S + ∧,−] et ΩgI est le module des 1-formes diffe´rentielles
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de Ka¨hler de l’alge`bre gI . Enfin, dans la deuxie`me sous-section, nous dis-
cuterons les cas ou` nous conjecturons que ce complexe est concentre´ en degre´
0. On dira parfois abusivement qu’un complexe est acyclique pour dire qu’il
est concentre´ en degre´ (ou bidegre´) 0 ((0, 0)).
6.1 Re´duction du complexe
(
Hom(∧·gI
⊗·
+ , gI), [[−,−]S + ∧,−]
)
Dans cette partie on s’attache a` de´montrer
Proposition 6.1 Le complexe
(
Hom(∧·gI
⊗·
+ , gI), [[−,−]S+∧,−]
)
est acy-
clique si le complexe
(
Homg(∧
·
g
g⊗gI+ ΩgI+, gI), δ
1,1
)
l’est.
De´monstration: La multiplication m2 donne une structure de g-module a`
gauche a` l’espace vectoriel g⊗ V (par multiplication sur le premier facteur)
pour tout espace gradue´ V. On a un isomorphisme de complexes :(
Hom(∧·g⊗·I , gI), [m
1,1 +m2,−]
)
∼=(
Homg(∧
·
g
g⊗ g⊗·I , gI), [m
1,1 +m2,−]
)
.
La diffe´rentielle [m2,−] induite sur le dernier complexe est la duale d’une
diffe´rentielle induite par δ2 sur ∧·gg⊗ g
⊗·
I qui n’est autre que la diffe´rentielle
de Harrison β sur chaque facteur g⊗⊗g⊗·I . Un argument standard de suites
spectrales c.f. [16], [9] assure que si l’homologie du complexe de Harrison(
g⊗ gI
⊗·
+ , β
)
de gI a` coefficient dans g est e´gale a` g ⊗gI+ Ω
1
gI+
alors on a
un quasi-isomorphisme de complexes :(
Homg(∧
·
gg⊗gI+ ΩgI+, gI), δ
1,1
)
→
(
Hom(∧·gI
⊗·
+ , gI), [[−,−]S + ∧,−]
)
On note gI+ = k ⊕ gI l’alge`bre unitaire obtenue en ajoutant une unite´
a` l’ide´al gI . Rappelons qu’en caracte´ristique 0, l’homologie de Harrison est
e´gale a` l’homologie d’Andre´-Quillen (a` un de´calage du degre´ de un pre`s)
que l’on note AQ·(B/A,M) pour une A-alge`bre B et un A-module M . On
a une suite d’inclusions de sous-alge`bres gradue´es commutatives et unitaires
k →֒ gI+ →֒ g. Pour tout g-module M , la suite exacte de Jacobi-Zariski
associe´e s’e´crit
· · ·AQ·+1(g/gI+,M)→ AQ·(gI+/k,M)
→ AQ·(g/k,M)→ AQ·(g/gI+,M)→ · · · .
On s’inte´resse au cas M = g. On a un isomorphisme AQ·(g/k, g) ∼= Ω
1
g/k
car g est syme´trique ce qui rame`ne le calcul de AQ·(gI+/k, g) a` celui de
AQ·+1(g/gI+, g). Rappelons que AQ·(g/gI+,M)
∼= HH
(1)
·+1(g/gI+,M) ou`
HH
(n)
· (B/A,M) de´signe la partie de poids n dans la λ-de´composition de
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l’homologie de Hochschild pour toute A-alge`bre B et B-module M ([13],
Section 4). Il est bien connu que l’homologie de Hochschild est e´gale a` l’ho-
mologie du complexe normalise´ de´fini, pour tout m ≥ 0, par Cm
gI+(g,M) =
M⊗gI+(g/gI+)
⊗gI+n muni de la diffe´rentielle de Hochschild b. On s’inte´resse
au cas M = g. Comme gI+ = k ⊕ gI et que gI est un ide´al, la projection
g→ g˜ induit un isomorphisme
g⊗gI+
(
g/gI+
)
⊗gI+ · · · ⊗gI+
(
g/gI+
)
∼= g/gI ⊗k (g˜/k)⊗k · · · ⊗k (g˜/k)
∼= g˜⊗k (g˜/k)⊗k · · · ⊗k (g˜/k) .
Le The´ore`me d’Hochschild-Kostant-Rosenberg applique´ a` l’alge`bre syme´-
trique g˜ donne un isomorphisme
H·(C·
k
(g˜, g˜)) ∼= HH·(g˜) ∼= Λ
·Ω1
g˜
.
On en de´duit l’isomorphisme cherche´ AQ·(gI+/k, g)
∼= g ⊗gI+ Ω
1
gI+
et la
suite exacte de g-modules
g⊗gI+ Ω
1
gI+
→֒ Ω1
g
։ Ω1
g˜
ou` la structure de g-module de Ω1
g˜
est induite par la projection g։ g˜.
✷
6.2 Acyclicite´ du complexe
(
Homg(∧
·
g
g⊗gI+ ΩgI+ , gI), δ
1,1
)
Un calcul simple nous donne de´ja` :
Proposition 6.2 Dans le cas n = 1 = ν, le complexe
(
Homg(∧
·
gg⊗gI+ ΩgI+
, gI), δ
1,1
)
est acyclique, c’est-a`-dire qu’il est concentre´ en degre´ 0.
Nous conjecturons que ce complexe est acyclique dans le cas ν = 1 :
une indication forte est le fait qu’il est toujours possible de repre´senter un
star-produit, ce qui a e´te´ montre´ par Glo¨ßner (voir [10, Lemma 1], [2]) :
The´ore`me 6.1 (Glo¨ßner 1998) Si C est une sous-varie´te´ co¨ısotrope de
codimension 1 dans X et ∗ un star-produit sur X. Alors on peut construire
une star-repre´sentation.
L’acyclicite´ du complexe ci-dessus nous permettrait, une globalisation du
the´ore`me de formalite´ dans le cas ν = 1 (en reprenant la preuve de [5]).
Enfin, ce travail nous donne une expression simple des obstructions a`
la formalite´ qui re´sident surtout dans la ou les diffe´rentielles d′ possibles :
on peut imaginer, aux vues des obstructions a` la repre´sentabilite´ lie´es aux
classes d’Atiyah-Molino jusqu’a` l’ordre 3 d’un star-produit symplectique
(voir [2]), qu’il faille demander a` la structure de Poisson compatible des
conditions additionnelles pour qu’elle soit repre´sentable.
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