The information entropy of a single particle in a quantum-mechanical D-dimensional central potential is separated in two parts. One depends only on the specific form of the potential (radial entropy) and the other depends on the angular distribution (spatial entropy). The latter is given by an entropic-like integral of the hyperspherical harmonics, which is expressed in terms of the entropy of the Gegenbauer polynomials. This entropy is expressed in terms of the values of the quadratic logarithmic potential of Gegenbauer polynomials C λ n (t) at the zeros of these polynomials. Then this potential for integer λ is given as a finite expansion of Chebyshev polynomials of even order, whose coefficients are shown to be Wilson polynomials.
Introduction
The Boltzmann-Shannon information entropy [1, 2] of a many particle system cannot be exactly calculated, although tight rigorous bounds in terms of radial expectation values have been derived [3] . Even for single-particle systems with prototypic central potentials (e.g., Coulomb and harmonic oscillator) this quantity, which measures the spread or extent of the associated quantum-mechanical probability density, has been fully determined in an analytical way only recently for quantum-mechanical states located at the two extremes of the energy spectrum [4, 5, 6, 7, 8, 9] . That is, for the ground state and the first few lowest-lying excited states (where the wavefunction has a very simple form) and for high-lying (Rydberg) excited states (where the physical entropies are controlled by the asymptotics of L p -like norms of the classical orthogonal polynomials [4, 6, 7, 8, 10, 11] ) Let us consider the information entropy of a D-dimensional single-particle system in a central potential V (r), defined by
where r = (x 1 , . . . , x D ) and ρ( r) = |Ψ( r)| 2 . The wavefunction Ψ is given by the Schrödinger equation of the system which in atomic units is
Here, the information entropy S ρ is shown to decompose into two parts: the radial entropy, which depends on the specific form of the potential V (r), and the angular or "spatial" entropy S(Y, D), which is an integral functional of the hyperspherycal harmonics Y l,{µ} (Ω D ), as it is shown later on in this section. The rest of the paper is devoted to the determination of the spatial entropy, what is carried out in three steps. First, in section 2, this entity is explicitly expressed in terms of the entropy of the orthonormal Gegenbauer polynomials {Ĉ λ n (x); n = 0, 1, . . .}. Then, in section 3, this Gegenbauer entropy E λ n ≡ E n (Ĉ λ n ) is given in terms of the logarithmic potential of the squares of Gegenbauer polynomials; and, finally, this quadratic logarithmic potential with integer parameter λ is expressed in the form of a finite Chebyshev expansion, whose coefficients turn out to be Wilson polynomials.
To show the entropy decomposition we start writing the kinetic energy operator − 1 2 ∇ in hyperspherical coordinates [12] , this equation is transformed in
The solution of this equation takes the form
where R nl (r) is the radial eigenfunction, i.e., solution of the radial Schrödinger equation
and Y l,{µ} (Ω D ) are the eigenfunctions of the non-radial part of the hamiltonian, Λ 2 , i.e. [12] Λ
where the orbital quantum number l and the magnetic quantum numbers {µ}, are integers verifying
are the hyperspherical harmonics, given by [12, 13, 14 ]
with the normalizing constant
Here 2α
is a Gegenbauer polynomial of degree n and parameter λ, and the angles θ 1 , θ 2 , · · · , θ D−2 , φ are defined by
As a particular case, in two dimensions, we have
with |m| = 0, 1 . . ., and in the three-dimentional case (D = 3)
with l = 0, 1, . . . y |m| = 0, 1, . . . , l. The expression (6b) can be written in terms of Legendre functions using the relationship between these functions and the Gegenbauer polynomials [15] C m+1/2 l−m (t) = (−1)
Then, taking into account (2) and that the volume element in a D-dimensional space is
we have from (1) that the Boltzmann-Shannon entropy of a D-dimensional particle in a central potential V (r) can be decomposed into two parts:
where (9) is the contribution from the radial part of the wavefunction to the entropy (to be called radial entropy heretoforth), and
is the contribution from the angular part of the density, to be called spatial entropy heretoforth.
The radial entropy S(R; D) cannot be calculated without knowing the specific form of the potential V (r). Moreover, even when this form is known such as for Coulomb and harmonic oscillator potentials, its exact value is not known save for the asymptotic case where a rigorous expression has been derived as said before.
On the contrary, the spatial entropy S(Y ; D), also called entropy of the hyperspherical harmonic Y l,{µ} (Ω D ), does not depend on the potential so that it can be evaluated independently of it. This is done in the following sections.
Spatial entropy and Gegenbauer entropy
Taking into account the expression (5a) of the hyperspherical harmonics, we find that the spatial entropy of a D-dimensional particle is
where
and
where S(C α n ) is the entropy of the Gegenbauer polynomials of degree n and parameter α.
{µ} can be calculated by use of the following result [16] :
where ψ(x) is the digamma or psi function, i.e. ψ(x) = Γ (x)/Γ(x). Taking into account this value and substituting it into (11a), one has
is the entropy of orthonormal Gegenbauer polynomials of degree µ j − µ j+1 and parameter α j + µ j+1 , or simply, Gegenbauer entropy. So, it's observed that the calculation of the angular entropy of a particle under an arbitrary central potential gets reduced to the computation of the entropy of Gegenbauer polynomials. In particular, we have
which does not depend on the magnetic quantum number m.
(ii) For D = 3, equation (12) reduces to
Also, from Eq. (13b) one has S(Y ; 3) = log 2π + E(Ĉ
It is interesting to note that, using the relation (7) and (15), we have the alternative expression
denotes the entropy of the Legendre function P m l (t).
Entropy and logarithmic potential of Gegenbauer polynomials
Aptekarev et al [4] have recently shown that the asymptotic behavior of the entropy of the Gegenbauer polynomials
is given by
where the relative entropy between the equilibrium measure
and the weight function
Also, they observed [4] that the rate of convergence of E λ n is
and studied the numerical dependence of k λ on λ. Moreover, they conjectured a similar rate of convergence for the entropy of general orthogonal polynomials with a constant k depending only on the weight function of the polynomials. Moreover, the consideration of the probability weight function
and its corresponding orthonormal polynomials
has led to the authors [5] to obtain the following asymptotic expression
Here we will use a two-step method which allow us to calculate the exact value of the Gegenbauer entropy E λ n for any n. Firstly, we use the expression [7] 
where x j,n (j = 1, 2, . . . , n) and γ n are the zeros and the leading coefficient of the orthonormal Gegenbauer polynomial p λ n (x), respectively, ν n is the probability measure given by
and the logarithmic potentialV λ n (x, ν n ) of the measure ν n is given bŷ
which is related to the logarithmic potential of the Gegenbauer polynomial C λ n defined as
Taking into account that
we remark from (20) that the Gegenbauer entropy E λ n can be computed once we will have a precise knowledge of the logarithmic potential V λ n at the zeros of C λ n . The use of the recursive approach recently developed by the authors [7] to determine this logarithmic potential does not allow to find an explicit closed expression for the Gegenbauer entropy E λ n in a simple way save for the first two integers values λ = 0, 1 [5, 7] :
To go further we need a procedure to calculate the logarithmic potential other than the aforementioned recursive approach [7] . This is done in the following by expanding it in terms of Chebyshev polynomials of the first kind T k (x); this is the second step of our method.
If P n (n = 0, 1, 2, . . .) are orthogonal polynomials with respect to the measure µ on [−1, 1], then we can use that [7] log |z − t| = log 1 2
to find
which gives an expansion in terms of Chebyshev polynomials of the first kind, with expansion coefficients in terms of
and these integrals still need to be computed explicitly. Let us apply this idea for Gegenbauer polynomials P n (x) = C λ n (x). The use of Clausen's formula [17] [
allow us to find
λ is a polynomial of degree 2n + 2λ, and by the orthogonality of the Chebyshev polynomials the integral will vanish for k > 2n + 2λ. Therefore we only need to consider k ≤ 2n + 2λ. By symmetry the integral for k odd vanishes and for even indices we have [18] 1 −1
Using Legendre's duplication formula for the gamma function gives Γ(2j + 2λ + 1) =
Hence we have
Observe that this shows that on the interval [−1, 1] the logarithmic potential V λ n is a polynomial of degree 2n + 2λ when λ is an integer, which is indeed compatible with the explicit formulaŝ
, already found by us [7] . The 3 F 2 series is terminating and balanced, hence Saalschütz' theorem [19] gives
.
Also the 4 F 3 series is balanced, but its evaluation is more complicated. A balanced and terminating 4 F 3 at unit argument is however a Wilson polynomial or a Racah polynomial taken at some point. The Wilson polynomial W n is given by
(see, e.g., Koekoek and Swarttouw [20] or Wilson [21] [22]). Identifying parameters shows that
Using this and the normalization
. (23) A few comments about Wilson polynomials, which are pertinent to illustrate the effectiveness of Eq. (23), are contained in the Appendix. This expression for the logarithmic potential with integer λ generalizes our expressions for λ = 0, 1 and 2 already mentioned. For completeness and comparison, it is worth to mention here that recently Buyarov et al [23] have developed an alternative, fully different method to work out a formula for the logarithmic potential (with integer λ) evaluated at the zeros of the polynomial C λ n (x). This formula, which do not use Wilson polynomials, together with Eq. (20) has allowed them to obtain an explicit expression for the entropy E λ n for λ, n ∈ N, λ ≥ 2. In doing so, they corrected and extended the value obtained previously by one of them [24] for E 2 n , which is given by E 2 n = log n + 3 3(n + 1) − n(n 2 + 2n − 1) (n + 1)(n + 2)(n + 3)
Also, they were able to obtain analytically [23] that the rate of convergence of E λ n , λ ∈ N, λ ≥ 2, is given by
where the dominant term is
and the second term is controlled by the constant
Here, J λ (x) denotes the Bessel function of order λ and ξ j , j = 1, . . . , λ − 1 are the zeros of the polynomial S ≡ S 2λ−2 (x). The polynomials {S −1 = 0, S 0 = 1, . . . , S 2λ−2 } are generated by the recurrence relation
and the polynomial R(x) is given by
Summary and Conclusions
The spread of the quantum-mechanical probability density ρ( r) for a D-dimensional singleparticle system moving in a potential V ( r) is controlled by the Boltzmann-Shannon information entropy S ρ . For central potentials, this quantity can be decomposed in two parts: the radial entropy and the angular or spatial entropy. The former is given by Eq. (9) and it depends on the analytic form of the potential. The latter, denoted by S(Y ; D) and associated to the physical form of the system, is described in Eq. (10) by the entropic integral or just the "entropy" of the known hyperspherical harmonics Y l,{µ} (Ω D ). Moreover, the entropy S(Y ; D) is explicitly expressed by Eq. (13b) in terms of the entropic integral of the orthonormal Gegenbauer polynomialĈ λ n , where n and λ depends on D and the quantum numbers l, {µ}. This mathematical notion E λ n ≡ E(Ĉ λ n ), defined by Eq. (18) and called as Gegenbauer entropy, was naturally encountered in the study of the position and momentum information entropies of two specific physical systems: the harmonic oscillator and the hydrogen atom [5, 7] . Its asymptotic (n → ∞) behavior has been thoroughly investigated specifically [4, 23] and in the more general context of entropic integrals for general orthogonal polynomials [10] .
Finally, this paper and ref. [23] describe methods to calculate the Gegenbauer entropy for arbitrary integer values of λ and n. However we have not been able yet to extend our results to real or, at least, half integer values of the parameter λ, what is necessary (see e.g. Eq. (16)) for a complete description of the entropy of an arbitrary (hyper)spherical harmonic, which describes the spatial entropy of single-particle systems in arbitrary quantum-mechanical states of any (D-dimensional) central potential. This would require a generalization of our methods or the design of a new mathematical strategy to evaluate the Gegenbauer entropy E λ n and/or E λ n for real λ.
