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Abstract
Combining the classical theory of optimal transport with modern operator splitting tech-
niques, we develop a new numerical method for nonlinear, nonlocal partial differential equa-
tions, arising in models of porous media, materials science, and biological swarming. Using the
JKO scheme, along with the Benamou-Brenier dynamical characterization of the Wasserstein
distance, we reduce computing the solution of these evolutionary PDEs to solving a sequence
of fully discrete minimization problems, with strictly convex objective function and linear con-
straint. We compute the minimizer of these fully discrete problems by applying a recent, prov-
ably convergent primal dual splitting scheme for three operators [100]. By leveraging the PDE’s
underlying variational structure, our method overcomes traditional stability issues arising from
the strong nonlinearity and degeneracy, and it is also naturally positivity preserving and en-
tropy decreasing. Furthermore, by transforming the traditional linear equality constraint, as
has appeared in previous work, into a linear inequality constraint, our method converges in
fewer iterations without sacrificing any accuracy. Remarkably, our method is also massively
parallelizable and thus very efficient in resolving high dimensional problems. We prove that
minimizers of the fully discrete problem converge to minimizers of the continuum JKO problem
as the discretization is refined, and in the process, we recover convergence results for existing
numerical methods for computing Wasserstein geodesics [88]. Finally, we conclude with simu-
lations of nonlinear PDEs and Wasserstein geodesics in one and two dimensions that illustrate
the key properties of our numerical method.
1 Introduction
Gradient flow methods are classical techniques for the analysis and numerical simulation of partial
differential equations. Historically, such methods were exclusively based on gradient flows arising
from a Hilbert space structure, particularly L2(Rd), but since the work of Jordan, Kinderlehrer,
and Otto in the late 90’s [72, 86,87], interest has emerged in a range of nonlinear, nonlocal partial
differential equations that are gradient flows in the Wasserstein metric,{
∂tρ = ∇ · (ρ∇V ) +∇ · (ρ∇W ∗ ρ) + ∆ρm, x ∈ Ω ⊆ Rd, V,W : Ω→ R, m ≥ 1,
ρ(x, 0) = ρ0(x) .
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These equations arise in a number of physical and biological applications, including models in
granular media [12,43,44,96], material science [68], and biological swarming [6,37,74]. Furthermore,
many well-known equations may be written in this form: when V = W = 0, equation (1.1) reduces
to the heat equation (m = 1), porous medium equation (m > 1), and fast diffusion equation
(m < 1) [97]. In the presence of a drift potential V , it becomes a Fokker-Planck equation (m = 1)
or nonlinear Fokker-Planck equation (m > 1), as used in models of tumor growth [90, 94]. When
the interaction potential W is given by a repulsive-attractive Morse or power-law potential,
W (x) = −Cae−|x|/la + Cre−|x|/lr , Cr/Ca < (lr/la)−d, 0 < lr < la, 0 < Ca < Cr, (1.2)
W (x) =
|x|a
a
− |x|
b
b
, −d < b < a,
we recover a range of nonlocal interaction models, which are repulsive at short length scales and
attractive at long length scales [4, 5, 31, 95]. When W = (∆)−1, the Newtonian potential, we have
the Keller-Segel equation and its nonlinear diffusion variants [17, 19, 23, 24, 30, 39, 73]. Finally, as
the diffusion exponent m → +∞, we recover congested aggregation and drift equations arising in
models of pedestrian crowd dynamics and shape optimization problems [21,56,64,78,83,84].
In order to describe the gradient flow structure of equation (1.1), we begin by rewriting it as a
continuity equation in ρ(x, t) for a velocity field v(x, t),{
∂tρ = −∇ · (ρv) := ∇ · [ρ∇ (U ′m(ρ) + V +W ∗ ρ)] ,
ρ(x, 0) = ρ0(x) ,
Um(s) =
{
s ln(s) for m = 1,
sm
m−1 for m > 1.
(1.3)
In this form, two key properties of the equation become evident: it is positivity preserving and
conserves mass. In what follows, we will always consider nonnegative initial data, and we will
typically renormalize so that the mass of the initial data equals one, i.e., ρ0 ∈ Pac(Ω), where Pac(Ω)
is the set of probability measures on Ω that are absolutely continuous with respect to Lebesgue
measure. Furthermore, as our objective is to develop a numerical method for these equations, we
will exclusively consider the case when Ω is a bounded domain. Throughout, we commit a mild
abuse of notation and identify all such probability measures with their densities, dρ(x) = ρ(x)dx.
As discovered by Otto [86], given an energy E : Pac(Ω)→ R∪ {+∞}, we may formally define its
gradient with respect to the Wasserstein metric dW using the formula
∇dWE(ρ) = −∇ ·
(
ρ∇∂E
∂ρ
)
.
(See Section 2.1 for the definition of the Wasserstein metric dW .) In this way, gradient flows of E ,
∂tρ = −∇dWE(ρ), correspond to solutions of the continuity equation with velocity v = −∇ δEδρ . In
particular, equation (1.3) is the gradient flow of the energy
E(ρ) =
∫
Ω
[U(ρ(x)) + V (x)ρ(x)] dx+
1
2
∫
Ω×Ω
W (x− y)ρ(x)ρ(y)dxdy . (1.4)
Differentiating the energy (1.4) along solutions of (1.3), one formally obtains that the energy is
decreasing along the gradient flow
d
dt
E(ρ)(t) = −
∫
Rd
|v(t, x)|2ρ(t, x)dx , (1.5)
which coincides with the theoretical interpretation of gradient flows as solutions that evolve in the
direction of steepest descent of an energy, where the notion of steepest descent is induced by the
Wasserstein metric structure.
2
A key feature of equations of the form (1.3) is the competition between repulsive and attractive
effects. For repulsive-attractive interaction kernels W , as in equation (1.2), these effects can arise
purely through nonlocal interactions, leading to rich structure of the steady states [4,13,14,31,62].
For purely attractive interaction kernels W , as in the Keller-Segel equation, the competition instead
arises from the combination of nonlocal interaction with diffusion. In this case, different choices
of interaction kernel W , diffusion exponent m, and initial data ρ0 can lead to widely different
behavior—from bounded solutions being globally well-posed to smooth solutions blowing up in
finite time [17,19,23,24,30,39].
@t⇢ = r · [⇢r (U 0m(⇢) + V +W ⇤ ⇢)]
⇢(·, 0) = ⇢0
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⇢0⌧ = ⇢0(x)
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(⇢,m) 2 C ()
@t⇢+r ·m = 0 on ⌦⇥ [0, 1]
m · ⌫ = 0 on @⌦⇥ [0, 1]
⇢(·, 0) = ⇢n 1⌧ on ⌦
<latexit sha1_base64="9ya/7//v79545bUoV6mDzOWwhXM=">A AADYnicbVLbbtNAEF0nXIq5Je0jPIyIQCmkkY0qUR6QKhUkXlCLRNpK2RCt12tn1b246zUlsvwpvMI38c6HsE5cRNKMtJqjMzNnZ2cnyg TPbRD89lrtW7fv3N26599/8PDR4053+zTXhaFsRLXQ5jwiORNcsZHlVrDzzDAiI8HOooujOn72jZmca/XFzjM2kSRVPOGUWEdNu16nj81 MD+QuYK4AS2JnlIjyqAJHJAlgDD6+vCxIDNcuI8ZyIqYW6lJ4BViRSBDANNYWJLx4BwFgy77bErSCCvCxZKmLWy5ZPg4G4WSDrPO1k40MV sVSCFalmstXNeFadL1V119/oTcIdmu5mphiS4qvpdoLK9jQ5rTTC4bBwuAmCBvQQ42duBm+xbGmhWTKUkHyfBwGmZ2UdaNUsMrHRc4yQi 9IysYOKuI6npSLv6vguWNiSLRxR1lYsP9XlETm+VxGLrP+m3w9VpObYuPCJgeTkqussEzR5UVJIcBqqBcBYm4YtWLuAKGGu16Bzogh1Lp 18fF75t5i2Cene5wxQ6w2L0tMTCq5qtzbUjyokY8Vu6JaSqLiEjPFTDqvyn9r9KFayzBxEzWyjKvKDTtcH+1NcPp6GAbD8PN+73C/GfsW eoKeoT4K0Rt0iD6iEzRC1Lvyfng/vV+tP22/3W3vLFNbXlOzg1as/fQv8G4PFA==</latexit><latexit sha1_base64="9ya/7//v79545bUoV6mDzOWwhXM=">A AADYnicbVLbbtNAEF0nXIq5Je0jPIyIQCmkkY0qUR6QKhUkXlCLRNpK2RCt12tn1b246zUlsvwpvMI38c6HsE5cRNKMtJqjMzNnZ2cnyg TPbRD89lrtW7fv3N26599/8PDR4053+zTXhaFsRLXQ5jwiORNcsZHlVrDzzDAiI8HOooujOn72jZmca/XFzjM2kSRVPOGUWEdNu16nj81 MD+QuYK4AS2JnlIjyqAJHJAlgDD6+vCxIDNcuI8ZyIqYW6lJ4BViRSBDANNYWJLx4BwFgy77bErSCCvCxZKmLWy5ZPg4G4WSDrPO1k40MV sVSCFalmstXNeFadL1V119/oTcIdmu5mphiS4qvpdoLK9jQ5rTTC4bBwuAmCBvQQ42duBm+xbGmhWTKUkHyfBwGmZ2UdaNUsMrHRc4yQi 9IysYOKuI6npSLv6vguWNiSLRxR1lYsP9XlETm+VxGLrP+m3w9VpObYuPCJgeTkqussEzR5UVJIcBqqBcBYm4YtWLuAKGGu16Bzogh1Lp 18fF75t5i2Cene5wxQ6w2L0tMTCq5qtzbUjyokY8Vu6JaSqLiEjPFTDqvyn9r9KFayzBxEzWyjKvKDTtcH+1NcPp6GAbD8PN+73C/GfsW eoKeoT4K0Rt0iD6iEzRC1Lvyfng/vV+tP22/3W3vLFNbXlOzg1as/fQv8G4PFA==</latexit><latexit sha1_base64="9ya/7//v79545bUoV6mDzOWwhXM=">A AADYnicbVLbbtNAEF0nXIq5Je0jPIyIQCmkkY0qUR6QKhUkXlCLRNpK2RCt12tn1b246zUlsvwpvMI38c6HsE5cRNKMtJqjMzNnZ2cnyg TPbRD89lrtW7fv3N26599/8PDR4053+zTXhaFsRLXQ5jwiORNcsZHlVrDzzDAiI8HOooujOn72jZmca/XFzjM2kSRVPOGUWEdNu16nj81 MD+QuYK4AS2JnlIjyqAJHJAlgDD6+vCxIDNcuI8ZyIqYW6lJ4BViRSBDANNYWJLx4BwFgy77bErSCCvCxZKmLWy5ZPg4G4WSDrPO1k40MV sVSCFalmstXNeFadL1V119/oTcIdmu5mphiS4qvpdoLK9jQ5rTTC4bBwuAmCBvQQ42duBm+xbGmhWTKUkHyfBwGmZ2UdaNUsMrHRc4yQi 9IysYOKuI6npSLv6vguWNiSLRxR1lYsP9XlETm+VxGLrP+m3w9VpObYuPCJgeTkqussEzR5UVJIcBqqBcBYm4YtWLuAKGGu16Bzogh1Lp 18fF75t5i2Cene5wxQ6w2L0tMTCq5qtzbUjyokY8Vu6JaSqLiEjPFTDqvyn9r9KFayzBxEzWyjKvKDTtcH+1NcPp6GAbD8PN+73C/GfsW eoKeoT4K0Rt0iD6iEzRC1Lvyfng/vV+tP22/3W3vLFNbXlOzg1as/fQv8G4PFA==</latexit><latexit sha1_base64="9ya/7//v79545bUoV6mDzOWwhXM=">A AADYnicbVLbbtNAEF0nXIq5Je0jPIyIQCmkkY0qUR6QKhUkXlCLRNpK2RCt12tn1b246zUlsvwpvMI38c6HsE5cRNKMtJqjMzNnZ2cnyg TPbRD89lrtW7fv3N26599/8PDR4053+zTXhaFsRLXQ5jwiORNcsZHlVrDzzDAiI8HOooujOn72jZmca/XFzjM2kSRVPOGUWEdNu16nj81 MD+QuYK4AS2JnlIjyqAJHJAlgDD6+vCxIDNcuI8ZyIqYW6lJ4BViRSBDANNYWJLx4BwFgy77bErSCCvCxZKmLWy5ZPg4G4WSDrPO1k40MV sVSCFalmstXNeFadL1V119/oTcIdmu5mphiS4qvpdoLK9jQ5rTTC4bBwuAmCBvQQ42duBm+xbGmhWTKUkHyfBwGmZ2UdaNUsMrHRc4yQi 9IysYOKuI6npSLv6vguWNiSLRxR1lYsP9XlETm+VxGLrP+m3w9VpObYuPCJgeTkqussEzR5UVJIcBqqBcBYm4YtWLuAKGGu16Bzogh1Lp 18fF75t5i2Cene5wxQ6w2L0tMTCq5qtzbUjyokY8Vu6JaSqLiEjPFTDqvyn9r9KFayzBxEzWyjKvKDTtcH+1NcPp6GAbD8PN+73C/GfsW eoKeoT4K0Rt0iD6iEzRC1Lvyfng/vV+tP22/3W3vLFNbXlOzg1as/fQv8G4PFA==</latexit>
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<latexit sha1_base64="lsC9d PwYd1NHb2VtDs157uZt2+U=">AAACU3icbVBNSxxBEO2ZGKObaDQ55 jK4CCGEZUaExJuggVxCFFwVthep6amZbeyPobtHWZr5C16TP5ZDfk su6VnnoKsPGh7vVVVXvbwW3Lo0/RvFL1Zerr5aWx+8frOx+XZr+925 1Y1hOGZaaHOZg0XBFY4ddwIva4Mgc4EX+fVR51/coLFcqzM3r3Eqo VK85AxcJ1Felldbw3SULpA8JVlPhqTHydV2dEALzRqJyjEB1k6ytH ZTD8ZxJrAd0MZiDewaKpwEqkCinfrFsm2yG5QiKbUJT7lkoT7s8CCt ncs8VEpwM7vsdeJz3qRx5dep56puHCp2/1HZiMTppLs8KbhB5sQ8E GCGh10TNgMDzIV8BvQYwy0Gf4S5P2s04LT55CmYSnLVhtsq+rljA6r wlmkpQRWeokJTzVtPu3UYCP+tXaowRe8a6Yu2DWFny9E+Jed7oywd Zaf7w8P9PvY18oHskI8kI1/IIflOTsiYMDIjd+QX+R39if7FcbxyXx pHfc978gjxxn9HIbY/</latexit><latexit sha1_base64="lsC9d PwYd1NHb2VtDs157uZt2+U=">AAACU3icbVBNSxxBEO2ZGKObaDQ55 jK4CCGEZUaExJuggVxCFFwVthep6amZbeyPobtHWZr5C16TP5ZDfk su6VnnoKsPGh7vVVVXvbwW3Lo0/RvFL1Zerr5aWx+8frOx+XZr+925 1Y1hOGZaaHOZg0XBFY4ddwIva4Mgc4EX+fVR51/coLFcqzM3r3Eqo VK85AxcJ1Felldbw3SULpA8JVlPhqTHydV2dEALzRqJyjEB1k6ytH ZTD8ZxJrAd0MZiDewaKpwEqkCinfrFsm2yG5QiKbUJT7lkoT7s8CCt ncs8VEpwM7vsdeJz3qRx5dep56puHCp2/1HZiMTppLs8KbhB5sQ8E GCGh10TNgMDzIV8BvQYwy0Gf4S5P2s04LT55CmYSnLVhtsq+rljA6r wlmkpQRWeokJTzVtPu3UYCP+tXaowRe8a6Yu2DWFny9E+Jed7oywd Zaf7w8P9PvY18oHskI8kI1/IIflOTsiYMDIjd+QX+R39if7FcbxyXx pHfc978gjxxn9HIbY/</latexit><latexit sha1_base64="lsC9d PwYd1NHb2VtDs157uZt2+U=">AAACU3icbVBNSxxBEO2ZGKObaDQ55 jK4CCGEZUaExJuggVxCFFwVthep6amZbeyPobtHWZr5C16TP5ZDfk su6VnnoKsPGh7vVVVXvbwW3Lo0/RvFL1Zerr5aWx+8frOx+XZr+925 1Y1hOGZaaHOZg0XBFY4ddwIva4Mgc4EX+fVR51/coLFcqzM3r3Eqo VK85AxcJ1Felldbw3SULpA8JVlPhqTHydV2dEALzRqJyjEB1k6ytH ZTD8ZxJrAd0MZiDewaKpwEqkCinfrFsm2yG5QiKbUJT7lkoT7s8CCt ncs8VEpwM7vsdeJz3qRx5dep56puHCp2/1HZiMTppLs8KbhB5sQ8E GCGh10TNgMDzIV8BvQYwy0Gf4S5P2s04LT55CmYSnLVhtsq+rljA6r wlmkpQRWeokJTzVtPu3UYCP+tXaowRe8a6Yu2DWFny9E+Jed7oywd Zaf7w8P9PvY18oHskI8kI1/IIflOTsiYMDIjd+QX+R39if7FcbxyXx pHfc978gjxxn9HIbY/</latexit><latexit sha1_base64="lsC9d PwYd1NHb2VtDs157uZt2+U=">AAACU3icbVBNSxxBEO2ZGKObaDQ55 jK4CCGEZUaExJuggVxCFFwVthep6amZbeyPobtHWZr5C16TP5ZDfk su6VnnoKsPGh7vVVVXvbwW3Lo0/RvFL1Zerr5aWx+8frOx+XZr+925 1Y1hOGZaaHOZg0XBFY4ddwIva4Mgc4EX+fVR51/coLFcqzM3r3Eqo VK85AxcJ1Felldbw3SULpA8JVlPhqTHydV2dEALzRqJyjEB1k6ytH ZTD8ZxJrAd0MZiDewaKpwEqkCinfrFsm2yG5QiKbUJT7lkoT7s8CCt ncs8VEpwM7vsdeJz3qRx5dep56puHCp2/1HZiMTppLs8KbhB5sQ8E GCGh10TNgMDzIV8BvQYwy0Gf4S5P2s04LT55CmYSnLVhtsq+rljA6r wlmkpQRWeokJTzVtPu3UYCP+tXaowRe8a6Yu2DWFny9E+Jed7oywd Zaf7w8P9PvY18oHskI8kI1/IIflOTsiYMDIjd+QX+R39if7FcbxyXx pHfc978gjxxn9HIbY/</latexit>
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<latexit sha1_ base64="aJBFMNzcbsB0iuEAlI tnqsp/wjk=">AAAEE3icbVLNbt NAEHZifkoKtIUjlxERVQtpZJdII LhUSpG4oBaJtJW6ibVZbxI3u2t 3vYZEjh+DN+AtuCGuPABvwzh2Q khZydL4+2a+b2d2+pEIYuM4vyt V+9btO3c37tU27z94uLW98+gsDh PNeIeFItQXfRpzESjeMYER/CLS nMq+4Of9cTvnzz9zHQeh+mSmEe 9KOlTBIGDUIOTtVL7t7hE9ChtyH 0iggEhqRoyKtJ31RogMBkBIbZf EifTSq8Y4g9lxb+QZyItK5AXk0 ASgTJn1DiElx1wYChMoA5MBABH 8GoifA56LWQ2ErhPq51ThUFwiot oEVAA5kXxIMS33XVyAMD9Ef5Xg P8IoA3sLt/1e6h+4aLVwXZguXA 8L13lTpekYZkv3bKWtpQh2dlBkX MF8WJ7TG+17V3Prv0arzb3MqUb ZXFk6W2g7GeqtCsGq0mRtTi3kv O2603TmB24GbhnUrfKc4rueET9 kieTKMEHj+NJ1ItNN87kywbMaSW IeUTamQ36JoaKSx910vk8ZPEPE h0Go8VMG5uhqRUplHE9lHzPzdY nXuRz8H3eZmMHrbhqoKDFcscJok AgwIeTLCX6gOTNiigFlOsC7Aht RTZnBFa7hgLAXzT+g7knENTWhf p4SqocyUBn2NiSNPKoRxb+wUEqq /JRwxfVwmqXLzX6XrWVov2S1TP 11sr1S2c4yfAl3fe43g7PDpus0 3Y+t+lGrfJMN64n11NqzXOuVdW S9t06tjsWqm1W3+qb61v5qf7d/2 D+L1GqlrHls/XPsX38A2Z1Knw= =</latexit><latexit sha1_ base64="aJBFMNzcbsB0iuEAlI tnqsp/wjk=">AAAEE3icbVLNbt NAEHZifkoKtIUjlxERVQtpZJdII LhUSpG4oBaJtJW6ibVZbxI3u2t 3vYZEjh+DN+AtuCGuPABvwzh2Q khZydL4+2a+b2d2+pEIYuM4vyt V+9btO3c37tU27z94uLW98+gsDh PNeIeFItQXfRpzESjeMYER/CLS nMq+4Of9cTvnzz9zHQeh+mSmEe 9KOlTBIGDUIOTtVL7t7hE9ChtyH 0iggEhqRoyKtJ31RogMBkBIbZf EifTSq8Y4g9lxb+QZyItK5AXk0 ASgTJn1DiElx1wYChMoA5MBABH 8GoifA56LWQ2ErhPq51ThUFwiot oEVAA5kXxIMS33XVyAMD9Ef5Xg P8IoA3sLt/1e6h+4aLVwXZguXA 8L13lTpekYZkv3bKWtpQh2dlBkX MF8WJ7TG+17V3Prv0arzb3MqUb ZXFk6W2g7GeqtCsGq0mRtTi3kv O2603TmB24GbhnUrfKc4rueET9 kieTKMEHj+NJ1ItNN87kywbMaSW IeUTamQ36JoaKSx910vk8ZPEPE h0Go8VMG5uhqRUplHE9lHzPzdY nXuRz8H3eZmMHrbhqoKDFcscJok AgwIeTLCX6gOTNiigFlOsC7Aht RTZnBFa7hgLAXzT+g7knENTWhf p4SqocyUBn2NiSNPKoRxb+wUEqq /JRwxfVwmqXLzX6XrWVov2S1TP 11sr1S2c4yfAl3fe43g7PDpus0 3Y+t+lGrfJMN64n11NqzXOuVdW S9t06tjsWqm1W3+qb61v5qf7d/2 D+L1GqlrHls/XPsX38A2Z1Knw= =</latexit><latexit sha1_ base64="aJBFMNzcbsB0iuEAlI tnqsp/wjk=">AAAEE3icbVLNbt NAEHZifkoKtIUjlxERVQtpZJdII LhUSpG4oBaJtJW6ibVZbxI3u2t 3vYZEjh+DN+AtuCGuPABvwzh2Q khZydL4+2a+b2d2+pEIYuM4vyt V+9btO3c37tU27z94uLW98+gsDh PNeIeFItQXfRpzESjeMYER/CLS nMq+4Of9cTvnzz9zHQeh+mSmEe 9KOlTBIGDUIOTtVL7t7hE9ChtyH 0iggEhqRoyKtJ31RogMBkBIbZf EifTSq8Y4g9lxb+QZyItK5AXk0 ASgTJn1DiElx1wYChMoA5MBABH 8GoifA56LWQ2ErhPq51ThUFwiot oEVAA5kXxIMS33XVyAMD9Ef5Xg P8IoA3sLt/1e6h+4aLVwXZguXA 8L13lTpekYZkv3bKWtpQh2dlBkX MF8WJ7TG+17V3Prv0arzb3MqUb ZXFk6W2g7GeqtCsGq0mRtTi3kv O2603TmB24GbhnUrfKc4rueET9 kieTKMEHj+NJ1ItNN87kywbMaSW IeUTamQ36JoaKSx910vk8ZPEPE h0Go8VMG5uhqRUplHE9lHzPzdY nXuRz8H3eZmMHrbhqoKDFcscJok AgwIeTLCX6gOTNiigFlOsC7Aht RTZnBFa7hgLAXzT+g7knENTWhf p4SqocyUBn2NiSNPKoRxb+wUEqq /JRwxfVwmqXLzX6XrWVov2S1TP 11sr1S2c4yfAl3fe43g7PDpus0 3Y+t+lGrfJMN64n11NqzXOuVdW S9t06tjsWqm1W3+qb61v5qf7d/2 D+L1GqlrHls/XPsX38A2Z1Knw= =</latexit><latexit sha1_ base64="aJBFMNzcbsB0iuEAlI tnqsp/wjk=">AAAEE3icbVLNbt NAEHZifkoKtIUjlxERVQtpZJdII LhUSpG4oBaJtJW6ibVZbxI3u2t 3vYZEjh+DN+AtuCGuPABvwzh2Q khZydL4+2a+b2d2+pEIYuM4vyt V+9btO3c37tU27z94uLW98+gsDh PNeIeFItQXfRpzESjeMYER/CLS nMq+4Of9cTvnzz9zHQeh+mSmEe 9KOlTBIGDUIOTtVL7t7hE9ChtyH 0iggEhqRoyKtJ31RogMBkBIbZf EifTSq8Y4g9lxb+QZyItK5AXk0 ASgTJn1DiElx1wYChMoA5MBABH 8GoifA56LWQ2ErhPq51ThUFwiot oEVAA5kXxIMS33XVyAMD9Ef5Xg P8IoA3sLt/1e6h+4aLVwXZguXA 8L13lTpekYZkv3bKWtpQh2dlBkX MF8WJ7TG+17V3Prv0arzb3MqUb ZXFk6W2g7GeqtCsGq0mRtTi3kv O2603TmB24GbhnUrfKc4rueET9 kieTKMEHj+NJ1ItNN87kywbMaSW IeUTamQ36JoaKSx910vk8ZPEPE h0Go8VMG5uhqRUplHE9lHzPzdY nXuRz8H3eZmMHrbhqoKDFcscJok AgwIeTLCX6gOTNiigFlOsC7Aht RTZnBFa7hgLAXzT+g7knENTWhf p4SqocyUBn2NiSNPKoRxb+wUEqq /JRwxfVwmqXLzX6XrWVov2S1TP 11sr1S2c4yfAl3fe43g7PDpus0 3Y+t+lGrfJMN64n11NqzXOuVdW S9t06tjsWqm1W3+qb61v5qf7d/2 D+L1GqlrHls/XPsX38A2Z1Knw= =</latexit>
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<latexit sha1_base64="yu9KMD7iML8+DMSXLE9xgz7zHhI=">AAACdnicbVFNaxRBEO0do8b1I4k5CtJkCYrIMiOCHoObQC5iAtlNcHsJNT21kyb9MXT3KEsz/yLX+L/8JzmmZzOHuLGg4fFeVXW9qrySwvk0/dtLHq09fvJ0/Vn/+YuXrzY2t15PnKktxzE30tizHBxKoXHshZd4VlkElUs8zS9HrX76C60TRp/4RYUzBaUWc8HBR+on81BT5g1NzzcH6TBdBn0Isg4MSBdH51u9CSsMrxVqzyU4N83Sys8CWC+4xKbPaocV8EsocRqhBoVuFpYjN3Q3MgWdGxuf9nTJ3q8IoJxbqDxmKvAXblVryf9p09rPv86C0FXtUfO7j+a1pNFj658WwiL3chEBcCvirJRfgAXu45b6bB+jF4vfY98fFVrwxn4IDGyphG6it5J9bFGfafzNjVKgi8BQoy0XTWDtOBxkOGhWMmzRqVaFYlUc3ascNU28RLa694dg8mmYpcPs+PNg71t3k3XyhuyQ9yQjX8geOSRHZEw40eSKXJM/vZvkbbKbvLtLTXpdzTb5J5L0FiBew4s=</latexit><latexit sha1_base64="yu9KMD7iML8+DMSXLE9xgz7zHhI=">AAACdnicbVFNaxRBEO0do8b1I4k5CtJkCYrIMiOCHoObQC5iAtlNcHsJNT21kyb9MXT3KEsz/yLX+L/8JzmmZzOHuLGg4fFeVXW9qrySwvk0/dtLHq09fvJ0/Vn/+YuXrzY2t15PnKktxzE30tizHBxKoXHshZd4VlkElUs8zS9HrX76C60TRp/4RYUzBaUWc8HBR+on81BT5g1NzzcH6TBdBn0Isg4MSBdH51u9CSsMrxVqzyU4N83Sys8CWC+4xKbPaocV8EsocRqhBoVuFpYjN3Q3MgWdGxuf9nTJ3q8IoJxbqDxmKvAXblVryf9p09rPv86C0FXtUfO7j+a1pNFj658WwiL3chEBcCvirJRfgAXu45b6bB+jF4vfY98fFVrwxn4IDGyphG6it5J9bFGfafzNjVKgi8BQoy0XTWDtOBxkOGhWMmzRqVaFYlUc3ascNU28RLa694dg8mmYpcPs+PNg71t3k3XyhuyQ9yQjX8geOSRHZEw40eSKXJM/vZvkbbKbvLtLTXpdzTb5J5L0FiBew4s=</latexit><latexit sha1_base64="yu9KMD7iML8+DMSXLE9xgz7zHhI=">AAACdnicbVFNaxRBEO0do8b1I4k5CtJkCYrIMiOCHoObQC5iAtlNcHsJNT21kyb9MXT3KEsz/yLX+L/8JzmmZzOHuLGg4fFeVXW9qrySwvk0/dtLHq09fvJ0/Vn/+YuXrzY2t15PnKktxzE30tizHBxKoXHshZd4VlkElUs8zS9HrX76C60TRp/4RYUzBaUWc8HBR+on81BT5g1NzzcH6TBdBn0Isg4MSBdH51u9CSsMrxVqzyU4N83Sys8CWC+4xKbPaocV8EsocRqhBoVuFpYjN3Q3MgWdGxuf9nTJ3q8IoJxbqDxmKvAXblVryf9p09rPv86C0FXtUfO7j+a1pNFj658WwiL3chEBcCvirJRfgAXu45b6bB+jF4vfY98fFVrwxn4IDGyphG6it5J9bFGfafzNjVKgi8BQoy0XTWDtOBxkOGhWMmzRqVaFYlUc3ascNU28RLa694dg8mmYpcPs+PNg71t3k3XyhuyQ9yQjX8geOSRHZEw40eSKXJM/vZvkbbKbvLtLTXpdzTb5J5L0FiBew4s=</latexit><latexit sha1_base64="yu9KMD7iML8+DMSXLE9xgz7zHhI=">AAACdnicbVFNaxRBEO0do8b1I4k5CtJkCYrIMiOCHoObQC5iAtlNcHsJNT21kyb9MXT3KEsz/yLX+L/8JzmmZzOHuLGg4fFeVXW9qrySwvk0/dtLHq09fvJ0/Vn/+YuXrzY2t15PnKktxzE30tizHBxKoXHshZd4VlkElUs8zS9HrX76C60TRp/4RYUzBaUWc8HBR+on81BT5g1NzzcH6TBdBn0Isg4MSBdH51u9CSsMrxVqzyU4N83Sys8CWC+4xKbPaocV8EsocRqhBoVuFpYjN3Q3MgWdGxuf9nTJ3q8IoJxbqDxmKvAXblVryf9p09rPv86C0FXtUfO7j+a1pNFj658WwiL3chEBcCvirJRfgAXu45b6bB+jF4vfY98fFVrwxn4IDGyphG6it5J9bFGfafzNjVKgi8BQoy0XTWDtOBxkOGhWMmzRqVaFYlUc3ascNU28RLa694dg8mmYpcPs+PNg71t3k3XyhuyQ9yQjX8geOSRHZEw40eSKXJM/vZvkbbKbvLtLTXpdzTb5J5L0FiBew4s=</latexit>
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<latexit sha1_base64="J3l4OnjNFJv8NEdTbtDeyiZSFeY=">AAAChnicbVFdixMxFE1n/aj1q7u+CL4EiyCylBlR1sdiFXwRV7DdhaaUO5nb2bD5GJKMWsLsr9lX/T/+GzPdeVi7Xggczrk3ueckr6RwPk3/9JK9W7fv3O3fG9x/8PDR4+H+wdyZ2nKccSONPc3BoRQaZ154iaeVRVC5xJP8fNrqJ9/ROmH0N7+pcKmg1GItOPhIrYZP2QeUHujPQ9ohT5k3NF0NR+k43Ra9CbIOjEhXx6v93pwVhtcKtecSnFtkaeWXAawXXGIzYLXDCvg5lLiIUINCtwxbCw19EZmCro2NR3u6Za9PBFDObVQeOxX4M7erteT/tEXt1++WQeiq9qj51UPrWtLosc2DFsIi93ITAXAr4q6Un4EF7mNqg5hJ9GLxc7z3S4UWvLGvAgNbKqGb6K1khy0aMI0/uFEKdBEYarTlpgmsXYeDDB+bnQ5bdKpVodgVp9cmp00TfyLbzf0mmL8eZ+k4+/pmNHnf/UmfPCPPyUuSkSMyIZ/IMZkRTi7IJflFfif9ZJy8TY6uWpNeN/OE/FPJ5C++5cen</latexit><latexit sha1_base64="J3l4OnjNFJv8NEdTbtDeyiZSFeY=">AAAChnicbVFdixMxFE1n/aj1q7u+CL4EiyCylBlR1sdiFXwRV7DdhaaUO5nb2bD5GJKMWsLsr9lX/T/+GzPdeVi7Xggczrk3ueckr6RwPk3/9JK9W7fv3O3fG9x/8PDR4+H+wdyZ2nKccSONPc3BoRQaZ154iaeVRVC5xJP8fNrqJ9/ROmH0N7+pcKmg1GItOPhIrYZP2QeUHujPQ9ohT5k3NF0NR+k43Ra9CbIOjEhXx6v93pwVhtcKtecSnFtkaeWXAawXXGIzYLXDCvg5lLiIUINCtwxbCw19EZmCro2NR3u6Za9PBFDObVQeOxX4M7erteT/tEXt1++WQeiq9qj51UPrWtLosc2DFsIi93ITAXAr4q6Un4EF7mNqg5hJ9GLxc7z3S4UWvLGvAgNbKqGb6K1khy0aMI0/uFEKdBEYarTlpgmsXYeDDB+bnQ5bdKpVodgVp9cmp00TfyLbzf0mmL8eZ+k4+/pmNHnf/UmfPCPPyUuSkSMyIZ/IMZkRTi7IJflFfif9ZJy8TY6uWpNeN/OE/FPJ5C++5cen</latexit><latexit sha1_base64="J3l4OnjNFJv8NEdTbtDeyiZSFeY=">AAAChnicbVFdixMxFE1n/aj1q7u+CL4EiyCylBlR1sdiFXwRV7DdhaaUO5nb2bD5GJKMWsLsr9lX/T/+GzPdeVi7Xggczrk3ueckr6RwPk3/9JK9W7fv3O3fG9x/8PDR4+H+wdyZ2nKccSONPc3BoRQaZ154iaeVRVC5xJP8fNrqJ9/ROmH0N7+pcKmg1GItOPhIrYZP2QeUHujPQ9ohT5k3NF0NR+k43Ra9CbIOjEhXx6v93pwVhtcKtecSnFtkaeWXAawXXGIzYLXDCvg5lLiIUINCtwxbCw19EZmCro2NR3u6Za9PBFDObVQeOxX4M7erteT/tEXt1++WQeiq9qj51UPrWtLosc2DFsIi93ITAXAr4q6Un4EF7mNqg5hJ9GLxc7z3S4UWvLGvAgNbKqGb6K1khy0aMI0/uFEKdBEYarTlpgmsXYeDDB+bnQ5bdKpVodgVp9cmp00TfyLbzf0mmL8eZ+k4+/pmNHnf/UmfPCPPyUuSkSMyIZ/IMZkRTi7IJflFfif9ZJy8TY6uWpNeN/OE/FPJ5C++5cen</latexit><latexit sha1_base64="J3l4OnjNFJv8NEdTbtDeyiZSFeY=">AAAChnicbVFdixMxFE1n/aj1q7u+CL4EiyCylBlR1sdiFXwRV7DdhaaUO5nb2bD5GJKMWsLsr9lX/T/+GzPdeVi7Xggczrk3ueckr6RwPk3/9JK9W7fv3O3fG9x/8PDR4+H+wdyZ2nKccSONPc3BoRQaZ154iaeVRVC5xJP8fNrqJ9/ROmH0N7+pcKmg1GItOPhIrYZP2QeUHujPQ9ohT5k3NF0NR+k43Ra9CbIOjEhXx6v93pwVhtcKtecSnFtkaeWXAawXXGIzYLXDCvg5lLiIUINCtwxbCw19EZmCro2NR3u6Za9PBFDObVQeOxX4M7erteT/tEXt1++WQeiq9qj51UPrWtLosc2DFsIi93ITAXAr4q6Un4EF7mNqg5hJ9GLxc7z3S4UWvLGvAgNbKqGb6K1khy0aMI0/uFEKdBEYarTlpgmsXYeDDB+bnQ5bdKpVodgVp9cmp00TfyLbzf0mmL8eZ+k4+/pmNHnf/UmfPCPPyUuSkSMyIZ/IMZkRTi7IJflFfif9ZJy8TY6uWpNeN/OE/FPJ5C++5cen</latexit>
A. PDE / Wasserstein gradient flow
<latexit sha1_ base64="5tRrt83y+Bkuo4Bq28 M86Egyzro=">AAACM3icbVBNSy NBEO3xY41x3Y169NIYFmSROCMLe lSM4EWMYIyQCaGmUzM26ekeunu UMOTur/Em+lfEm3j1D3iyE3PwY wsaHu9VVdd7USa4sb7/4E1Nz8z +mCvNlxd+Lv76XVlaPjMq1wybTA mlzyMwKLjEpuVW4HmmEdJIYCvq 74/01iVqw5U8tYMMOykkksecgX VUt7K2V6ON+gHdpC0wxjVa5JImG nocpaWxUFfdStWv+eOi30EwAVU yqUa38hr2FMtTt4AJt7Ud+JntF KAtZwKH5TA3mAHrQ4JtByWkaDr F2MuQ/nFMj8ZKu+cOGLMfJwpIjR mkketMwV6Yr9qI/J/Wzm280ym4 zHKLkr1/FOeCWkVHwdAe18isGD gATHN3K2UXoIFZl0o5rKPzovHI7 T3OUINV+m8Rgk5SLofOWxJujJA LK/gazXdwtlUL/FpwslXd/TeJr URWyRpZJwHZJrvkkDRIkzByTW7 IHbn3br1H78l7fm+d8iYzK+RTeS 9vZl6qcA==</latexit><latexit sha1_ base64="5tRrt83y+Bkuo4Bq28 M86Egyzro=">AAACM3icbVBNSy NBEO3xY41x3Y169NIYFmSROCMLe lSM4EWMYIyQCaGmUzM26ekeunu UMOTur/Em+lfEm3j1D3iyE3PwY wsaHu9VVdd7USa4sb7/4E1Nz8z +mCvNlxd+Lv76XVlaPjMq1wybTA mlzyMwKLjEpuVW4HmmEdJIYCvq 74/01iVqw5U8tYMMOykkksecgX VUt7K2V6ON+gHdpC0wxjVa5JImG nocpaWxUFfdStWv+eOi30EwAVU yqUa38hr2FMtTt4AJt7Ud+JntF KAtZwKH5TA3mAHrQ4JtByWkaDr F2MuQ/nFMj8ZKu+cOGLMfJwpIjR mkketMwV6Yr9qI/J/Wzm280ym4 zHKLkr1/FOeCWkVHwdAe18isGD gATHN3K2UXoIFZl0o5rKPzovHI7 T3OUINV+m8Rgk5SLofOWxJujJA LK/gazXdwtlUL/FpwslXd/TeJr URWyRpZJwHZJrvkkDRIkzByTW7 IHbn3br1H78l7fm+d8iYzK+RTeS 9vZl6qcA==</latexit><latexit sha1_ base64="5tRrt83y+Bkuo4Bq28 M86Egyzro=">AAACM3icbVBNSy NBEO3xY41x3Y169NIYFmSROCMLe lSM4EWMYIyQCaGmUzM26ekeunu UMOTur/Em+lfEm3j1D3iyE3PwY wsaHu9VVdd7USa4sb7/4E1Nz8z +mCvNlxd+Lv76XVlaPjMq1wybTA mlzyMwKLjEpuVW4HmmEdJIYCvq 74/01iVqw5U8tYMMOykkksecgX VUt7K2V6ON+gHdpC0wxjVa5JImG nocpaWxUFfdStWv+eOi30EwAVU yqUa38hr2FMtTt4AJt7Ud+JntF KAtZwKH5TA3mAHrQ4JtByWkaDr F2MuQ/nFMj8ZKu+cOGLMfJwpIjR mkketMwV6Yr9qI/J/Wzm280ym4 zHKLkr1/FOeCWkVHwdAe18isGD gATHN3K2UXoIFZl0o5rKPzovHI7 T3OUINV+m8Rgk5SLofOWxJujJA LK/gazXdwtlUL/FpwslXd/TeJr URWyRpZJwHZJrvkkDRIkzByTW7 IHbn3br1H78l7fm+d8iYzK+RTeS 9vZl6qcA==</latexit><latexit sha1_ base64="5tRrt83y+Bkuo4Bq28 M86Egyzro=">AAACM3icbVBNSy NBEO3xY41x3Y169NIYFmSROCMLe lSM4EWMYIyQCaGmUzM26ekeunu UMOTur/Em+lfEm3j1D3iyE3PwY wsaHu9VVdd7USa4sb7/4E1Nz8z +mCvNlxd+Lv76XVlaPjMq1wybTA mlzyMwKLjEpuVW4HmmEdJIYCvq 74/01iVqw5U8tYMMOykkksecgX VUt7K2V6ON+gHdpC0wxjVa5JImG nocpaWxUFfdStWv+eOi30EwAVU yqUa38hr2FMtTt4AJt7Ud+JntF KAtZwKH5TA3mAHrQ4JtByWkaDr F2MuQ/nFMj8ZKu+cOGLMfJwpIjR mkketMwV6Yr9qI/J/Wzm280ym4 zHKLkr1/FOeCWkVHwdAe18isGD gATHN3K2UXoIFZl0o5rKPzovHI7 T3OUINV+m8Rgk5SLofOWxJujJA LK/gazXdwtlUL/FpwslXd/TeJr URWyRpZJwHZJrvkkDRIkzByTW7 IHbn3br1H78l7fm+d8iYzK+RTeS 9vZl6qcA==</latexit>
B. JKO
<latexit sha1_base64="RfwUG cEVntWppGvZkm4nx1Q5IXI=">AAACFXicbVDLSgMxFM3UV62vqks 3wSKISJkpgi6LuhBFWsE+oFNKJr0zjc1khiQjlKH/4E70X9yJW9f+ iivTx0JbDwQO59x7c+/xYs6Utu0vK7OwuLS8kl3Nra1vbG7lt3fqK kokhRqNeCSbHlHAmYCaZppDM5ZAQo9Dw+tfjPzGI0jFInGvBzG0Q xII5jNKtJHq50V8fVPp5At20R4DzxNnSgpoimon/+12I5qEIDTlRK mWY8e6nRKpGeUwzLmJgpjQPgmgZaggIah2Ot52iA+M0sV+JM0TGo /V3x0pCZUahJ6pDInuqVlvJP7ntRLtn7VTJuJEg6CTj/yEYx3h0em 4yyRQzQeGECqZ2RXTHpGEahNQzr0Ec4uEWzO3EoMkOpJHqUtkEDI xNLcF7vGImbCc2WjmSb1UdOyic1cqlE+msWXRHtpHh8hBp6iMrlAV 1RBFD+gJvaBX69l6s96tj0lpxpr27KI/sD5/AAY5nuY=</latexit ><latexit sha1_base64="RfwUG cEVntWppGvZkm4nx1Q5IXI=">AAACFXicbVDLSgMxFM3UV62vqks 3wSKISJkpgi6LuhBFWsE+oFNKJr0zjc1khiQjlKH/4E70X9yJW9f+ iivTx0JbDwQO59x7c+/xYs6Utu0vK7OwuLS8kl3Nra1vbG7lt3fqK kokhRqNeCSbHlHAmYCaZppDM5ZAQo9Dw+tfjPzGI0jFInGvBzG0Q xII5jNKtJHq50V8fVPp5At20R4DzxNnSgpoimon/+12I5qEIDTlRK mWY8e6nRKpGeUwzLmJgpjQPgmgZaggIah2Ot52iA+M0sV+JM0TGo /V3x0pCZUahJ6pDInuqVlvJP7ntRLtn7VTJuJEg6CTj/yEYx3h0em 4yyRQzQeGECqZ2RXTHpGEahNQzr0Ec4uEWzO3EoMkOpJHqUtkEDI xNLcF7vGImbCc2WjmSb1UdOyic1cqlE+msWXRHtpHh8hBp6iMrlAV 1RBFD+gJvaBX69l6s96tj0lpxpr27KI/sD5/AAY5nuY=</latexit ><latexit sha1_base64="RfwUG cEVntWppGvZkm4nx1Q5IXI=">AAACFXicbVDLSgMxFM3UV62vqks 3wSKISJkpgi6LuhBFWsE+oFNKJr0zjc1khiQjlKH/4E70X9yJW9f+ iivTx0JbDwQO59x7c+/xYs6Utu0vK7OwuLS8kl3Nra1vbG7lt3fqK kokhRqNeCSbHlHAmYCaZppDM5ZAQo9Dw+tfjPzGI0jFInGvBzG0Q xII5jNKtJHq50V8fVPp5At20R4DzxNnSgpoimon/+12I5qEIDTlRK mWY8e6nRKpGeUwzLmJgpjQPgmgZaggIah2Ot52iA+M0sV+JM0TGo /V3x0pCZUahJ6pDInuqVlvJP7ntRLtn7VTJuJEg6CTj/yEYx3h0em 4yyRQzQeGECqZ2RXTHpGEahNQzr0Ec4uEWzO3EoMkOpJHqUtkEDI xNLcF7vGImbCc2WjmSb1UdOyic1cqlE+msWXRHtpHh8hBp6iMrlAV 1RBFD+gJvaBX69l6s96tj0lpxpr27KI/sD5/AAY5nuY=</latexit ><latexit sha1_base64="RfwUG cEVntWppGvZkm4nx1Q5IXI=">AAACFXicbVDLSgMxFM3UV62vqks 3wSKISJkpgi6LuhBFWsE+oFNKJr0zjc1khiQjlKH/4E70X9yJW9f+ iivTx0JbDwQO59x7c+/xYs6Utu0vK7OwuLS8kl3Nra1vbG7lt3fqK kokhRqNeCSbHlHAmYCaZppDM5ZAQo9Dw+tfjPzGI0jFInGvBzG0Q xII5jNKtJHq50V8fVPp5At20R4DzxNnSgpoimon/+12I5qEIDTlRK mWY8e6nRKpGeUwzLmJgpjQPgmgZaggIah2Ot52iA+M0sV+JM0TGo /V3x0pCZUahJ6pDInuqVlvJP7ntRLtn7VTJuJEg6CTj/yEYx3h0em 4yyRQzQeGECqZ2RXTHpGEahNQzr0Ec4uEWzO3EoMkOpJHqUtkEDI xNLcF7vGImbCc2WjmSb1UdOyic1cqlE+msWXRHtpHh8hBp6iMrlAV 1RBFD+gJvaBX69l6s96tj0lpxpr27KI/sD5/AAY5nuY=</latexit > C. Dynamic JKO (Problem 1)
<latexit sha1_base64="/Jk8imqsxJu3x0AyHJ0XrwSGH5A=">A AACK3icbVDLSgMxFM34rPVVdaebYBFUpMwUQZeFdiGKtIKtQqeUTHpbg3kMSUYoQ8GvcSf6L64Ut/6EK9PHwteBwOGc+8g9UcyZsb7/6k 1Nz8zOzWcWsotLyyurubX1hlGJplCniit9HREDnEmoW2Y5XMcaiIg4XEW35aF/dQfaMCUvbT+GliA9ybqMEuukdm6zXMCVviSCUXx6VsW 7Na1cr8DBXjuX9wv+CPgvCSYkjyaotXOfYUfRRIC0lBNjmoEf21ZKtGWUwyAbJgZiQm9JD5qOuqVgWunohgHecUoHd5V2T1o8Ur93pEQY0 xeRqxTE3pjf3lD8z2smtnvcSpmMEwuSjhd1E46twsNAcIdpoJb3HSFUM/dXTG+IJtS62LJhBdwtGs7d3GoMmlil99OQ6J5gcuBu64UHQ+ bCCn5H85c0ioXALwQXxXzpcBJbBm2hbbSLAnSESugE1VAdUXSPHtATevYevRfvzXsfl055k54N9APexxeexqZY</latexit><latexit sha1_base64="/Jk8imqsxJu3x0AyHJ0XrwSGH5A=">A AACK3icbVDLSgMxFM34rPVVdaebYBFUpMwUQZeFdiGKtIKtQqeUTHpbg3kMSUYoQ8GvcSf6L64Ut/6EK9PHwteBwOGc+8g9UcyZsb7/6k 1Nz8zOzWcWsotLyyurubX1hlGJplCniit9HREDnEmoW2Y5XMcaiIg4XEW35aF/dQfaMCUvbT+GliA9ybqMEuukdm6zXMCVviSCUXx6VsW 7Na1cr8DBXjuX9wv+CPgvCSYkjyaotXOfYUfRRIC0lBNjmoEf21ZKtGWUwyAbJgZiQm9JD5qOuqVgWunohgHecUoHd5V2T1o8Ur93pEQY0 xeRqxTE3pjf3lD8z2smtnvcSpmMEwuSjhd1E46twsNAcIdpoJb3HSFUM/dXTG+IJtS62LJhBdwtGs7d3GoMmlil99OQ6J5gcuBu64UHQ+ bCCn5H85c0ioXALwQXxXzpcBJbBm2hbbSLAnSESugE1VAdUXSPHtATevYevRfvzXsfl055k54N9APexxeexqZY</latexit><latexit sha1_base64="/Jk8imqsxJu3x0AyHJ0XrwSGH5A=">A AACK3icbVDLSgMxFM34rPVVdaebYBFUpMwUQZeFdiGKtIKtQqeUTHpbg3kMSUYoQ8GvcSf6L64Ut/6EK9PHwteBwOGc+8g9UcyZsb7/6k 1Nz8zOzWcWsotLyyurubX1hlGJplCniit9HREDnEmoW2Y5XMcaiIg4XEW35aF/dQfaMCUvbT+GliA9ybqMEuukdm6zXMCVviSCUXx6VsW 7Na1cr8DBXjuX9wv+CPgvCSYkjyaotXOfYUfRRIC0lBNjmoEf21ZKtGWUwyAbJgZiQm9JD5qOuqVgWunohgHecUoHd5V2T1o8Ur93pEQY0 xeRqxTE3pjf3lD8z2smtnvcSpmMEwuSjhd1E46twsNAcIdpoJb3HSFUM/dXTG+IJtS62LJhBdwtGs7d3GoMmlil99OQ6J5gcuBu64UHQ+ bCCn5H85c0ioXALwQXxXzpcBJbBm2hbbSLAnSESugE1VAdUXSPHtATevYevRfvzXsfl055k54N9APexxeexqZY</latexit><latexit sha1_base64="/Jk8imqsxJu3x0AyHJ0XrwSGH5A=">A AACK3icbVDLSgMxFM34rPVVdaebYBFUpMwUQZeFdiGKtIKtQqeUTHpbg3kMSUYoQ8GvcSf6L64Ut/6EK9PHwteBwOGc+8g9UcyZsb7/6k 1Nz8zOzWcWsotLyyurubX1hlGJplCniit9HREDnEmoW2Y5XMcaiIg4XEW35aF/dQfaMCUvbT+GliA9ybqMEuukdm6zXMCVviSCUXx6VsW 7Na1cr8DBXjuX9wv+CPgvCSYkjyaotXOfYUfRRIC0lBNjmoEf21ZKtGWUwyAbJgZiQm9JD5qOuqVgWunohgHecUoHd5V2T1o8Ur93pEQY0 xeRqxTE3pjf3lD8z2smtnvcSpmMEwuSjhd1E46twsNAcIdpoJb3HSFUM/dXTG+IJtS62LJhBdwtGs7d3GoMmlil99OQ6J5gcuBu64UHQ+ bCCn5H85c0ioXALwQXxXzpcBJbBm2hbbSLAnSESugE1VAdUXSPHtATevYevRfvzXsfl055k54N9APexxeexqZY</latexit>
D. Discrete Dynamic JKO (Problem 1j,k)
<latexit sha1_base64="Y66bv tCeaAM7N6612PitpzgEruc=">AAACmXicbVHdShtBFJ5sbbXpj7F eejM0FmwrYVcEe2lJCqIUU9pEIRvC7OzJOmZ+lpnZlmXYh/Bpets+ Rt/G2bgXGnvgwMf3nf+T5JwZG4b/WsGTtafP1jeet1+8fPV6s7P1Z mxUoSmMqOJKXybEAGcSRpZZDpe5BiISDhfJol/rFz9BG6bkD1vmM BUkk2zOKLGemnU+Dnp4wAzVYAEPSkkEo/j07BzvDbXyRQTejWbuen 9R7b6fdbphL1wafgyiBnRRY8PZVmscp4oWAqSlnBgzicLcTh3Rll EOVTsuDOSELkgGEw99dzBTt9yqwu88k+K50t6lxUv2foYjwphSJD5 SEHtlVrWa/J82Kez809QxmRcWJL1rNC84tgrXJ8Ip00AtLz0gVDM /K6ZXRBNq/SHb8QD8Lhq++rrnOWhilf7gYqIzwWTld8vi/Rq1Ywm/ qBKCyNTFIEFnZeXiehxKuPtSrUTotFG1cOmq2L+X2a8q/4lo9e6Pw figF4W96NtB9/iw+ckG2kFv0R6K0BE6RidoiEaIohv0G/1Bf4Od4 HNwEpzehQatJmcbPbDg+y3oUs6D</latexit><latexit sha1_base64="Y66bv tCeaAM7N6612PitpzgEruc=">AAACmXicbVHdShtBFJ5sbbXpj7F eejM0FmwrYVcEe2lJCqIUU9pEIRvC7OzJOmZ+lpnZlmXYh/Bpets+ Rt/G2bgXGnvgwMf3nf+T5JwZG4b/WsGTtafP1jeet1+8fPV6s7P1Z mxUoSmMqOJKXybEAGcSRpZZDpe5BiISDhfJol/rFz9BG6bkD1vmM BUkk2zOKLGemnU+Dnp4wAzVYAEPSkkEo/j07BzvDbXyRQTejWbuen 9R7b6fdbphL1wafgyiBnRRY8PZVmscp4oWAqSlnBgzicLcTh3Rll EOVTsuDOSELkgGEw99dzBTt9yqwu88k+K50t6lxUv2foYjwphSJD5 SEHtlVrWa/J82Kez809QxmRcWJL1rNC84tgrXJ8Ip00AtLz0gVDM /K6ZXRBNq/SHb8QD8Lhq++rrnOWhilf7gYqIzwWTld8vi/Rq1Ywm/ qBKCyNTFIEFnZeXiehxKuPtSrUTotFG1cOmq2L+X2a8q/4lo9e6Pw figF4W96NtB9/iw+ckG2kFv0R6K0BE6RidoiEaIohv0G/1Bf4Od4 HNwEpzehQatJmcbPbDg+y3oUs6D</latexit><latexit sha1_base64="Y66bv tCeaAM7N6612PitpzgEruc=">AAACmXicbVHdShtBFJ5sbbXpj7F eejM0FmwrYVcEe2lJCqIUU9pEIRvC7OzJOmZ+lpnZlmXYh/Bpets+ Rt/G2bgXGnvgwMf3nf+T5JwZG4b/WsGTtafP1jeet1+8fPV6s7P1Z mxUoSmMqOJKXybEAGcSRpZZDpe5BiISDhfJol/rFz9BG6bkD1vmM BUkk2zOKLGemnU+Dnp4wAzVYAEPSkkEo/j07BzvDbXyRQTejWbuen 9R7b6fdbphL1wafgyiBnRRY8PZVmscp4oWAqSlnBgzicLcTh3Rll EOVTsuDOSELkgGEw99dzBTt9yqwu88k+K50t6lxUv2foYjwphSJD5 SEHtlVrWa/J82Kez809QxmRcWJL1rNC84tgrXJ8Ip00AtLz0gVDM /K6ZXRBNq/SHb8QD8Lhq++rrnOWhilf7gYqIzwWTld8vi/Rq1Ywm/ qBKCyNTFIEFnZeXiehxKuPtSrUTotFG1cOmq2L+X2a8q/4lo9e6Pw figF4W96NtB9/iw+ckG2kFv0R6K0BE6RidoiEaIohv0G/1Bf4Od4 HNwEpzehQatJmcbPbDg+y3oUs6D</latexit><latexit sha1_base64="Y66bv tCeaAM7N6612PitpzgEruc=">AAACmXicbVHdShtBFJ5sbbXpj7F eejM0FmwrYVcEe2lJCqIUU9pEIRvC7OzJOmZ+lpnZlmXYh/Bpets+ Rt/G2bgXGnvgwMf3nf+T5JwZG4b/WsGTtafP1jeet1+8fPV6s7P1Z mxUoSmMqOJKXybEAGcSRpZZDpe5BiISDhfJol/rFz9BG6bkD1vmM BUkk2zOKLGemnU+Dnp4wAzVYAEPSkkEo/j07BzvDbXyRQTejWbuen 9R7b6fdbphL1wafgyiBnRRY8PZVmscp4oWAqSlnBgzicLcTh3Rll EOVTsuDOSELkgGEw99dzBTt9yqwu88k+K50t6lxUv2foYjwphSJD5 SEHtlVrWa/J82Kez809QxmRcWJL1rNC84tgrXJ8Ip00AtLz0gVDM /K6ZXRBNq/SHb8QD8Lhq++rrnOWhilf7gYqIzwWTld8vi/Rq1Ywm/ qBKCyNTFIEFnZeXiehxKuPtSrUTotFG1cOmq2L+X2a8q/4lo9e6Pw figF4W96NtB9/iw+ckG2kFv0R6K0BE6RidoiEaIohv0G/1Bf4Od4 HNwEpzehQatJmcbPbDg+y3oUs6D</latexit>
⇢(x, t)
<latexit sha1_base64="QJ5ty oGYmomh+LwgoRU/yiQytEc=">AAACdXicbVFbSxtBFJ5sL2p60/o owtK0xRZJd0XQRyEWfCm10ERLJsjZ2ZPN4FyWmVnbMOyv6Gv9Yf4S Xzsb98HGfjDw8X3nnDmXrBTcuiS56USPHj95urK61n32/MXLV+sbr 0dWV4bhkGmhzXkGFgVXOHTcCTwvDYLMBJ5ll4PGP7tCY7lW3928x ImEQvEpZ+CC9IOamd75tes+XKz3kn6yQPyQpC3pkRanFxudEc01qy QqxwRYO06T0k08GMeZwLpLK4slsEsocByoAol24hcd1/G7oOTxVJ vwlIsX6v0MD9LaucxCpAQ3s8teI/7PG1duejjxXJWVQ8XuPppWInY 6bsaPc26QOTEPBJjhodeYzcAAc2FJXXqMYRaDX0LdryUacNp89BR MIbmqw2wF3W1Ylyr8ybSUoHJPUaEp5rWnTTsMhP9cL0WYvHWN9Pmy ObiXOajrcIl0ee8PyWivnyb99Nt+72i/vckq2SJvyA5JyQE5Iifkl AwJI5L8Jn/Idec22o7eRu/vQqNOm7NJ/kH06S9i48Ms</latexit ><latexit sha1_base64="QJ5ty oGYmomh+LwgoRU/yiQytEc=">AAACdXicbVFbSxtBFJ5sL2p60/o owtK0xRZJd0XQRyEWfCm10ERLJsjZ2ZPN4FyWmVnbMOyv6Gv9Yf4S Xzsb98HGfjDw8X3nnDmXrBTcuiS56USPHj95urK61n32/MXLV+sbr 0dWV4bhkGmhzXkGFgVXOHTcCTwvDYLMBJ5ll4PGP7tCY7lW3928x ImEQvEpZ+CC9IOamd75tes+XKz3kn6yQPyQpC3pkRanFxudEc01qy QqxwRYO06T0k08GMeZwLpLK4slsEsocByoAol24hcd1/G7oOTxVJ vwlIsX6v0MD9LaucxCpAQ3s8teI/7PG1duejjxXJWVQ8XuPppWInY 6bsaPc26QOTEPBJjhodeYzcAAc2FJXXqMYRaDX0LdryUacNp89BR MIbmqw2wF3W1Ylyr8ybSUoHJPUaEp5rWnTTsMhP9cL0WYvHWN9Pmy ObiXOajrcIl0ee8PyWivnyb99Nt+72i/vckq2SJvyA5JyQE5Iifkl AwJI5L8Jn/Idec22o7eRu/vQqNOm7NJ/kH06S9i48Ms</latexit ><latexit sha1_base64="QJ5ty oGYmomh+LwgoRU/yiQytEc=">AAACdXicbVFbSxtBFJ5sL2p60/o owtK0xRZJd0XQRyEWfCm10ERLJsjZ2ZPN4FyWmVnbMOyv6Gv9Yf4S Xzsb98HGfjDw8X3nnDmXrBTcuiS56USPHj95urK61n32/MXLV+sbr 0dWV4bhkGmhzXkGFgVXOHTcCTwvDYLMBJ5ll4PGP7tCY7lW3928x ImEQvEpZ+CC9IOamd75tes+XKz3kn6yQPyQpC3pkRanFxudEc01qy QqxwRYO06T0k08GMeZwLpLK4slsEsocByoAol24hcd1/G7oOTxVJ vwlIsX6v0MD9LaucxCpAQ3s8teI/7PG1duejjxXJWVQ8XuPppWInY 6bsaPc26QOTEPBJjhodeYzcAAc2FJXXqMYRaDX0LdryUacNp89BR MIbmqw2wF3W1Ylyr8ybSUoHJPUaEp5rWnTTsMhP9cL0WYvHWN9Pmy ObiXOajrcIl0ee8PyWivnyb99Nt+72i/vckq2SJvyA5JyQE5Iifkl AwJI5L8Jn/Idec22o7eRu/vQqNOm7NJ/kH06S9i48Ms</latexit ><latexit sha1_base64="QJ5ty oGYmomh+LwgoRU/yiQytEc=">AAACdXicbVFbSxtBFJ5sL2p60/o owtK0xRZJd0XQRyEWfCm10ERLJsjZ2ZPN4FyWmVnbMOyv6Gv9Yf4S Xzsb98HGfjDw8X3nnDmXrBTcuiS56USPHj95urK61n32/MXLV+sbr 0dWV4bhkGmhzXkGFgVXOHTcCTwvDYLMBJ5ll4PGP7tCY7lW3928x ImEQvEpZ+CC9IOamd75tes+XKz3kn6yQPyQpC3pkRanFxudEc01qy QqxwRYO06T0k08GMeZwLpLK4slsEsocByoAol24hcd1/G7oOTxVJ vwlIsX6v0MD9LaucxCpAQ3s8teI/7PG1duejjxXJWVQ8XuPppWInY 6bsaPc26QOTEPBJjhodeYzcAAc2FJXXqMYRaDX0LdryUacNp89BR MIbmqw2wF3W1Ylyr8ybSUoHJPUaEp5rWnTTsMhP9cL0WYvHWN9Pmy ObiXOajrcIl0ee8PyWivnyb99Nt+72i/vckq2SJvyA5JyQE5Iifkl AwJI5L8Jn/Idec22o7eRu/vQqNOm7NJ/kH06S9i48Ms</latexit >
t
<latexit sha1_base64="QkmAR 0BGuQGmCZIEcYOOnG4t7f0=">AAACbXicbVHbShxBEO0dTaKbmxr ypIQhS0gIYZkJQvIobAK+iArZVdhZpKandmzsy9Bdk7A08wW+mo/L V+QX0rPOg6450HA4p6q6LnklhaMk+dOL1tYfPX6ysdl/+uz5i5db2 zsTZ2rLccyNNPY8B4dSaByTIInnlUVQucSz/GrU+mc/0Tph9A9aV DhTUGoxFxwoSKd0sTVIhskS8UOSdmTAOpxcbPcmWWF4rVATl+DcNE 0qmnmwJLjEpp/VDivgV1DiNFANCt3MLztt4ndBKeK5seFpipfq3Q wPyrmFykOkArp0q14r/s+b1jT/OvNCVzWh5rcfzWsZk4nbseNCWOQ kF4EAtyL0GvNLsMApLKeffcMwi8WjUPe4Qgtk7EefgS2V0E2Yrcw +tayfafzFjVKgC5+hRlsuGp+17XCQ/nuzEmGLzrXKF6vm6E7mqGnC JdLVvT8kk8/DNBmmp/uDg/3uJhtsl71lH1jKvrADdshO2Jhxhuya3 bDfvb/R62gvenMbGvW6nFfsHqL3/wDeI8BC</latexit><latexit sha1_base64="QkmAR 0BGuQGmCZIEcYOOnG4t7f0=">AAACbXicbVHbShxBEO0dTaKbmxr ypIQhS0gIYZkJQvIobAK+iArZVdhZpKandmzsy9Bdk7A08wW+mo/L V+QX0rPOg6450HA4p6q6LnklhaMk+dOL1tYfPX6ysdl/+uz5i5db2 zsTZ2rLccyNNPY8B4dSaByTIInnlUVQucSz/GrU+mc/0Tph9A9aV DhTUGoxFxwoSKd0sTVIhskS8UOSdmTAOpxcbPcmWWF4rVATl+DcNE 0qmnmwJLjEpp/VDivgV1DiNFANCt3MLztt4ndBKeK5seFpipfq3Q wPyrmFykOkArp0q14r/s+b1jT/OvNCVzWh5rcfzWsZk4nbseNCWOQ kF4EAtyL0GvNLsMApLKeffcMwi8WjUPe4Qgtk7EefgS2V0E2Yrcw +tayfafzFjVKgC5+hRlsuGp+17XCQ/nuzEmGLzrXKF6vm6E7mqGnC JdLVvT8kk8/DNBmmp/uDg/3uJhtsl71lH1jKvrADdshO2Jhxhuya3 bDfvb/R62gvenMbGvW6nFfsHqL3/wDeI8BC</latexit><latexit sha1_base64="QkmAR 0BGuQGmCZIEcYOOnG4t7f0=">AAACbXicbVHbShxBEO0dTaKbmxr ypIQhS0gIYZkJQvIobAK+iArZVdhZpKandmzsy9Bdk7A08wW+mo/L V+QX0rPOg6450HA4p6q6LnklhaMk+dOL1tYfPX6ysdl/+uz5i5db2 zsTZ2rLccyNNPY8B4dSaByTIInnlUVQucSz/GrU+mc/0Tph9A9aV DhTUGoxFxwoSKd0sTVIhskS8UOSdmTAOpxcbPcmWWF4rVATl+DcNE 0qmnmwJLjEpp/VDivgV1DiNFANCt3MLztt4ndBKeK5seFpipfq3Q wPyrmFykOkArp0q14r/s+b1jT/OvNCVzWh5rcfzWsZk4nbseNCWOQ kF4EAtyL0GvNLsMApLKeffcMwi8WjUPe4Qgtk7EefgS2V0E2Yrcw +tayfafzFjVKgC5+hRlsuGp+17XCQ/nuzEmGLzrXKF6vm6E7mqGnC JdLVvT8kk8/DNBmmp/uDg/3uJhtsl71lH1jKvrADdshO2Jhxhuya3 bDfvb/R62gvenMbGvW6nFfsHqL3/wDeI8BC</latexit><latexit sha1_base64="QkmAR 0BGuQGmCZIEcYOOnG4t7f0=">AAACbXicbVHbShxBEO0dTaKbmxr ypIQhS0gIYZkJQvIobAK+iArZVdhZpKandmzsy9Bdk7A08wW+mo/L V+QX0rPOg6450HA4p6q6LnklhaMk+dOL1tYfPX6ysdl/+uz5i5db2 zsTZ2rLccyNNPY8B4dSaByTIInnlUVQucSz/GrU+mc/0Tph9A9aV DhTUGoxFxwoSKd0sTVIhskS8UOSdmTAOpxcbPcmWWF4rVATl+DcNE 0qmnmwJLjEpp/VDivgV1DiNFANCt3MLztt4ndBKeK5seFpipfq3Q wPyrmFykOkArp0q14r/s+b1jT/OvNCVzWh5rcfzWsZk4nbseNCWOQ kF4EAtyL0GvNLsMApLKeffcMwi8WjUPe4Qgtk7EefgS2V0E2Yrcw +tayfafzFjVKgC5+hRlsuGp+17XCQ/nuzEmGLzrXKF6vm6E7mqGnC JdLVvT8kk8/DNBmmp/uDg/3uJhtsl71lH1jKvrADdshO2Jhxhuya3 bDfvb/R62gvenMbGvW6nFfsHqL3/wDeI8BC</latexit>
T
<latexit sha1_base64="B0iXS uqZmZT/hhO5U8GrGZvZW7U=">AAACbXicbVFdS9xAFJ2NttVVW63 4VJHgUhSRJSmCfRRWwRepgrsKm0VuJnfj4HyEmUllGfILfLU/rr/C v+BkzYOuHhg4nHPvnfuRFpwZG0X/W8Hc/KfPXxYW20vLK1+/ra59H xhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9Wr/6i9qw5S8tJMCR wJyycaMgvXSxeXNaifqRlOE70nckA5pcH6z1hokmaKlQGkpB2OGcV TYkQNtGeVYtZPSYAH0DnIceipBoBm5aadV+NMrWThW2j9pw6n6Os OBMGYiUh8pwN6aWa8WP/KGpR3/Hjkmi9KipC8fjUseWhXWY4cZ00g tn3gCVDPfa0hvQQO1fjnt5Bj9LBrPfN0/BWqwSu+5BHQumKz8bHm yX7N2IvGeKiFAZi5BiTqfVC6p26HA3Uk1E6GzxtXCZbNm71Vmr6r8 JeLZvb8ng1/dOOrGFwedo4PmJgvkB9kmuyQmh+SInJJz0ieUIHkgj +Rf6ynYCDaDrZfQoNXkrJM3CHaeAZ0DwCI=</latexit><latexit sha1_base64="B0iXS uqZmZT/hhO5U8GrGZvZW7U=">AAACbXicbVFdS9xAFJ2NttVVW63 4VJHgUhSRJSmCfRRWwRepgrsKm0VuJnfj4HyEmUllGfILfLU/rr/C v+BkzYOuHhg4nHPvnfuRFpwZG0X/W8Hc/KfPXxYW20vLK1+/ra59H xhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9Wr/6i9qw5S8tJMCR wJyycaMgvXSxeXNaifqRlOE70nckA5pcH6z1hokmaKlQGkpB2OGcV TYkQNtGeVYtZPSYAH0DnIceipBoBm5aadV+NMrWThW2j9pw6n6Os OBMGYiUh8pwN6aWa8WP/KGpR3/Hjkmi9KipC8fjUseWhXWY4cZ00g tn3gCVDPfa0hvQQO1fjnt5Bj9LBrPfN0/BWqwSu+5BHQumKz8bHm yX7N2IvGeKiFAZi5BiTqfVC6p26HA3Uk1E6GzxtXCZbNm71Vmr6r8 JeLZvb8ng1/dOOrGFwedo4PmJgvkB9kmuyQmh+SInJJz0ieUIHkgj +Rf6ynYCDaDrZfQoNXkrJM3CHaeAZ0DwCI=</latexit><latexit sha1_base64="B0iXS uqZmZT/hhO5U8GrGZvZW7U=">AAACbXicbVFdS9xAFJ2NttVVW63 4VJHgUhSRJSmCfRRWwRepgrsKm0VuJnfj4HyEmUllGfILfLU/rr/C v+BkzYOuHhg4nHPvnfuRFpwZG0X/W8Hc/KfPXxYW20vLK1+/ra59H xhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9Wr/6i9qw5S8tJMCR wJyycaMgvXSxeXNaifqRlOE70nckA5pcH6z1hokmaKlQGkpB2OGcV TYkQNtGeVYtZPSYAH0DnIceipBoBm5aadV+NMrWThW2j9pw6n6Os OBMGYiUh8pwN6aWa8WP/KGpR3/Hjkmi9KipC8fjUseWhXWY4cZ00g tn3gCVDPfa0hvQQO1fjnt5Bj9LBrPfN0/BWqwSu+5BHQumKz8bHm yX7N2IvGeKiFAZi5BiTqfVC6p26HA3Uk1E6GzxtXCZbNm71Vmr6r8 JeLZvb8ng1/dOOrGFwedo4PmJgvkB9kmuyQmh+SInJJz0ieUIHkgj +Rf6ynYCDaDrZfQoNXkrJM3CHaeAZ0DwCI=</latexit><latexit sha1_base64="B0iXS uqZmZT/hhO5U8GrGZvZW7U=">AAACbXicbVFdS9xAFJ2NttVVW63 4VJHgUhSRJSmCfRRWwRepgrsKm0VuJnfj4HyEmUllGfILfLU/rr/C v+BkzYOuHhg4nHPvnfuRFpwZG0X/W8Hc/KfPXxYW20vLK1+/ra59H xhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9Wr/6i9qw5S8tJMCR wJyycaMgvXSxeXNaifqRlOE70nckA5pcH6z1hokmaKlQGkpB2OGcV TYkQNtGeVYtZPSYAH0DnIceipBoBm5aadV+NMrWThW2j9pw6n6Os OBMGYiUh8pwN6aWa8WP/KGpR3/Hjkmi9KipC8fjUseWhXWY4cZ00g tn3gCVDPfa0hvQQO1fjnt5Bj9LBrPfN0/BWqwSu+5BHQumKz8bHm yX7N2IvGeKiFAZi5BiTqfVC6p26HA3Uk1E6GzxtXCZbNm71Vmr6r8 JeLZvb8ng1/dOOrGFwedo4PmJgvkB9kmuyQmh+SInJJz0ieUIHkgj +Rf6ynYCDaDrZfQoNXkrJM3CHaeAZ0DwCI=</latexit>
0
<latexit sha1_base64="j66EO 40JYU6B9pvDl5IYmgb+2U4=">AAACbXicbVFdSxtBFJ2s1mqsVi0 +KbI0FEspYbcI9VGIgi+iQhOFbJC7szebwflYZmYrYdhf4Kv9cf4K /4KzcR809sDA4Zx779yPtODM2Ch6bAULix+WPi6vtFc/ra1/3tjcG hhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9mr/6i9qw5T8Y6cFj gTkko0ZBeuly+hmoxN1oxnC9yRuSIc0uLjZbA2STNFSoLSUgzHDOC rsyIG2jHKs2klpsAB6CzkOPZUg0IzcrNMq/OaVLBwr7Z+04Ux9ne FAGDMVqY8UYCdm3qvF/3nD0o4PR47JorQo6ctH45KHVoX12GHGNFL Lp54A1cz3GtIJaKDWL6edHKOfReOZr3teoAar9A+XgM4Fk5WfLU9 +1qydSLyjSgiQmUtQos6nlUvqdihwd1LNReiscbVw2bzZe5XZqyp/ iXh+7+/J4Fc3jrrx5UHn6KC5yTLZIV/JdxKT3+SInJIL0ieUILknD +Rf6ynYDnaDvZfQoNXkfCFvEOw/A1O/v/4=</latexit><latexit sha1_base64="j66EO 40JYU6B9pvDl5IYmgb+2U4=">AAACbXicbVFdSxtBFJ2s1mqsVi0 +KbI0FEspYbcI9VGIgi+iQhOFbJC7szebwflYZmYrYdhf4Kv9cf4K /4KzcR809sDA4Zx779yPtODM2Ch6bAULix+WPi6vtFc/ra1/3tjcG hhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9mr/6i9qw5T8Y6cFj gTkko0ZBeuly+hmoxN1oxnC9yRuSIc0uLjZbA2STNFSoLSUgzHDOC rsyIG2jHKs2klpsAB6CzkOPZUg0IzcrNMq/OaVLBwr7Z+04Ux9ne FAGDMVqY8UYCdm3qvF/3nD0o4PR47JorQo6ctH45KHVoX12GHGNFL Lp54A1cz3GtIJaKDWL6edHKOfReOZr3teoAar9A+XgM4Fk5WfLU9 +1qydSLyjSgiQmUtQos6nlUvqdihwd1LNReiscbVw2bzZe5XZqyp/ iXh+7+/J4Fc3jrrx5UHn6KC5yTLZIV/JdxKT3+SInJIL0ieUILknD +Rf6ynYDnaDvZfQoNXkfCFvEOw/A1O/v/4=</latexit><latexit sha1_base64="j66EO 40JYU6B9pvDl5IYmgb+2U4=">AAACbXicbVFdSxtBFJ2s1mqsVi0 +KbI0FEspYbcI9VGIgi+iQhOFbJC7szebwflYZmYrYdhf4Kv9cf4K /4KzcR809sDA4Zx779yPtODM2Ch6bAULix+WPi6vtFc/ra1/3tjcG hhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9mr/6i9qw5T8Y6cFj gTkko0ZBeuly+hmoxN1oxnC9yRuSIc0uLjZbA2STNFSoLSUgzHDOC rsyIG2jHKs2klpsAB6CzkOPZUg0IzcrNMq/OaVLBwr7Z+04Ux9ne FAGDMVqY8UYCdm3qvF/3nD0o4PR47JorQo6ctH45KHVoX12GHGNFL Lp54A1cz3GtIJaKDWL6edHKOfReOZr3teoAar9A+XgM4Fk5WfLU9 +1qydSLyjSgiQmUtQos6nlUvqdihwd1LNReiscbVw2bzZe5XZqyp/ iXh+7+/J4Fc3jrrx5UHn6KC5yTLZIV/JdxKT3+SInJIL0ieUILknD +Rf6ynYDnaDvZfQoNXkfCFvEOw/A1O/v/4=</latexit><latexit sha1_base64="j66EO 40JYU6B9pvDl5IYmgb+2U4=">AAACbXicbVFdSxtBFJ2s1mqsVi0 +KbI0FEspYbcI9VGIgi+iQhOFbJC7szebwflYZmYrYdhf4Kv9cf4K /4KzcR809sDA4Zx779yPtODM2Ch6bAULix+WPi6vtFc/ra1/3tjcG hhVaop9qrjS1ykY5Exi3zLL8brQCCLleJXe9mr/6i9qw5T8Y6cFj gTkko0ZBeuly+hmoxN1oxnC9yRuSIc0uLjZbA2STNFSoLSUgzHDOC rsyIG2jHKs2klpsAB6CzkOPZUg0IzcrNMq/OaVLBwr7Z+04Ux9ne FAGDMVqY8UYCdm3qvF/3nD0o4PR47JorQo6ctH45KHVoX12GHGNFL Lp54A1cz3GtIJaKDWL6edHKOfReOZr3teoAar9A+XgM4Fk5WfLU9 +1qydSLyjSgiQmUtQos6nlUvqdihwd1LNReiscbVw2bzZe5XZqyp/ iXh+7+/J4Fc3jrrx5UHn6KC5yTLZIV/JdxKT3+SInJIL0ieUILknD +Rf6ynYDnaDvZfQoNXkfCFvEOw/A1O/v/4=</latexit>
⌧
<latexit sha1_base64="PXTZ9 nDcCSeCPJGH85SVxrLqifQ=">AAACcHicbVHbahRBEO0db3G9JNE XwQdHF0GCLDMSMI+BVfBFjOBuAttLqOmpnW3Sl6G7xrA08wu+6q/5 G36BPZt5iBsPNBzOqaquS1Er6SnLfg+SW7fv3L23c3/44OGjx7t7+ 09m3jZO4FRYZd1ZAR6VNDglSQrPaoegC4WnxcWk80+/o/PSmm+0r nGhoTJyKQVQJ3GC5nxvlI2zDdKbJO/JiPU4Od8fzHhpRaPRkFDg/T zPaloEcCSFwnbIG481iAuocB6pAY1+ETbNtunrqJTp0rr4DKUb9X pGAO39WhcxUgOt/LbXif/z5g0tjxZBmrohNOLqo2WjUrJpN3laSoe C1DoSEE7GXlOxAgeC4n6G/APGWRx+jnW/1OiArDsIHFylpWnjbBV /27EhN3gprNZgysDRoKvWbeBdOwJU+NhuRbiyd50O5bY5uZY5adt4 iXx77zfJ7N04z8b518PR8WF/kx32nL1ib1jO3rNj9omdsCkTbMV+s J/s1+BP8ix5kby8Ck0Gfc5T9g+Sg7+/sMGS</latexit><latexit sha1_base64="PXTZ9 nDcCSeCPJGH85SVxrLqifQ=">AAACcHicbVHbahRBEO0db3G9JNE XwQdHF0GCLDMSMI+BVfBFjOBuAttLqOmpnW3Sl6G7xrA08wu+6q/5 G36BPZt5iBsPNBzOqaquS1Er6SnLfg+SW7fv3L23c3/44OGjx7t7+ 09m3jZO4FRYZd1ZAR6VNDglSQrPaoegC4WnxcWk80+/o/PSmm+0r nGhoTJyKQVQJ3GC5nxvlI2zDdKbJO/JiPU4Od8fzHhpRaPRkFDg/T zPaloEcCSFwnbIG481iAuocB6pAY1+ETbNtunrqJTp0rr4DKUb9X pGAO39WhcxUgOt/LbXif/z5g0tjxZBmrohNOLqo2WjUrJpN3laSoe C1DoSEE7GXlOxAgeC4n6G/APGWRx+jnW/1OiArDsIHFylpWnjbBV /27EhN3gprNZgysDRoKvWbeBdOwJU+NhuRbiyd50O5bY5uZY5adt4 iXx77zfJ7N04z8b518PR8WF/kx32nL1ib1jO3rNj9omdsCkTbMV+s J/s1+BP8ix5kby8Ck0Gfc5T9g+Sg7+/sMGS</latexit><latexit sha1_base64="PXTZ9 nDcCSeCPJGH85SVxrLqifQ=">AAACcHicbVHbahRBEO0db3G9JNE XwQdHF0GCLDMSMI+BVfBFjOBuAttLqOmpnW3Sl6G7xrA08wu+6q/5 G36BPZt5iBsPNBzOqaquS1Er6SnLfg+SW7fv3L23c3/44OGjx7t7+ 09m3jZO4FRYZd1ZAR6VNDglSQrPaoegC4WnxcWk80+/o/PSmm+0r nGhoTJyKQVQJ3GC5nxvlI2zDdKbJO/JiPU4Od8fzHhpRaPRkFDg/T zPaloEcCSFwnbIG481iAuocB6pAY1+ETbNtunrqJTp0rr4DKUb9X pGAO39WhcxUgOt/LbXif/z5g0tjxZBmrohNOLqo2WjUrJpN3laSoe C1DoSEE7GXlOxAgeC4n6G/APGWRx+jnW/1OiArDsIHFylpWnjbBV /27EhN3gprNZgysDRoKvWbeBdOwJU+NhuRbiyd50O5bY5uZY5adt4 iXx77zfJ7N04z8b518PR8WF/kx32nL1ib1jO3rNj9omdsCkTbMV+s J/s1+BP8ix5kby8Ck0Gfc5T9g+Sg7+/sMGS</latexit><latexit sha1_base64="PXTZ9 nDcCSeCPJGH85SVxrLqifQ=">AAACcHicbVHbahRBEO0db3G9JNE XwQdHF0GCLDMSMI+BVfBFjOBuAttLqOmpnW3Sl6G7xrA08wu+6q/5 G36BPZt5iBsPNBzOqaquS1Er6SnLfg+SW7fv3L23c3/44OGjx7t7+ 09m3jZO4FRYZd1ZAR6VNDglSQrPaoegC4WnxcWk80+/o/PSmm+0r nGhoTJyKQVQJ3GC5nxvlI2zDdKbJO/JiPU4Od8fzHhpRaPRkFDg/T zPaloEcCSFwnbIG481iAuocB6pAY1+ETbNtunrqJTp0rr4DKUb9X pGAO39WhcxUgOt/LbXif/z5g0tjxZBmrohNOLqo2WjUrJpN3laSoe C1DoSEE7GXlOxAgeC4n6G/APGWRx+jnW/1OiArDsIHFylpWnjbBV /27EhN3gprNZgysDRoKvWbeBdOwJU+NhuRbiyd50O5bY5uZY5adt4 iXx77zfJ7N04z8b518PR8WF/kx32nL1ib1jO3rNj9omdsCkTbMV+s J/s1+BP8ix5kby8Ck0Gfc5T9g+Sg7+/sMGS</latexit>
2⌧
<latexit sha1_base64="Hg7XV ySVo6qOjFNpWraFs6BmQN0=">AAACcnicbVHLShxBFK3pvMzkpcl ON2WGQAgydIuQLIVJwI1EITMKU4Pcrr7TltajqapOGIr+h2yTP/M/ /ACrx17o6IGCwzn33rqPvJLC+TS96iVPnj57/mLtZf/V6zdv361vv J84U1uOY26ksac5OJRC49gLL/G0sggql3iSX45a/+Q3WieM/uUXF c4UlFrMBQcfpckuZR7qs/VBOkyXoA9J1pEB6XB0ttGbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4QSp5FqUOhmYdluQz9FpaBzY+PTni 7VuxkBlHMLlcdIBf7crXqt+Jg3rf382ywIXdUeNb/9aF5L6g1tZ6e FsMi9XEQC3IrYK+XnYIH7uKE++45xFouHse7PCi14Y78EBrZUQjd xtpLttKzPNP7hRinQRWCo0ZaLJrC2HQ4y/GhWImzRuVaFYtUc3ckc NU28RLa694dksjvM0mF2vDfY3+tuska2yEfymWTkK9knB+SIjAknF +Qv+Uf+966TzWQ76Q6Y9LqcD+Qekp0bsvvB+A==</latexit><latexit sha1_base64="Hg7XV ySVo6qOjFNpWraFs6BmQN0=">AAACcnicbVHLShxBFK3pvMzkpcl ON2WGQAgydIuQLIVJwI1EITMKU4Pcrr7TltajqapOGIr+h2yTP/M/ /ACrx17o6IGCwzn33rqPvJLC+TS96iVPnj57/mLtZf/V6zdv361vv J84U1uOY26ksac5OJRC49gLL/G0sggql3iSX45a/+Q3WieM/uUXF c4UlFrMBQcfpckuZR7qs/VBOkyXoA9J1pEB6XB0ttGbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4QSp5FqUOhmYdluQz9FpaBzY+PTni 7VuxkBlHMLlcdIBf7crXqt+Jg3rf382ywIXdUeNb/9aF5L6g1tZ6e FsMi9XEQC3IrYK+XnYIH7uKE++45xFouHse7PCi14Y78EBrZUQjd xtpLttKzPNP7hRinQRWCo0ZaLJrC2HQ4y/GhWImzRuVaFYtUc3ckc NU28RLa694dksjvM0mF2vDfY3+tuska2yEfymWTkK9knB+SIjAknF +Qv+Uf+966TzWQ76Q6Y9LqcD+Qekp0bsvvB+A==</latexit><latexit sha1_base64="Hg7XV ySVo6qOjFNpWraFs6BmQN0=">AAACcnicbVHLShxBFK3pvMzkpcl ON2WGQAgydIuQLIVJwI1EITMKU4Pcrr7TltajqapOGIr+h2yTP/M/ /ACrx17o6IGCwzn33rqPvJLC+TS96iVPnj57/mLtZf/V6zdv361vv J84U1uOY26ksac5OJRC49gLL/G0sggql3iSX45a/+Q3WieM/uUXF c4UlFrMBQcfpckuZR7qs/VBOkyXoA9J1pEB6XB0ttGbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4QSp5FqUOhmYdluQz9FpaBzY+PTni 7VuxkBlHMLlcdIBf7crXqt+Jg3rf382ywIXdUeNb/9aF5L6g1tZ6e FsMi9XEQC3IrYK+XnYIH7uKE++45xFouHse7PCi14Y78EBrZUQjd xtpLttKzPNP7hRinQRWCo0ZaLJrC2HQ4y/GhWImzRuVaFYtUc3ckc NU28RLa694dksjvM0mF2vDfY3+tuska2yEfymWTkK9knB+SIjAknF +Qv+Uf+966TzWQ76Q6Y9LqcD+Qekp0bsvvB+A==</latexit><latexit sha1_base64="Hg7XV ySVo6qOjFNpWraFs6BmQN0=">AAACcnicbVHLShxBFK3pvMzkpcl ON2WGQAgydIuQLIVJwI1EITMKU4Pcrr7TltajqapOGIr+h2yTP/M/ /ACrx17o6IGCwzn33rqPvJLC+TS96iVPnj57/mLtZf/V6zdv361vv J84U1uOY26ksac5OJRC49gLL/G0sggql3iSX45a/+Q3WieM/uUXF c4UlFrMBQcfpckuZR7qs/VBOkyXoA9J1pEB6XB0ttGbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4QSp5FqUOhmYdluQz9FpaBzY+PTni 7VuxkBlHMLlcdIBf7crXqt+Jg3rf382ywIXdUeNb/9aF5L6g1tZ6e FsMi9XEQC3IrYK+XnYIH7uKE++45xFouHse7PCi14Y78EBrZUQjd xtpLttKzPNP7hRinQRWCo0ZaLJrC2HQ4y/GhWImzRuVaFYtUc3ckc NU28RLa694dksjvM0mF2vDfY3+tuska2yEfymWTkK9knB+SIjAknF +Qv+Uf+966TzWQ76Q6Y9LqcD+Qekp0bsvvB+A==</latexit>
n⌧
<latexit sha1_base64="1CKaW gguHx361cAdeMLe0kQ9DLs=">AAACcnicbVHLShxBFK3pPDSTlyY 73ZQZAiHI0C2CLoUxkI3EQGYUpga5XX2nrViPpqo6YSj6H9zqn+U/ 8gGpHnthRg8UHM6599Z95JUUzqfpn17y5Omz52vrL/ovX71+83Zj8 93EmdpyHHMjjT3PwaEUGsdeeInnlUVQucSz/GrU+me/0Dph9A+/q HCmoNRiLjj4KE00ZR7qi41BOkyXoA9J1pEB6XB6sdmbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4ISp5FqUOhmYdluQz9GpaBzY+PTni 7V+xkBlHMLlcdIBf7SrXqt+Jg3rf38cBaErmqPmt99NK8l9Ya2s9N CWOReLiIBbkXslfJLsMB93FCfHWOcxeJJrPutQgve2M+BgS2V0E2 crWS7Leszjb+5UQp0ERhqtOWiCaxth4MMX5qVCFt0rlWhWDVH9zJH TRMvka3u/SGZ7A2zdJh93x8c7Xc3WSfb5AP5RDJyQI7IV3JKxoSTn +Sa3JDb3t9kK9lJugMmvS7nPfkPye4/LlLCNA==</latexit><latexit sha1_base64="1CKaW gguHx361cAdeMLe0kQ9DLs=">AAACcnicbVHLShxBFK3pPDSTlyY 73ZQZAiHI0C2CLoUxkI3EQGYUpga5XX2nrViPpqo6YSj6H9zqn+U/ 8gGpHnthRg8UHM6599Z95JUUzqfpn17y5Omz52vrL/ovX71+83Zj8 93EmdpyHHMjjT3PwaEUGsdeeInnlUVQucSz/GrU+me/0Dph9A+/q HCmoNRiLjj4KE00ZR7qi41BOkyXoA9J1pEB6XB6sdmbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4ISp5FqUOhmYdluQz9GpaBzY+PTni 7V+xkBlHMLlcdIBf7SrXqt+Jg3rf38cBaErmqPmt99NK8l9Ya2s9N CWOReLiIBbkXslfJLsMB93FCfHWOcxeJJrPutQgve2M+BgS2V0E2 crWS7Leszjb+5UQp0ERhqtOWiCaxth4MMX5qVCFt0rlWhWDVH9zJH TRMvka3u/SGZ7A2zdJh93x8c7Xc3WSfb5AP5RDJyQI7IV3JKxoSTn +Sa3JDb3t9kK9lJugMmvS7nPfkPye4/LlLCNA==</latexit><latexit sha1_base64="1CKaW gguHx361cAdeMLe0kQ9DLs=">AAACcnicbVHLShxBFK3pPDSTlyY 73ZQZAiHI0C2CLoUxkI3EQGYUpga5XX2nrViPpqo6YSj6H9zqn+U/ 8gGpHnthRg8UHM6599Z95JUUzqfpn17y5Omz52vrL/ovX71+83Zj8 93EmdpyHHMjjT3PwaEUGsdeeInnlUVQucSz/GrU+me/0Dph9A+/q HCmoNRiLjj4KE00ZR7qi41BOkyXoA9J1pEB6XB6sdmbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4ISp5FqUOhmYdluQz9GpaBzY+PTni 7V+xkBlHMLlcdIBf7SrXqt+Jg3rf38cBaErmqPmt99NK8l9Ya2s9N CWOReLiIBbkXslfJLsMB93FCfHWOcxeJJrPutQgve2M+BgS2V0E2 crWS7Leszjb+5UQp0ERhqtOWiCaxth4MMX5qVCFt0rlWhWDVH9zJH TRMvka3u/SGZ7A2zdJh93x8c7Xc3WSfb5AP5RDJyQI7IV3JKxoSTn +Sa3JDb3t9kK9lJugMmvS7nPfkPye4/LlLCNA==</latexit><latexit sha1_base64="1CKaW gguHx361cAdeMLe0kQ9DLs=">AAACcnicbVHLShxBFK3pPDSTlyY 73ZQZAiHI0C2CLoUxkI3EQGYUpga5XX2nrViPpqo6YSj6H9zqn+U/ 8gGpHnthRg8UHM6599Z95JUUzqfpn17y5Omz52vrL/ovX71+83Zj8 93EmdpyHHMjjT3PwaEUGsdeeInnlUVQucSz/GrU+me/0Dph9A+/q HCmoNRiLjj4KE00ZR7qi41BOkyXoA9J1pEB6XB6sdmbsMLwWqH2XI Jz0yyt/CyA9YJLbPqsdlgBv4ISp5FqUOhmYdluQz9GpaBzY+PTni 7V+xkBlHMLlcdIBf7SrXqt+Jg3rf38cBaErmqPmt99NK8l9Ya2s9N CWOReLiIBbkXslfJLsMB93FCfHWOcxeJJrPutQgve2M+BgS2V0E2 crWS7Leszjb+5UQp0ERhqtOWiCaxth4MMX5qVCFt0rlWhWDVH9zJH TRMvka3u/SGZ7A2zdJh93x8c7Xc3WSfb5AP5RDJyQI7IV3JKxoSTn +Sa3JDb3t9kK9lJugMmvS7nPfkPye4/LlLCNA==</latexit>
⇢n⌧ (x)
<latexit sha1_base64="IA9bc yLIvhyYuLA60cFjpMcwVBc=">AAACenicbVFbaxNBFJ6stxovbfX Rl6VBaFXCrgT0sRAFX8QKJi1k0nB29mQzdC7LmdnWsOz/8FX/lf/F B2fTfaipHwx8fN85Z84lK5V0Pkl+96I7d+/df7DzsP/o8ZOnu3v7z 6bOViRwIqyydJaBQyUNTrz0Cs9KQtCZwtPsYtz6p5dITlrzza9Ln GsojFxKAT5I55xW9twsuIfq8PvRYm+QDJMN4tsk7ciAdThZ7PemPL ei0mi8UODcLE1KP6+BvBQKmz6vHJYgLqDAWaAGNLp5vWm7iV8GJY +XlsIzPt6oNzNq0M6tdRYiNfiV2/Za8X/erPLL9/NamrLyaMT1R8t Kxd7G7Q7iXBIKr9aBgCAZeo3FCgiED5vq8w8YZiH8HOp+KZHAW3p Vc6BCS9OE2Qr+pmV9bvBKWK3B5DVHg1Ssm5q37QhQ9cdmK4LyziVd 59vm+EbmuGnCJdLtvd8m07fDNBmmX0eD41F3kx32gh2wQ5ayd+yYf WInbMIEI/aD/WS/en+ig+goen0dGvW6nOfsH0Sjv6srxY8=</lat exit><latexit sha1_base64="IA9bc yLIvhyYuLA60cFjpMcwVBc=">AAACenicbVFbaxNBFJ6stxovbfX Rl6VBaFXCrgT0sRAFX8QKJi1k0nB29mQzdC7LmdnWsOz/8FX/lf/F B2fTfaipHwx8fN85Z84lK5V0Pkl+96I7d+/df7DzsP/o8ZOnu3v7z 6bOViRwIqyydJaBQyUNTrz0Cs9KQtCZwtPsYtz6p5dITlrzza9Ln GsojFxKAT5I55xW9twsuIfq8PvRYm+QDJMN4tsk7ciAdThZ7PemPL ei0mi8UODcLE1KP6+BvBQKmz6vHJYgLqDAWaAGNLp5vWm7iV8GJY +XlsIzPt6oNzNq0M6tdRYiNfiV2/Za8X/erPLL9/NamrLyaMT1R8t Kxd7G7Q7iXBIKr9aBgCAZeo3FCgiED5vq8w8YZiH8HOp+KZHAW3p Vc6BCS9OE2Qr+pmV9bvBKWK3B5DVHg1Ssm5q37QhQ9cdmK4LyziVd 59vm+EbmuGnCJdLtvd8m07fDNBmmX0eD41F3kx32gh2wQ5ayd+yYf WInbMIEI/aD/WS/en+ig+goen0dGvW6nOfsH0Sjv6srxY8=</lat exit><latexit sha1_base64="IA9bc yLIvhyYuLA60cFjpMcwVBc=">AAACenicbVFbaxNBFJ6stxovbfX Rl6VBaFXCrgT0sRAFX8QKJi1k0nB29mQzdC7LmdnWsOz/8FX/lf/F B2fTfaipHwx8fN85Z84lK5V0Pkl+96I7d+/df7DzsP/o8ZOnu3v7z 6bOViRwIqyydJaBQyUNTrz0Cs9KQtCZwtPsYtz6p5dITlrzza9Ln GsojFxKAT5I55xW9twsuIfq8PvRYm+QDJMN4tsk7ciAdThZ7PemPL ei0mi8UODcLE1KP6+BvBQKmz6vHJYgLqDAWaAGNLp5vWm7iV8GJY +XlsIzPt6oNzNq0M6tdRYiNfiV2/Za8X/erPLL9/NamrLyaMT1R8t Kxd7G7Q7iXBIKr9aBgCAZeo3FCgiED5vq8w8YZiH8HOp+KZHAW3p Vc6BCS9OE2Qr+pmV9bvBKWK3B5DVHg1Ssm5q37QhQ9cdmK4LyziVd 59vm+EbmuGnCJdLtvd8m07fDNBmmX0eD41F3kx32gh2wQ5ayd+yYf WInbMIEI/aD/WS/en+ig+goen0dGvW6nOfsH0Sjv6srxY8=</lat exit><latexit sha1_base64="IA9bc yLIvhyYuLA60cFjpMcwVBc=">AAACenicbVFbaxNBFJ6stxovbfX Rl6VBaFXCrgT0sRAFX8QKJi1k0nB29mQzdC7LmdnWsOz/8FX/lf/F B2fTfaipHwx8fN85Z84lK5V0Pkl+96I7d+/df7DzsP/o8ZOnu3v7z 6bOViRwIqyydJaBQyUNTrz0Cs9KQtCZwtPsYtz6p5dITlrzza9Ln GsojFxKAT5I55xW9twsuIfq8PvRYm+QDJMN4tsk7ciAdThZ7PemPL ei0mi8UODcLE1KP6+BvBQKmz6vHJYgLqDAWaAGNLp5vWm7iV8GJY +XlsIzPt6oNzNq0M6tdRYiNfiV2/Za8X/erPLL9/NamrLyaMT1R8t Kxd7G7Q7iXBIKr9aBgCAZeo3FCgiED5vq8w8YZiH8HOp+KZHAW3p Vc6BCS9OE2Qr+pmV9bvBKWK3B5DVHg1Ssm5q37QhQ9cdmK4LyziVd 59vm+EbmuGnCJdLtvd8m07fDNBmmX0eD41F3kx32gh2wQ5ayd+yYf WInbMIEI/aD/WS/en+ig+goen0dGvW6nOfsH0Sjv6srxY8=</lat exit>
⇢ 2 argmin
(⇢,m)2C
Z 1
0
Z
⌦
|m|2
⇢
+ 2⌧E(⇢(·, 1)),
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Figure 1: Levels of discretization: τ is the outer JKO time step, ∆t is the inner time step, and ∆x is the
spatial discretization.
The goal of the present work is to develop new numerical methods for partial differential equations
of the form (1.1) that combine the gradient flow structure with modern operator splitting tech-
niques. Our method applies to equations of this form with any combination of diffusion U ′m(ρ), drift
V , or interaction W ∗ ρ terms—in particular, it is not necessary for diffusion to be present in order
for our scheme to converge. The main idea of our approach is to discretize the PDE/Wasserstein
gradient flow at two levels. First, we consider a time discretization of the gradient flow with time
step τ (see Figure 1.B), either given by the classical JKO scheme (1.6) or a new higher order vari-
ant (see equation (1.7)). This reduces computation of the gradient flow to solving a sequence of
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infinite dimensional minimization problems. Then, we consider a dynamical reformulation of these
minimization problems, introduced by Benamou and Brenier, by which the problem becomes the
minimization of a strictly convex integral functional subject to a linear PDE constraint (see Figure
1.C). At this level, the problem remains continuous in space and time. We conclude by considering
a further discretization of the problem, with inner time step (∆t) and spatial discretization (∆x),
by taking piecewise constant approximations of the functions and using a finite difference approxi-
mation of the PDE constraint (see Figure 1.D). In this final, fully discrete form, we then compute
the minimizer using modern operator splitting techniques, applying Yan’s recent extension of the
classical primal dual algorithm for minimizing sums of three convex functions [100]. (See section 2
for a detailed description of our numerical method.) While our approach does involve two levels of
discretization in time, with inner iterations between each outer time step, this is unavoidable when
developing an implicit method for nonlinear equations. Furthermore, compared to other implicit
methods, such as the backward Euler method, ours has the advantage of parallelization.
We now review previous work on numerical methods for equations of the form (1.1), describing
the similarities and differences with our approach. Perhaps the most common numerical approach
is to consider the equation as an advection-diffusion equation and apply classical finite difference,
finite volume, or Galerkin discretizations [3, 27, 52, 63, 79]. On one hand, such methods are fast,
and, in certain regimes, they succeed in capturing the balance between aggregation and diffusion.
However, they can also suffer from stability constraints, due either to the degeneracy of the diffusion
(when m > 1) or the non-locality from the interaction potential W . (See for instance the mesa
problem [77].) The nonlinearity and non-locality also complicate standard implicit or semi-implicit
solvers [3, 89].
Another common approach is to leverage structural similarities between (1.3) and equations from
fluid dynamics to develop particle methods [14, 25, 28, 34, 41, 46, 55, 58, 81, 85]. Until recently, the
key limitation of such methods has been developing approaches to incorporate diffusion. Following
the analogy with the Navier-Stokes equations, stochastic particle methods have been proposed in
the case of linear diffusion (m = 1) [69–71,80]. More recently the first two authors and Patacchini
developed a deterministic blob method for linear and nonlinear diffusion (m ≥ 1) [29]. On one
hand, particle methods naturally conserve mass and positivity, and they can also be designed to
respect the underlying gradient flow structure of the equation, including the energy dissipation
property (1.5). On the other hand, a large number of particles is often required to resolve finer
properties of solutions.
The third major class of numerical methods is methods based on a time discretization of the
gradient flow problem, known as the JKO scheme [72]. This is the approach we take in the present
work. Originally introduced by Jordan, Kinderlehrer, and Otto as a technique for approximating
solutions of the Fokker-Planck equation (equation (1.1), W = 0, m = 1), this scheme approximates
the solution ρ(x, t) at time t by solving the following sequence of n minimization problems with
time step τ = t/n,
ρnτ ∈ arg min
ρ∈Pac(Ω)
{
d2W(ρ, ρ
n−1
τ ) + 2τE(ρ)
}
, ρ0τ = ρ0(x). (1.6)
The JKO scheme is precisely the analogue of the implicit Euler method in the infinite dimen-
sional Wasserstein space. The constraint ρ ∈ Pac(Ω) ensures that the method is positivity and
mass preserving, and the fact that d2W(ρ, ρ
n) ≥ 0 ensures the energy decreasing along the scheme,
E(ρn+1τ ) ≤ E(ρnτ ).
Under sufficient assumptions on the underlying domain Ω, drift potential V , interaction potential
W , and initial data ρ0 (see section 2.1), the solution of the JKO scheme ρ
n
τ converges to the solution
ρ(x, t) of the partial differential equation (1.1), with a first order rate in terms of the time step
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τ = t/n [2, Theorem 4.0.4],
dW(ρn(·), ρ(·, t)) ≤ Cτ.
In our numerical simulations, we observe that this discretization error dominates other errors in
our numerical method; see sections 4.2.1 and 4.2.2. Consequently, we also introduce a new higher
order time discretization, in analogy with the Crank-Nicolson method
ρn+1 ∈ arg min
ρ∈Pac(Ω)
{
d2W(ρ, ρ
n) + τE(ρ) + τ
∫
Ω
δE
δρ
(ρn)ρ
}
. (1.7)
This method is also positivity and mass-preserving. As the goal of the present work is to develop
numerical methods, we leave the question of convergence of this higher order scheme to a solution
of the gradient flow to future work. (We also note that our method (1.7) is not the first higher or-
der method developed for metric space gradient flows: Matthes and Plazotta developed a provably
second order scheme for general metric space gradient flows by generalizing the backward differ-
entiation formula [82]. However, this previous method requires two evaluations of the Wasserstein
distance at each step and is thus less practical for our purpose of numerically computing gradient
flows.)
To use either the classical JKO scheme (1.6) or the higher order scheme (1.7) as a basis for
numerical simulations, one must first develop a fully discrete approximation of the minimization
problem at each step of the scheme. Here, the main numerical difficulty arises in approximating
the Wassserstein distance, and there are several different approaches for dealing with this term.
First, one can reformulate the Wasserstein distance in terms of a Monge-Ampe´re equation with
nonstandard boundary conditions [11, 65], though difficulties arise due to the lack of a compar-
ison principle [67]. Second, one can reframe the problem as a classical L2(Rd) gradient flow at
the level of diffeomorphisms [16, 35, 45, 47, 66], but to pursue this approach, one has to overcome
complications deriving from the underlying geometry and the structure of the PDE system for the
diffeomorphisms. Third, one can discretize the Wasserstein distance term as a finite dimensional
linear program, overcoming the lack of strict convexity of the objective function by adding a small
amount of entropic regularization [8, 53, 59]. (For a detailed survey of state of the art methods
in computational optimal transport, we refer the reader to the recent book by Pe´yre and Cuturi
for [91].)
A fourth approach, and the one which we develop in the present work, is to consider a dynamic
formulation of the Wasserstein distance due to Benamou and Brenier [7]. This reframes the problem
as a strictly convex optimization problem with linear PDE constraints (see Figure 1.C), which can
be discretized using Benamou and Brenier’s original augmented Lagrangian method ALG2 or,
more generally, a range of modern proximal splitting methods, as shown by Papadakis, Peyre, and
Oudet [88]. Adding an additional Fisher information term in this dynamic formulation (in analogy
with entropic regularization) has also been explored in [76].
Only recently have these above approaches for computing the Wasserstein distance been inte-
grated with the JKO scheme (1.6) in order to simulate partial differential equations of the form
(1.1). The Monge-Ampe´re approach extends naturally, though the presence of a diffusion term
U ′m(ρ) is required to enforce convexity constraints at the discrete level [10]. Similarly, entropic
regularization (or the addition of a Fisher information term) vastly accelerates the computation of
gradient flows, but at the level of the partial differential equation, this corresponds to introducing
numerical diffusion, which may disrupt the delicate balance between aggregation and diffusion in-
herent in PDEs of this type [26, 53, 76]. Finally, Benamou and Brenier’s dynamic reformulation of
the Wasserstein distance has also been adopted in recent work to approximate gradient flows [9].
The main benefit of this approach when compared to entropic regularization is that it leads to
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an optimization problem in Ndx × Nt variables, where Nx and Nt are the number of spatial and
temporal gridpoints, whereas the latter leads to an optimization problem in N2dx variables.
In the present work, we develop this latter approach, introducing a new numerical method for
Wasserstein gradient flows based on Benamou and Brenier’s dynamic reformulation of the Wasser-
stein distance in both the classical JKO scheme (1.6) and the new higher order variant (1.7). Unlike
recent work, which applied Benamou and Brenier’s classical ALG2 discretization to numerically ap-
proximate solutions of this minimization problem, we instead discretize the problem using a modern
primal dual three operator splitting scheme due to Yan [100]. In this way, our work is reminis-
cent of previous work by Papadakis, Peyre, and Oudet [88], which applied a similar two operator
splitting scheme to simulate the Wasserstein distance. However, there are a few key differences in
our approach. First, we are able to implement the primal dual splitting scheme in a manner that
does not require matrix inversion of the finite difference operator, which reduces the computational
cost. We also succeed in obtaining the exact expression for the proximal operator, which allows our
method to be truly positivity preserving, while other similar methods are only positivity preserving
in the limit as ∆x,∆t→ 0; see Remark 4.
Another key difference between our method and previous work lies in our treatment of the linear
PDE constraint in the dynamic reformulation of the Wasserstein distance. While previous work
has imposed the linear PDE constraint exactly, via a finite difference approximation, we allow
the linear PDE constraint to hold up to an error of order δ, which can be tuned according to
the spatial discretization (∆x) and the inner temporal discretization (∆t) to respect the order of
accuracy of the finite difference approximation. Numerically, this allows our method to converge
in fewer iterations, without any reduction in accuracy, as demonstrated in Figure 3. Theoretically,
this makes it possible to prove convergence of minimizers of the fully discrete problem to minimizers
of the JKO scheme (1.6) and its higher order variant (1.7), since minimizers of the fully discrete
problem always exist, which is not the case when the PDE constraint is enforced exactly. (See
Remark 7 and Theorem 1.)
The remainder of the paper is organized as follows. In section 2, we describe Benamou and
Brenier’s dynamical reformulation of the JKO scheme and the details of our numerical method.
Along with numerically simulating Wasserstein gradient flows, our method also provides as a special
case, a new method for computing Wasserstein geodesics and the Wasserstein distance between
probability densities. In section 3, we prove that, provided a smooth, positive solution of the
continuum JKO scheme (or its higher order variant) exists, then any sequence of solutions of the
fully discrete scheme (Figure 1.D) converges, up to a subsequence, to a solution of the continuum
scheme (Figure 1.C). As a special case, we also recover convergence of a numerical method for
computing Wasserstein geodesics, similar to that introduced by Papadakis, Pe´yre, and Oudet [88].
Finally, in section 4, we provide several numerical simulations illustrating our approach in both
one and two dimensions, computing Wasserstein geodesics, nonlinear Fokker-Planck equations,
aggregation diffusion equations, and other related equations.
2 Numerical Method
2.1 Dynamic formulation of JKO scheme
As described in the previous section, our numerical method for computing the JKO scheme is
based on the following dynamic reformulation of the Wasserstein distance due to Benamou and
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Brenier [7]:
dW(ρ0, ρ1) = inf
(ρ,v)∈C0
{∫ 1
0
∫
Ω
|v(x, t)|2dρ(x, t)dt
}1/2
, (2.1)
where (ρ, v) ∈ AC(0, 1;P(Ω))× L1(0, 1;L2(ρ)) belongs to the constraint set C0 provided that
∂tρ+∇ · (ρv) = 0 on Ω× [0, 1] (2.2)
(ρv) · ν = 0 on ∂Ω× [0, 1], (2.3)
ρ(·, 0) = ρ0, ρ(·, 1) = ρ1 on Ω, (2.4)
where ν is the outer unit normal on the boundary of the domain Ω. A curve ρ in P(Ω) is ab-
solutely continuous in time, denoted ρ ∈ AC(0, 1;P(Ω)), if there exists w ∈ L1(0, 1) so that
dW(ρ(·, t0), ρ(·, t1)) ≤
∫ t1
t0
w(s)ds for all 0 < t0 ≤ t1 < 1. The PDE constraint (2.2-2.3) holds in the
duality with smooth test functions on Rd × [0, 1], i.e. for all f ∈ C∞c (Rd × [0, 1]),∫ 1
0
∫
Ω
[∂tf(x, t)ρ(x, t) +∇f(x, t) · v(x, t)ρ(x, t)] dxdt+
∫
Ω
f(x, 0)ρ0(x)− f(x, 1)ρ1(x)dx = 0 .
This dynamic reformulation reduces the problem of finding the Wasserstein distance between any
two measures to identifying the curve in P(Ω) that connects them with minimal kinetic energy.
However, the objective function (2.1) is not strictly convex, and the PDE constraint (2.2) is non-
linear. For these reasons, in Benamou and Brenier’s original work, they restrict their attention to
the case ρ(·, t) ∈ Pac(Ω) and introduce the momentum variables m = vρ, in order to rewrite (2.1)
as
d2W(ρ0, ρ1) = min
(ρ,m)∈C1
∫ 1
0
∫
Ω
Φ(ρ(x, t),m(x, t))dxdt, (2.5)
where
Φ(ρ,m) =

‖m‖2
ρ if ρ > 0 ,
0 if (ρ,m) = (0, 0) ,
+∞ otherwise ,
and (ρ,m) ∈ AC(0, 1;Pac(Ω))× L1(0, 1;L2(ρ−1)) belong to the constraint set C1 provided that
∂tρ+∇ ·m = 0 on Ω× [0, 1]
m · ν = 0 on ∂Ω× [0, 1].
ρ(·, 0) = ρ0, ρ(·, 1) = ρ1 on Ω.
After this reformulation, the integral functional
(ρ,m) 7→
∫ 1
0
∫
Ω
Φ(ρ,m) (2.6)
is strictly convex along linear interpolations and lower semicontinuous with respect to weak-*
convergence [1, Example 2.36], and the PDE constraint is linear. As an immediate consequence,
one can conclude that minimizers are unique. Furthermore, for any ρ0, ρ1 ∈ Pac(Ω), a direct
computation shows that the minimizer (ρ¯, m¯) is given by the Wasserstein geodesic from ρ0 to ρ1,
ρ¯(x, t) = Tt#ρ0, v¯(x, t) = T ◦ T−1t (x)− T−1t (x), m¯ = v¯ρ¯, for Tt(x) := (1− t)x+ tT (x), (2.7)
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where T is the optimal transport map from ρ0 to ρ1. (See [2, 92, 99] for further background on
optimal transport.) Consequently, given any minimizer (ρ¯, m¯) of (2.5), we can recover the optimal
transport plan T via the following formula:
T (x) = x+ v¯(x, 0) = x+ m¯(x, 0)/ρ¯(x, 0). (2.8)
Building upon Benamou and Brenier’s dynamic reformulation of the Wasserstein distance, one
can also consider a dynamic reformulation of the JKO scheme (1.6). In particular, substituting
(2.5) in (1.6) leads to the following dynamic JKO scheme:
Problem 1 (Dynamic JKO). Given τ > 0, E, and ρ0, solve the constrained optimization problem,
inf
(ρ,m)∈C
∫ 1
0
∫
Ω
Φ(ρ(x, t),m(x, t))dxdt+ 2τE(ρ(·, 1)),
where (ρ,m) ∈ AC(0, 1;Pac(Ω))× L1(0, 1;L2(ρ−1)) belong to the constraint set C provided that
∂tρ+∇ ·m = 0 on Ω× [0, 1], m · ν = 0 on ∂Ω× [0, 1], and ρ(·, 0) = ρ0 on Ω. (2.9)
Note that for any ρ1 ∈ Pac(Ω), we may take
E(ρ(·, 1)) = Gρ1(ρ(·, 1)) :=
{
0 if ρ(·, 1) = ρ1,
+∞ otherwise, (2.10)
in which case Problem 1 reduces to the Benamou-Brenier formulation of the Wasserstein distance
(2.5). Consequently, the numerical method we develop for Problem 1 offers, as a particular case,
a numerical method for computing the Wasserstein geodesic and Wasserstein distance between ρ0
and ρ1.
Remark 1 (existence and uniqueness of minimizers). If the underling domain Ω is convex and the
energy E is proper, lower semicontinuous, coercive, and λ-convex along generalized geodesics, and
also satisfies
{µ : E(µ) < +∞} ⊆ Pac(Ω),
then, for τ > 0 sufficiently small, there exists a unique solution to Problem 1 [2, Theorem 4.0.4,
Theorem 8.3.1]. In particular, these assumptions are satisfied by the energy Gρ1 (2.10), as well
as by the drift-diffusion-interaction energy from the introduction (1.4), for U as in equation (1.3),
V,W ∈ C2(Ω). (See, for example, [2, Section 9.3] or [54] for more general conditions on U , V , W .)
Thus, if we denote by (ρ¯, m¯) the minimizer of Problem 1, then for τ > 0 sufficiently small, the
proximal map,
Jτ (ρ0) := ρ(·, 1) ,
is well defined for all ρ0 ∈ D(E). Furthermore, the energy decreases under the proximal map,
E(Jτ (ρ0)) ≤ E(ρ0), (2.11)
which can be seen by comparing the value of the objective function at the minimizer (ρ,m) to the
value of the objective function at (ρ(x, 0), 0) ∈ C and using that Φ(ρ,m) ≥ 0.
Given ρ0 ∈ D(E), if we recursively define the discrete time gradient flow sequence
ρnτ = Jτ (ρ
n−1
τ ), for all n ∈ N, (2.12)
8
then, taking τ = t/n, ρnτ converges to ρ(x, t), the gradient flow of the energy E with initial data ρ0
at time t, and under mild regularity assumptions on ρ0, we have
dW(ρn(·), ρ(·, t)) ≤ Cτ. (2.13)
In this way, the classical JKO scheme provides a first order approximation of the gradient flow [2,
Theorem 4.0.4]. In our numerical simulations, we observe that this discretization error dominates
other errors in our numerical method; see sections 4.2.1 and 4.2.2. For this reason, we introduce
the following new scheme, based on the Crank-Nicolson method.
Problem 2 (Higher Order Dynamic JKO). Given τ > 0, E, and ρ0, solve the constrained opti-
mization problem,
inf
(ρ,m)∈C
∫ 1
0
∫
Ω
Φ(ρ(x, t),m(x, t))dxdt+ τE(ρ(x, 1)) + τ
∫
Ω
δE
δρ
(ρ(x, 0))ρ(x, 1)dx,
where (ρ,m) ∈ AC(0, 1;Pac(Ω))× L1(0, 1;L2(ρ−1)) belong to the constraint set C provided that
∂tρ+∇ ·m = 0 on Ω× [0, 1], m · ν = 0 on ∂Ω× [0, 1], and ρ(·, 0) = ρ0 on Ω.
In section 4.2.2, we provide numerical examples comparing the above method to the classical JKO
scheme from Problem 1, illustrating that it achieves a higher order rate of convergence in practice
(see Fig. 7 and Fig. 9). Under what conditions a higher order analogue of inequality (2.13) holds
for the new scheme is an interesting open question that we leave to future work, as the main goal of
the present work is the development of fully discrete numerical methods for computing minimizers
of Problem 1 and 2. By iterating either of these minimization problems, as in equation (2.12), we
obtain a numerical method for simulating Wasserstein gradient flows.
2.2 Fully discrete JKO
We now turn to the discretization of the dynamic JKO scheme, Problem 1, and the higher order
scheme, Problem 2. We begin by noting that higher order Problem 2 can be rewritten in the same
form as Problem 1 by considering the energy
Hρ0(ρ) :=
1
2
E(ρ(x, 1)) + 1
2
∫
Ω
δE
δρ
(ρ(x, 0))ρ(x, 1)dx. (2.14)
Using this observation, we will now describe our discretization of both problems simultaneously.
2.2.1 Discretization of functions and domain
Given an n dimensional hyperrectangle S = Πni=1[ai, bi] ⊆ Rn, we discretize it as a union of cubes Qi,
i ∈ Nn, where in the lth direction, we suppose there are Nl intervals of spacing (∆z)l = (bl−al)/Nl:
S =
⋃
i:Qi⊆S
Qi, Qi := {(z1, z2, . . . , zn) ∈ Rn : zl ∈ [(il − 1)(∆z)l, il(∆z)l] ∀l = 1, . . . , n}.
Piecewise constant functions with respect to this discretization are given by
fh :=
∑
i:Qi⊆S
fi1Qi , for fi ∈ R and 1Qi(z) =
{
1 if z ∈ Qi
0 otherwise.
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To discretize Problem 1, we take S = Ω× [0, 1] ⊆ Rd+1, where Ω = Πni=1[ai, bi]. For any i ∈ Nd+1,
write i = (j, k), for the spatial index j ∈ Nd and the temporal index k ∈ N. We let Nx ∈ N denote
the number of intervals in each spatial direction and Nt ∈ N denote the number of intervals in the
temporal direction. Take ∆z = (∆x,∆t) for (∆x)l = (∆x) > 0 for all l = 1, . . . , d and ∆t > 0.
We consider piecewise constant approximations (ρh,mh) of the functions (ρ,m), with coefficients
denoted by (ρj,k,mj,k). For any (ρ,m) ∈ C(Ω × [0, 1]), one such approximation is the pointwise
piecewise approximation (ρˆh, mˆh), obtained by defining the coefficients (ρˆj,k, mˆj,k) to be the value
of (ρ,m) on a regular grid of spacing (∆x)× (∆t):
ρˆj,k := ρ(xj , tk), mˆj,k := m(xj , tk), (xj , tk) = (xˆ + (j − 1)(∆x), tˆ+ (k − 1)(∆t))
xˆ ∈ Πdl=1[0,∆x], tˆ ∈ [0,∆t]. (2.15)
where 1 = [1, 1, . . . , 1]t ∈ Nd. Note that, whenever (ρ,m) ∈ C(Ω × [0, 1]), we have that (ρˆh, mˆh)
converges to (ρ,m) uniformly.
2.2.2 Discretization of energy functionals
Next, we approximate the energy functionals by discrete energies Eh, beginning with energies of
the form (1.4). Given a piecewise constant function ρh with coefficients ρj ,
Fh(ρj) :=
∑
j
(U(ρj) + Vjρj) (∆x)
d +
1
2
∑
j,l
Wj,lρjρl(∆x)
2d, (2.16)
where V h(x) =
∑
j Vj1Qj (x) is a piecewise constant approximation of V (x) and W
h(x, y) =∑
j,lWj,l1Qj (x)1Qj (y) is a piecewise constant approximation of W (x−y). Here Wj,l = W (|xj−xl|)
symmetric, i.e., Wj,l = Wl,j .
Likewise, for energies of the form (1.4), we consider the following discretization of the energy Hρ0
from equation (2.14) for the higher order scheme, Problem 2,
Hhρ0(ρj) :=
1
2
Fh(ρj) + 1
2
∑
j
(
U ′((ρ0)j) + Vj +
∑
l
Wj,l(ρ0)l(∆x)
d
)
ρj(∆x)
d . (2.17)
Finally, to compute Wasserstein geodesics between two measures ρ0, ρ1 ∈ Pac(Ω), we consider a
discretization of the energy Gρ1 from equation (2.10). Given a piecewise constant approximation
ρh1 of ρ1 and δ ≥ 0, define
Ghρ1(ρj) :=
{
0 if
∑
j |ρj − (ρh1)j |2(∆x)d ≤ δ2
+∞ , otherwise. (2.18)
2.2.3 Discretization of derivative operators
Let Dht ρ
h and Dhxm
h denote the discrete time derivative and spatial divergence on Ω× [0, 1] and let
νh denote the discrete outer unit normal of Ω. (See Hypothesis 3 for the precise requirements we
impose on each of these discretizations). For example, in one dimension we may choose a centered
difference in space and a forward Euler method in time,
Dht ρj,k =
ρj,k+1 − ρj,k
∆t
, Dhxmj,k =
mj+1,k −mj−1,k
2∆x
. (2.19)
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or a Crank-Nicolson method,
Dht ρj,k =
ρj,k+1 − ρj,k
∆t
, Dhxmj,k =
mj+1,k −mj−1,k +mj+1,k+1 −mj−1,k+1
4∆x
. (2.20)
We compute these discretizations of the derivatives at the boundary by extending mj,k to be zero
in the direction of the outer unit normal vector. As we can only expect these approximations of
the temporal and spatial derivatives to hold up to an error term, we relax the equality constraints
from (2.9) in the following discrete dynamic JKO scheme.
2.2.4 Discrete dynamic JKO
The discretizations described in the previous sections lead to a fully discrete dynamic JKO problem:
Problem 1j,k (Discrete Dynamic JKO). Fix τ, δ1, δ2, δ3, δ4 > 0, Eh, and ρh0 . Solve the constrained
optimization problem,
inf
(ρj,k,mj,k)∈Ch
∑
j
∑
k
Φ(ρj,k,mj,k)(∆x)
d∆t+ 2τEh(ρj,Nt), (2.21)
where (ρj,k,mj,k) belong to the constraint set Ch provided that for all j, k,∑
j,k
|Dht ρj,k +Dhxmj,k|2(∆x)d(∆t) ≤ δ21 ,
∑
j∈∂Ω,k
|mj,k · νj |2(∆x)d−1(∆t) ≤ δ22 , (2.22)∑
k
|
∑
j
ρj,k(∆x)
d −
∑
j
(ρh0)j(∆x)
d|2(∆t) ≤ δ23 ,
∑
j
|ρj,0 − (ρh0)j |2(∆x)d ≤ δ24 . (2.23)
Remark 2 (relaxation of PDE constraints). A key element of our numerical method is that we
relax the equality constraint (2.9) at the fully discrete level. This reflects the fact that even an
exact solution of the continuum PDE will only satisfy the discrete equality constraints (2.22-2.23)
up to an error term depending on the order of the finite difference operators. Relaxing the PDE
constraint vastly accelerates convergence to a minimizer of the fully discrete Problem 1j,k and does
not affect the convergence to the continuum Problem 1.
We allow the choice of δi to vary for each of the above constraints. However, when the desired
exact solution is sufficiently smooth, the optimal choice of δi for a second order discretization of
the spatial and temporal derivatives is
δ1 ∼ (∆x)2 + (∆t)2 and δ2, δ3, δ4 ∼ (∆x)2.
In Figure 3, we demonstrate that choosing δi in this way (as opposed to choosing it much smaller,
as has been considered in previous work [88]) allows the numerical method to converge in fewer
iterations, without sacrificing accuracy.
Finally, note that while the discrete PDE constraint (2.22) automatically enforces the mass
constraint (first equation in (2.23)) up to order δ21 + δ
2
2 , we choose to impose the mass constraint
separately. This leads to better performance in examples where the exact solution is not smooth
enough to satisfy the discrete PDE constraint up to a high order of accuracy but imposing a stricter
mass constraint leads to a higher quality numerical solution. (See Figure 4.)
Under sufficient hypotheses on the discrete energy Eh and the initial data ρh0 , minimizers of
Problem 1j,k exist; see Theorem 1. Furthermore, this discrete dynamic JKO scheme preserves the
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energy decreasing property of the original JKO scheme. To see this, note that, given an energy Eh,
time step τ > 0, and initial data (ρh0)j we may define the fully discrete proximal map by
Jhτ ((ρ0)j) := ρj,Nt ,
where (ρj,k,mj,k) is any minimizer of Problem 1j,k. Independently of which minimizer is chosen,
we have
Eh(Jhτ ((ρ0)j) ≤ Eh((ρ0)j),
which can be seen by comparing the value of the objective function at the minimizer (ρj,k,mj,k) to
the value of the objective function at (ρj,k,mj,k) = ((ρ0)j , 0) ∈ C and using the fact that Φ ≥ 0.
Furthermore, by iterating the fully discrete proximal map, we may construct a fully discrete gradient
flow sequence
(ρnτ )j = J
h
τ ((ρ
n−1
τ )j) for all n ∈ N, ρ0τ = ρh0 .
In analogy with the continuum case, we will use this fully discrete JKO scheme to simulate gradient
flows. (See Algorithm 3.)
2.3 Primal dual algorithms for fully discrete JKO
In order to find minimizers of Problem 1j,k, we apply a primal dual operator splitting method.
Since the constraints in Problem 1j,k are linear inequality constraints, we may rewrite them in the
form ‖A˜iu− b˜i‖2 ≤ δi for i = 1, 2, 3, 4, where u = (~ρ, ~m), and ~ρ and ~m are vector representations of
the matrices ρj,k and mj,k. (See the Appendix A for explicit formulas for A˜i and b˜i, in one spatial
dimension). Similarly, we may rewrite the first term of the objective function (2.21) in terms of u,
defining
Φ(u) =
∑
k
∑
j
Φ(ρj,k,mj,k)(∆x)
d∆t.
We consider two cases for the energy term in the objective function. When the energy is of the
form Ghρ1 , as in equation (2.18), we reframe the problem by removing the energy from the objective
function and adding
∑
j |ρj,Nt−(ρh1)j |2(∆x)d ≤ δ25 to the constraints (2.22)–(2.23), denoting ‖Aiu−
bi‖2 ≤ δi, for i = 1, 2, 3, 4, 5, as the modified constraints. On the other hand, when the energy is of
the form (2.16) or (2.17), we rewrite it in terms of u as
F (u) =
∑
j
(U(ρj,Nt) + Vjρj,Nt) (∆x)
d +
1
2
∑
j,l
(Wj,lρj,Ntρl,Nt) (∆x)
2d, (2.24)
H(u) =
1
2
F (u) +
1
2
∑
j
(
U ′(ρj,0) + Vj +
∑
l
Wj,lρl,0(∆x)
d
)
ρj,Nt(∆x)
d.
In particular, if we let S be the selection matrix
S : RN → RNx : u 7→ ρj,Nt ,
then F (u) = Fh(Su) and H(u) = Hhρ0(Su), where Fh and Hhρ0 are defined in (2.16) and (2.17),
respectively.
This leads to the following two optimization problems:
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Problem 3(a). minu Φ(u)+iδ(Au), iδ(Au) =
{
0 ‖Aiu− bi‖2 ≤ δi, i = 1, . . . , 5
+∞, otherwise.
Problem 3(b). minu Φ(u)+2τE(u)+ iδ˜(A˜u), iδ˜(A˜u) =
{
0 ‖A˜iu− b˜i‖2 ≤ δ˜i, i = 1, . . . , 4
+∞, otherwise.
To compute the Wasserstein distance, we solve Problem 3(a), and to compute the gradient flow
of an energy, we iterate Problem 3(b) O( 1τ ) times, for either E(u) = F (u) (classical JKO) or
E(u) = H(u) (higher order scheme).
Primal-dual methods for solving optimization problems in which the objective function is the sum
of two convex functions, as in Problem 3(a), are widely available [50]. However, analogous methods
for optimizations problems in which the objective function is the sum of three convex functions, as
in Problem 3(b), have only recently emerged [60, 100]. In particular, in Algorithm 1, for Problem
3(a), we use Chambolle and Pock’s well-known primal dual algorithm, and in Algorithm 2, for
Problem 3(b), we use Yan’s recent extension of this algorithm to objective functions with three
convex terms. Both algorithms offer an extended range of primal and dual step sizes λ and σ and
low per-iteration complexity, due to the sparseness of S, A, and A˜. Finally, in Algorithm 3, we
describe how Algorithm 2 can be iterated to approximate the full JKO sequence and, consequently,
solutions of a range of nonlinear partial differential equations of Wasserstein gradient flow type.
Algorithm 1: Primal-Dual for Wasserstein distance
Input: u0, φ0, Itermax, λ, σ > 0
Output: u∗ =
(
ρ∗,m∗
)
and the Wasserstein distance Φ(u∗)1/2
1 Let u¯0 = u0 and l = 0;
2 while l < Itermax do
3 repeat
4 φ(l+1) = Proxσi∗δ (φ
(l) + σAu¯(l)),
5 u(l+1) = ProxλΦ(u
(l) − λATφ(l+1)),
6 u¯(l+1) = 2u(l+1) − u(l) ,
7 until stopping criteria are achieved ;
8 end
9 u∗ = u(l+1)
To initialize both algorithms, we choose φ0 and m0 to be zero vectors, and for ρ0, we let its
components at the initial time (i.e., k = 0) be ρ0(x) evaluated on an equally spaced grid of width
∆x, and other times to be zero. The stopping criteria consists of checking the PDE constraint
(2.22)–(2.23) along with the convergence monitors:
|F (u(l))− F (u(l−1))|
|F (u(l))| < 1, (2.25)
max
{
‖u(l) − u(l−1)‖
‖u(l)‖ ,
‖φ(l) − φ(l−1)‖
‖φ(l)‖
}
< 2. (2.26)
The proximal operator, which appears in Algorithms 1 and 2, is defined by
Proxh(x) = argminu
{
1
2
‖u− x‖2 + h(u)
}
.
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Algorithm 2: Primal-Dual for one step of dynamic JKO
Input: u0, φ0, Itermax, λ, σ, τ > 0
Output: u∗, φ∗
1 Let u¯0 = u0 and l = 0;
2 while l < Itermax do
3 repeat
4 φ(l+1) = Proxσi∗δ (φ
(l) + σA˜u¯(l)),
5 u(l+1) = ProxλΦ(u
(l) − λ∇E(u(l))− λA˜tφ(l+1)),
6 u¯(l+1) = 2u(l+1) − u(l) + λ∇E(u(l))− λ∇E(u(l+1)) ,
7 until stopping criteria is achieved ;
8 u∗ = u(l+1)
9 φ∗ = φ(l+1)
10 end
For both h = σi∗δ and h = λΦ, there are explicit formulas for the proximal operators. By Moreau’s
identity, we may write Proxσi∗δ (x) in terms of projections onto balls of radius δi centered at bi for
the ith portion of vector x:
Proxσi∗(x) = x− σProjBδ(x/σ) , ProjBδ(x) =
{
xi ‖xi − bi‖2 ≤ δi ,
δ xi−bi‖xi−bi‖2 + bi otherwise,
i = 1, 2, 3, 4 .
(2.27)
For the proximal operator of Φ, as shown by Peyre´, Papadakis, and Oudet [88, Proposition 1],
ProxλΦ(u) =
(
Proxλϕ(ρj,k,mj,k)
)
j,k
for Proxλϕ(ρ,m) =
{
(ρ∗,m∗) if ρ∗ > 0,
(0, 0) otherwise,
(2.28)
where ρ∗ is the largest real root of the cubic polynomial equation P (x) := (x−ρ)(x+λ)2− λ2 |m|2 = 0,
and m∗ can be obtained by m∗ = ρ∗m/(ρ∗ + λ).
As the computations of both proximal operators (2.27), (2.28) are component-wise, they can
easily be parallelized. Likewise, the computation of the gradient ∇E is also component-wise:
(∇uF (u))j = (U ′(ρj,Nt) + Vj +
∑
l
Wj,lρl,Nt(∆x)
d)(∆x)d,
(∇uH(u))j = 1
2
(∇uF (u))j + 1
2
(U ′(ρj,0) + Vj +
∑
l
Wj,lρl,0(∆x)
d)(∆x)d.
Remark 3 (discrete convolution). As written, the above functionals involves a computation of the
convolutions
∑
lWj,lρl,Nt and
∑
lWj,lρl,0, which can be achieved efficiently using the fast Fourier
transform. Note that since the product of the discrete Fourier transforms of two vectors is the
Fourier transform of the circular convolution and the interaction potential Wj−k = W (xj − xk) is
not a periodic function, we need zero-padding for computing the convolution. For the 1D case, we
can first use the fast Fourier transform to compute the circular convolution of ~W = (Wj)
Nx−2
j=−Nx+2
and (~ρ, (~0)Nx−2), and then extract the last Nx − 1 elements, which are the desired convolution∑
kWj−kρk for 1 ≤ j ≤ Nx − 1.
Embedding Algorithm 2 to the JKO iteration we have the following algorithm for Wasserstein
gradient flows. Note that line 6 in Algorithm 3 is to construct a better initial guess for ρ at each
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Algorithm 3: Primal-Dual for JKO sequence
Input: ρ(x, t0), Itermax, λ, σ, τ, n > 0
Output: ρ(x, tk) for 0 ≤ k ≤ n and the corresponding energy E(ρ(x, tk))
1 Given u0, φ0;
2 for k = 1, 2, . . . , n do
3 u∗, φ∗ = Algorithm 2(u0, φ0, Itermax, λ, σ, τ)
4 ρ(x, tk) = Su
∗
5 φ0 = φ∗
6 u0 = max
{
u∗ − [1Nt+1, 0Nt+1]t ⊗ ρ(x, tk−1) + [1Nt+1, 0Nt+1]t ⊗ ρ(x, tk), 0
}
.
7 end
JKO iteration by applying an extrapolation.
Remark 4 (Comparison of our numerical method to previous work). Our definition of the indicator
function in Problems 3(a) and 3 (b) differs from previous work, and as a result, our primal-dual
algorithm does not require the inversion of the matrix AAT [7,88], which makes it quite efficient in
high dimensions thanks to the sparsity of A. A similar approach is taken in a recent preprint [75]
to compute the earth mover’s distance W1, though, in this context, the earth mover’s distance is
dissimilar from the Wasserstein distance, since it does not require an extra time dimension and is
thus a lower dimensional problem.
A second difference between our method and the approach in previous works is that, since P (x)
has at most one strictly positive root, it can be obtained by the general solution formula for
cubic polynomials with real coefficients. Therefore, in our numerical simulations, we may compute
the proximal operator ProxλΦ(u) by using this general solution formula, rather than via Newton
iteration [88]. As a consequence, our method is truly positivity preserving, as opposed to positivity
preserving in the limit as ∆x,∆t→ 0.
We close this section by recalling sufficient conditions on the primal and dual step sizes σ and λ
that ensure Algorithms 1 and 2 converge to minimizers of Problems 3(a) and 3(b).
Proposition 1 (Convergence of Algorithm 1, c.f. [50]). Suppose σλ < 1/λmax(AA
t) and a min-
imizer of Problem 3(a) exists. Then, as Itermax → +∞, and 1, 2 → 0 in the stopping criteria
(2.25) (2.26), the output u∗ of Algorithm 1 converges to a minimizer of Problem 3(a).
Proposition 2 (Convergence of Algorithm 2, c.f. [100]). Suppose that the discrete energy E(u)
defined in equation (2.24) is proper, lower semi-continuous, convex, and there exists β > 0 such that
〈u1 − u2,∇uE(u1)−∇uE(u2)〉 ≥ β‖∇E(u1)−∇E(u2)‖2. Suppose further that σλ < 1/λmax(A˜A˜t),
λ < 2β, and a minimizer of Problem 3(b) exists. Then, as Itermax → +∞ and 1, 2 → 0, the
output u∗ converges to a minimizer of Problem 3(b).
3 Convergence
We now prove the convergence of solutions of the fully discrete JKO scheme, Problem 1j,k, to
a solution of the continuum JKO scheme, Problem 1. We begin, in section 3.1, by describing
the hypotheses we place on the underlying domain Ω, the energy E , the initial data ρ0, and the
discretization operators. Then, in section 3.2, we show that minimizers of Problem 1j,k exist,
provided the discretization is sufficiently refined. Finally, in section 3.3, we prove that any sequence
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of minimizers of Problem 1j,k has a subsequence that converges to a minimizer of Problem 1. In
order for our finite difference approximation to converge, we assume throughout that a smooth,
positive minimizer of the continuum JKO scheme Problem 1 exists. See hypothesis (H6) and
Remark 8 for further discussion of this assumption.
3.1 Hypotheses
We impose the following hypotheses on the underlying domain, energy, and discretization operators.
(H1) Ω = Πdi=1(ai, bi) ⊆ Rd, for ai < bi ∈ R. We assume that the spacing of the spatial discretiza-
tion (∆x) > 0 and the temporal discretization (∆t) > 0 are both functions of h satisfying
limh→0(∆x) = limh→0(∆t) = 0.
(H2) For any piecewise constant function ρh on Ω, the discrete energy functional Eh has one of the
following forms, as described in section 2.2.2:
(a) Fh(ρh) = ∑j (U(ρj) + Vjρj) (∆x)d +∑j,lWj,lρjρl(∆x)2d
(b) Hhρ0(ρh) = 12Fh(ρh) + 12
∑
j
(
U ′((ρ0)j) + Vj +
∑
lWj,l(ρ0)l(∆x)
d
)
ρj(∆x)
d
(c) Ghρ1(ρj) :=
{
0 if
∑
j |ρj − (ρh1)j |2(∆x)d ≤ δ25
+∞ otherwise.
We place the following assumptions on U, V, and W and the target measure ρ1:
(i) Either U ≡ 0 or U ∈ C([0,+∞)) is convex, U ∈ C1((0,+∞)), limr→+∞ U(r)r = +∞,
and U(0) = 0;
(ii) V h(x) :=
∑
j∈Zd Vj1Qj (x) and W
h(x, y) :=
∑
(j,l)∈Zd×ZdWj,l1Qj (x)1Ql(y) are piecewise
constant approximations of V,W ∈ C(Ω) converging uniformly on Ω.
(iii) ρ1 ∈ C1(Ω) and ρh1 is a pointwise piecewise constant approximation of ρ1.
(H3) Dht and D
h
x are finite difference approximations of the time derivative and spatial divergence.
We assume that Dht is a forward Euler method in time, whereas D
h
x can be given by an
explicit or implicit scheme of first or higher order. We denote by D−ht and D−hx the dual
operators with respect to the `2 inner product, and we assume the following integration by
parts formulas hold for all piecewise constant functions ρh, fh : [0, 1]→ R,∫ 1
0
Dht ρ
hfhdt =
(
ρhfh
∣∣∣1
0
)
−
∫ 1
0
ρhD−ht f
hdt
and if mh : Ω→ Rd, fh : Ω→ R,∫
Ω
Dhxm
hfhdx =
∫
∂Ω
fhmh · νhdx−
∫
Ω
mhD−hx f
hdx,
where νh : Ω → Rd is the discrete outer unit normal of Ω. Finally, we assume there exists
C > 0 depending on the domain Ω × [0, 1], so that, for any f ∈ C1(Ω × [0, 1];R) and
v ∈ C1(Ω× [0, 1];Rd), if (fh, vh) are pointwise piecewise constant approximations,
‖Dht fh − ∂tf‖∞ ≤ C‖∂2t f‖∞(∆t), ‖D−ht fh − ∂tf‖∞ ≤ C‖∂2t f‖∞(∆t)
‖Dhxvh −∇ · v‖∞ ≤ C‖D2v‖∞(∆x), ‖D−hx fh −∇f‖∞ ≤ C‖D2f‖∞(∆x)
‖vh · νh − v · ν‖∞ ≤ C‖v‖∞(∆x).
(See section 2.2.3 for finite difference approximations satisfying these hypotheses.)
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(H4) The constraint relaxation parameters δ1, δ2, δ3, δ4 ≥ 0 are functions of h with limh→0 δi = 0,
for all i. If the energy is of the form (H2c), we require that δ5 is a function of h satisfying
limh→0 δ5 = 0 and limh→0 (∆x+ ∆t) /δ5 = 0.
(H5) The initial data of the continuum problem satisfies ρ0 ∈ C1(Ω) and ρh0 is a pointwise piecewise
constant approximation of ρ0.
(H6) Given the domain, energy, and initial data described in the previous hypotheses, there exists
a minimizer (ρ,m) of the continuum Problem 1 satisfying ρ ∈ C2([0, 1];C1(Ω)), ρ > 0, and
m ∈ C1([0, 1];C2(Ω)).
To ease notation in the following convergence proof, we observe that Problem 1j,k may be rewrit-
ten as follows in terms of (ρh,mh), the piecewise constant functions on Ω× [0, 1] corresponding to
the coefficients (ρj,k,mj,k).
Problem 1h (Discrete Dynamic JKO). Fix τ, δ1, δ2, δ3, δ4 > 0, Eh, and ρh0 . Solve the constrained
optimization problem,
inf
(ρh,mh)∈Ch
∫ 1
0
∫
Ω
Φ(ρh,mh)dxdt+ 2τEh(ρh(·, 1)),
where (ρh,mh) belong to the constraint set Ch provided that they are piecewise constant functions
on Ω× [0, 1] and the following inequalities hold
‖Dht ρh +Dhxmh‖L2(Ω×[0,1]) ≤ δ1 , ‖mh · νh‖L2(∂Ω×[0,1]) ≤ δ2 , (3.1)∥∥∥∥∫
Ω
ρh(x, ·)dx−
∫
Ω
ρh0(x)dx
∥∥∥∥
L2([0,1])
≤ δ3 , ‖ρh(·, 0)− ρh0‖L2(Ω) ≤ δ4. (3.2)
Similarly, we may rewrite the definition of the discrete energies in hypothesis (H2) in terms of a
piecewise constant functions ρh on Ω corresponding to ρj ,
Fh(ρh) =
∫
Ω
U(ρh(x)) + V h(x)ρh(x)dx+
1
2
∫∫
Ω×Ω
W h(x, y)ρh(x)ρh(y)dxdy,
Hhρ0(ρh) =
1
2
Fh(ρh) + 1
2
∫
Ω
(
U ′(ρh0(x)) + V
h(x) +
∫
Ω
W h(x, y)ρh0(y)dy
)
ρ(x)dx,
Ghρ1(ρh) =
{
0 if ‖ρh − ρh1‖L2(Ω) ≤ δ5
+∞ otherwise.
We conclude this section with several remarks on the sharpness of the preceding hypotheses.
Remark 5 (assumption on domain Ω). In hypothesis (H1), we assume that Ω is an n-dimensional
hyperrectangle. We impose this assumption for simplicity, as it provides an natural interpretation
of the discretized outer unit normal νh, which is essential in imposing the boundary conditions for
our PDE constraint at the discrete level. More generally, our convergence result can be extended
to any Lipschitz domain, as long as sufficient care is taken to define the discrete outer unit normal
and the corresponding no flux boundary conditions.
Remark 6 (assumption on energy). As described in hypothesis (H2), our convergence result ap-
plies to internal U , drift V , and interaction W potentials that are sufficiently regular on Ω. Our
assumptions on U are classical and ensure that the internal energy is lower semicontinuous with
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respect to weak-* convergence [2, Remark 9.3.8]. Our assumptions on V and W , on the other
hand, are somewhat stronger, and in practice, one often encounters partial differential equations
for which the corresponding choices of V and W are not continuous. However, there are robust
methods for approximating these potentials by continuous functions that ensure convergence of
the gradient flows. For example, the second author and Topaloglu provide sufficient conditions on
discontinuous interaction potentials W for which gradient flows of the regularized interaction po-
tential, Wε := W ∗ϕε for a smooth mollifier ϕε, converge to gradient flows of the original interaction
potential W [57].
Remark 7 (assumption on δ5). In hypothesis (H4), it is essential that δ5 not vanish too quickly
with respect to other parameters in the discretization. A simple illustration of this fact arises in the
case that δ1 ≡ δ2 ≡ δ3 ≡ δ4 ≡ 0. In this case, we cannot choose δ5 ≡ 0, since our pointwise piecewise
approximation of the initial data ρh0 will not generally have the same mass as our pointwise piecewise
approximation of the target measure ρh1 , and if they do not have the same mass, minimizers of the
discrete problem do not exist. Consequently, it would be impossible to prove that minimizers of
the fully discrete problem converge to minimizers of the continuum problem. On one hand, this
does not greatly impact the performance of our numerical method, as can be seen by considering
previous work by Papadakis, Pe´yre, and Oudet, which numerically implements this approach [88].
On the other hand, our numerical simulation in Figure 3 indicates that poor choice of the relaxation
parameters can cause the method to iterate longer than necessary, without any improvement in
accuracy.
Our requirement that limh→0(∆x + ∆t)/δ5 = 0 is sufficient to fix this problem and ensure
convergence of the method, and this requirement is nearly sharp. To see this, note that, for an
arbitrary pointwise piecewise approximation ρh0 of a continuous function ρ0, we cannot in general
achieve accuracy of | ∫Ω ρh0 − ∫Ω ρ0| better than O(∆x). If either δ1 and δ3, the parameters for the
PDE constraint and the mass constraint, are chosen arbitrarily small, then | ∫Ω ρh(·, 1)− ∫Ω ρh0 | can
likewise be made arbitrarily small. Thus, since ρ0, ρ1 ∈ Pac(Ω),
O(∆x) ≈
∣∣∣∣∫
Ω
ρh0 −
∫
Ω
ρ0
∣∣∣∣ ≈ ∣∣∣∣∫
Ω
ρh0 −
∫
Ω
ρ0
∣∣∣∣− ∣∣∣∣∫
Ω
ρ0 −
∫
Ω
ρ1
∣∣∣∣− ∣∣∣∣∫
Ω
ρh(·, 1)−
∫
Ω
ρh0
∣∣∣∣
≤
∣∣∣∣∫
Ω
ρh(·, 1)−
∫
Ω
ρ1
∣∣∣∣ ≤ |Ω|1/2‖ρh(·, 1)− ρ1‖L2(Ω) ≤ |Ω|1/2δ5,
so we much have δ5 ≥ O(∆x). While a CFL-type condition is not necessary for the stability of our
discretization of the PDE constraint, since ρ and m indeed become coupled in the continuum limit
(see equations (2.1) and (2.5)), one should expect (∆t) ≤ O(∆x) to give the best balance between
computational accuracy and cost, and we indeed observe this numerically. Combining these facts
shows that enforcing that δ5 cannot decay faster than O(∆x + ∆t) by assuming limh→0(∆x +
∆t)/δ5 = 0 is nearly optimal.
Remark 8 (existence of smooth, positive minimizer). Our proof of the existence of minimizers
of the fully discrete problem and our proof that minimizers of the discrete problems converge to
a minimizer of the continuum problem as h → 0 strongly rely on the existence of a sufficiently
regular minimizer (ρ,m), ρ¯ > 0, of the continuum Problem 1. The smoothness assumption allows
us to use convergence of the finite difference operators, described in hypothesis (H3), to construct
an element of Ch in Proposition 3. The positivity assumption allows us to conclude that ∇ρ,mΦ is
uniformly bounded on the range of ρ¯, which we use to prove the lim sup inequality for the recovery
sequence in Theorem 2(b).
From the perspective of approximating gradient flows, which are solutions of diffusive partial
differential equations (1.3), such regularity and positivity can be guaranteed as long as the initial
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data is smooth and positive and either the diffusion is sufficiently strong or the drift and interaction
terms do not cause loss of regularity. On the other hand, developing conditions on the energy and
initial data that ensure such regularity and positivity holds at the level of the JKO scheme, for
minimizers of Problem 1, remains largely open: results on the propagation of Lp(Rd) or BV bounds
along the scheme have only recently emerged [17,48,61].
From the perspective of approximating Wasserstein geodesics, the now classical regularity theory
developed by Caffarelli and Urbas ensures that if the source and target measures ρ0 and ρ1 are
smooth and strictly positive, then the minimizer of Problem 1 (ρ¯, m¯) is also smooth and strictly
positive. (See, for example, [99, Section 4.3] and [2, Section 8.3].)
Along with this analytical justification for our smoothness and positivity assumptions, our nu-
merical results also indicate that such assumptions are in general necessary. For example in Figure
4, we observe that if the source and target measure of a Wasserstein geodesic are not sufficiently
smooth, the numerical solution introduces artificial regularity. Likewise, even in Figure 6, we ob-
serve that the numerical simulation is strictly positive (though very close to zero in places), while
the exact solution is identically zero outside of its support. Still, in spite of the fact that our theo-
retical convergence result requires smoothness and positivity assumptions, in practice our numerical
method still performs well on nonsmooth or nonpositive problems, provided that the spatial and
temporal discretization are taken to be sufficiently small; see Figures 5-17.
Finally, these types of smoothness and positivity assumptions are typically needed in convergence
proofs for numerical methods based on the JKO scheme. For example, in a method based on the
Monge Ampe´re approximation of the Wasserstein distance, the exact solution is required to be
uniformly bounded above and below [10]. Likewise, while rigorous convergence results for fully
discrete numerical methods based on entropic or Fisher information regularization remain open,
since these methods correspond to introducing numerical diffusion at the level of the PDE, they
automatically enforce smoothness and positivity [26,53,76].
3.2 Existence of minimizers
We now show that, under the hypotheses described in the previous section, minimizers of the fully
discrete JKO scheme, Problem 1h, exist for all h > 0 sufficiently small. We begin with the following
proposition, which constructs a specific element in the constraint set Ch, which we will use both in
our proof of existence of minimizers and in our Γ-convergence results in the next section.
Proposition 3 (construction of element in Ch). Suppose that hypotheses (H1)-(H6) hold, and
choose (ρ,m) ∈ C satisfying ρ ∈ C2([0, 1];C1(Ω)), ρ > 0, and m ∈ C1([0, 1];C2(Ω)). Then for
h > 0 sufficiently small, there exists (ρ˜h, m˜h) ∈ Ch satisfying (ρ˜h, m˜h) h→0−−−→ (ρ,m) uniformly on
Ω× [0, 1] and
inf
h>0,(x,t)∈Ω×[0,1]
ρ˜h(x, t) > 0. (3.3)
If, in addition, the energy satisfies hypothesis (H2c) and E(ρ(·, 1)) < +∞, then we have
‖ρ˜h(·, 1)− ρh1‖L2(Ω) ≤ δ5, (3.4)
for all h > 0 sufficiently small.
Proof. We construct (ρh,mh) ∈ Ch as follows. Let mˆh be a pointwise piecewise constant approxi-
mation of m; see equation (2.15). Recall that νh is the discrete outer unit normal vector. We define
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m˜h : Ω × [0, 1] → Rd component-wise to respect the no flux boundary conditions, letting (m˜h)l
denote the lth component of the vector for l = 1, . . . , d. If x ∈ ∂Ω, then we define
(m˜h(x, t))l =
{
(mˆh(x, t))l for el · νh(x) = 0,
0 for el · νh(x) 6= 0.
Otherwise, we take m˜h(x, t) = mˆh(x, t). Define ρ˜h : Ω × [0, 1] → R so that ρ˜h(x, 0) = ρh0 and
Dht ρ˜
h(x, t) +Dhxm˜
h(x, t) ≡ 0.
We begin by showing that (ρ˜h, m˜h) ∈ Ch. By construction, for all h > 0,
‖Dht ρ˜h +Dhxm˜h‖L2(Ω×[0,1]) = 0
‖m˜h · νh‖L2(∂Ω×[0,1]) = 0
‖ρ˜h(·, 0)− ρh0‖L2(Ω) = 0.
Taking fh ≡ 1 in Hypothesis (H3) and applying the PDE constraint ensures that, for all s ∈ [0, 1]
and k ∈ N so that k(∆t) ≤ s < (k + 1)∆t,∫
Ω
ρ˜h(x, s)dx−
∫
Ω
ρ˜h(x, 0)dx =
∫ k(∆t)
0
∫
Ω
Dht ρ˜
h(x, t)fh(x, t)dxdt
= −
∫ k(∆t)
0
∫
Ω
Dhxm˜
h(x, t)fh(x, t)dxdt
= −
∫ k(∆t)
0
∫
∂Ω
m˜h(x, t) · νh(x, t)dxdt = 0.
Thus, we also obtain ∥∥∥∥∫
Ω
ρ˜h(x, ·)dx−
∫
Ω
ρh0(x)dx
∥∥∥∥
L2([0,1])
= 0, for all h > 0.
This concludes the proof that (ρ˜h, m˜h) ∈ Ch.
We now show that (ρ˜h, m˜h) → (ρ,m) uniformly on Ω × [0, 1] as h → 0. We begin by proving
convergence of m˜h to m. Due to hypothesis (H1) on our domain Ω, whenever ei · νh(x) 6= 0, there
exists y ∈ ∂Ω so that |y − x| ≤ 2√d(∆x) and ν(y) = ei. Thus, whenever ei · νh(x) 6= 0, the
continuum boundary condition m(y, t) · ν(y) = 0 ensures that for all t ∈ [0, 1],
|(m˜h(x, t)−m(x, t))i| = |m(x, t) · ei| ≤ |(m(x, t)−m(y, t)) · ei|+ |m(y, t) · ei| ≤ 2
√
d(∆x)‖Dm‖∞.
We also have that, for all (x, t) ∈ Ω× [0, 1],
|mˆh(x, t)−m(x, t)| ≤ (∆x)‖Dm‖∞ + (∆t)‖∂tm‖∞.
Therefore, for all (x, t) ∈ Ω× [0, 1], there exists Cm = Cm(d, ‖Dm‖∞, ‖∂tm‖∞) > 0 so that
|m˜h(x, t)−m(x, t)| ≤ Cm(∆t+ ∆x) h→0−−−→ 0.
We now prove the convergence of ρ˜h to ρ. Since (ρ,m) is a classical solution of the PDE constraint
and ρ˜h : Ω×[0, 1]→ R is defined by the conditions that ρ˜h(x, 0) = ρˆh0 and Dht ρ˜h(x, t)+Dhxm˜h(x, t) ≡
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0, for (x, t) ∈ Ω× [0, 1] and k ∈ N so that k(∆t) ≤ t < (k + 1)(∆t), we have
|ρ˜h(x, t)− ρ(x, t)|
=
∣∣∣∣∣ρ˜h(x, 0) +
∫ k(∆t)
0
Dht ρ˜
h(x, s)ds− ρ(x, 0)−
∫ t
0
∂sρ(x, s)ds
∣∣∣∣∣
=
∣∣∣∣∣ρh0(x)−
∫ k(∆t)
0
Dhxm˜
h(x, s)ds− ρ(x, 0) +
∫ t
0
∇ ·m(x, s)ds
∣∣∣∣∣
=
∣∣∣ρh0(x)− ρ(x, 0)∣∣∣+
∣∣∣∣∣
∫ k(∆t)
0
Dhxm˜
h(x, s)ds−
∫ k(∆t)
0
∇ ·m(x, s)ds
∣∣∣∣∣+
∣∣∣∣∣
∫ t
k(∆t)
∇ ·m(x, s)ds
∣∣∣∣∣
≤ ‖∇ρ‖∞(∆x) + C‖D2m‖∞(∆x) + ‖∇ ·m‖∞(∆t) h→0−−−→ 0. (3.5)
Since ρ˜h → ρ uniformly and ρ > 0, we immediately obtain (3.3).
Finally, suppose the energy satisfies (H2c). Since E(ρ(·, 1)) = Gρ1(ρ(·, 1)) < +∞, we have ρ(·, 1) =
ρ1. By inequality (3.5) and the fact that ρ
h
1 is a pointwise piecewise approximation of ρ(·, 1),
‖ρ˜h(·, 1)− ρh1‖L2(Ω) ≤ |Ω|1/2
(
‖ρ˜h(·, 1)− ρ(·, 1)‖∞ + ‖ρ(·, 1)− ρh1‖∞
)
≤ Cρ,m(∆x+ ∆t)
where Cρ,m = Cρ,m(Ω, ‖∇ρ‖∞, ‖∇·m‖∞, ‖D2m‖∞) > 0. By hypothesis (H4), limh→0 (∆x+∆t)δ5 → 0.
Thus, for h sufficiently small,
‖ρ˜h(·, 1)− ρh1‖L2(Ω) ≤ δ5,
which completes the proof.
Theorem 1 (minimizers of discrete dynamic JKO exist). Suppose that hypotheses (H1)-(H6) hold.
Then for all h > 0 sufficiently small, a minimizer of Problem 1h exists.
Proof. First, we note that Proposition 3 ensures that, for h > 0 sufficiently small, the constraint
set Ch is nonempty and contains some (ρh,mh) satisfying ρh > 0. If the energy satisfies (H2a) or
(H2b), then we immediately obtain Eh(ρh(·, 1)) < +∞. Similarly, if the energy satisfies (H2c), then
inequality (3.4) in Proposition 3 again ensures that Eh(ρh(·, 1)) < +∞.
Since Φ(ρh,mh) < +∞ whenever ρh ≥ 0, this ensures that value of the objective function in the
discrete minimization problem 1h is not identically +∞ on the constraint set. Therefore,
inf
(ρh,mh)∈Ch
∫ 1
0
∫
Ω
Φ(ρh(x, t),mh(x, t))dxdt+ 2τEh(ρh(·, 1)) < +∞, (3.6)
and we may choose a minimizing sequence (ρhn,m
h
n) ∈ Ch that converges to the infimum. We may
assume, without loss of generality, that
sup
n
∫ 1
0
∫
Ω
Φ(ρhn(x, t),m
h
n(x, t))dxdt+ 2τEh(ρhn(·, 1)) < +∞, (3.7)
To conclude the proof of the theorem, we will now show that there exists (ρh∗ ,mh∗) so that a
subsequence of (ρhn,m
h
n) converges to (ρ
h∗ ,mh∗) uniformly on Ω × [0, 1]. Then, since the objective
functional Eh is lower semi-continuous along uniformly convergent sequences [1, Example 2.36] and
the constraint set Ch is closed under uniform convergence for fixed h > 0, (ρh∗ ,mh∗) must be a
minimizer of the fully discrete problem.
21
In order to obtain compactness of (ρhn,m
h
n), first note that (3.6) ensures Φ(ρ
h,mh) < +∞ on
Ω × [0, 1], so ρh ≥ 0 on Ω. Furthermore, the mass constraint (3.2) ensures that there exists
R = R(h) > 0, depending on Ω, (∆x), (∆t), and δ3 so that |ρhn(x, t)| ≤ R for all (x, t) ∈ Ω× [0, 1].
Therefore, the vector of coefficients (ρhn)j,k for this piecewise constant function satisfies (ρ
h
n)j,k ∈
BR(0) ⊆ RNdxNt . Consequently, by the Heine-Borel theorem, there exists a vector (ρh∗)j,k ∈ RN
d
xNt
so that, up to a subsequence, (ρhn)j,k → (ρh∗)j,k. Therefore, if ρh∗ denotes the corresponding piecewise
constant function, we have that, up to taking a subsequence which we again denote by ρhn(x, t),
limn→+∞ ρhn(x, t) = ρh∗(x, t) uniformly on Ω× [0, 1].
Next, we show that
inf
n
Eh(ρhn(·, 1)) > −∞. (3.8)
If the energy satisfies (H2c), then Eh(ρhn(·, 1)) ≥ 0 for all n, and the above inequality is immediate.
If the energy satisfies (H2a) or (H2b), then this follows from the fact that U is bounded below on
[0,+∞], V and W are bounded below on Ω and ρhn(x, t)→ ρh∗(x, t) uniformly.
Combining (3.7) and (3.8), we obtain
sup
n
∫ 1
0
∫
Ω
Φ(ρhn(x, t),m
h
n(x, t))dxdt < +∞. (3.9)
Furthermore, since 0 ≤ ρhn(x, t) ≤ R for all (x, t) ∈ Ω× [0, 1], n ∈ N, we have
Φ(ρhn(x, t),m
h
n(x, t)) ≥ |mhn(x, t)|2/R. (3.10)
Therefore, combining (3.9) and (3.10), we obtain that there exists R′ = R′(h) > 0, depending on
Ω, (∆x), (∆t), and δ3, so that |mhn(x, t)| ≤ R′ for all (x, t) ∈ Ω × [0, 1]. Arguing as before, the
Heine-Borel theorem ensures that, up to a subsequence, limn→+∞mhn(x, t) = mh∗(x, t) uniformly on
Ω× [0, 1], for some piecewise constant function mh∗(x, t). This gives the result.
3.3 Convergence of minimizers
We now prove that minimizers of the discrete dynamic JKO scheme, Problem 1h converge to
minimizers of Problem 1 as h→ 0. We begin with the following lemma, showing that any (ρh,mh) ∈
Ch satisfies a weak form of the PDE constraint, in the limit as h→ 0.
Lemma 1 (properties of Ch). Suppose that hypotheses (H1)-(H6) hold, and fix (ρh,mh) ∈ Ch
so that
∫ 1
0
∫
Ω Φ(ρ
h,mh) < +∞ for each h > 0. Then ρh(·, 0) → ρ0 in L2(Ω), and there exist
ρ ∈ P(Ω×[0, 1]) and µ ∈ P(Ω) so that, up to a subsequence, ρh ∗⇀ ρ and ρh(·, 1) ∗⇀ µ. Furthermore,
for any piecewise constant function fh with suph>0 ‖fh‖L2(Ω×[0,1]) < +∞, we have∫ 1
0
∫
Ω
(
D−ht f
hρh +D−hx f
h ·mh
)
dxdt+
∫
Ω
(
fh(·, 0)ρh(·, 0)− fh(·, 1)ρh(·, 1)
)
dxdt
h→0−−−→ 0 .
(3.11)
Proof. By hypothesis (H6), ρh0 → ρ0 uniformly on Ω. Likewise, the constraint on the initial data
(3.2) and (H4) ensure limh→0 ‖ρh(·, 0)− ρh0‖L2(Ω) ≤ limh→0 δ4 = 0. Thus, ρh(·, 0)→ ρ0 in L2(Ω).
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We now turn to equation (3.11). By the PDE constraint and boundary conditions (3.1) and
summation by parts, via hypotheses (H3),∣∣∣∣∫ 1
0
∫
Ω
(
D−ht f
hρh +D−hx f
h ·mh
)
dxdt+
∫
Ω
(
fh(·, 0)ρh(·, 0)− fh(·, 1)ρh(·, 1)
)
dx
∣∣∣∣
=
∣∣∣∣∫ 1
0
∫
Ω
(
fhDht ρ
h + fhDhxm
h
)
dxdt
∣∣∣∣ ≤ ‖fh‖L2(Ω×[0,1])‖Dht ρh +Dhxmh‖L2(Ω×[0,1])
≤ δ4‖fh‖L2(Ω×[0,1]) h→0−−−→ 0,
where, in the last line, we use that (H4) ensures δ4 → 0 and suph>0 ‖fh‖L2(Ω×[0,1]) < +∞.
Next, we show that there exist ρ ∈ P(Ω × [0, 1]) and µ ∈ P(Ω) so that, up to a subsequence,
ρh
∗
⇀ ρ and ρh(·, 1) ∗⇀ µ. By Ho¨lder’s inequality and the mass constraint (3.2),∥∥∥∥∫
Ω
ρh(x, ·)dx−
∫
Ω
ρh0(x)dx
∥∥∥∥
L1([0,1])
≤
∥∥∥∥∫
Ω
ρh(x, ·)dx−
∫
Ω
ρh0(x)dx
∥∥∥∥
L2([0,1])
≤ δ3 h→0−−−→ 0,
where, in the last line, we use that (H4) ensures δ3 → 0. Since hypothesis (H6) ensures ρh0 → ρ0
uniformly and
∫
Ω ρ0 = 1, we obtain, ∫ 1
0
∫
Ω
ρh(x, s)dxds→ 1.
Furthermore, since
∫ 1
0
∫
Ω Φ(ρ
h,mh) < +∞ for each h > 0, we must have ρh ≥ 0 on Ω× [0, 1], and
the above equation ensures suph>0 ‖ρh‖L1(Ω×[0,1]) < +∞. Thus, classical functional analysis results
ensure there exists a subsequence that converges to some ρ ∈ P(Ω× [0, 1]) in the weak-* topology
(see, e.g., [20, Section 3]).
Finally, taking fh ≡ 1 in equation (3.11) gives,
lim
h→0
∫
Ω
ρh(·, 0)− ρh(·, 1)dx = 0 =⇒ lim
h→0
∫
Ω
ρh(·, 1)dx = 1 =⇒ sup
h>0
‖ρh(·, 1)‖L1(Ω) < +∞.
Arguing as above, we obtain that, up to a further subsequence, ρh(·, 1) ∗⇀ µ(·) for µ ∈ P(Ω).
We now prove that the discrete energies Eh are lower semicontinuous along weak-* convergent
sequences.
Proposition 4 (Lower semicontinuity of energies along weak-* convergent sequences). Suppose that
hypotheses (H1)-(H6) hold. Then, for any sequence of piecewise constant functions ρh : Ω → R
such that ρh
∗
⇀ ρ, we have lim infh→0 Eh(ρh) ≥ E(ρ).
Proof. First, suppose the energy satisfies (H2a). Since the piecewise constant approximations Vˆ h
and Wˆ h converge to V and W uniformly, for any sequence ρh
∗
⇀ ρ,
lim
h→0
∫
Ω
V hρhdx =
∫
(V h − V )ρhdx+
∫
V ρhdx =
∫
V ρ dx, (3.12)
lim
h→0
∫
Ω×Ω
W h(x, y)ρh(x)ρh(y)dxdy =
∫
Ω×Ω
W (x− y)dρ(x)dρ(y). (3.13)
Furthermore, our assumptions on U guarantee that the internal energy term is lower semicontinuous
with respect to weak-* convergence, so lim infh→0
∫
Ω U(ρ
h(x))dx ≥ ∫Ω U(ρ(x))dx. Combining this
with equations (3.12-3.13) gives the result.
23
Next, suppose the energy satisfies (H2b). Since ρ0 > 0 on the compact set Ω and U
′ is uniformly
continuous on ρ0(Ω) ⊂ (0,+∞), the fact that hypothesis (H6) ensures ρˆh0 → ρ0 uniformly ensures
U ′(ρˆh0)→ U ′(ρ0) uniformly. Therefore,
lim
h→0
∫
Ω
U ′(ρˆh0)ρ
hdx =
∫
Ω
U ′(ρ0)ρdx.
Likewise, since Vˆ h and Wˆ h converge to V and W uniformly, we also have
lim
h→0
∫
Ω
(
Vˆ h(x) +
∫
Ω
Wˆ h(x, y)ρh0(y)dy
)
ρh(x)dx =
∫
Ω
(
V (x) +
∫
Ω
W (x, y)ρ0(y)dy
)
ρ(x)dx.
(3.14)
Combining these limits with the lim inf inequality for energies of the form (H2a) gives the result.
Finally, suppose the energy satisfies (H2c). Without loss of generality, we may assume that
lim infh→0 Ghρ1(ρh) < +∞, so that up to a subsequence, Ghρ1(ρh) ≡ 0 and limh→0 ‖ρh−ρh1‖L2(Ω) = 0.
By uniqueness of limits, ρ = ρ1. Thus, since Ghρ1 ≥ 0, we have lim infh→0 Ghρ1(ρh) ≥ 0 = Gρ1(ρ).
We now apply Proposition 4 to prove the Γ-convergence of Problem 1h to Problem 1.
Theorem 2 (Γ-convergence of discrete to continuum JKO). Suppose hypotheses (H1)-(H6) hold.
(a) If (ρh,mh) ∈ Ch with (ρh,mh) ∗⇀ (ρ,m), then (ρ,m) ∈ C and
lim inf
h→0
∫ 1
0
∫
Ω
Φ(ρh,mh)dxdt+ 2τEh(ρh(·, 1)) ≥
∫ 1
0
∫
Ω
Φ(ρ,m)dxdt+ 2τE(ρ(·, 1)).
(b) For any (ρ,m) ∈ C satisfying ρ ∈ C2([0, 1];C1(Ω)), ρ > 0, and m ∈ C([0, 1];C2(Ω), there exists
a sequence (ρ˜h, m˜h) ∈ Ch so that (ρ˜h, m˜h)→ (ρ,m) uniformly and
lim sup
h→0
∫ 1
0
∫
Ω
Φ(ρ˜h, m˜h)dxdt+ 2τEh(ρ˜h(·, 1)) ≤
∫ 1
0
∫
Ω
Φ(ρ,m)dxdt+ 2τE(ρ(·, 1)).
Proof. We first prove part (a). Suppose (ρh,mh) ∈ Ch, with ρh ∗⇀ ρ and mh ∗⇀ m. We begin
by showing that the limit (ρ,m) belongs to C. Fix f ∈ C∞(Ω × [0, 1]) and let fh be a pointwise
piecewise constant approximation of f . (See equation (2.15).) By Lemma 1 and hypothesis (H3),∫ 1
0
∫
Ω
(ftρ+∇f ·m) dxdt+
∫
Ω
f(·, 0)ρ(·, 0)− f(·, 1)µdx = 0.
We conclude that (ρ,m) satisfies the PDE constraint in the sense of distributions (2.9), which gives
ρ ∈ AC([0, 1],P(Ω)) [2, Lemma 8.1.2]. In particular, since ρ is continuous in time, we have that
the µ defined in Lemma 1 satisfies µ = ρ(·, 1).
We now consider the inequality in part (a). Since the integral functional (ρ,m) 7→ ∫ 10 ∫Ω Φ(ρ,m)
is lower semicontinuous with respect to weak-* convergence of measures [1, Example 2.36], we
immediately obtain
lim inf
h→0
∫ 1
0
∫
Ω
Φ(ρh,mh)dxdt ≥
∫ 1
0
∫
Ω
Φ(ρ,m)dxdt.
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This ensures m ∈ L1([0, 1], L2(ρ−1)) and completes the proof that (ρ,m) ∈ C. Finally, since Lemma
1 ensures ρh(·, 1) ∗⇀ µ = ρ(·, 1), applying Proposition 4 gives
lim inf
h→0
Eh(ρh(·, 1)) ≥ E(ρ(·, 1)),
which completes the proof of part (a).
We now turn to part (b). Let (ρ˜h, m˜h) ∈ Ch be the sequence constructed in Proposition 3, so
(ρ˜h, m˜h) → (ρ,m) uniformly. By inequality (3.3), there exists c > 0 so that ρh(x, t) ≥ c for h
sufficiently small. Therefore,∣∣∣∣∫ 1
0
∫
Ω
Φ(ρ˜h, m˜h)−
∫ 1
0
∫
Ω
Φ(ρ,m)
∣∣∣∣ ≤ |Ω|‖∇ρ,mΦ‖L∞({ρ≥c}) (‖m˜h −m‖∞ + ‖ρ˜h − ρ‖∞) h→0−−−→ 0.
It remains to show that
lim sup
h→0
Eh(ρ˜h(·, 1)) ≤ E(ρ(·, 1)).
First, suppose the energy satisfies either (H2a) or (H2b). By equations (3.12)-(3.14), which hold for
any weak-* convergent sequence, and the fact that U ′(ρ˜h(·, 0)) → U ′(ρ(·, 0)) uniformly, it suffices
to show
lim sup
h→0
∫
Ω
U(ρ˜h(·, 1))dx ≤
∫
Ω
U(ρ(·, 1))dx.
Since U ∈ C([0,+∞]), ρ(·, 1) ∈ L∞(Rd), and ρ˜h(·, 1)→ ρ(·, 1) uniformly, U(ρ˜h(·, 1))→ ∫ U(ρ(·, 1))
uniformly, which gives the result.
Finally, suppose the energy satisfies (H2c). Without loss of generality, suppose E(ρ(·, 1)) =
Gρ1(ρ(·, 1)) < +∞. Inequality (3.4) ensures that, for h sufficiently small,
‖ρ˜h(·, 1)− ρh1‖L2(Ω) ≤ δ5.
By definition of Ghρ1 , this implies Ghρ1(ρ˜h(·, 1)) ≡ 0. Therefore,
lim sup
h→0
Ghρ1(ρ˜h(·, 1)) = 0 ≤ Gρ1(ρ1),
which gives the result.
We conclude this section by applying the Γ-convergence proof from Theorem 2 to prove that any
sequence of minimizers of the discrete Problem 1h converges, up to a subsequence, to a minimizer
of the continuum Problem 1.
Theorem 3 (Convergence of minimizers). Suppose that hypotheses (H1)-(H6) hold. Then, for any
sequence of minimizers (ρh,mh) of Problem 1h, we have, up to a subsequence, ρh
∗
⇀ ρ and mh
∗
⇀m,
where (ρ,m) is a minimizer of Problem 1.
Note that, if the minimizer of the continuum Problem 1 is unique, then this theorem ensures that
any sequence of minimizers of the discrete Problem 1j,k has a further subsequence that converges
to this minimizer. Therefore, the sequence itself must converge to the unique minimizer of the
continuum problem. (See Remark 1 for sufficient conditions that ensure the minimizer of the
continuum problem is unique.)
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Proof of Theorem 3. First, note that Lemma 1 ensures that there exist ρ ∈ P(Ω × [0, 1]) and
µ ∈ P(Ω) so that, up to a subsequence, ρh ∗⇀ ρ and ρh(·, 1) ∗⇀ µ. In order to prove an analogous
weak-* compactness result for mh we first prove that, up to a subsequence,
sup
h>0
∫ 1
0
∫
Ω
Φ(ρh,mh) < +∞. (3.15)
By (H6), there exists a minimizer (ρ¯, m¯) of the continuum Problem 1 satisfying ρ¯ ∈ C2([0, 1];C1(Ω)),
ρ¯ > 0, and m¯ ∈ C1([0, 1];C2(Ω)). Comparing the recovery sequence (ρ˜h, m˜h) ∈ Ch from Theorem
2(b) for (ρ¯, m¯) with the discrete minimizer (ρh,mh) ∈ Ch, we obtain
lim sup
h→0
∫ 1
0
∫
Ω
Φ(ρh,mh) + 2τEh(ρh(·, 1)) ≤ lim sup
h→0
∫ 1
0
∫
Ω
Φ(ρ˜h, m˜h) + 2τEh(ρ˜h(·, 1)) (3.16)
≤
∫ 1
0
∫
Ω
Φ(ρ¯, m¯) + 2τE(ρ¯(·, 1)).
Furthermore, Lemma 4 ensures that
lim inf
h→0
2τEh(ρh(·, 1)) ≥ 2τE(µ),
which is bounded below by some constant, since hypothesis (H2c) ensures E ≥ 0 and hypotheses
(H2a) or (H2b) ensures E(µ) > −∞, since U , V , and W are bounded below and U ′ is bounded
below on the range of the strictly positive density ρ0. Therefore, up to a subsequence, we obtain
(3.15).
We now deduce weak-* convergence of mh. By Ho¨lder’s inequality, the fact that ρh
∗
⇀ ρ, and the
definition of Φ, we have
sup
h>0
‖mh‖L1(Ω×[0,1]) ≤ sup
h>0
(∫ 1
0
∫
Ω
Φ(ρh,mh)
)(∫ 1
0
∫
Ω
12ρh
)1/2
< +∞.
Thus, up to another subsequence, mh
∗
⇀m on Ω× [0, 1].
It remains to show that the limit (ρ,m) of (ρh,mh) is a minimizer of Problem 1. By Theorem 2,
part (a), we have (ρ,m) ∈ C and∫ 1
0
∫
Ω
Φ(ρ,m) + 2τE(ρ(·, 1)) ≤ lim inf
h→0
∫ 1
0
∫
Ω
Φ(ρh,mh) + 2τEh(ρh(·, 1)).
Combining this with inequality (3.16) above, we conclude that (ρ,m) ∈ C is also a minimizer of
Problem 1, which completes the proof.
4 Numerical results
In this section, we provide several examples demonstrating the efficiency and accuracy of our
algorithms. We begin by using algorithm 1 to compute Wasserstein geodesics between given source
and target measures, and we then turn to algorithm 3 to compute solutions of nonlinear gradient
flows. In the following simulations, we take our computational domain Ω to be a square, imposing
the no flux boundary conditions on m dimension by dimension. In practice, unless otherwise
specified, we always impose the discrete PDE constraint via the Crank-Nicolson finite difference
operators (2.20), and we choose 1 and 2 in the stopping criteria to be 10
−5. For the relaxation
of the constraints in (2.22) and (2.23), we choose δ1 = δ2 = δ4 = δ5 = δ, and δ3 differently, as
specified in each example.
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4.1 Wasserstein geodesics
We begin by computing the Wasserstein geodesic between rescaled Gaussians in one dimension:
gµ,θ(x) =
1
(2piθ2)d/2
e−
(x−µ)2
θ2 . (4.1)
The target measure is simply a translation and dilation of the initial measure, ρ0(x) = (0.5)gµ0,θ0(x)
and ρ1(x) = (0.5)gµ1,θ1(x). The optimal transport map T (x) from ρ0(x) to ρ1(x) is given explicitly
by
T (x) =
θ1
θ0
(x− µ0) + µ1.
Rewriting equation (2.7) for the geodesic ρ(x, t) and velocity v(x, t) induced by this transport map,
via the definition of the push forward, we obtain
ρ(x, t) = ρ0(T
−1
t (x))det(∇xT−1t ) and m(x, t) = ρ(x, t)v(x, t) = ρ(x, t)(T ◦ T−1t (x)− T−1t (x))),
T−1t (x) =
x+ ( θ1θ0µ0 − µ1)t
1− t+ t θ1θ0
, det(∇xT−1t ) =
1
1− t+ t θ1θ0
.
Wasserstein geodesic between Gaussians
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Figure 2: We compute the Wasserstein geodesic between two Gaussians on the domain Ω = [−4, 4], with
Nt = 20 temporal grid points (∆t =
1
20 ) and Nx = 200 spatial points (∆x =
8
200 ). We choose σ = 0.1 and
σλ = 1.5/λmax(AA
t) and compute 105 iterations. Left: evolution of geodesic from time t = 0 to t = 1.
Right: rate of convergence of numerical solution to exact solution, as a function of the number of iterations
in algorithm 1.
In Figure 2, we apply algorithm 1 to compute the Wasserstein geodesic ρ(x, t) between the initial
and target densities (4.1), with means and variances µ0 = −1.5, θ0 = 0.3, µ1 = 1.5, and θ1 = 0.6.
On the left, we plot the evolution of the geodesic at various times. On the right, we plot the `1
error of the densities, momenta, and Wasserstein distance as a function of the number of iterations,
observing a rate of convergence of order O(1/N). Here the error is defined as
‖ρ(l) − ρ∗‖ = 1
Nx(Ns + 1)
Ns∑
k=0
Nx−1∑
j=1
|ρ(l)j,k − ρ∗j,k| . (4.2)
27
Optimal scaling of relaxation parameter δ
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Figure 3: Analysis of how the scaling relationship between the relaxation parameter δ and the spatial
discretization (∆x) affects the accuracy of the numerical method and the number of iterations required to
converge. We contrast the choices δ = (∆x)2 and δ = (∆x)3 for the example of the Wasserstein distance
between geodesics, illustrated in Figure 2. We take Nt = 30, Nx = 300, σ = 1, σλ = 0.99/λmax(AA
t) and
δ3 = δ.
In Figure 3, we illustrate how choosing the optimal scaling relationship between the relaxation
parameter δ and the spatial and temporal discretizations (∆x), (∆t) allows the method to converge
in fewer iterations. We contrast the choices δ = (∆x)2 and δ = (∆x)3 for the example of the
Wasserstein distance between geodesics, illustrated in Figure 2, where (∆x) ∼ (∆t) and δ3 = δ.
Based on the order of accuracy of our Crank-Nicolson approximation of the PDE constraint, we
expect that δ = (∆x)2 should give the optimal balance between accuracy and computational
efficiency. (See Remark 2.) Indeed, in the plot on the left, we observe that for both choices of
δ, the error between the numerical solution ρ(l) and the exact solution ρ∗ decreases as the same
rate. However, in the plot of the right, we observe that the relative error of the dual variable
decreases much more rapidly for δ = (∆x)2 (red starred line) than for δ = (∆x)3 (blue starred
line). Consequently, in the former case, the stopping criteria will be satisfied earlier, and the
numerical method will stop iterating sooner. In this way, choosing the appropriate scaling of the
relaxation parameter allows the method to return a numerical solution of equivalent accuracy with
less computational expense. The reason behind the improvement in the (∆x)2 case can be seen
in the plot on the right. When δ = (∆x)2, the discrete PDE constraint ‖Ax − b‖ ≤ δ is satisfied
sooner: the red solid line asymptotes to the red dashed line in fewer iterations than corresponding
blue lines. S-eps-converted-to.pdfince even the exact solution of the continuum PDE constraint
may only satisfy the constraint ‖Ax− b‖ up to order (∆x)2, relaxing the constraint ‖Ax− b‖ leads
to faster convergence of the numerical method without a reduction in its accuracy.
Next, we compute Wasserstein geodesics between initial and target measures when neither are
smooth nor strictly positive. In Figure 4, we compute the geodesic between a profile of the British
Parliament and its translation. We do not observe convergence to the exact geodesic, which would
be a constant speed translation, and instead observe degradation of the parliamentary building at
intermediate times, due to numerical smoothing. Similarly, in Figure 5, we compute the geodesic
between Pac-Man and a ghost, visualized as characteristic functions on sets in two dimensions.
Again, we observe numerical smoothing around the edges of discontinuity. Both of these examples
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Evolution of geodesic between translations of British Parliament
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Figure 4: Computation of the Wasserstein geodesic between two translations of British parliament on the
domain, with Nt = 40 temporal grid points (∆t =
1
40 ) and Nx = 2000 spatial grids (∆x =
40
2000 ). Here
σ = 0.1, σλ = 0.99/λmax(AA
t) and then λ = 0.9727, δ = 10−5, and δ3 = 10−8.
offer a numerical justification for the smoothness assumption we impose in our main convergence
Theorem 3. In the absence of such smoothness, it appears that the method does not converge. Sim-
ilar smoothness assumptions are required in the other numerical methods for Wasserstein geodesics
for which rigorous convergence has been analyzed, including Monge Ampe´re type methods [11,65].
4.2 Wasserstein gradient flows: one dimension
In this and the next section, we consider several examples of Wasserstein gradient flows, includ-
ing some which have appeared in previous numerical studies [3, 27, 47, 93], to demonstrate the
performance of our method for simulating solutions of nonlinear partial differential equations.
4.2.1 Porous medium equation
The porous medium equation
∂tρ = ∆ρ
m , m > 1, (4.3)
is the Wasserstein gradient flow of the energy (1.4), with U(ρ) = 1m−1ρ
m and V = W = 0 . A
well-known family of exact solutions is given by Barenblatt profiles (c.f. [98]), which are densities
of the form
ρ(x, t) = (t+ t0)
− 1
m+1
(
C − α m− 1
2m(m+ 1)
x2(t+ t0)
− 2
m+1
) 1
m−1
+
, for C, t0 > 0. (4.4)
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Evolution of geodesic between Pac-Man and a ghost
Figure 5: Computation of the Wasserstein geodesic between Pac-Man and a ghost, with Nt = 40 temporal
points (∆t = 140 ) and Nx = Ny = 120 spatial grids (∆x = ∆y = 0.0458). From left to right, up to down,
the plots correspond to t = 0, t = 0.15, t = 0.275, t = 0.4, t = 0.525, t = 0.65, t = 0.775, t = 0.9, and t = 1.
Here λ = 40, σλ = 1.2/λmax(AA
t) then σ = 0.0036, δ = 10−5, and δ3 = 10−5.
Evolution of solution to porous medium equation
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Figure 6: Evolution of the solution ρ(x, t) to the one dimensional porous medium equation, with m = 2
on the domain Ω = [−1, 1]. We choose τ = 0.5× 10−3, ∆x = 0.02, ∆t = 0.1, λ = 0.2, σλ = 1.1/λmax(AAt)
then σ = 0.1954, δ = 10−5, and δ3 = 10−5.
We now apply algorithm 3 to simulate solutions of the m = 2 porous medium equation with
Barenblatt initial data, t0 = 10
−3 and C = (3/16)1/3. Here the Euler discretization (2.19) is
used. In Figure 6, we plot the evolution of the numerical solution over time, and we observe good
agreement with the exact solution of the form (4.4), which is displayed in dashed curve.
In Figure 7, we analyze how the rate of convergence depends on the inner time step ∆t, the spacial
discretization ∆x, and outer time step of the JKO scheme τ . We compute the error between the
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exact solution and the numerical solution in the `1 norm, i.e.
‖ρ− ρ∗‖`1 =
1
Nx(n+ 1)
Nt∑
k=0
Nx−1∑
j=1
|ρj(kτ)− ρ∗j (kτ)|.
In the plot on the left of Figure 7, we consider two fixed values of τ and examine how the error
depends on Nt and Nx = 10Nt. In both cases, the error quickly saturates, indicating that the outer
time step τ dominates the error. In the plot on the right, we fix Nt = 20 and Nx = 200 and consider
how the error depends on τ . Indeed, we observe first order convergence in τ for the classical JKO
scheme (Eh = Fh) and higher order convergence for the high order JKO scheme (Eh = Hh).
Rate of convergence to porous medium equation
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Figure 7: Analysis of rate of convergence for a solution of porous medium equation, as in Figure 6. Left:
Convergence to exact solution for Nx/Nt = 10 for choices of τ . Right: Convergence to exact solution for
Nt = 20 and Nx = 200 and various choices of τ , contrasting the traditional first-order JKO scheme with the
new higher order JKO scheme.
4.2.2 Nonlinear Fokker-Planck equation
We now consider a nonlinear variant of the Fokker-Planck equation,
∂tρ = ∇ · (ρ∇V ) + ∆ρm , V : Rd → R, m > 1,
inspired by the porous medium equation described in the previous section (4.3). When V is a
confining drift potential, all solutions approach the unique steady state
ρ∞(x) =
(
C − m− 1
m
V (x)
) 1
m−1
+
,
where C > 0 depends on the mass of the initial data, so that
∫
ρ∞dx =
∫
ρ0dx, see [42,49].
In Figure 8, we simulate the evolution of solutions to the nonlinear Fokker-Planck equation with
V (x) = x
2
2 , m = 2, and initial data given by a Gaussian with mean µ = 0 and variance θ = 0.2
(4.1). On the left, we plot the evolution of the density ρ(x, t) towards the steady state ρ∞(x).
On the right, we compute the rate of decay of the corresponding energy (1.4) as a function of
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Evolution of solution to nonlinear Fokker-Planck equation
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Figure 8: Evolution of the solution ρ(x, t) to the one dimensional nonlinear Fokker-Planck equation, with
m = 2 and V (x) = x2/2. We choose τ = 0.05, ∆x = 0.04, ∆t = 0.1, λ = 0.1641, σ = 1, δ = 10−5,
and δ3 = 10
−5. Left: evolution of density ρ(x, t) towards equilibrium ρ∞(x). Right: Rate of decay of
corresponding energy with respect to time.
Rate of convergence to nonlinear Fokker-Planck equation
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Figure 9: Analysis of rate of convergence for a solution of the nonlinear Fokker-Planck equation, as in
Figure 8. We choose ∆t = 0.1, ∆x = 0.04 and consider the error (4.5) for various choices of τ , contrasting
the traditional first-order JKO scheme with the new higher order JKO scheme.
time, observing exponential decay as the solution approaches equilibrium. In this way, our method
recovers analytic results on convergence to equilibrium of Carrillo, DiFrancesco, and Toscani [33,49].
In Figure 9, we analyze how the rate of convergence depends on the outer time step τ of the JKO
scheme, for sufficiently small inner time step ∆t = 0.1 and spacial discretization ∆x = 0.04. We
compute the error
eτ = ‖ρτ (x, t)− ρτ/2(x, t)‖`1 (4.5)
We observe slightly faster than first order convergence for the traditional JKO scheme (Eh =
Fh), and second order convergence for the new higher order scheme (Eh = Hh). We believe this
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improvement in the rate of convergence as compared to our previous example for the porous medium
equation, Figure 7, is due to the rapid convergence to the steady state ρ∞.
4.2.3 Aggregation equation
In this section, we consider a nonlocal partial differential equation of Wasserstein gradient flow-type,
known as the aggregation equation
∂tρ = ∇ · (ρ∇W ∗ ρ) , W : Rd → R . (4.6)
In recent years, there has been significant interest in interaction kernels W that are repulsive at
short length scales and attractive at longer distances, such as the kernel with logarithmic repulsion
and quadratic attraction
W (x) =
|x|2
2
− ln(|x|) . (4.7)
For this particular choice of W , there exists a unique equilibrium profile [36], given by
ρ∞(x) =
1
pi
√
(2− x2)+.
Evolution of solution to aggregation equation
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Figure 10: Evolution of the solution ρ(x, t) to the one dimensional aggregation equation, with W (x) =
x2/2− ln(|x|), x ∈ [−4, 4]. We choose τ = 0.05, ∆x = 0.04, ∆t = 0.05, λ = 0.01, σλ = 0.99/λmax(AAt) then
σ = 18.8, δ = 10−6, and δ3 = 10−6. Left: evolution of density ρ(x, t) towards equilibrium ρ∞(x). Right:
Rate of decay of corresponding energy with respect to time.
In Figure 10, we simulate the solution to the aggregation equation with Gaussian initial data
(4.1) with mean µ = 0 and variance θ = 1, analyzing convergence to equilibrium. On the left, we
plot the evolution of the density ρ(x, t) at varying times, observing convergence to the equilibrium
profile ρ∞(x). On the right, we compute the rate of the decay of the energy as a function of time,
observing exponential decay as obtained by Carrillo, Ferreira, and Precioso [36] with a slightly
slower numerical rate.
As the interaction potential W defined in equation (4.7) is not continuous, we make the following
modifications to our discretization of the JKO scheme. To avoid evaluation of W (x) at x = 0,
we set W (0) to equal the average value of W on the cell of width 2h centered at 0, i.e., W (0) =
33
1
2h
∫ h
−hW (x)dx, where we apply Gauss-Legendre quadrature rule with four grid points to evaluate
the integral. In addition to modifying the interaction kernel in this way, we also introduce an
artificial diffusion term of the form ∂x(ρ∂xρ) with  = 1.6× (∆x)2 to the right hand side of (4.6),
to avoid the possible overshoot at the boundary. (See also [27] for a similar treatment.)
4.3 Wasserstein gradient flows: two dimensions
In the following, we consider a few gradient flows in two dimensions. Here the constraint relaxation
parameters are always chosen as δ = δ3 = 10
−6.
4.3.1 Aggregation equation
We now continue our study of the aggregation equation (4.6) with repulsive-attractive interaction
potentials in two dimensions, with interaction kernels of the form
W (x) =
|x|a
a
− |x|
b
b
, a > b ≥ 0 , (4.8)
using the convention that |x|
0
0 = ln(|x|). It is well-known that the repulsion near the origin of the
potential determines the dimension of the support of the steady state measure, see [4, 31]. In the
following simulations, we take the initial data to be a gaussian (4.1) with mean µ = 0 and variance
θ = 0.25.
Aggregation equation, smooth interaction potential
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Figure 11: We compute the steady state of a solution to the two dimensional aggregation equation with
interaction potential W (x) = |x|4/4− |x|2/2, which is a Dirac ring of radius 0.5, centered at the origin. The
computational domain is [-1,1]×[-1,1]. We choose τ = 0.05, ∆x = ∆y = 0.04, ∆t = 0.1, λ = 20, σ = 0.0052,
and 1 = 2 = 10
−6. The steady state shown is the solution at time t = 10. Left: side view of equilibrium.
Center: bird’s eye view of equilibrium. Right: rate of decay of energy as solution approaches equilibrium.
In Figure 11, we simulate the evolution of solutions to the aggregation equation, with a = 4
and b = 2 in the interaction potential W , defined in equation (4.8). We observe that the solution
concentrates on a Dirac ring with radius 0.5 centered at the origin, recovering analytical results on
the existence of a stable Dirac ring equilibrium for these values of a and b [5, 13].
In Figure 12, we simulate the evolution of solutions to the aggregation equation, with a = 2
and b = 0. We observe that the solution converges to a characteristic function on the disk of
radius 1, centered at the origin, recovering analytic results on solutions of the aggregation equation
with Newtonian repulsion [14, 32, 62]. We follow the same strategy described in section 4.2.3 with
 = 1.6×(∆x2+∆y2) to overcome the singularity of the interaction potential at x = 0 and potential
overshooting.
34
Aggregation equation, singular interaction potential
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Figure 12: We compute steady state of a solution to the two dimensional aggregation equation with
interaction potential W (x) = |x|2/2 − ln(|x|), which is the characteristic function on a disk of radius 1,
centered at the origin. The computational domain is [-1.5,1.5]×[-1.5,1.5]. We choose τ = 0.05, ∆x = ∆y =
0.06, ∆t = 0.05, λ = 50, and σ = 0.0037. The steady state is plotted at time t=3. Left: side view of
equilibrium. Center: bird’s eye view of equilibrium. Right: rate of decay of energy as solution approaches
equilibrium.
4.3.2 Aggregation drift equation
Next, we compute solutions of aggregation-drift equations
∂tρ = ∇ · (ρ∇W ∗ ρ) +∇ · (ρ∇V ),
where W (x) = |x|2/2− ln(|x|) and V (x) = −αβ ln(|x|). As shown in several analytical and numerical
results [27,40,51], the steady state is a characteristic function on a torus or “milling profile”, with
inner and outer radius given by
Ri =
√
α
β
, Ro =
√
α
β
+ 1 .
Equilibrium of aggregation-drift equation
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Figure 13: We compute steady state of a solution to the two dimensional aggregation-drift equation
with interaction potential W (x) = |x|2/2 − ln(|x|) and drift potential V (x) = −(1/4) ln(|x|), which is the
characteristic function on a torus, centered at the origin. The computational domain is [-1.5,1.5]×[-1.5,1.5].
We choose τ = 0.1, ∆x = ∆y = 0.06, ∆t = 0.05, λ = 40, and σ = 0.0046. The steady state is the solution
at time t=4. Left: side view of equilibrium. Center: bird’s eye view of equilibrium. Right: rate of decay of
energy as solution approaches equilibrium.
In Figure 13, we simulate the long time behavior of a solution of the aggregation-drift equation
with α = 1 and β = 4 and Gaussian initial data (4.1), µ = 0, θ = 0.25, as well as the rate of
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the decay of the entropy as the solution converges to equilibrium. In Figure (14), we plot the
evolution of the density from a non-radially symmetric initial data, given by five Gaussians to the
same equilibrium profile. We follow the same strategy described in section 4.2.3 to overcome the
singularity of the interaction potential at x = 0 and potential overshooting ( = 2 × (∆x2 + ∆y2)
in Figure 13 and  = 2.6× (∆x2 + ∆y2) in Figure 14.)
Evolution of aggregation-drift equation
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Figure 14: Evolution of the solution ρ(x, y, t) to the two dimensional aggregation-drift equation, with
W (x) = x2/2 − ln(|x|) and V (x) = −(1/4) ln(|x|). The computational domain is [-1.5,1.5]×[-1.5,1.5]. We
choose τ = 0.2, ∆x = ∆y = 0.06, ∆t = 0.1, λ = 10, and σ = 0.0244. We observe convergence to the
characteristic function on a torus centered at the origin.
4.3.3 Aggregation diffusion equation
We close by simulating several examples of aggregation diffusion equations
∂tρ = ∇ · (ρ∇W ∗ ρ) + ν∆ρm, W : Rd → R, m ≥ 1. (4.9)
In recent years, there has been significant activity studying equations of this form, both analytically
and numerically. When the interaction kernel W is attractive, the competition between the nonlocal
aggregation ∇ · (ρ∇W ∗ ρ) and nonlinear diffusion ν∆ρm causes solutions to blow up in certain
regimes and exist globally in time in others, see for example [18, 19, 23, 24, 39] and the survey [30].
With fixed m, and in the presence of nonlocal interaction, the equation has a unique steady state
which is radially decreasing up to a translation [15,38].
In Figure 15, we simulate a solution of the aggregation diffusion equation with W (x) = −e−|x|2/pi,
ν = 0.1, and m = 3, and initial data given by a rescaled characteristic function on the square,
ρ0(x, y) =
1
4
χ[−3,3]×[−3,3](x, y) ,
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Evolution of aggregation-diffusion equation, smooth interaction kernel
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Figure 15: Evolution of solution ρ(x, y, t) to the two dimensional aggregation-diffusion equation, with
W (x) = −e−|x|2/pi, ν = 0.1, and m = 3 on the domain Ω = [−4, 4] × [−4, 4]. We choose τ = 0.5,
∆x = ∆y = 0.1, ∆t = 0.1, σ = 0.1144, and λ = 0.5. The total iteration number for 40 JKO time steps is
197852. We observe convergence to the a single bump centered at the origin.
Diffusion dominates both the short and long ranges, and the medium range aggregation leads to
the formation of four bumps, which ultimately approach a single bump equilibrium. (See also [27].)
Keller-Segel equation: blowup vs. global existence for m = 1, 2
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Figure 16: Plot of solution ρ(x, y, t) to the two dimensional Keller-Segel equation at t = 2. Left: When
m = 2, the solution approaches a bounded, continuous equilibrium profile. Here the computational domain
is [-5,5]×[-5,5]. Right: When m = 1, the solution blows up, becoming sharply peaked. The computational
domain here is [-2,2]×[-2,2]. For both we choose τ = 0.05, ∆x = ∆y = 0.067, ∆t = 0.1, λ = 0.5, σ = 0.042.
In Figure 16, we simulate solutions of the Keller-Segel equation, which is an aggregation-diffusion
equation (4.9) with a Newtonian interaction kernel, i.e. W (x) = 12pi ln(|x|) in two dimensions for
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ν = 1 and both m = 1 and m = 2, illustrating the role of the diffusion exponent in blowup or global
existence of solutions. We choose the initial data to be given by a rescaled gaussian, obtained by
multiplying equation (4.1) by a mass M = 9pi, with mean µ = 0 and variance θ = 0.5. On the left,
we take m = 2 and simulate the steady state of the Keller-Segel equation, which is a single bump.
On the right, we simulate the long-time behavior of solutions for m = 1, in which case we are in
the blow up regime. Indeed, at time t = 2, we observe the formation of a blowup profile, with the
solution becoming sharply peaked at the origin.
Metastability of solutions to Keller-Segel equation
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Figure 17: The evolution of ρ(x, y, t) for the Keller-Segel equation with U(x) = x2. Here ∆t = 0.1,
hx = hy = 0.167, τ = 0.05.
In Figure 17, we again simulate solutions of the Keller-Segel equation with m = 2, but in this
case we take the initial data to be given by three localized bumps (Gaussian rings, i.e., the radial
cut of the ring is a Gaussian with a center on the circle.) We observe a two-stage evolution in
which the each of the bumps converges to a localized quasi-stationary state, and then interact
and merge into one single bump in the long time limit. This is a manifestation of the typical
metastability phenomena, which is likely present in the majority of the diffusion dominated Keller-
Segel models [22,27,30].
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A Details of numerical implementation
In this section, we provide explicit formulas for the matrix A and the vectors u and b introduced in
section 2.3, which play a key role in the implementation of Algorithms 1, 2, and 3. For simplicity,
we consider the case of one space dimension, and the discretization takes the form (2.20). The
construction of A˜ and b˜ are very similar except a slightly different treatment of ρ at final time.
Define N = (Nx + 1)(Nt + 1). Let ⊗ denote the Kronecker tensor product, INx+1 the identity
matrix of size Nx + 1, and (~x)M the column vector in RM with all components equal to x. Then
we define
u =
[
(~ρ.,k)
Nt
k=0; (~m.,k)
Nt
k=0
] ∈ RN , ~ρ.,k = (ρj,k)Nxj=0, ~m.,k = (mj,k)Nxj=0
and the matrix A ∈ RM×2N takes the form
A =
[
Aρ Am
Amass 0
]
.
Here Aρ ∈ RN×N reads
Aρ = D
(1)
t ⊗ I(1)x + D(2)t ⊗ INx+1 := A(1)ρ +A(2)ρ ,
where D
(1)
t , D
(2)
t ∈ R(Nt+1)×(Nt+1), and I(1)x ∈ R(Nx+1)×(Nx+1) are
I(1)x =
0 INx−1
0
 , D(1)t =

0
−1 1
. . .
. . .
−1 1
0
 , D(2)t =
1 0
1
 .
Here D
(1)
t and D
(2)
t correspond to the temporal discretization and initial condition for ρ. Likewise,
Am ∈ RN×N = B(1)t ⊗ D(1)x + INt+1 ⊗ D(2)x := A(1)m + A(2)m ,
where D
(1)
x , D
(2)
x ∈ R(Nx+1), and B(1)t ∈ R(Nt+1)×(Nt+1):
D(1)x =
∆t
4∆x

0
−1 0 1
. . .
. . .
. . .
−1 0 1
0
 , D(2)x =
1 0
1
 , B(1)t =

0
1 1
. . .
. . .
1 1
0
 .
For mass conservation, let Sρ = (∆x)
t
Nx+1
, then Amass = INt+1 ⊗ Sρ. In sum, different Ai can be
written as
A1 =
[
A
(1)
ρ A
(1)
m
0 0
]
, A2 =
[
0 A
(2)
m
0 0
]
, A3 =
[
0 0
Amass 0
]
, A4(+A5) =
[
A
(2)
ρ 0
0 0
]
.
Accordingly, b ∈ RN+Nt+1 collects all the initial conditions for ρ and boundary conditions for m.
More specifically, it writes
b = [(~ρ.,0);~0(Nt−1)(Nx+1); (~ρ.,Nt+1);~0Nt+1] + [(m0,0;~0;mNx,0); · · · ; (m0,Nt ;~0;mNx,Nt);~0Nt+1]
+[~0N ;~1Nt+1]
:= b4 + (b5) + b2 + b3
and b1 = 0.
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