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Zusammenfassung
Die vorliegende Diplomarbeit handelt von der Existenztheorie von Lo¨sungen von ska-
laren gewo¨hnlichen Differentialgleichungen und bescha¨ftigt sich hierbei sowohl mit der
klassischen Theorie als auch mit alternativen Kriterien, um die Eindeutigkeit bzw.
Nichteindeutigkeit dieser Lo¨sungen zu garantieren.
Fu¨r den Abschnitt der Arbeit, in dem der klassische Ansatz aufbereitet wird, wird
[Aulbach] als Textquelle herangezogen. Auch ein Großteil der dort dargebotenen Bei-
spiele lehnt sich an die Darstellung in diesem Buch an. An einigen Stellen wird auf
analytische Grundlagen in [Heuser] verwiesen.
Daraufhin werden die alternativen Theorien und dazugeho¨rige Aspekte aus den Bu¨chern
[Agarwal/Lakshmikantham] und [Agarwal/O’Regan] wiedergegeben, wobei vereinzelt
auch auf das Buch [Lakshmikantham/Leela] verwiesen wird.
Die Diplomarbeit gliedert sich nach der Einleitung in zwei Teile auf, einem ersten Teil,
der auf die klassische Existenz- und Eindeutigkeitstheorie abzielt, und einem zweiten
Teil, in dem alternative Eindeutigskeits- und auch Nichteindeutigkeitstheorien vorge-
stellt werden.
Im ersten Abschnitt wird zuerst der Lo¨sungsbegriff genau definiert und die Verbindung
zur Themenstellung anhand von einfachen Beispielen, die gelegentlich von Grafiken un-
terstu¨tzt werden, hergestellt. Nach Vorgabe von sta¨rkeren Stetigkeitsbedingungen und
Definition der Picard-Iteration na¨hert man sich dem klassischen Eindeutigkeitssatz, der
ein erstes Fundament zur Betrachtung der Problembereiche bilden soll.
Im zweiten Abschnitt werden alternative Sa¨tze zur Feststellung der Eindeutigkeit oder
Nichteindeutigkeit vorgebracht, die in der Mehrheit mit der ”normalen” Stetigkeit aus-
kommen, dafu¨r aber andere spezielle Voraussetzungen, z.B. hinsichtlich Monotonie oder
Integralabscha¨tzungen, verwenden. Darauf aufbauend wird die Anwendbarkeit der al-
ternativen Theorie untersucht, wobei vor allem die Beispiele aus dem ersten Abschnitt
beru¨cksichtigt werden. Das Feld der pra¨sentierten Eindeutigskeitstheoreme wird mit
den allgemeinen Theoremen von Perron und Kamke abgerundet. Als Kontrast zu den
Sa¨tzen davor gehen wir abschließend auf das Nichteindeutigkeitskriterium von Laksh-
mikantham ein.
Als Vorkenntnisse sind zuallererst Grundlagen aus der Analysis, sowie die Anfa¨nge der
gewo¨hnlichen Differentialgleichungen und eine erste Auseinandersetzung mit entspre-
chenden Lo¨sungsverfahren erforderlich.
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Abstract
This diploma thesis deals with the existence theory of solutions of ordinary scalar dif-
ferential equations and presents the classical theory as well as alternative approaches
in order to guarantee the uniqueness and the nonuniqueness, respectively, of these so-
lutions.
In the part of the thesis which considers the classical theory we follow the book
[Aulbach]. Furthermore the majority of the stated examples in this part is closely
related to the presentation in the book. As for some points where basics from analysis
are needed, we refer to [Heuser].
Later the alternative theory and closely related aspects are being introduced, following
the books [Agarwal/Lakshmikantham] and [Agarwal/O’Regan], with at times addi-
tional reference to the book [Lakshmikantham/Leela].
After the introduction the diploma thesis is divided into two mayor parts: The first
part, which concentrates on the classical existence and uniqueness theory, and the sec-
ond part, where alternative uniqueness and nonuniqueness theories are described.
In the first chapter the term solution will be defined rigorously and simple examples,
which are sometimes accompanied by figures, will establish a link to the issue. Follow-
ing stronger rules of continuity and the definition of the Picard-Iteration we intend to
approach the conventional existence theorem, which should provide a first basis for the
investigation of such problems.
In the second chapter we focus on alternative theorems that determine uniqueness or
nonuniqueness, which on the one hand base on the ”standard” continuity, but on the
other need special preconditions, e.g., regarding monotonicity or the use of integral
estimates. In continuation the applicability of the alternative theory will be explored,
especially taking into account the examples presented in the first chapter. The field of
the covered uniqueness criteria will be concluded with the general theorems of Perron
and Kamke. Finally, in contrast to the previous theorems the nonuniqueness criterion
of Lakshmikantham is described and proved.
As for preliminary knowledge basics of analysis come first, as well as the beginning
chapters of ordinary differential equations and a first confrontation with respective
solution methods are required.
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Einleitung
Im Rahmen dieser Arbeit widmen wir uns dem Thema der Existenztheorie von Lo¨sun-
gen von skalaren gewo¨hnlichen Differentialgleichungen mit dem Schwerpunkt auf hin-
reichende Bedingungen fu¨r Eindeutigkeit und Nichteindeutigkeit dieser Lo¨sungen. Auf-
grund der Themenstellung, die schon mitten in das Gebiet der gewo¨hnlichen Differen-
tialgleichungen abzielt, sind bestimmte Vorkenntnisse vonseiten der Leserin bzw. des
Lesers zum korrekten Versta¨ndnis der in der Arbeit besprochenen Theoreme, Lemmata
und Beweise erforderlich. Dazu za¨hlen Grundkenntnisse aus der Analysis, die Beson-
derheiten von expliziten und impliziten Differentialgleichungen und das Anwenden von
fundamentalen Lo¨sungverfahren, wie z.B. der Trennung der Variablen.
Als Motivation werden anfangs elementare Beispiele von Differentialgleichungen pra¨sen-
tiert, die sich zwar zum Großteil mithilfe von grundlegenden Verfahren lo¨sen lassen,
jedoch verbleibt in der Praxis, bei Neulingen wie auch bei Fortgeschrittenen, die Frage
der Eindeutigkeit der Lo¨sung nach dem erfolgten Lo¨sungsprozess oftmals im Hinter-
grund bzw. wird sie nur unzureichend beantwortet.
Zentral im Hinblick auf das Auffinden und Beschreiben von Lo¨sungen wird der Be-
griff des Anfangswertproblems sein. Ein Begriff, der es ermo¨glicht, Lo¨sungsfunktionen
innerhalb gewisser Intervalle, abha¨ngig von der vorliegenden Anfangsbedingung, zu be-
trachten. Verbunden mit der grafischen Darstellung der Lo¨sungsschar, die einen intui-
tiven Zugang zu der Problematik, wann es mo¨glich oder unmo¨glich ist, eine eindeutige
Lo¨sung zu finden, bietet, soll ein von mo¨glichst vielen Gesichtspunkten begleiteter Ein-
stieg ins Themengebiet geschaffen werden.
Somit kann auch zu einem fru¨hen Zeitpunkt ein Kernbeispiel, die DGL y′ = 3
√
y2, bei
dem das Auffinden einer eindeutigen Lo¨sung erstmals zum Problemfall wird, disku-
tiert werden. Im ersten Teilstu¨ck dieser Diplomarbeit wird ferner versucht, dem Leser
den klassischen - gewissermaßen popula¨ren - Satz von Picard-Lindelo¨f na¨her zu brin-
gen. Dieser Satz greift u.a. zuru¨ck auf die von der Analysis vererbte Definition der
Lipschitz-Stetigkeit und die Picard-Iteration, Begriffsgebilde, die im Vorfeld des Satzes
eingefu¨hrt und gekla¨rt werden. Als ein Teil des Hauptziels des ersten Kapitels wird
außerdem auch der Beweis des Satzes in ausfu¨hrlicher, fu¨r Studierende versta¨ndlicher
Weise vorgefu¨hrt. Um diesen Abschnitt abzurunden, wird ein nichttriviales Anfangs-
wertsproblem, das die Bedingungen von Picard-Lindelo¨f ga¨nzlich erfu¨llt, gelo¨st. Auf
diese Art kann nach Betrachtung des oben erwa¨hnten Wurzelbeispiels ein tieferer Ein-
blick in den Satz und in das Zusammenspiel der gu¨nstigen Vorbedingungen erlangt
werden.
Im zweiten Teilstu¨ck wird bei den Grenzen von Picard-Lindelo¨f angesetzt und ver-
sucht, alternative Theorien und Betrachtungsweisen zur Eindeutigkeit der Lo¨sungen
von skalaren Differenzialgleichungen vorzubringen, ohne die Problemzonen des ersten
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Kapitels außer Acht zu lassen. Damit soll der Intention des Werkes nachgekommen wer-
den - abseits der ”gewohnten”Gefilde von Picard-Lindelo¨f - theoretische Fundierung der
Eindeutigskeitsa¨tze mit praktischer Umsetzung in konkreten Fa¨lle von Anfangswert-
problemen so weit als mo¨glich zu verknu¨pfen. Eine Gemeinsamkeit der pra¨sentierten
Theoreme liegt darin, dass die Voraussetzung der Lipschitz-Stetigkeit fu¨r die rechte Sei-
te der Differentialgleichung wegfa¨llt. Zuna¨chst werden die Eindeutigkeitskriterien von
Peano, das spezielle Monotoniebedingungen vorschreibt, und von Osgood, das sich der
Abscha¨tzung u¨ber eine zusa¨tzliche Funktion w bedient, vorgestellt. Kurz danach wird
sich herausstellen, dass bereits diese Theoreme einen neuen, interessanten Blickwinkel
auf die Probleme des ersten Kapitels bieten. Daraufhin fu¨hrt der Weg weiter u¨ber die
Theoreme von Nagumo und Lipschitz bis zu den sehr allgemein gefassten Kriterien von
Perron und Kamke.
Ruft man sich den Anfangssatz der Einleitung in Erinnerung, so fa¨llt auf, dass explizit
von der Nichteindeutigkeit von Lo¨sungen geschrieben wird. Als Abschluss der Arbeit
wird eine Form der Nichteindeutigkeit durch die Bedingungen von Lakshmikantham
charakterisiert.
Im Zuge der Betrachtung dieser Theorien werden die einzelnen Kriterien von Peano
bis Lakshmikantham je nach Grad und Umfang der beinhalteten Bedingungen in ver-
schiedene Unterkapitel aufgeteilt.
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1 Grundlegende Theorie skalarer
gewo¨hnlicher Differentialgleichungen
und stetig differenzierbarer Lo¨sungen
Fu¨r die in dem nachfolgenden Kapitel bereitgestellte Einfu¨hrung zu den verwendeten
Begriffen aus den Grundlagen der gewo¨hnlichen Differentialgleichungen haben wir uns
an dem Buch [Aulbach] orientiert.
1.1 Anfangswertprobleme
Wenn man sich mit den Fundamenten der Theorie der gewo¨hnlichen Differentialglei-
chungen - kurz DGL - bescha¨ftigt und in einer ersten Auseinandersetzung explizite
und implizite DGL, Charakteristika linearer und autonomer DGL, und Lo¨sungsverfah-
ren, wie z.B. Trennung der Vera¨nderlichen, studiert hat, wird man sich bald die Frage
stellen: Besitzt die skalare Differentialgleichung y′(x) = f(x, y(x)) unter der Annahme,
dass die rechte Seite f beliebig stetig vorgegeben wird, immer Lo¨sungen?
In diesem Kapitel wollen wir diese Ausgangssituation noch etwas verscha¨rfen, in dem
wir einen beliebigen Punkt aus dem Definitionsbereich G ⊆ R2 von f vorgeben und
dann fragen, ob er von dem Graph einer Lo¨sung durchlaufen wird. Die zu diesem Zeit-
punkt erstaunlich scheinende Antwort wollen wir dem Leser nicht vorenthalten: Eine
sehr allgemeine, hinreichende Bedingung fu¨r die Existenz einer Lo¨sungskurve einer Dif-
ferentialgleichung durch einen beliebigen Punkt (x0, y0) zu einer gegebenen (skalaren)
Funktion f : G→ R , ist die Stetigkeit der Funktion f.
Um die Eindeutigkeit einer Lo¨sungskurve der DGL nachzuweisen, braucht man sta¨rke-
re Bedingungen, hinreichend ist jedenfalls stetige Differenzierbarkeit - es genu¨gt aber
sogar die Lipschitz-Stetigkeit von f. Zuna¨chst kommen wir aber zuru¨ck zur Suche von
Lo¨sungen und legen das Augenmerk auf die so genannten Anfangswertprobleme, bei
denen Lo¨sungen an einer einzigen x-Stelle, die dort gewisse Voraussetzungen erfu¨llen,
gesucht werden. Genauer gesagt betrachten wir eine DGL y′(x) = f(x, y(x)) und fu¨gen
noch eine Anfangsbedingung y(x0) = y0 hinzu.
Unter einer Lo¨sung dieses Anfangswertproblems verstehen wir dann eine differenzier-
bare Funktion λ : I → R mit einem x0 enthaltenden Lo¨sungsintervall I (in R), die
folgenden Bedingungen Rechnung tra¨gt:
a) Der Graph Γ von λ ist in G enthalten, i.e.
Γ(λ) = {(x, y) ∈ R2 : x ∈ I, y = λ(x)} ⊆ G
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b) Fu¨r alle x in I muss λ′(x) = f(x, λ(x)) zutreffen.
c) Zusa¨tzlich dazu soll y(x0) = y0 gelten. Dabei bezeichnen wir y0 als Anfangswert
bei x0.
Die Bedeutung von Anfangswertproblemen wollen wir anhand der folgenden Beispiele
illustrieren und hiermit auf die Problematik der Existenz von Lo¨sungen hinweisen:
Beispiel 1.1:
Betrachtet man die DGL
y′(x) = [y(x)]2 x gemeinsam mit der Anfangsbedingung y(0) = 2 , (1.1)
so kann man aus der z.B. durch Trennung der Variablen ermittelteten Lo¨sungsschar
der DGL λα(x) =
2α
2−αx2 mithilfe der Bedingung λα(0) = 2 den Parameterwert α = 2
berechnen.
Es la¨sst sich nun relativ schnell nachweisen, dass die Funktion
λ2(x) =
4
2− 2x2 =
4
2(1− x2) =
2
1− x2
tatsa¨chlich eine Lo¨sung des gestellten Anfangswertproblems ist, und zwar mit dem
Lo¨sungsintervall (-1,1) [-1 und 1 fungieren hier als Grenzen, da beide Nullstellen des
Nennerpolynoms sind].
Andererseits ist zu beachten, dass λ2 auch außerhalb des Intervalls (-1, 1), na¨mlich in
den Intervallen (−∞,−1) und (1,∞) eine Lo¨sung der Differentialgleichung liefert, dort
lo¨st λ2 aber nicht das Anfangswertproblem, weil die beiden Intervalle die Anfangsstel-
le 2 nicht enthalten. Eine Grafik der Lo¨sung, die die besprochenen Besonderheiten -
farblich gekennzeichnet - widerspiegelt, kann man in Abbildung 1.1 weiter unten be-
trachten.
Beispiel 1.2:
Zu dem Anfangswertproblem
y′(x) = sgn x, y(0) = 0 (1.2)
kann man keine Lo¨sung mit 0 innerhalb des Lo¨sungsintervalls auffinden. Einerseits wa¨re
die Ableitung der angenommenen Lo¨sung fu¨r x < 0 gleich -1, andererseits wa¨re sie fu¨r
x > 0 gleich 1. Eine solche Funktion kann bei 0 wegen der Zwischenwerteigenschaft fu¨r
Ableitungen (vgl. [Heuser], Satz 49.10, Seite 285) nicht differenzierbar sein, Lo¨sungen
sollten aber per definitionem differenzierbar sein. Daher existiert in diesem Fall keine
Lo¨sung zum angegebenen Anfangswertproblem.
Anschließend an das vorhergehende Beispiel zur Nichtexistenz von Lo¨sungen widmen
wir jetzt unsere Aufmerksamkeit der Mo¨glichkeit einer bzw. mehrerer Lo¨sungen. Um
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Abbildung 1.1: Die Lo¨sung λ2(x) des Anfangswertproblems y
′ = y2 x mit Anfangsbe-
dingung y(0) = 2 dargestellt in einem Plot.
diese Fa¨lle zu untersuchen, wollen wir zuna¨chst konkretisieren, was es bedeutet, wenn es
lediglich eine Lo¨sung zu einem gestellten Anfangswertproblem gibt. Hierfu¨r betrachten
wir abermals das allgemeine Anfangswertproblem fu¨r Gleichungen 1.Ordnung:
y′(x) = f(x, y(x)), y(x0) = y0 (1.3)
und geben ein Intervall I mit x0 ∈ I vor. Dann besitzt das Anfangswertproblem ei-
ne eindeutig bestimmte oder genau eine (globale) Lo¨sung auf I, wenn folgen-
des gilt: Stellen λ1, λ2 : I → R zwei Lo¨sungen des Anfangswertproblems dar, so gilt
λ1(x) = λ2(x) fu¨r alle x ∈ I, d.h. aus dem U¨bereinstimmen der beiden Lo¨sungen λ1
und λ2 der DGL bei x = x0 folgt die U¨bereinstimmung auf dem ganzen Intervall I.
Daru¨ber hinaus hat das Anfangswertproblem genau eine lokale Lo¨sung oder ist lokal
eindeutig lo¨sbar, wenn es ein Intervall mit x0 im Inneren gibt, auf dem das Anfangs-
wertproblem - kurz AWP - genau eine Lo¨sung besitzt.
Wie wir aber schon im obigen Beispiel gesehen haben, kann es auch passieren, dass
man u¨berhaupt keine lokale Lo¨sung findet. Andererseits treten aber auch Situationen
ein, bei denen lokal stets mehrere Lo¨sungen, anstatt einer einzigen, existieren. Ein auf
dieses Problem hinauslaufendes Beispiel, das fundamental fu¨r unsere weiteren Unter-
suchungen sein wird, wollen wir bald vorstellen. Zuvor liefern wir noch eine essentielle
Definition:
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Definition 1.1 (Lipschitz-Stetigkeit):
Als zu Grunde liegenden Definitionsbereich betrachten wir eine Teilmenge G ⊆ R2.
Eine Funktion f : G→ R, (x, y) 7→ f(x, y) heißt (lokal) Lipschitz-stetig
bzgl. y, falls es zu jedem Punkt (x0, y0) aus G eine Umgebung U von (x0, y0) gibt und
eine Konstante L ≥ 0 gibt mit der Eigenschaft
|f(x, y1)− f(x, y2)| ≤ L · |y1 − y2| (1.4)
fu¨r alle (x, y1), (x, y2) ∈ U ∩G.
Nach Vorgabe dieser Definition ko¨nnen wir uns auf das zuvor angeku¨ndigte Beispiel
konzentrieren:
Beispiel 1.3:
Wir betrachten das Anfangswertproblem
y′(x) = 3
√
y2, y(0) = 0 (1.5)
Hier ist f(x, y) = 3
√
y2, x0 = y0 = 0, G = [−a, a]×[−b, b], und wir werden die folgenden
zwei Eigenschaften zeigen:
a) f ist nicht Lipschitz-stetig bzgl. y,
b) das AWP hat unendlich viele Lo¨sungen.
a.) Zuna¨chst kommen wir zur Bedingung der Lipschitz-Stetigkeit:
Genauer gesagt beabsichtigen wir zu zeigen, dass die Funktion f : (x, y) 7→ 3√y2 nicht
Lipschitz-stetig bzgl. y an den Punkten (x, 0) ist. Hierbei fu¨hren wir den Beweis indi-
rekt, d.h. wir nehmen an, die Funktion f : (x, y) 7→ 3√y2 erfu¨lle die Lipschitz-Bedingung
fu¨r Punkte (x, 0), (x, y1), mit y1 6= 0:
|f(x, y1)− f(x, 0)| ≤ L · |y1 − 0| = L · |y1|
Nach Einsetzen der Funktionswerte an den Stellen (x, y1) und (x, 0) erhalten wir
|y
2
3
1 | = |y1|
2
3 = | 3
√
y21| = |f(x, y1)− f(x, 0)| ≤ L · |y1|
Nach Division durch |y1| 23 , lautet die Ungleichung wie folgt
1 ≤ L · |y1| 13
Aus der Definition der Lipschitz-Stetigkeit wu¨rden wir nun folgern, dass diese Unglei-
chung insbesondere fu¨r alle (x, y1), (x, 0) in der Teilmenge G = [−a, a]× [−b, b] gelten
muss. Lassen wir demnach y1 → 0 gehen, so folgt
1 ≤ L · 3
√
|y1| → 0
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d.h. wir erhalten einen Widerspruch! Somit ist die Abscha¨tzung fu¨r y1 beliebig nahe
an 0 nicht gegeben, und die Funktion f : (x, y) 7→ 3√y2 ist nicht Lipschitz-stetig bzgl.
y an den Punkten (x, 0). 
Ebenso ist u¨brigens auch die Funktion g = -f , d.h. in unserem Fall g : (x, y) 7→ − 3√y2,
nicht Lipschitz-stetig bzgl. y an den Punkten (x, 0) (klar, weil f Lipschitz-stetig ⇐⇒
-f Lipschitz-stetig gilt).
b.) Zu dem in (1.5) gestellten AWP sind die Lo¨sungen auch nur lokal nicht eindeu-
tig, denn es besitzt auf jedem 0 enthaltenden Intervall unendlich viele Lo¨sungen: So ist
fu¨r beliebige α, β mit −∞ < α < 0 < β <∞ die Funktion
ϕα,β(x) :=

1
27
· (x− α)3, fu¨r x ≤ α
0 , fu¨r α < x < β
1
27
· (x− β)3, fu¨r x ≥ β
(1.6)
eine Lo¨sung des Anfangswertproblems auf ganz R. Um die Lo¨sungseigenschaft zu veri-
fizieren, betrachtet man die Funktion ϕα,β als erstes auf den drei Intervallen. Weiters
erlangt man durch Untersuchung der Differenzenquotienten direkt die Erkenntnis, dass
ϕα,β auch an den Stellen x = α und x = β differenzierbar ist und dort die Ableitung
Null besitzt. Somit kann man tatsa¨chlich veranlassen, dass die Teillo¨sungen zu einer
globalen Lo¨sung ϕα,β mit wa¨hlbaren Parametern α und β zusammengefu¨gt werden.
Betrachtet man die in (1.6) dargestellten Lo¨sungsfa¨lle genauer, so erkennt man, dass
es unendlich viele Mo¨glichkeiten fu¨r α < 0 < β gibt, um verschiedene Lo¨sungen mit
demselben Anfangswert bei x = 0 zu erzeugen. Dabei ist es per definitionem essentiell,
dass 0 in diesem Lo¨sungsintervall liegt.
Auf der anderen Seite ergibt auch der Grenzfall α → −∞ und β → ∞ eine Lo¨sung,
na¨mlich die Funktion ϕ(x) = 0 auf ganz R.
Nichtsdestotrotz werden wir spa¨ter fu¨r dieses Beispiel, bei dem eine eindeutige Lo¨sung
noch aussichtlos erscheint, aufgrund gu¨nstiger Funktionseigenschaften zumindest eine
Teilerfolg verbuchen ko¨nnen.
Nach der Vorstellung einiger Problemstellungen in diesem Abschnitt u¨ber Anfangswert-
probleme wollen wir jetzt einen Schritt weiter in Richtung hinreichende Bedingungen
fu¨r eindeutige Lo¨sbarkeit von Anfangswertproblemen gehen und ein Verfahren pra¨sen-
tieren, das uns im nachfolgenden Satz von Picard-Lindelo¨f a¨ußerst hilfreich sein wird.
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Abbildung 1.2: Lo¨sungsschar der DGL y′ = 3
√
y2 mit Parameter α und β
1.2 Picard-Iteration
Grundsa¨tzlich folgt die Picard-Iteration der Idee, die gesuchte Lo¨sung eines AWP als
Grenzfunktion einer approximierenden Funktionenfolge zu bestimmen. Bei diesem Ver-
fahren spielt natu¨rlich Analysis, insbesondere gleichma¨ßige Konvergenz eine Rolle.
In den folgenden Zeilen wollen wir die Grundschritte zur Lo¨sungsfindung mittels Picard-
Iteration anhand des gestellten Anfangswertproblems
y′ = f(x, y), y(x0) = y0
durchgehen. Der Grundgedanke dabei ist, eine Lo¨sung der Gleichung mit Hilfe der
Methode der sukzessiven Approximation zu erhalten, wie im folgenden elementaren
Beispiel angedeutet: Gegeben sei eine algebraische Gleichung
a =
a
2
+
1
a
Zuerst definiert man die Folge
ak+1 =
ak
2
+
1
ak
, k ∈ N0
rekursiv, aufbauend auf einem Startwert a0, fu¨r den 1 ≤ a0 ≤ 2 gilt. Nun kann man
fu¨r diese Voraussetzung leicht zeigen, dass fu¨r die Folge ak die Eigenschaften
a) 1 ≤ ak ≤ 2
b) ak+1 − ak ≥ 0
fu¨r alle k aus N0 zutreffen, und ak somit eine monotone und beschra¨nkte Folge dar-
stellt. Nach Betrachtung des Konvergenzverhaltens von ak fu¨r k →∞, erha¨lt man den
Grenzwert
lim
k→∞
ak =
√
2,
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der gleichzeitig die Lo¨sung der Ausgangsgleichung darstellt.
Im na¨chsten Abschnitt ko¨nnen wir die beschriebene Methode der sukzessiven
Approximation aufgrund des nachfolgenden Satzes, der sich an der Darstellung im
Buch [Aulbach] auf Seite 34ff. anlehnt, spa¨ter direkt auf unser Anfangswertproblem
anwenden:
1.2.1 Umformung einer DGL in eine Integralgleichung
Satz 1.2 (Gleichwertigkeit der Darstellung als DGL und Integralgleichung):
Sei f: R2 ⊇ G → R stetig, wobei G eine offene Teilmenge von R × R ist, (x0, y0) ∈ G
und die Abbildung ϕ : R ⊇ I → R sei stetig, wobei I ein Intervall darstellt, x0 ∈ I, und
es gelte Γ(ϕ) ⊆ G ( Γ bezeichnet den Graphen). Dann sind folgende zwei Aussagen
a¨quivalent:
a) ϕ ist Lo¨sung der DGL y′ = f(x, y) mit Anfangsbedingung ϕ(x0) = y0
b) ϕ erfu¨llt folgende Integralgleichung fu¨r alle x aus I:
ϕ(x) = y0 +
∫ x
x0
f(τ, ϕ(τ)) dτ
Um diesen Satz, also insbesondere die Aussage ’”Darstellung als DGL mit Anfangsbe-
dingung⇔ Darstellung als Integralgleichung“ zu zeigen, beweisen wir zwei Implikatio-
nen separat :
(a⇒ b):
Sei ϕ : I → R eine Lo¨sung des Anfangswertproblems
y′ = f(x, y), y(x0) = y0
Zuerst formen wir mittels Integration das gestellte AWP folgendermaßen um:
ϕ(x)− y0 = ϕ(x)− ϕ(x0) =
Hauptsatz
∫ x
x0
ϕ′(τ) dτ =
∫ x
x0
f(τ, ϕ(τ)) dτ (1.7)
Schließlich erhalten wir fu¨r alle x aus dem Intervall I:
ϕ(x) = y0 +
∫ x
x0
f(τ, ϕ(τ)) dτ (1.8)
(b⇒ a):
Andererseits: Sei ϕ : I → R stetig und erfu¨lle (1.8), dann ist weiters τ → f(τ, ϕ(τ))
stetig auf I → R.
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Nach Anwendung des Hauptsatzes der Differential- und Integralrechung ist
x→ ∫ x
x0
f(τ, ϕ(τ) dτ stetig differenzierbar und
d
dx
(∫ x
x0
f(τ, ϕ(τ) dτ
)
= f(x, ϕ(x)) (1.9)
daher gilt:
ϕ′(x) = 0 +
d
dx
(∫ x
x0
f(τ, ϕ(τ) dτ
)
= f(x, ϕ(x))
ϕ(x0) = y0 +
∫ x0
x0
f(τ, ϕ(τ)) dτ = y0 + 0 = y0  (1.10)
Als Idee zur Lo¨sung unserer Differentialgleichung fließt jetzt die oben beschriebene
Umformungsmethode gemeinsam mit der sukzessiven Approximation ein. Wir gehen
von der unserem AWP entsprechenden Integralgleichung
ϕ(x) = y0 +
∫ x
x0
f(τ, ϕ(τ)) dτ
aus. Anschließend wa¨hlen wir als Startfunktion und quasi ”0. Approximation“ die kon-
stante Funktion
ϕ0(x) := y0 ∀x ∈ I
Im ersten Schritt wird versucht, eine verbesserte Approximation mittels Addition des
Integralausdrucks zu erreichen:
ϕ1(x) = y0 +
∫ x
x0
f(τ, ϕ0(τ)) dτ = y0 +
∫ x
x0
f(τ, y0) dτ
Beim na¨chsten Schritt setzen wir
ϕ2(x) = y0 +
∫ x
x0
f(τ, ϕ1(τ)) dτ
Dem obigen Prinzip folgend und in dem Wissen, dass ϕk : I → R stetig (k ∈ N0) ist,
definieren wir die so genannten ”Picard-Iterierten“
ϕk+1(x) := y0 +
∫ x
x0
f(τ, ϕk(τ)) dτ , k ∈ N0 (1.11)
fu¨r alle x aus I mit der Startfunktion
ϕ0(x) := y0
An diesem Punkt angelangt stellt sich die Frage: Inwiefern nu¨tzt uns diese Definition
in Hinblick auf die Lo¨sungsfindung der DGL?
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Wenn wir fu¨r die Funktionenfolge (ϕk)k∈N gleichma¨ßige Konvergenz gegen ϕ garantie-
ren ko¨nnen, und in (1.11) k → ∞ gehen lassen, dann erhalten wir die gewu¨nschten
Beziehung:
ϕ(x) = y0 +
∫ x
x0
f(τ, ϕ(τ)) dτ, (1.12)
i.e. ϕ lo¨st die Integralgleichung (1.11) - und stellt damit auch die Lo¨sung des Anfangs-
wertproblems (1.3) dar. Nach der allgemeinen Darstellung dieser Approximationsme-
thode, des so genannten Verfahrens der Picard-Iteration, ko¨nnen wir es an einem sehr
einfachen konkreten Beispiel veranschaulichen.
Beispiel 1.4 (Illustration der Picard-Iteration in einem Beispiel mit explizi-
ter Lo¨sung):
Beim Anfangswertproblem
y′ = y , y(0) = c (1.13)
gilt fu¨r alle k ∈ N wegen der Picard-Iteration:
ϕk+1(x) = c+
∫ x
x0
f(τ, ϕk(τ))︸ ︷︷ ︸
ϕk(τ)
dτ
In der na¨chsten Etappe fu¨hren wie die Approximation durch:
”0.Approximation“ - Startfunktion:
ϕ0(x) := y0 = c ∀x ∈ I
”1.Approximation“:
ϕ1(x) = c+
∫ x
x0
f(τ, ϕ0(τ))︸ ︷︷ ︸
ϕ0(τ)
dτ = c+
∫ x
x0
c dτ = c+ c · x = c · (1 + x)
”2.Approximation“:
ϕ2(x) = c+
∫ x
x0
f(τ, ϕ1(τ))︸ ︷︷ ︸
ϕ1(τ)
dτ = c+
∫ x
x0
(c+(c ·τ)) dτ = c+c ·x+c · x
2
2
= c ·(1+x+ x
2
2
)
Beobachtet man die Entwicklung der rechten Seiten der Approximationen, wird man
feststellen, dass der Grad des Polynoms sich von Schritt zu Schritt um eins erho¨ht, so
auch bei der k-ten Approximation:
ϕk(x) = c · (1 + x+ x
2
2
+ · · ·+ x
k
k!
) = c ·
k∑
i=0
xi
i!
∀k ∈ N
Lassen wir danach k →∞ gehen, erhalten wir:
ϕ(x) = c ·
∞∑
i=0
xi
i!
= c · ex
was die korrekte Lo¨sung des AWPs darstellt.
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1.3 Existenz und Eindeutigkeit von Lo¨sungen von
gewo¨hnlichen DGL
In diesem Teil werden wir uns mit Bedingungen bescha¨ftigen, die uns unter einigen
Voraussetzungen Existenz und Eindeutigkeit der Lo¨sungen von AWP sichern ko¨nnen.
In dem bekannten Satz von Picard-Lindelo¨f, den wir im Anschluss genauer behandeln,
werden mehrere bereits vorgestellte Definitionen und Sa¨tze (u.a. Lipschitz-Stetigkeit,
Picard-Iteration) als Bausteine verwendet. Dieser im Anschluss pra¨sentierte Satz stellt
eine Garantie fu¨r die zielfu¨hrende Untersuchung von AWP aus und ist seit jeher sehr
bedeutsam. Als Literaturquelle wird auf das Buch von [Aulbach], Seite 59, verwiesen.
1.3.1 Der Satz von Picard-Lindelo¨f
Im Detail geht es in diesem Satz darum, die Vorbedingungen so miteinander zu ver-
knu¨pfen, dass wir am Ende neben der Existenz einer Lo¨sung eines AWPs auch die
Eindeutigkeit der Lo¨sung garantieren ko¨nnen. Als Startpunkt wa¨hlen wir, wie schon
gewohnt, ein AWP der Form
y′ = f(x, y) , y(x0) = y0 , (1.14)
bei dem die Funktion f auf einem Rechteck der Form S¯ = [x0 +a, x0−a]× [y0 +b, y0−b]
stetig ist. Wie wir aufgrund unseres Wurzelbeispiels in Erfahrung gebracht haben, im-
pliziert diese Voraussetzung zwar die Existenz einer lokalen Lo¨sungen des Anfangswert-
problems, jedoch nicht deren Eindeutigkeit. Als entscheidende Maßnahme, um doch
auch die Eindeutigkeit der Lo¨sung zu erzielen, versta¨rken wir die Stetigkeit von f und
verlangen im Sinne der Definition anfangs in diesem Kapitel, dass f Lipschitz-stetig
bzgl. y sein soll. Nach dieser kurzen Beschreibung der Satzstruktur und Schilderung
der Ausgangslage, folgt nun der Satz:
Satz 1.3 (Picard-Lindelo¨f):
Gegeben sei ein Anfangswertproblem der Form
y′ = f(x, y), y(x0) = y0,
bei dem die Funktion f, die auf der offenen Menge G ⊆ R2 definiert ist, auch reellwertig
ist, und (x0, y0) in G liegt. Ferner sei f Lipschitz-stetig bzgl. y, d.h. fu¨r jeden Punkt
aus G gibt es eine Umgebung U und eine Konstante L > 0 mit der Eigenschaft
|f(x, y1)− f(x, y2)| ≤ L · |y1 − y2|
fu¨r alle (x, y1), (x, y2) aus U ∩G. Dann besitzt das obige Anfangswertproblem genau
eine Lo¨sung auf einem Intervall [x0 − β, x0 + β] mit geeignetem β > 0.
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Beweis von Satz 1.3:
Dieser Beweis wird in mehreren Schritten durchgefu¨hrt.
Zur Vorbereitung: Wir reduzieren den Definitionsbereich auf ein Rechteck S¯ = [x0−
a, x0 + a]× [y0 − b, y0 + b] statt G wie folgt:
Da die Lipschitz-Stetigkeit zu unseren Voraussetzungen za¨hlt, gibt es eine Umgebung
U des Anfangswertpaares (x0, y0), sodass die Abscha¨tzung
|f(x, y1)− f(x, y2)| ≤ L · |y1 − y2|
fu¨r ein L > 0 und alle (x, y1), (x, y2) in U ∩ G gilt. Da die Menge G offen ist, ko¨nnen wir
o.B.d.A schließen, dass U eine echte Teilmenge von G darstellt. Als Na¨chstes wa¨hlen
wir a, b > 0 so klein, dass S¯ := [x0 − a, x0 + a] × [y0 − b, y0 + b] ⊆ U . Dadurch gilt
auf S¯ die Lipschitz-Bedingung mit der Lipschitz-Konstante L ≥ 0. Aus diesem Grund
genu¨gt es, die Aussage mit S¯ statt G zu beweisen.
Zuerst setzen wir
M := max
(x,y)∈S¯
|f(x, y)| ,
Weil f stetig ist und S¯ kompakt, gilt 0 ≤M <∞ .
Gilt an dieser Stelle M = 0, so folgt f(x, y) = 0 fu¨r alle (x, y) aus S¯ und die eindeutige
Lo¨sung ist gegeben durch die konstante Funktion
ϕ : [x0 − a, x0 + a]→ R, x 7→ y0
(fu¨r alle x aus [x0 − a, x0 + a]). Daher du¨rfen wir fu¨r die weiteren Berechnungen an-
nehmen, dass M > 0 gilt und verwenden β := min(a, b
M
) als wichtigen Parameter fu¨r
den ersten Beweisschritt. Es ist 0 < β ≤ a, 0 < M · β ≤ b .
1.Schritt: (Picard-Iteration)
Wir wa¨hlen I := [x0 − β, x0 + β] und definieren stetige Funktionen ϕk : I → R durch
Anwendung der Picard-Iteration (vgl. 1.2)
ϕ0(x) := y0
ϕk+1(x) := y0 +
∫ x
x0
f(τ, ϕk(τ)) dτ, k ∈ N0 (1.15)
fu¨r alle x aus I. Als Detail am Rande sei darauf achtgegeben, dass Γ(ϕk) ⊆ S¯ im
Rechteck bleibt - de facto also der Graph aller k Funktionen in S¯ enthalten ist) -
deswegen sollte k nicht zu groß werden. Diese Definition ist auch sinnvoll, weil fu¨r alle
x aus I : ϕk(x) ∈ [y0 − b, y0 + b] =: J (somit (x, ϕk(x)) ∈ S¯), wie aus den folgenden
U¨berlegungen ersichtlich: Klarerweise ist ϕ0(x) ∈ J ; Gehen wir nun fu¨r k ≥ 1 induktiv
voran, dann gilt wegen der Darstellung als Integralgleichung
|ϕk(x)− y0| =
∣∣∣∣∫ x
x0
f(τ, ϕk−1(τ)) dτ
∣∣∣∣ ≤ ∣∣∣∣∫ x
x0
|f(τ, ϕk−1(τ))| dτ
∣∣∣∣ ≤
≤
∣∣∣∣∫ x
x0
M dτ
∣∣∣∣ = M · |x− x0| ≤M · β ≤ b (1.16)
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2.Schritt: (Abscha¨tzung der Absolutbetra¨ge)
Mit vollsta¨ndiger Induktion zeigen wir in diesem Schritt, dass die Abscha¨tzung
|ϕk+1(x)− ϕk(x)| ≤M · Lk · |x− x0|
k+1
(k + 1)!
(1.17)
fu¨r alle x aus [x0 − a, x0 + a] und alle k aus N0 gilt. Fu¨r die Induktionsvoraussetzung
haben wir die obige Ungleichung mit k = 0 gilt: Nach (1.16) erhalten wir
|ϕ1(x)− ϕ0(x)| =
∣∣∣∣∫ x
x0
f(τ, x0) dτ
∣∣∣∣ ≤ ∣∣∣∣∫ x
x0
M dτ
∣∣∣∣ = M · |x− x0|
In der Folge benu¨tzen wir nun (1.17) als Induktionsannahme. Fu¨r den Induktionsschritt
folgt sogleich
|ϕk+2(x)− ϕk+1(x)| =
∣∣∣∣(y0 + ∫ x
x0
f(τ, ϕk+1(τ)) dτ)− (y0 +
∫ x
x0
f(τ, ϕk(τ)) dτ)
∣∣∣∣ =
=
∣∣∣∣∫ x
x0
[f(τ, ϕk+1(τ))− f(τ, ϕk(τ))] dτ
∣∣∣∣ ≤ ∣∣∣∣∫ x
x0
|[f(τ, ϕk+1(τ))− f(τ, ϕk(τ))]| dτ
∣∣∣∣ ≤
≤
∣∣∣∣∫ x
x0
L · |ϕk+1(τ)− ϕk(τ)| dτ
∣∣∣∣ ≤ ∣∣∣∣∫ x
x0
L ·M · Lk · |τ − x0|
k+1
(k + 1)!
dτ
∣∣∣∣ =
=
∣∣∣∣M · Lk+1(k + 1)!
∫ x
x0
|τ − x0|k+1dτ
∣∣∣∣ = M · Lk+1(k + 1)! · |x− x0|k+2(k + 2) =
= M · Lk+1 · |x− x0|
k+2
(k + 2)!

Nachdem wir hiermit auch die Differenzen fu¨r beliebig große k abgescha¨tzt haben,
versuchen wir im folgenden Schritt Aufschlu¨sse u¨ber das Konvergenzverhalten von ϕk
zu bekommen:
3.Schritt: (Gleichma¨ßige Konvergenz von (ϕk)k∈N)
Durch gezieltes Umformen versucht man ein fu¨r die Konvergenzuntersuchung geeignete
Darstellungsform von ϕk(x) zu bekommen:
ϕk(x)− y0 = ϕk(x)− ϕ0(x) =
k−1∑
l=0
(ϕl+1(x)− ϕl(x))︸ ︷︷ ︸
Teleskopsumme
, (1.18)
wobei die rechts erhaltene Teleskopsumme ausgewertet so aussieht:
ϕ1 +ϕ0 +ϕ2−ϕ1 +ϕ3−ϕ2 + · · · −ϕk−1 +ϕk−ϕk−1, und bis auf ϕk−ϕ0 alle Eintra¨ge
wegfallen.
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Die resultierende Funktionenreihe
k−1∑
l=0
(ϕl+1(x)− ϕl(x)) ist aber gleichma¨ßig konver-
gent, weil
sup
x∈I
|ϕl+1(x)− ϕl(x)| ≤
siehe 2.Schritt
M · Ll · β
l+1
(l + 1)!
und
∞∑
l=0
M · Ll · β
l+1
(l + 1)!
eine konvergente Majorante zur obigen Funktionenreihe darstellt. Daher ist die Fol-
ge (ϕk − y0)k∈N nach dem Satz von Weierstraß u¨ber konvergente Majoranten (siehe
[Heuser], S. 555, 105.3) gleichma¨ßig konvergent und damit auch die Folge (ϕk)k∈N , was
zu zeigen war. 
Aufgrund des soeben dargebrachten Beweises und der Tatsache, dass ϕk wegen der
gleichma¨ßigen Konvergenz auch punktweise konvergent ist, ko¨nnen wir nun ϕ(x) :=
limk→∞ ϕk(x) fu¨r alle x aus I setzen. Nach dem Satz 104.2 aus dem Analysis-Buch
von [Heuser] (“Der gleichma¨ßige Grenzwert stetiger Funktionen ist wieder stetig“) ist
ϕ : I → R stetig und
|ϕ(x)− y0| = lim
k→∞
|ϕk(x)− y0|︸ ︷︷ ︸
≤b
≤ b .
Was nun als Na¨chstes ansteht, ist, zu zeigen, dass ϕ das vorgegebene AWP auch
tatsa¨chlich lo¨st.
4.Schritt: (ϕ ist Lo¨sung des gestellten AWPs)
Behauptung: (f(·, ϕk(·)))k∈N ist gleichma¨ßig konvergent gegen f(·, ϕ(·))
Beweis der Behauptung:
|f(x, ϕk(x))− f(x, ϕ(x))| ≤
Lipschitz-Bed.
L · |ϕk(x)− ϕ(x)| (1.19)
In Schritt 3 haben wir u.a. gezeigt, dass (ϕk)k∈N gleichma¨ßig konvergent ist Somit
konvergiert auch die Differenz ϕk(x) − ϕ(x) fu¨r k → ∞ gleichma¨ßig gegen 0. Das
bedeutet schließlich, dass fu¨r k gegen ∞ auch
|f(x, ϕk(x))− f(x, ϕ(x))|
gleichma¨ßig gegen 0 strebt, i.e. (f(x, ϕk(x)))k∈N konvergiert ebenfalls gleichma¨ßig gegen
(f(x, ϕ(x))).
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Nach diesen U¨berlegungen kann man sogleich Grenzwert und Integral (Folgerung der
gleichma¨ßigen Konvergenz von Funktionen - Analysis) vertauschen, d.h.∫ x
x0
f(τ, ϕk(τ)) dτ →
fu¨r k→∞
∫ x
x0
f(τ, ϕ(τ)) dτ
Bauen wir diese Vertauschung wiederum in die Integralgleichung ein, so resultiert aus
der anfa¨nglichen Form
ϕk+1(x) = y0 +
∫ x
x0
f(τ, ϕk(τ)) dτ
fu¨r den Grenzwertu¨bergang k gegen ∞ nun
ϕ(x) = y0 +
∫ x
x0
f(τ, ϕ(τ)) dτ . (1.20)
Somit stellt ϕ eine Lo¨sung der Integralgleichung (1.8) dar und folglich auch eine Lo¨sung
der Differentialgleichung mit Anfangsbedingung.
Mit diesem Resultat hat man gerade die Gewißheit erlangt, dass es
mindestens eine Lo¨sung eines AWPs unter den im Satz vorgebenen Voraussetzungen
gibt. Ob es nur eine oder mehrere - voneinander unabha¨ngige - Lo¨sungen gibt, steht
an diesem Punkt noch nicht fest. Diese Frage kann der im 4.Schritt nach der bewie-
senen Konvergenz erfolgte Grenzu¨bergang nicht beantworten. Um vorerst einen klaren
Schlussstrich unter die geschilderte Lo¨sungsproblematik zu ziehen, wird im folgenden
und letzten Schritt nun schließlich die Eindeutigkeit der Lo¨sung ϕ garantiert.
5.Schritt: (Eindeutigkeit von ϕ als Lo¨sung des AWPs)
Angenommen ψ : I → R ist eine weitere Lo¨sung, d.h. insbesondere lo¨st ψ auch die
Integralgleichung. Wir zeigen mittels vollsta¨ndiger Induktion, dass fu¨r alle k aus N und
alle x aus I folgende Abscha¨tzung gilt:
(Dk) : |ϕk(x)− ψ(x)| ≤M · Lk · |x− x0|
k+1
(k + 1)!
(der Abstand von ψ zu ϕk wird beliebig klein).
Induktionsanfang (k = 0):
|ϕ0(x)− ψ(x)| = |y0 − ψ(x)| =
∣∣∣∣∫ x
x0
f(τ, ψ(τ)) dτ
∣∣∣∣ ≤
≤
∣∣∣∣∣∣
∫ x
x0
|f(τ, ψ(τ))|︸ ︷︷ ︸
≤M
dτ
∣∣∣∣∣∣ ≤M · |x− x0|
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Induktionsschritt (k → k + 1):
|ϕk+1(x)−ψ(x)| =
∣∣∣∣ ∫ x
x0
(f(τ, ϕk(τ))− f(τ, ψ(τ)) dτ)
∣∣∣∣ ≤ ∣∣∣∣ ∫ x
x0
|f(τ, ϕk(τ))− f(τ, ψ(τ))| dτ
∣∣∣∣
≤
∣∣∣∣ ∫ x
x0
L · |ϕk(τ)− ψ(τ)| dτ
∣∣∣∣ ≤
(Dk)
M · Lk+1
(k + 1)!
·
∣∣∣∣ ∫ x
x0
|τ − x0|k+1 dτ
∣∣∣∣
≤M · Lk+1 · |x− x0|
k+2
(k + 2)!
Somit haben wir die Gu¨ltigkeit der Aussage (Dk) gezeigt, analog wie in Schritt 3
ko¨nnen wir daraus gleichma¨ßige und in der Konsequenz auch punktweise Konvergenz
fu¨r (ϕk+1(x)− ψ(x)) folgern, d.h. fu¨r alle x aus I gilt
|ϕ(x)− ψ(x)| = lim
k→∞
|ϕk(x)− ψ(x)| ≤
|x−x0|≤β
lim
k→∞
M · Lk · β
k+1
(k + 1)!
= 0
Daher ist ϕ = ψ fu¨r alle x aus I. 
Beispiel 1.5:
Als Illustration fu¨r den Satz von Picard-Lindelo¨f untersuchen wir das Anfangswertpro-
blem
y′(x) = − 3
√
y4, y(x0) = y0
hinsichtlich eindeutiger Lo¨sbarkeit. Im ersten Schritt u¨berpru¨fen wir, ob hier die Bedin-
gung der Lipschitz-Stetigkeit bzgl. y zutrifft, einziger Problembereich ist in der Na¨he
der Punkte (x, 0), weil: Die Funktion f : (x, y) → − 3√y4 ist jedenfalls stetig differen-
zierbar fu¨r alle y 6= 0, daher ist f dort sicherlich Lipschitz-stetig.
Folglich bleibt noch aussta¨ndig, die Lipschitz-Stetigkeit bei y = 0 zu u¨berpru¨fen. Wir
wollen zeigen, dass es eine Konstante L > 0 gibt, sodass fu¨r y1 nahe an 0 gilt:
|f(x, y1)− f(x, 0)| ≤ L · |y1 − 0| = L · |y1|
In unserem Fall ist
|f(x, y1)− f(x, 0)| = | − 3
√
y41 − 0| = | 3
√
y41 − 0| = 3
√
|y1|4 =
= 3
√
|y1| · |y1|
Da fu¨r die rechte Seite des Ausdrucks 3
√|y1| ≤ 12 fu¨r |y1| ≤ 18 zutrifft, erhalten wir in
der Folge mit δ = 1
8
und L = 1
2
fu¨r alle (x, y1):
|y1 − 0| ≤ 1
8
⇒ |f(x, y1)− f(x, 0)| ≤ 1
2
· |y1 − 0|.
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Somit ist die Lipschitz-Bedingung fu¨r L = 1
2
gegeben, folglich ist die Funktion f : (x, y)→
− 3√y4 Lipschitz-stetig bei y = 0. 
In der auf der Abbildung 1.3 (siehe unten) erkennen wir, dass die Steigung der Tan-
gente fu¨r y1 → 0 wirklich gegen 0 geht, was es plausibel macht, dass die Funktion f
Lipschitz-stetig ist.
Da f nun insbesondere auch Lipschitz-stetig auf einer beliebigen offenen Teilmenge
von R2 ist, la¨sst sich nach Anwendung des Satzes von Picard-Lindelo¨f eine eindeutige
Lo¨sung - je nach Wahl des Anfangswertes - auffinden.
Beziehen wir uns auf das konkrete Beispiel mit dem oben angegebenen Anfangswert
y(x0) = y0, dann reduziert sich das Lo¨sungsspektrum auf drei mo¨gliche Lo¨sungsfa¨lle in
Hinblick auf den Anfangswert y0:
a) Ist y0 = 0, dann stellt
y(x) = 0 fu¨r alle x ∈ [x0 − a, x0 + a]
die einzige Lo¨sung des AWPs dar.
b) Gilt y0 > 0, dann la¨sst sich das Verfahren der Trennung der Variablen anwenden.
Nach Anwendung dieses Verfahrens erhalten wir
y(x) =
27
(x+ c)3
als allgemeine Lo¨sungsfunktion. Hierbei wird zwingend gefordert, dass
c = −x0 + 3
3
√
y0
gilt. Somit schließen wir mit der Lo¨sungsfunktion
y(x) =
27
x− x0 + 33√y0
wobei x > x0 − 3
3
√
y0
(der Nenner auf der rechten Seite der Funktionsgleichung
soll positiv sein).
c) In dem Fall y0 < 0, la¨sst sich nach derselben Methode wie in b.) ebenfalls die
allgemeine Lo¨sung
y(x) =
27
(x+ c)3
,
errechnen. Durch Einsetzen der Anfangsbedingung erha¨lt man wiederum
c = −x0 + 3
3
√
y0
,
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jedoch existiert die folglich resultierende Lo¨sungsfunktion
y(x) =
27
x− x0 + 33√y0
wiederum nur innerhalb eines Intervall, na¨mlich fu¨r x < x0 − 3
3
√
y0︸︷︷︸
<0
, also konkret
fu¨r x aus ]−∞, x0 − 33√y
0
[.
In der auf der na¨chste Seite abgebildeten Grafik 1.4 beziehen wir uns auf das vorgege-
bene Beispiel mit der zusa¨tzlichen Anfangsbedingung y(4) = 1. Wie man anhand dieser
Grafik erkennen kann, gehen die Funktionswerte fu¨r x gegen 1+ Richtung unendlich.
Diese Tatsache ko¨nnen wir auch rechnerisch mithilfe der obigen Gleichungen des Falles
y0 6= 0 belegen:
Wir erhalten
c = −x0 + 3
3
√
y0
= −4 + 3
3
√
1
= −4 + 3 = −1
und somit als Lo¨sungfunktion
y(x) =
27
(x+ c)3
=
27
(x− 1)3
Mit Blick auf das oben erwa¨hnte, anschaulich vermutete Grenzverhalten der Funktion
y, besta¨tigen wir folgedessen auf rechnerischem Weg:
lim
x→1+
y(x) = lim
x→1+
27
(x− 1)3︸ ︷︷ ︸
→0
=∞
Aus diesem Grund kann die Funktion y an der Stelle 1 - an der sie nicht einmal
definiert ist und nicht stetig fortgesetzt werden kann - nicht den Anspru¨chen einer
Lo¨sungfunktion der DGL genu¨gen, insbesondere nicht der Differenzierbarkeit von y.
Wegen der geforderten Einhaltung der Lo¨sungseigenschaft von y fu¨r alle x aus einem
Intervall I (siehe Seite 3f.), kann y insbesondere fu¨r alle x aus (1,∞) diese Eigenschaft
erfu¨llen, somit haben wir zusammenfassend, dass
y(x) =
27
(x− 1)3
die Lo¨sung fu¨r das AWP mit Anfangswert y(4) = 1, im Bereich x > 1 (= x0 − 3
3
√
y0
)
ist.
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Abbildung 1.3: 3D-Grafik der in der DGL eingebetteten Funktion f(x, y) = − 3√y4
0 1 2 3 4 5 6 7 8 9 10
400
800
1200
1600
2000
Abbildung 1.4: Die Lo¨sungsfunktion der DGL y′(x) = − 3√y4 unter Vorgabe des An-
fangswertes y(4) = 1
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2 Eindeutigkeit und Nichteindeutigkeit
von Lo¨sungen gewo¨hnlicher
Differentialgleichungen
Dieses Kapitel soll als erste Vertiefung in das Gebiet der Lo¨sungstheorie von gewo¨hn-
lichen Differentialgleichungen dienen und alternative Bedingungen zur Eindeutigkeit
oder Nichteindeutigkeit einer Lo¨sung dieser Gleichungen herausstreichen. Die dafu¨r
maßgeblichen Theoreme, Lemmata und Beweise werden aus den Bu¨chern
[Agarwal/O’Regan] und [Agarwal/Lakshmikantham] wiedergegeben.
2.1 Die Eindeutigkeitstheoreme von Peano und Osgood
Wie bereits am Anfang des vorigen Kapitels erwa¨hnt wurde, reicht schon die Stetig-
keit der Funktion f, um die Existenz einer Lo¨sung eines AWPs sicherzustellen. Au-
ßerdem haben wir gesehen, dass fu¨r eine etwas speziellere Stetigkeitsvoraussetzung,
die Lipschitz-Stetigkeit, gilt, dass die Lo¨sung des Anfangswertproblems eindeutig ist.
In der Folge stellt sich die interessante Frage, ob es nicht andere hinreichende Bedin-
gungen fu¨r die Eindeutigkeit der Lo¨sung eines derartigen Anfangswertproblems außer
der Lipschitz-Bedingung (viele Funktionsarten ko¨nnen dieser Bedingung nicht gerecht
werden) gibt, und man so das Spektrum der eindeutig lo¨sbaren AWP erweitern kann.
Bevor wir erste Beispiele vorbringen, die auf einem alternativen Weg in dieses Spek-
trum aufgenommen werden ko¨nnen, wollen wir zuna¨chst folgendes Theorem beweisen:
Theorem 2.1 (Peanos Eindeutigkeitskriterium):
Sei die Funktion f stetig auf einem Rechteck S¯+ = {(x, y) ∈ R2| x0 ≤ x ≤ x0 + a,
|y − y0| ≤ b} und monoton fallend in y fu¨r jedes fix gewa¨hlte x in x0 ≤ x ≤ x0 + a.
Dann hat das AWP
y′(x) = f(x, y(x)), y(x0) = y0 (2.1)
ho¨chstens eine Lo¨sung in x0 ≤ x ≤ x0 + a.
Beweis von Theorem 2.1:
Angenommen y1 und y2 sind zwei Lo¨sungen der DGL y
′ = f(x, y) in x0 ≤ x ≤ x0 + a
mit Anfangswert y1(x0) = y0 = y2(x0), die sich dort an einigen Stellen unterscheiden.
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Konkret nehmen wir an, dass y2(x) > y1(x) fu¨r x1 < x < x1 +  ≤ x0 + a, wa¨hrend
y1(x) = y2(x) fu¨r x0 ≤ x ≤ x1 gilt, d.h. x1 ist die gro¨ßte untere Schranke der Menge
A, die aus allen x besteht, fu¨r die y2(x) > y1(x). So eine gro¨ßte untere Schranke gibt
es auch, weil die Menge A zumindest durch x0 nach unten beschra¨nkt wird.
Daher erhalten wir fu¨r alle x ∈ (x1, x1 + ) : f(x, y1(x)) ≥ f(x, y2(x)) [f ist monoton
fallend bzgl. y im gesamten Intervall], und es gilt weiters auch y′1(x) = f(x, y1(x)) ≥
f(x, y2(x)) = y
′
2(x), weil y1 und y2 Lo¨sungen der DGL sind.
Die Funktion z(x) = y2(x) − y1(x) ist daher monoton fallend, denn aus der obigen
Ungleichung erhalten wir y′2(x)− y′1(x) ≤ 0. Somit gilt neben z(x1) = 0 auch z(x) ≤ 0
in (x1, x1 + ). Das ist aber ein Widerspruch zur Voraussetzung, dass
y2(x) > y1(x) in (x1, x1 + ) gilt. Dieser Widerspruch zeigt, dass y1(x) = y2(x) auf ganz
x0 ≤ x ≤ x0 + a. 
An einem naheliegenden Beispiel, das im Vergleich zu anderen, anfangs erwa¨hnten
Beispielen aus der Reihe tanzt, ko¨nnen wir sogleich die Lehren aus der vorangegangen
Beweisarbeit ziehen:
Beispiel 2.2:
Das Anfangswertproblem
y′ = − 3
√
y2 ,
mit dem Anfangswert y(x0) = y0 stellt eine bzgl. der y-Achse gespiegelte Variante des
Gegenbeispiels zum Satz von Picard-Lindelo¨f dar. Wie wir bereits gezeigt haben, ist
die Funktion f : (x, y)→ − 3√y2 (zweidimensionaler Definitionsbereich) nicht Lipschitz-
stetig bzgl. y in den Punkten (x, 0), d.h. wir ko¨nnen den Satz von Picard-Lindelo¨f nicht
anwenden, da seine Voraussetzungen nicht erfu¨llt sind.
Hier ko¨nnen wir aber das Eindeutigkeitskriterium von Peano zur Anwendung bringen:
Erstens ist die der DGL zugrunde liegende Funktion
f : (x, y)→ − 3
√
y2 (2.2)
stetig auf dem Rechteck S¯+ : x0 ≤ x ≤ x0 + a, |y − y0| ≤ b, zweitens ist sie auch
monoton fallend in y, wenn y ≥ 0 zutrifft, fu¨r ein festes x mit x0 ≤ x ≤ x0 + a, da f
den negativen Ast einer Wurzelfunktion mit positiver Diskriminante abbildet. Daher
existiert eine eindeutige Lo¨sung des AWP in x0 ≤ x ≤ x0 + a, die lediglich von der
Anfangsbedingung y(x0) = y0 abha¨ngig ist. In dieser Hinsicht unterscheiden wir zwei
Fa¨lle:
a) Ist y0 = 0, dann ist
y(x) = 0 fu¨r alle x ∈ [x0, x0 + a] (2.3)
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Abbildung 2.1: Ein Schnitt durch den Funktionsgraphen von f: (x, y)→ − 3√y2 im R3
bei beliebigen konstantem x-Wert
b) Gilt y0 > 0, dann ist die Trennung der Variablen mo¨glich
und man erha¨lt die allgemeine Lo¨sungfunktion
y(x) =
(−x− c)3
27
(2.4)
auf dem Intervall [x0, x0 + a]. Setzt man nun die Anfangsbedingung (x0, y0) ein,
so gelangt man zur Lo¨sungfunktion des AWPs
y(x) =
(−x+ x0 + 3 · 3√y0)3
27
, (2.5)
wobei x ≥ x0 zwingend gelten muss.
Bemerkung: Dieses AWP ist nicht eindeutig lo¨sbar auf [x0 − a, x0 + a]!
In der Abbildung 2.2 auf na¨chsten Seite wird die Lo¨sung dieses Beispiels grafisch dar-
gestellt.
Kommen wir an dieser Stelle zuru¨ck zum Gegenbeispiel 1.3 aus dem Einfu¨hrungskapitel:
Beispiel 2.3:
Was das Anfangswertproblem
y′(x) = 3
√
y2, y(x0) = y0
betrifft, ko¨nnen wir dabei bereits auf unsere Untersuchungen im 1.Kapitel zuru¨ckgrei-
fen, wo wir gezeigt haben, dass die zugeho¨rige Funktion
f : (x, y)→ 3
√
y2 (2.6)
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Abbildung 2.2: Lo¨sungsbild der DGL y′(x) = − 3√y2, gezeichnet mit Mathematica
nicht Lipschitz-stetig bzgl. y an den Punkten (x, 0) ist.
Wir ko¨nnen auch in der nachfolgenden Zeichnung von f schnell erkennen, dass die Stei-
gung der Tangente an f, wenn y gegen 0 geht, sich beliebig −∞ bzw. ∞ anna¨hert.
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Abbildung 2.3: Die dem AWP zugrunde liegende Funktion f dargestellt in einem 3D-
Plot
Daher ko¨nnen wir den Satz von Picard-Lindelo¨f (Satz 1.3) nicht anwenden. Folglich be-
absichtigen wir, das Beispiel aus einer anderen Perspektive zu sehen, und u¨berpru¨fen,
inwieweit die Voraussetzungen des Eindeutigkeitskriteriums von Peano zutreffen:
Zuerst wa¨hlt man das Rechteck S¯+ = {(x, y) ∈ R2| x0 ≤ x ≤ x0 + a, |y − y0| ≤ b}
als Ursprungsbereich der Funktion f. Wie man relativ zu¨gig erkennt, ist diese Funktion
stetig auf dem Rechteck S¯+ (Potenzfunktion mit rationalem Exponenten),
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d.h. die erste Bedingung fu¨r das Kriterium von Peano ist gegeben.
Was die Monotonie von f, die zweite wesentliche Voraussetzung, angeht, wird es span-
nend: Wandert man mit f von der Anfangsbedingung (x0, y0) aus nach rechts - also
z.B. bis zum Wert (x0, y0 + b), so ist f fu¨r y > 0 monoton steigend in y fu¨r ein festes x
aus [x0, x0 + a]. Aus diesem Grund ist die zweite Bedingung des Theorems von Peano
nicht erfu¨llt.
Konkret heißt das, dass wir auch mit dem Theorem von Peano keine Eindeutigkeit der
Lo¨sung fu¨r das Intervall [x0, x0 + a] garantieren ko¨nnen.
Nehmen wir uns das Beispiel y′ = 3
√
y2 mit Anfangswert y(0) = 0 heraus, so ko¨nnen
wir mit Blick auf Beispiel 1.3 aus Kapitel 1, insbesondere nach Beru¨cksichtigung der
Lo¨sungsgleichung (1.6) mehrere Lo¨sungen im Intervall [0, a] angeben [vgl. Abbildung
2.4 auf der na¨chsten Seite]:
a) ϕ1(x) = 0 fu¨r alle x ∈ [0, a]
b) ϕ2(x) =
x3
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c) Außerdem ko¨nnen wir fu¨r α > 0 mit
ϕ3(x) =
{
0 fu¨r 0 ≤ x ≤ α
(x−α)3
27
fu¨r x > α
beliebig viele Lo¨sungen im angegebenen Intervall auffinden.
Dennoch ist es mo¨glich, das Theorem von Peano fu¨r ein geeignetes Rechteck im De-
finitionsbereich von f anzuwenden und somit die Eindeutigkeit der Lo¨sung dort zu
garantieren:
Zuerst brauchen wir ein anderes Rechteck, das in unsere Voraussetzungen passt, auf
dem f stetig ist. Aus diesem Grund wa¨hlen wir das Rechteck S¯− = {(x, y) ∈ R2| x0−a ≤
x ≤ x0, |y − y0| ≤ b}. Untersuchen wir die Monotonie von f rechts von (x0 − a, y0),
dem neu gewa¨hlten Anfangswertpaar, so gilt stets f(x, y1) ≥ f(x, y2) fu¨r y1 < y2 < 0
und ein festes x aus dem Intervall [x0 − a, x0]. Folglich ist f monoton fallend in y fu¨r
ein festes x in x0− a ≤ x ≤ x0. Damit sind beide Bedingungen fu¨r die Anwendung von
Peanos Eindeutigkeitskriterium erfu¨llt.
Somit existiert die eindeutige Lo¨sung des AWPs (1.5) auf dem Intervall [x0−a, x0], die
wiederum speziell von der Wahl des Anfangswertes y(x0 − a) = y0 abha¨ngig ist. Wie
beim Beispiel 2.2 gibt es zwei unterschiedliche Fa¨lle im genannten Intervall:
a) Ist y0 = 0, dann gilt
y(x) = 0 fu¨r alle x ∈ [x0 − a, x0] (2.7)
b) Gilt y0 < 0, dann kann man das Verfahren der Trennung der Variablen anwenden
und man erha¨lt die allgemeine Lo¨sungfunktion
y(x) =
(x+ c)3
27
(2.8)
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auf dem Intervall [x0 − a, x0]. Setzt man nun die Anfangsbedingung (x0 − a, y0)
ein, so gelangt man zur speziellen Lo¨sungfunktion des gegebenen AWPs
y(x) =
(x− x0 + a+ 3 · 3√y0)3
27
, (2.9)
wobei x ≤ x0 zwingend gelten muss.
Bemerkung: Wie schon oben in der Analyse des AWPs gezeigt, existiert keine eindeutige
Lo¨sung auf dem gesamten Intervall [x0 − a, x0 + a].
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Abbildung 2.4: Lo¨sungsbild von y′(x) = 3
√
y2 mit Mathematica
Bevor wir jetzt den na¨chsten Satz, das Eindeutigkeitskriterium von Osgood, beweisen,
wollen wir an dieser Stelle ein Lemma betrachten, das uns ein wichtiges Resultat liefert,
um im darauffolgenden Theorem die Lo¨sungseindeutigkeit sicherzustellen.
Lemma 2.4:
Es sei w eine stetige und monoton steigende Funktion im Intervall [0,∞), mit w(0) = 0,
w(z) > 0 fu¨r z > 0, und fu¨r die auch folgendes gilt:
lim
→0+
∫ a

dz
w(z)
=∞ (2.10)
Weiters sei u eine nicht-negative stetige Funktion auf [0,a].
Dann folgt aus der Ungleichung:
u(x) ≤
∫ x
0
w(u(t)) dt, 0 < x ≤ a, (2.11)
dass u(x) = 0 fu¨r alle x in [0, a] gilt.
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Beweis von Lemma 2.4:
Wir nehmen indirekt an, u sei nicht die Nullfunktion. Ohne Beschra¨nkung der Allge-
meinheit gibt es beliebig nahe bei 0 Punkte t > 0 mit u(t) > 0, denn andernfalls ist u
konstant gleich 0 in einem Intervall [0, t] und wir ko¨nnten statt [0, a] das Intervall [t, a]
betrachten. Man definiere v(x) = max
0≤t≤x
u(t). Konkret gilt, dass v(x) > 0 fu¨r 0 ≤ x < a
und u(x) ≤ v(x). Da u fu¨r jedes x ∈ [0, a] auf [0, x] eine stetige Funktion ist, gibt es
ein x1 ∈ [0, x] mit u(x1) = max
0≤t≤x
u(t) = v(x), d.h. kurz:
Zu jedem x gibt es ein x1 ≤ x, sodass u(x1) = v(x). Somit erhalten wir
v(x) = u(x1) ≤
∫ x1
0
w(u(t)) dt ≤
∫ x
0
w(v(t)) dt, (2.12)
denn w ist eine steigende Funktion, d.h. fu¨r u(x) ≤ v(x) ist w(u(x)) ≤ w(v(x)) und
auch die Vergro¨ßerung der oberen Grenze im Integral erha¨lt die Ungleichung.
Damit genu¨gt die nicht-fallende Funktion v derselben Ungleichung wie u. Nun setzen
wir v¯(x) =
∫ x
0
w(v(t)) dt, dann gilt v¯(0) = 0, v(x) ≤ v¯(x), v¯′(x) = w(v(x)) ≤ w(v¯(x))
(weil w monoton steigend).
Daher gilt fu¨r 0 < δ < a : ∫ a
δ
v¯′(x)
w(v¯(x))
dx ≤ a− δ < a (2.13)
denn aus v¯′(x) ≤ w(v¯(x)) folgt:
v¯′(x)
w(v¯(x))
≤ 1 (2.14)
und daraus ∫ a
δ
v¯′(x)
w(v¯(x))
dx ≤
∫ a
δ
1 dx = a− δ (2.15)
Jedoch bekommen wir nach Anwendung von (2.11), indem wir v¯(x) durch z substitu-
ieren (v¯′(x) dx = 1 dz):∫ a
δ
v¯′(x)
w(v¯(x))
dx =
∫ α

dz
w(z)
, wobei v¯(δ) = , v¯(a) = α; (2.16)
Das Integral auf der rechten Seite geht aber gegen unendlich, wenn δ → 0 und somit
 = v¯(δ)→ 0, wa¨hrend das Integral auf der linken Seite nach obiger Ungleichung durch
a beschra¨nkt bleibt. Dieser Widerspruch zeigt uns, dass v nicht positiv sein kann. Also
muss v(x) = 0 fu¨r alle x gelten und daher u(x) = 0 auf ganz [0, a]. 
Theorem 2.5 (Osgoods Eindeutigkeitskriterium):
Sei f : S¯ → R stetig auf dem Rechteck S¯ = [x0− a, x0 + a]× [y0− b, y0 + b] und fu¨r alle
(x, y1), (x, y2) ∈ S¯ gelte die Ungleichung
|f(x, y1)− f(x, y2)| ≤ w(|y1 − y2|) (2.17)
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wobei w eine stetige und monoton steigende Funktion wie in Lemma 2.4 ist.
Dann hat das AWP y′(x) = f(x, y(x)), y(x0) = y0 ho¨chstens eine Lo¨sung im Intervall
|x− x0| ≤ a.
Beweis von Theorem 2.5:
Angenommen y1(x) und y2(x) seien zwei Lo¨sungen der DGL y
′(x) = f(x, y) in |x−x0| ≤
a mit
y1(x0) = y0 = y2(x0). (2.18)
Dann ko¨nnen wir zuna¨chst fu¨r x ≥ x0 folgende Abscha¨tzung mit Hilfe der zugeordne-
ten Integralgleichung geben:
|y1(x)− y2(x)| = |y1(x0) +
∫ x
x0
f(t, y1(t)) dt− y2(x0)−
∫ x
x0
f(t, y2(t)) dt| =
=
∣∣∣∣∫ x
x0
f(t, y1(t)) dt−
∫ x
x0
f(t, y2(t)) dt
∣∣∣∣ ≤ ∫ x
x0
|f(t, y1(t))− f(t, y2(t))| dt ≤
≤
∣∣∣∣∫ x
x0
w(|y1(t)− y2(t)|) dt
∣∣∣∣ (2.19)
Eigentlich haben wir hier nur die Betrachtung fu¨r den Fall x > x0 angestellt, ko¨nnen
diese aber auch fu¨r x < x0 mithilfe von
∫ x
x0
· · · = −
∫ x0
x
. . . zeigen. Daher gilt:
|y1(x)− y2(x)| ≤
∣∣∣∣∫ x
x0
w(|y1(t)− y2(t)|) dt
∣∣∣∣ fu¨r alle x ∈ [x0 − a, x0 + a]. Nun definieren
wir fu¨r x in [0, a]
u(x) = |y1(x0 + x)− y2(x0 + x)|, (2.20)
diese Funktion ist stetig (Zusammensetzung stetiger Funktionen) und nicht-negativ.
Weiters gilt
u(x) = |y1(x0 + x)− y2(x0 + x)| ≤
∫ x
0
w(|y1(x0 + t)− y2(x0 + t)|) dt =
=
∫ x
0
w(u(t)) dt 0 < x ≤ a (2.21)
Daher gilt nach Lemma 2.4, dass u(x) = 0 in [0, a], d.h. 0 = |y1(x0 + x)− y2(x0 + x)|
in [0, a] und damit y1(x) = y2(x) in [x0, x0 + a].
Fu¨r x in [x0−a, x0] ko¨nnen wir dieselbe Argumentation anwenden, man wa¨hlt lediglich
u(x) = |y1(x0 − x) − y2(x0 − x)| (u(x) ist hier wieder stetig und nicht-negativ) und
verwendet wieder die Ungleichung von Aussage (2.21). 
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Bemerkung: Tritt der Spezialfall w(x) = L ·x auf, so sehen wir nach Einsetzen in die
Osgood-Bedingung, dass
|f(x, y1)− f(x, y2)| ≤ w(|y1 − y2|) = L · |y1 − y2|
gilt, was genau der Ungleichung der Lipschitz-Bedingung entspricht. Somit wa¨re die
Funktion f Lipschitz-stetig und man ko¨nnte auch die Eindeutigkeitsaussage des Satzes
von Picard-Lindelo¨f von dem Satz von Osgood ableiten.
Nach ru¨ckblickender Betrachtung des Theorems von Osgood erkennen wir, dass die-
ses im Vergleich zum bereits vorgestellten Theorem von Peano die Eindeutigkeit sogar
symmetrisch um den Anfangswert y(x0) = y0 im Intervall [x0 − a, x0 + a] garantiert.
Somit ka¨men wir durch eine einmalige geglu¨ckte Anwendung von Osgood zu einem
symmetrischen Lo¨sungsintervall, wo wir hingegen beim Theorem von Peano zweimal
die Kriterien durchlaufen wu¨rden.
Im Anschluss wollen wir untersuchen, ob und inwieweit das Beispiel 2.2 den Bedingun-
gen von Osgood gerecht werden kann:
Nachbetrachtung zum Beispiel 2.2:
Durch das Theorem von Peano konnten wir die Eindeutigkeit der Lo¨sung zum AWP
y′ = − 3
√
y2, y(x0) = y0
nur im Intervall [x0, x0 + a] zeigen. Da wir oben im Beispiel 2.2 wa¨hrend der Untersu-
chung des Lo¨sungeindeutigkeit auf dem Intervall [x0−a, x0] an der Monotoniebedingung
von Peano (siehe dazu Theorem 2.2) gescheitert sind und folglich diese Eindeutigkeit in
letzterem Intervall nicht garantieren konnten, starten wir sogleich einen neuen Versuch
u¨ber die Kriterien von Osgood:
Erstens wird dort gefordert, dass f : S¯ → R stetig auf dem Rechteck
S¯ = {(x, y) ∈ R2| x0 − a ≤ x ≤ x0 + a, |y − y0| ≤ b}
ist.
Sowohl auf anschaulichem - wie bereits in Abbildung 2.1 zu sehen ist - wie auch auf
rechnerischem Weg kann man diese Aussage fu¨r die (der DGL zugrunde liegende) Funk-
tion f : (x, y) → − 3√y2 und das Rechteck S¯ besta¨tigen. An dieser Stelle wollen wir
uns auf die Stetigkeit von Potenzfunktionen berufen und die Demonstration u¨ber die
-δ Formulierung außen vor lassen.
Zusa¨tzlich muss dem zweiten wesentlichen Kriterium, der Osgood-Bedingung
|f(x, y1)− f(x, y2)| ≤ w(|y1 − y2|),
fu¨r alle Zahlenpaare (x, y1), (x, y2) aus dem Rechteck S¯ Rechnung getragen werden,
hierbei bezeichnet w eine stetige und monotone Funktion derart, wie in Lemma 2.4
charakterisiert. Die Gu¨ltigkeit dieser Osgood-Bedingung wollen wir im folgenden Ab-
schnitt genauer u¨berpru¨fen:
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Vorbemerkung - ”0. Schritt”: Es ist von vorrangiger Bedeutung, die Osgood-Bedingung
fu¨r Werte y1 und y2 zu zeigen, die beliebig nahe beinander liegen - in dem zuerst
betrachteten Fall soll |y1 − y2| < 1 gelten. Dazu wa¨hlen wir die Abscha¨tzungsfunktion
w(z) = z
2
3 ,
die vorweg also insbesondere stetig und monoton steigend im Intervall [0,∞) ist, wobei
wir spa¨ter genauer auf die Kriterien von Lemma 2.4 eingehen werden. Dadurch ergeben
sich zwei Fa¨lle, je nachdem, welchen Wert y1 bzw. y2 besitzt:
1. Fall: Wir setzen y1 6= 0 und y2 6= 0 voraus. Durch diese Vorschrift ist die Funktion
f an den Stellen (x, y1) und (x, y2) insbesondere stetig differenzierbar oder glatt (Pro-
blemstelle (x, 0) kann nicht erreicht werden). Aufgrund dieser zusa¨tzlichen Eigenschaft
kann der Mittelwertsatz der Differentialrechnung (siehe [Heuser], Satz 49.1, S. 279) zur
Abscha¨tzung des Abstandes der Funktionswerte benu¨tzt werden. Somit gilt
|f(x, y1)− f(x, y2)| ≤M · |y1 − y2|.
Lassen wir demnach unsere Vorbedingung |y1 − y2| < 1 einfließen, folgt unmittelbar
fu¨r alle betrachteten y1 6= 0 und y2 6= 0, dass
|y1 − y2| < |y1 − y2|
2
3 = w(|y1 − y2|)
gilt. Somit wa¨re die Osgood-Ungleichung (2.17) fu¨r diesen Fall erfu¨llt. Jedoch sei ne-
benbei noch bemerkt, dass zur korrekten Anwendung des Theorems noch der Nachweis
der Bedingungen von Lemma 2.4 bzgl. w erbracht werden muss.
2.Fall: Gegeben sei nun y1 6= 0 und y2 = 0. Daraus folgt, dass f , anders als im
1.Fall, nicht differenzierbar an beiden Stellen (x, y1) und (x, 0) ist, da nach Beispiel
1.3, Punkt a.), die Funktion f : (x, y) → − 3√y2 nicht einmal Lipschitz-stetig bzgl. y
an den Punkten (x, 0) ist. Daher bevorzugen wir, die Stellen (x, y1) und (x, 0) direkt
in die Osgood-Bedingung einzusetzen, somit muss
|f(x, y1)− f(x, 0)︸ ︷︷ ︸
=0
| ≤ w(|y1 − 0|)
fu¨r alle Paare (x, y1), (x, 0) aus dem Rechteck S¯ gelten. Vereinfachen wir diesen Aus-
druck hinsichtlich f bzw. w, so erhalten wir
| − 3
√
y12| ≤ 3
√
y12 (2.22)
fu¨r die Stellen (x, y1), (x, 0) aus S¯. Wie rasch ersichtlich ist, gilt die Ungleichung (2.22)
insbesondere fu¨r alle y1 6= 0 (es trifft sogar = statt ≤ zu).
Einen Großteil der hinreichenden Bedingungen zur finalen Anwendung des Satzes v.
Osgood haben wir mit den obigen Fallunterscheidung bzw. der Stetigkeitsuntersuchung
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im Rechteck S¯ schon nachgewiesen.
Was dennoch zum vollsta¨ndigen Nachweis einer existierenden eindeutigen Lo¨sung fehlt,
ist die Gu¨ltigkeit von Lemma 2.4 fu¨r die Abscha¨tzungsfunktion w.
Grenzwertbedingung bzgl. w: Pra¨zise formuliert soll die essentielle Beziehung
lim
→0+
∫ a

dz
w(z)
=∞ (2.23)
fu¨r w(z) = z
2
3 gezeigt werden.
Zuna¨chst sehen wir sofort, dass hier die Voraussetzungen w(0) = 0 und w(z) > 0 fu¨r
z > 0 von Lemma 2.4 zutreffen. Bilden wir dann das Integral, so gelangen wir zu∫ a

dz
z
2
3
=
∫ a

=
z
1
3
1
3
∣∣∣a

= 3 · 3√a− 3 · 3√
Bei nachfolgender Betrachtung des Grenzwertes, sehen wir, dass
lim
→0+
∫ a

dz
z
2
3
= lim
→0+
3 · 3√a− 3 · 3√︸ ︷︷ ︸
→0
= 3 · 3√a
eintritt. Weil hier a eine beliebige reelle Zahl bezeichnet, ist dieser Grenzwert jedenfalls
endlich bzw. das Integral
∫ a

z−
2
3 dz konvergiert fu¨r  gegen 0+. Jedoch wollten wir die
Voraussetzung in Gleichung (2.22) zeigen. Somit haben wir eine Funktion w gefunden,
die zwar die Ungleichung der Osgood-Bedingung, nicht aber die Grenzwertvorausset-
zung des Lemmas 2.4 erfu¨llt.
Folglich kann das Theorem von Osgood nicht auf das AWP im Beispiel 2.2 angewandt
werden. Hiermit ist die zugeho¨rige eindeutige Lo¨sung (2.3) bzw. (2.5), abha¨ngig vom
Anfangswert y(x0) = y0, tatsa¨chlich nur auf dem Intervall [x0, x0 + a] durch das Theo-
rem von Peano garantiert. 
Dass wir durch das beschriebene Eindeutigkeitskriterium von Osgood dennoch unse-
ren Kenntnisbereich in Bezug auf eindeutig lo¨sbare Anfangswertprobleme erweitern
ko¨nnen, soll das folgende Beispiel zeigen:
Beispiel 2.6:
Betrachten wir das AWP
y′ = f(x, y) =
{
y · ln 1
y
, fu¨r 0 < y ≤ 1
e
0 , fu¨r y = 0
(2.24)
y(0) = 0 .
Erstens trifft es fu¨r die Ausgangsfunktion f zu, dass
lim
y→0+
y · ln 1
y
= lim
y→0+
ln 1
y
1
y
= lim
y→0+
− ln y
1
y
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Nach der Regel von de l’Hopital bleibt der Grenzwert gleich, wenn man Za¨hler und
Nenner getrennt ableitet [g(x) 6= 0, als Resultat: lim f(x)
g(x)
= lim f
′(x)
g′(x) ], damit erha¨lt
man:
lim
y→0+
− ln y
1
y
= lim
y→0+
− 1
y
− 1
y2
= lim
y→0+
y · −
1
y2
− 1
y2
= lim
y→0+
y = 0 , (2.25)
somit ist f stetig fu¨r |x| <∞, 0 ≤ y < 1
e
.
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Abbildung 2.5: Die stu¨ckweise definierte Funktion f des AWPs in Beispiel 2.6, gezeich-
net mit Mathematica
Jedoch genu¨gt f in keiner Umgebung des Punktes (x, 0) der Lipschitz-Bedingung
|f(x, y1)− f(x, y2)| ≤ L · |y1 − y2|
bzgl. y : Indirekt, sei y1 6= 0, dann wu¨rde fu¨r y2 = 0 folgen:
L · |y1 − 0| ≥ |y1 · ln 1
y1
− f(x, 0)| = |y1 · ln 1
y1
|
d.h. weiters
|y1 · ln 1
y1︸ ︷︷ ︸
=|y1|·| ln 1y1 |
| ≤ L · |y1|
und schließlich
1 ≤ L · |y1||y1| · | ln 1y1 |
=
L
| ln 1
y1
|︸ ︷︷ ︸
→∞ fu¨r y1→0
→ 0 ,
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demnach erhalten wir einen Widerspruch und die Abscha¨tzung ist fu¨r y1 in beliebiger
Na¨he zu 0 nicht gegeben. Nach der fallengelassenen Lipschitz-Bedingung ist klar, dass
man den Satz von Picard-Lindelo¨f auf dieses AWP nicht anwenden kann. Auf der
anderen Seite ist die Ausgangsfunktion f auch monoton steigend bzgl. y, d.h. auch das
Eindeutigkeitskriterium von Peano kann uns hierbei keine Abhilfe schaffen.
Aus diesem Grund wa¨hlen wir
g(z) =

0 , fu¨r z = 0
−z · ln z , fu¨r 0 < z ≤ 1
e
1
e
, fu¨r z > 1
e
(2.26)
Klarerweise ist auch g stetig und monoton fallend im Intervall [0,∞) mit g(0) = 0,
g(z) > 0 fu¨r z > 0. Um die Gu¨ltigkeit von Lemma 2.4 zu u¨berpru¨fen, bilden wir
zuna¨chst
lim
→0+
∫ 1
e

dz
g(z)
= lim
→0+
∫ 1
e

dz
−z · ln z = lim→0+−
∫ 1
e

1
z
ln z
dz .
Nach genauerem Hinsehen fa¨llt auf, dass im Za¨hler des Integranden genau die Ableitung
des Nenners steht. Daher substitutieren wir u = ln z [ du
dz
= 1
z
, somit auch dz = z · du,
die Integrationsgrenzen werden ebenfalls ersetzt, dabei gilt ln
1
e
= −1] und erhalten
−
∫ 1
e

1
z
ln z
dz
Subst.
= −
∫ −1
ln 
1
u
du
Sodann ko¨nnen wir den Ausdruck integrieren, demnach ist
−
∫ −1
ln 
1
u
du = − ln |u|
∣∣∣−1
ln 
(2.27)
Setzt man die untere Grenze fu¨r |u| ein, gilt wegen  < 1 auch ln  < 0, also insgesamt
| ln | = − ln  = ln 1

, somit gelangen wird zu der Gleichung
− ln |u|
∣∣∣−1
ln 
= − ln 1︸ ︷︷ ︸
=0
+ ln
(
ln
1

)
= ln
(
ln
1

)
. (2.28)
Blicken wir zuru¨ck auf den Grenzwert in der Bedingung von Lemma 2.4, so sehen wir
nun zusammenfassend
lim
→0+
∫ 1
e

dz
g(z)
= lim
→0+
ln
(
ln
1

)
und, da ln
1

fu¨r → 0 gegen Unendlich strebt, schließlich
lim
→0+
∫ 1
e

dz
g(z)
= lim
→0+
ln
(
ln
1

)
=∞ .
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Somit erfu¨llt die Funktion g die Bedingungen von Lemma 2.4. 
Des Weiteren bleibt noch zu zeigen, dass die Voraussetzungen fu¨r das Eindeutigkeits-
kriterium von Osgood selbst, also Ungleichung (2.17), gewa¨hrleistet ist.
Hierbei fa¨llt auf, dass
d2f
dy2
= −1
y
< 0 fu¨r alle y mit 0 < y ≤ 1
e
, folglich ist f konkav
[zweite Ableitung an allen y-Stellen kleiner als 0].
Zu diesem Zeitpunkt wissen wir aus der Analysis, dass fu¨r eine konkave Funktion f
jedenfalls ∂yf monoton fallend fu¨r y mit 0 < y ≤ 1e ist. Betrachten wir ru¨ckblickend
die stu¨ckweise definierte Funktion f , konstatieren wir, dass f nur von y abha¨ngig ist,
d.h. die DGL in (2.24) ist autonom.
Behauptung: Wir wollen nun zeigen, dass fu¨r y und y˜ mit 0 < y − y˜ < y
f(x, y − y˜)− f(x, 0)
y − y˜ ≥
f(x, y)− f(x, y˜)
y − y˜
gilt.
Beweis der Behauptung: Um diese Behauptung zu belegen, definieren wir zuerst
h(y) := f(x, y) mit fixer Variable x. Wie schon im letzten Absatz bemerkt ist f kon-
kav, damit ist auch h konkav. Weiters gilt
h′(y) = ∂yf(x, y) ,
wobei h′ ebenso wie ∂yf monoton fallend fu¨r y mit 0 < y ≤ 1e . Es seien α, β, γ und
δ reelle Zahlen, die im Definitionsbereich von h liegen, mit α < β < γ < δ. Dann
existiert nach dem Mittelwertsatz der Differentialrechnung (siehe dazu [Heuser]) reelle
Zahlen ξ1 aus ]α, β[ und ξ2 aus ]γ, δ[, sodass die Ungleichung
h(β)− h(α)
β − α = h
′(ξ1) ≥ h′(ξ2) = h(δ)− h(γ)
δ − γ (2.29)
gilt, d.h. nach Wahl von α = 0, β = y − y˜, γ = y˜ und δ = y resultiert mit f in der
urspru¨nglichen Schreibweise
f(x, y − y˜)− f(x, 0)
y − y˜ ≥
f(x, y)− f(x, y˜)
y − y˜ ,
was zu zeigen war [Letztlich ist die Konkavita¨tsbedingung ausschlaggebend dafu¨r]. Die
obige Gleichung ergibt nach Multiplikation mit y − y˜ > 0 sogleich
f(x, y − y˜)− f(x, 0)︸ ︷︷ ︸
=0
≥ f(x, y)− f(x, y˜)
und schließlich fu¨r f ausgewertet an den Stellen (x, y − y˜), (x, y˜) und (x, y)
−(y − y˜) · ln (y − y˜) ≥ −y · ln y + y˜ · ln y˜,
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Dadurch erhalten wir zusammengefasst
|f(x, y)− f(x, y˜)| = |(−y · ln y) + (y˜ · ln y˜)| ≤ −|y − y˜| · ln |y − y˜| = g(|y − y˜|) ,
was uns genau die Voraussetzung zur Anwendung von Osgoods Eindeutigkriterium lie-
fert. 
Mit der vorangegangenen Demonstration haben wir gezeigt, dass es sogar eine eindeu-
tige Lo¨sung zu dem AWP (2.24) gibt. Fu¨r den dort festgelegten Anfangswert y(0) = 0
kann es nur die Lo¨sung
y(x) = 0 fu¨r alle x ∈ R
geben, denn sie erfu¨llt in jedem Fall in trivialer Weise die DGL.
Starten wir mit einer anderen Anfangsbedingung, wie z.B. y(0) = α fu¨r 0 < α ≤ 1
e
, so
gilt ja wegen der Fallunterscheidung in (2.24) nahe x = 0:
y′(x) = f(x, y(x)) = y(x) · ln 1
y(x)
Um die entsprechende Lo¨sungsfunktion zu dieser Anfangsbedingung zu erhalten, fu¨hren
wir das Verfahren der Trennung der Variablen durch. In Anlehnung an die Gleichungen
(2.27) und (2.28) resultiert die Lo¨sungfunktion
x = − ln | ln y| − c
Unter Beru¨cksichtung der Anfangsbedingung y(0) = α folgt
c = − ln | lnα|
und die Lo¨sung des AWPs
x = − ln | ln y|+ ln | lnα| = ln
(
ln
1
α
)
− ln
(
ln
1
y
)
= ln
(
ln 1
α
ln 1
y
)
. (2.30)
Diese errechnete Lo¨sungfunktion nimmt, wenn man z.B. α = 0.1 wa¨hlt, folgende Ge-
stalt an:
37
2 Eindeutigkeit und Nichteindeutigkeit der Lo¨sungen
0.05 0.10 0.15 0.20 0.25 0.30 0.35
y
-1.0
-0.5
0.5
x
Abbildung 2.6: Die Lo¨sung des AWPs (2.24) als Plot mit Mathematica
2.2 Das Eindeutigkeitstheorem von Nagumo und der
Spezialfall des einseitigen Lipschitz-Theorems
Vor der Pra¨sentation des Eindeutigkeitskriteriums von Nagumo wollen wir ein Lemma
genauer betrachten, das mit seinen Aussagen u¨ber den Zusammenhang von Differen-
tialquotient von u an der Stelle x0 mit der Gro¨ße des Funktionswertes u(x) in einem
betrachteten Intervall um x0 eine wichtige Rolle im nachstehenden Satz spielen wird.
Lemma 2.7:
Sei u eine stetige, nicht-negative Funktion auf [x0−a, x0+a], des Weiteren sei u(x0) = 0
und u sei differenzierbar an der Stelle x0 mit u
′(x0) = 0. Dann folgt aus der Ungleichung
u(x) ≤
∣∣∣∣∫ x
x0
u(t)
t− x0 dt
∣∣∣∣ , (2.31)
dass u(x) = 0 fu¨r alle x ∈ [x0 − a, x0 + a].
Beweis von Lemma 2.7:
Es reicht, die Aussage fu¨r x0 ≤ x ≤ x0 + a zu zeigen (fu¨r den Fall x0 − a ≤ x ≤ x0
betrachte man
∫ x
x0
... = − ∫ x0
x
...). Wir definieren
v(x) =
∫ x
x0
u(t)
t− x0 dt . (2.32)
38
2.2 Das Eindeutigkeitstheorem von Nagumo und das einseitige Lipschitz-Theorem
Dieses Integral existiert tatsa¨chlich, da wegen u(x0) = 0 folgendes gilt:
lim
x→x0
u(x)
x− x0 = limx→x0
u(x)− u(x0)
x− x0 = u
′(x0) = 0 (2.33)
Somit ist der Integrand stetig fortsetzbar in t = x0 und wir du¨rfen die Ableitung von
v nach dem Hauptsatz der Differential- und Integralrechnung bilden und erhalten:
v′(x) =
u(x)
x− x0 ≤
v(x)
x− x0 , (2.34)
da fu¨r x0 ≤ x ≤ x0 + a gilt: u(x) ≤ v(x), v(x0) = 0.
Wir behaupten, dass
d
dx
(
v(x)
x− x0
)
≤ 0 (2.35)
gilt. Es ist na¨mlich
d
dx
(
v(x)
x− x0
)
=
v′(x) · (x− x0)− v(x) · 1
(x− x0)2 =
v′(x)
x− x0 −
v(x)
(x− x0)2 =
=
1
x− x0︸ ︷︷ ︸
>0
·
(
v′(x)−
(
v(x)
x− x0
))
︸ ︷︷ ︸
≤0
≤ 0 (2.36)
Dies impliziert nun, dass
v(x)
x− x0 mononton fallend ist. Wegen v(x0) = 0 erhalten wir
v(x) ≤ 0 fu¨r alle x ≥ x0 . Nach Voraussetzung ist u ≥ 0 und somit v(x) ≥ 0 fu¨r
x0 ≤ x ≤ x0 + a. Daher muss insgesamt v(x) = 0 fu¨r alle x ∈ [x0, x0 + a] gelten. 
Wir kommen nun zu dem angeku¨ndigten Eindeutigkeitssatz von Nagumo, wo wir unser
Lemma 2.7 entscheidend einbringen ko¨nnen:
Theorem 2.8 (Nagumos Eindeutigkeitskriterium):
Es sei f stetig auf S¯ = [x0 − a, x0 + a] × [y0 − b, y0 + b], 0 ≤ k ≤ 1 und fu¨r alle
(x, y1), (x, y2) ∈ S¯ gelte die Ungleichung
|f(x, y1)− f(x, y2)| ≤ k|x− x0|−1|y1 − y2|, x 6= x0 (2.37)
Dann hat das AWP y′(x) = f(x, y(x)), y(x0) = y0 ho¨chstens eine Lo¨sung im Intervall
[x0 − a, x0 + a].
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Beweis von Theorem 2.8:
Wir nehmen an, dass y1 und y2 zwei Lo¨sungen der gewo¨hnlichen DGL
y′(x) = f(x, y(x)) mit Anfangsbedingung y1(x0) = y0 = y2(x0) (2.38)
fu¨r alle x mit x0 ≤ x ≤ x0 + a sind. Zuna¨chst scha¨tzen wir fu¨r x > x0 den Abstand der
Lo¨sungen mittels der zugeho¨rigen Integralgleichungen ab:
|y1(x)− y2(x)| = |y1(x0) +
∫ x
x0
f(t, y1(t)) dt− y2(x0)−
∫ x
x0
f(t, y2(t)) dt| =
=
∣∣∣∣∫ x
x0
f(t, y1(t)) dt−
∫ x
x0
f(t, y2(t)) dt
∣∣∣∣ ≤ ∫ x
x0
|f(t, y1(t))− f(t, y2(t))|︸ ︷︷ ︸
Anwendung von (2.37)
dt ≤
≤
∫ x
x0
≤1︷︸︸︷
k ·|y1(t)− y2(t)|
|t− x0| dt ≤
∫ x
x0
|y1(t)− y2(t)|
|t− x0| dt (2.39)
Falls x < x0:
∫ x
x0
f(t, y1(t)) dt entspricht −
∫ x0
x
f(t, y1(t)) dt, ebenso fu¨r den Integral-
summanden von y2, also erhalten wir insgesamt:
u(x) := |y1(x)− y2(x)| ≤
∣∣∣∣∫ x
x0
|y1(t)− y2(t)|
|t− x0| dt
∣∣∣∣ ≤ ∣∣∣∣∫ x
x0
u(t)
|t− x0| dt
∣∣∣∣ (2.40)
Die Funktion u erfu¨llt nun die Voraussetzungen von Lemma 2.7. Zuna¨chst ist u stetig
als Betrag der Differenz der stetigen Funktionen y1(x) und y2(x)) in |x− x0| ≤ a, und
u(x0) = 0, sowie u ≥ 0 ist klar. Bezu¨glich der Differenzierbarkeit in x0 beobachten wir
als erstes, dass fu¨r h 6= 0 gilt:
u(x0 + h)− u(x0)
h
=
u(x0 + h)
h
(2.41)
Nach dem Mittelwertsatz der Differentialrechnung ko¨nnen wir eine differenzierbare
Funktion, in unserem Fall y1 bzw. y2 mit einer geeigneten Zahl ϑ zwischen 0 und 1
anschreiben
u(x0 + h) = |y1(x0 + h)− y2(x0 + h)| =
= |y1(x0) + y′1(x0 + ϑ · h) · h− y2(x0)− y′2(x0 + ϑ · h) · h| (2.42)
und somit∣∣∣∣limh→0 u(x0 + h)h
∣∣∣∣ = limh→0 |y1(x0) + h · y′1(x0 + ϑ1 · h)− y2(x0)− h · y′2(x0 + ϑ2 · h)||h| =
= lim
h→0
|h| · |y′1(x0 + ϑ1 · h)− y′2(x0 + ϑ2 · h)|
|h| =
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= lim
h→0
|y′1(x0 + ϑ1 · h)− y′2(x0 + ϑ2 · h)| = |y′1(x0)− y′2(x0)| (2.43)
weil y1 und y2 als Lo¨sungen der DGL stetige erste Ableitungen besitzen. Schlußendlich
ist
y′1(x0) = f(x0, y1(x0)) = f(x0, y0) = f(x0, y2(x0)) = y
′
2(x0), (2.44)
somit insgesamt
lim
h→0
u(x0 + h)− u(x0)
h
= 0, (2.45)
d.h. u ist differenzierbar in x0 und u
′(x0) = 0. Aus Lemma 2.7 folgt schließlich u(x) = 0
fu¨r alle x ∈ [x0 − a, x0 + a], daher y1 = y2. 
Im na¨chsten Absatz stellen wir ein Lemma vor, das den Leser in seiner Grundstruktur
an das Lemma 2.7 erinnern wird und in gewisser Hinsicht als Erweiterung desselbigen
aufgefasst werden kann: Jedoch geht man im folgenden Hilfssatz von etwas abgea¨nder-
ten Bedingungen aus - statt 1
t−x0 steht eine stetige Funktion q(t) als Faktor im Integral!
Die Funktion p : t → 1
t−x0 hingegen ist nicht stetig auf dem abgeschlossenen Intervall
[x0−a, x0 +a]. Dafu¨r wird in folgendem Lemma nicht verlangt, dass u′(x0) = 0 zutrifft.
Dieses Lemma wird durch seine erzielten Abscha¨tzungen entscheidend in den Beweis
des darauf folgende einseitige Lipschitz-Kriterium einfließen.
Lemma 2.9:
Es seien u und q zwei nicht-negative stetige Funktionen im Intervall [x0 − a, x0 + a],
die der Ungleichung
u(x) ≤
∣∣∣∣∫ x
x0
q(t) · u(t) dt
∣∣∣∣ (2.46)
Rechnung tragen. Dann gilt u(x) = 0 fu¨r alle x aus [x0 − a, x0 + a].
Beweis von Lemma 2.9:
Zu allererst sei darauf hingewiesen, dass wir die Aussage nur fu¨r das Intervall [x0, x0 +
a] zeigen - fu¨r [x0 − a, x0] verla¨uft der Beweis a¨hnlich, man geht in jenem Fall von∫ x
x0
· · · = −
∫ x0
x
. . . aus.
Zuna¨chst definieren wir
v(x) =
∫ x
x0
q(t) · u(t) dt
fu¨r alle x aus dem Intervall [x0, x0 + a], so dass v(x0) = 0 [klar, da
∫ x0
x0
q(t)u(t) dt = 0]
und v′(x) = q(x) ·u(x) [HS d. Differential- & Integralrechnung]. Verwenden wir danach
die Ungleichung (2.46) aus der Voraussetzung des Lemmas, erhalten wir demnach, weil
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q und u positive Funktionen sind,
v′(x) = q(x) · u(x) ≤ q(x) ·
∣∣∣∣∫ x
x0
q(t) · u(t) dt
∣∣∣∣ = q(x) · ∫ x
x0
q(t) · u(t) dt =
= q(x) · v(x)
was zusammengefasst v′(x) ≤ q(x) · v(x) bedeutet. Wenn man folglich beide Seiten
dieser Ungleichung mit exp
(
−
∫ x
x0
q(t) dt
)
(≥ 0 o.B.d.A) multipliziert, so erha¨lt man
v′(x) · exp
(
−
∫ x
x0
q(t) dt
)
≤ q(x) · v(x) · exp
(
−
∫ x
x0
q(t) dt
)
Bringt man nun den Ausdruck auf der rechten Seite der Ungleichung nach links, dann
ergibt das:
v′(x) · exp
(
−
∫ x
x0
q(t) dt
)
− q(x) · v(x) · exp
(
−
∫ x
x0
q(t) dt
)
≤ 0
Andererseits steht der Ausdruck links genau fu¨r die partielle Ableitung von
(exp
(
− ∫ x
x0
q(t) dt
)
· v(x)) nach x, somit schließen wir auf
d
dx
(
exp
(
−
∫ x
x0
q(t) dt
)
· v(x)
)
≤ 0,
i.e. der Term
(
exp
(
−
∫ x
x0
q(t) dt
)
· v(x)
)
ist monoton fallend. Insbesondere ergibt der
Teil exp
(
− ∫ x
x0
q(t) dt
)
stets eine reelle positive Zahl, wir nennen sie λ, fu¨r ein beliebiges
x im Intervall [x0, x0 +a]. Da λ ·v(x) monoton fallend fu¨r alle x aus demselben Intervall
ist, folgt somit auch, dass v(x) dort monoton fallend ist. Weil weiters v(x0) = 0 gilt,
folgt direkt v(x) ≤ 0 und somit auch u(x) ≤ v(x) ≤ 0 fu¨r alle x aus [x0, x0 + a].
Laut Voraussetzung des Lemmas ist aber die Funktion u insbesondere nicht-negativ,
wir erhalten einen Widerspruch zu u(x) ≤ 0! Dadurch kann nur u(x) = 0 in [x0, x0 +a]
gelten. 
Daru¨ber hinaus ko¨nnen wir das Lemma 2.9 auch in einen Satz einbringen, der die
Lipschitz-Stetigkeit nur in einem Teilintervall garantiert:
42
2.2 Das Eindeutigkeitstheorem von Nagumo und das einseitige Lipschitz-Theorem
Theorem 2.10 (Einseitiges Lipschitz-Kriterium):
Es sei f stetig im Rechteck
S¯+ = {(x, y) ∈ R2| x0 ≤ x ≤ x0 + a, |y − y0| ≤ b}
(siehe Theorem von Peano, 2.1) und weiters erfu¨lle f fu¨r alle (x, y), (x, y˜) in S¯+ mit
y˜ ≥ y die einseitige Lipschitz-Bedingung
f(x, y˜)− f(x, y) ≤ L · (y˜ − y) .
Dann hat das AWP
y′(x) = f(x, y(x)), y(x0) = y0
ho¨chstens eine Lo¨sung in [x0, y0].
Beweis von Theorem 2.10:
Angenommen y und y˜ sind zwei verschiedene Lo¨sungen des AWPs mit y(x0) = y0 =
y˜(x0), die sich an einigen Stellen in [x0, x0 + a] unterscheiden.
Wir nehmen an, dass y˜(x) > y(x) fu¨r x1 < x ≤ x1 +  ≤ x0 + a gilt, und y˜(x) = y(x)
fu¨r x0 ≤ x ≤ x1. In anderen Worten: x1 ist die gro¨ßte untere Schranke der Menge A,
die aus allen Werten x besteht, fu¨r die y˜(x) > y(x) gilt. Diese gro¨ßte untere Schranke
existiert in jedem Fall, da A zumindest durch x0 nach unten beschra¨nkt wird. Aufgrund
dieser Tatsache ko¨nnen wir fu¨r alle x aus (x1, x1 + ]
y˜(x)− y(x) = y0 +
∫ x
x1
f(t, y˜(t)) dt− y0 −
∫ x
x1
f(t, y(t)) dt =
=
∫ x
x1
(f(t, y˜(t))− f(t, y(t))) dt
gema¨ß der Darstellung des AWPs als Integralgleichung anschreiben. Setzen wir in der
Folge die Voraussetzung des Kriteriums ein, dann erhalten wir fu¨r x aus (x1, x1 + ]
y˜(x)− y(x) =
∫ x
x1
(f(t, y˜(t))− f(t, y(t))) dt ≤
∫ x
x1
L · (y˜(t)− y(t)) dt =
= L ·
∫ x
x1
(y˜(t)− y(t)) dt ≤ L ·
∣∣∣∣∫ x
x1
(y˜(t)− y(t)) dt
∣∣∣∣ =
=
∣∣∣∣∫ x
x1
L · (y˜(t)− y(t)) dt
∣∣∣∣
Wenn wir nun u(x) = y˜(x) − y(x) wa¨hlen, ko¨nnen wir u im na¨chsten Schritt in das
Lemma 2.9 einsetzen. Als Funktion ist u nicht-negativ, und auch stetig als Zusammen-
setzung stetiger Funktionen. Die Funktion q ist konstant gleich L, somit gilt
u(x) = y˜(x)− y(x) = 0
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fu¨r alle x aus (x1, x1 + ], was unserer Annahme y˜(x) > y(x) fu¨r x1 < x ≤ x1 + 
widerspricht! Somit ist gezeigt, dass y˜(x) = y(x) auf dem gesamten Intervall [x0, x0 +a]
Gu¨ltigkeit besitzt, i.e. das AWP besitzt auf dem genannten Intervall ho¨chstens eine
Lo¨sung. 
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2.3 Anna¨herung an das Eindeutigkeitsproblem u¨ber
links- und rechtsseitige Ableitungen: Die
Eindeutigskeitstheoreme von Perron und Kamke
In den letzten Theoremen (siehe Osgood, Nagumo und zuletzt das einseitige Lipschitz-
Kriterium) haben wir uns oftmals auf Lemmata bezogen, in denen Integralbedingungen
(z.B.: u(x) ≤
∣∣∣∣∫ x
x0
u(t)
t− x0 dt
∣∣∣∣ bei Lemma 2.7) eine zentrale Rolle spielen und auch we-
sentlich in den Beweis des zugeho¨rigen Satzes (im Falle von Lemma 2.7 das Theorem
von Nagumo) einfließen.
Wie wir nun sehen werden, ist es durchaus mo¨glich, Eindeutigkeitskriterien auf ande-
re Abscha¨tzungsmo¨glichkeiten zu stu¨tzen. Konkret betrachten wir die Eigenschaften
sogenannter maximaler und minimaler Lo¨sungen von Anfangswertproblemen, die die
Beweisgrundlage fu¨r die Sa¨tze von Perron und Kamke bereiten werden.
Definition 2.1:
Eine Lo¨sung r (bzw. ρ) des Anfangswertproblems
y′(x) = f(x, y(x)) , y(x0) = y0 ,
in einem Intervall J wird maximale (bzw. minimale) Lo¨sung genannt, wenn zu einer
beliebigen Lo¨sung y des obigen AWPs, die in demselben Intervall J existiert, die Un-
gleichung
y(x) ≤ r(x) (bzw. ρ(x) ≤ y(x) )
fu¨r alle x aus J eingehalten wird.
Daru¨ber hinaus scheint klar, dass die maximale Lo¨sung r und die minimale Lo¨sung
ρ eindeutig sind, falls sie existieren. Kommen wir nun zu drei Sa¨tzen, bei denen uns
prima¨r das Resultat interessiert und deren Beweise wird an dieser Stelle nicht na¨her
betrachten wollen, um einen konzentrierten Blick auf das darauffolgende, ”große” Theo-
rem von Perron werfen zu ko¨nnen.
Proposition 2.11:
Es sei die Funktion f(x, y) stetig in S¯+, dann gibt es eine maximale Lo¨sung r und eine
minimale Lo¨sung ρ des Anfangswertproblems
y′(x) = f(x, y(x)), y(x0) = y0
im Intervall [x0, x0 + α] fu¨r einige positive α.
Fu¨r eine Beweisidee siehe [Lakshmikantham/Leela], 1.3 Maximal and Minimal Solu-
tions, Theorem 1.3.1, S.11f.
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Setzen wir nun voraus, dass die Funktion y stetig in einem Intervall J ist. Dann verwen-
den wir die folgende Notation zur Kennzeichnung der sogenannten Dini-Ableitungen:
D+y(x) = lim sup
h→0+
(
y(x+ h)− y(x)
h
)
,
D+y(x) = lim inf
h→0+
(
y(x+ h)− y(x)
h
)
,
D−y(x) = lim sup
h→0−
(
y(x+ h)− y(x)
h
)
,
D−y(x) = lim inf
h→0−
(
y(x+ h)− y(x)
h
)
.
Gilt D+y(x) = D+y(x), so existiert die rechtsseitige Ableitung von y und wird mit y
′
+
bezeichnet. In gleicher Weise benennt man die linksseitige Ableitung von y mit y′−.
Als Anwendung der maximalen Lo¨sung r gehen wir sodann u¨ber zu Theoremen, die
etwas u¨ber die Beziehung zur allgemeinen Lo¨sung y aussagen sollen:
Proposition 2.12:
Es sei f stetig in einem Definitionsintervall D und r sei die maximale Lo¨sung des AWPs
y′(x) = f(x, y(x)) , y(x0) = y0
im Intervall J = [x0, x0 + a). Daru¨ber hinaus sei y eine Lo¨sung der Differentialunglei-
chung
D+y(x) ≤ f(x, y(x)) (2.47)
in J . Dann impliziert y(x0) ≤ y0 stets, dass y(x) ≤ r(x) fu¨r alle x aus J gilt.
Fu¨r eine Beweisidee siehe [Lakshmikantham/Leela], 1.4 Comparison theorems, Theo-
rem 1.4.1, S.15f.
Proposition 2.13:
Die Funktion f sei stetig in dem Definitionsintervall D und es existiere ρ als die mini-
male Lo¨sung des AWPs
y′(x) = f(x, y(x)) , y(x0) = y0
im Intervall J = (x0 − a, x0]. Weiters sei y eine Lo¨sung der Differentialungleichung
D−y(x) ≤ f(x, y(x)) (2.48)
in J . Dann folgt aus y0 ≤ y(x0), dass ρ(x) ≤ y(x) fu¨r alle x aus J zutrifft.
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Fu¨r eine Beweisidee siehe [Lakshmikantham/Leela], 1.4 Comparison theorems, Theo-
rem 1.4.6, S.20.
Theorem 2.14 (Perrons Eindeutigkeitskriterium):
Angenommen
a) die Funktion g(x, z) sei stetig und nicht-negativ in x0 ≤ x ≤ x0 + a, 0 ≤ z ≤ 2b
und zu jedem x1 mit x0 < x1 < x0 + a sei z(x) ≡ 0 die einzige differenzierbare
Funktion in [x0, x1), die den Bedingungen
z′(x) = g(x, z(x)) fu¨r x mit x0 ≤ x < x1
und
z(x0) = 0
genu¨gt.
b) die Funktion f(x, y) sei stetig in S¯+ = {(x, y) ∈ R2| x0 ≤ x ≤ x0 +a, |y−y0| ≤ b}
und erfu¨lle fu¨r alle (x, y),(x, y˜) aus S¯+ die Perron-Bedingung
|f(x, y)− f(x, y˜)| ≤ g(x, |y − y˜|) . (2.49)
Somit folgt, dass das AWP y′(x) = f(x, y(x)), y(x0) = y0 ho¨chstens eine Lo¨sung in
[x0, x0 + a] besitzt.
Beweis von Theorem 2.14:
Wir nehmen das Gegenteil an, d.h. angenommen es existieren zwei Lo¨sungen y(x) und
y˜(x) des AWPs y′(x) = f(x, y(x)), y(x0) = y0 in dem Intervall [x0, x0 + a]. Zuerst defi-
nieren wir φ(x) = |y(x)− y˜(x)|. Zum gegenwa¨rtigen Zeitpunkt ist klar, dass φ(x0) = 0.
Um Proposition 2.12 verwenden zu ko¨nnen, wollen wir folgende Ungleichung beweisen:
D+φ(x) ≤ |y′(x)− y˜′(x)| = |f(x, y(x))− f(x, y˜(x))| ≤
≤ g(x, |y(x)− y˜(x)|) ≤ g(x, φ(x)) (2.50)
Unter Bezugnahme auf die zu erfu¨llende Ungleichung (2.49) folgern wir fu¨r alle (x, y),
(x, y˜) aus dem Rechteck S¯+:
|y′(x)− y˜′(x)| = |f(x, y(x))− f(x, y˜(x))| ≤ g(x, |y(x)− y˜(x)|) ≤
≤ g(x, φ(x)) . (2.51)
Was wir noch zeigen mu¨ssen, ist, dass
D+φ(x) ≤ |y′(x)− y˜′(x)| (2.52)
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zutrifft - in anderen Worten, dass φ eine Lo¨sung der Differentialungleichung (2.49)
darstellt. Anfa¨nglich ko¨nnen wir die Dini-Ableitung D+φ(x) der Funktion φ, die als
Betrag von y(x)−y˜(x) insbesondere stetig ist, bilden. Wenn wir diese obere rechtsseitige
Ableitung auswerten, erhalten wir
D+φ(x) = lim sup
h→0+
(
φ(x+ h)− φ(x)
h
)
= lim sup
h→0+
( |y(x+ h)− y˜(x+ h)| − |y(x)− y˜(x)|
h
)
Den Betrag der Differenz der Ableitungen von y und y˜ kann man ebenfalls mit dem
Limes superior - beide beinhalteten Funktionen sind differenzierbar - ausdru¨cken:
|y′(x)− y˜′(x)| = lim sup
h→0+
∣∣∣∣y(x+ h)− y(x)h − y˜(x+ h)− y˜(x)h
∣∣∣∣ =
= lim sup
h→0+
(∣∣(y(x+ h)− y(x))− (y˜(x+ h)− y˜(x))∣∣
h
)
In diesem Moment scheint es klar auf der Hand zu liegen, dass wir die Ungleichung
(??) lim sup
h→0+
( |y(x+ h)− y˜(x+ h)| − |y(x)− y˜(x)|
h
)
︸ ︷︷ ︸
=D+φ(x)
≤
≤ lim sup
h→0+
(∣∣(y(x+ h)− y(x))− (y˜(x+ h)− y˜(x))∣∣
h
)
︸ ︷︷ ︸
=|y′(x)−y˜′(x)|
(2.53)
belegen mu¨ssen, wobei hier die Funktionen y und y˜ als Lo¨sungen des AWPs insbeson-
dere stetig sind. Wir beobachten, dass es ausreicht, die folgende Ungleichung fu¨r kleine
h > 0 zu beweisen:
(4) |y(x+ h)− y˜(x+ h)| − |y(x)− y˜(x)| ≤ ∣∣(y(x+ h)− y(x))− (y˜(x+ h)− y˜(x))∣∣
Als erste Abscha¨tzung hilft uns die Tatsache, dass der Absolutbetrag einer Zahl dieselbe
Zahl nach oben beschra¨nkt, somit
L := |y(x+h)− y˜(x+h)|−|y(x)− y˜(x)| ≤
∣∣∣∣∣∣ |y(x+ h)− y˜(x+ h)|︸ ︷︷ ︸
=:R1
− |y(x)− y˜(x)|︸ ︷︷ ︸
=:R2
∣∣∣∣∣∣ =: R
Blicken wir etwas genauer auf die erhaltenen Absolutbetra¨ge, so ko¨nnen wir drei Fa¨lle
unterscheiden:
48
2.3 Die Eindeutigskeitstheoreme vom Perron und Kamke
1. Fall [ y(x) = y˜(x) ]: Damit ist R2 gleich Null und wir du¨rfen folglich den Ausdruck
−y(x) + y˜(x) (= 0) in R1 hineinschleusen, sodann gilt
R1 = |y(x+ h)− y(x) + y˜(x)− y˜(x+ h)| ,
was genau auf die rechte Seite in (4) hinausfu¨hrt.
2. Fall [ y(x) < y˜(x) ]: Wegen der Stetigkeit beider Funktionen gilt fu¨r h > 0 klein
genug jedenfalls sicherlich y(x + h) < y˜(x + h) und somit sind sowohl R1 als auch R2
negativ. Daher lo¨sen wir die inneren Betra¨ge in R jeweils mit Faktoren (-1) auf und
erhalten genau die rechte Seite von R.
3. Fall [ y(x) > y˜(x) ]: Aus der Stetigkeit resultiert hier fu¨r genu¨gend kleine h > 0
die Ungleichung y(x + h) > y˜(x + h), daran anknu¨pfend gilt R1 > 0 und R2 > 0. In
der Folge ko¨nnen die inneren Betragsstriche einfach weggelassen werden, was wiederum
genau auf die rechte Seite von (4) hinausla¨uft.
Mit dieser durchgefu¨hrten Fallunterscheidung haben wir nun nachvollzogen, dass die
Ungleichung in (4) gilt. Somit ko¨nnen wir aufgrund des Vergleichssatzes fu¨r konver-
gente (Teil-)Folgen aus dem Analysis-Buch von [Heuser], Seite 152, auch darauf ru¨ck-
schließen, dass die Ungleichung in (??) gilt.
Im folgenden Schritt ko¨nnen wir die vorangegangene Beweisarbeit mit der Proposition
2.12 verknu¨pfen. Somit lautet unsere Ungleichung wie in (2.47):
D+φ(x) ≤ |y′(x)− y˜′(x)| = |f(x, y(x))− f(x, y˜(x))| ≤
≤ g(x, |y(x)− y˜(x)|) = g(x, φ(x)) . (2.54)
erweitern. Nun erhalten wir fu¨r jedes x1, fu¨r das x0 < x1 < x0 + a zutrifft, mithilfe von
Proposition 2.12 die Ungleichung
φ(x) ≤ r(x)
mit x0 ≤ x < x1, wobei die Funktion r die maximale Lo¨sung des AWPs darstellt.
Andererseits wissen wir durch die Voraussetzungen des Theorems von Perron, dass
r(x) ≡ 0 gilt. Daher ist auch φ(x) = 0 in [x0, x1), somit ist die Behauptung des
Theorems bewiesen. 
Bemerkung: Setzen wir g(x, y) = h(x) · y in der Ungleichung (2.49) von Theorem
2.14, wobei die Funktion h(x) ≥ 0 in [x0, x0 + a] und dort insbesondere stetig ist, so
sehen wir, dass
|f(x, y)− f(x, y˜)| ≤ h(x)︸︷︷︸
≥0
·|y − y˜|
zutrifft. Hiermit erhalten wir genau die Lipschitz-Bedingung, und man ko¨nnte die Ein-
deutigkeitsaussage des Satzes von Picard-Lindelo¨f von dem Theorem von Perron ablei-
ten.
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Die Aussage des folgenden Theorems von Kamke ist noch eine Spur allgemeiner als die
des Theorems von Perron, andererseits baut es gerade in den entscheidenden Teil auf
das Theorem 2.14 auf. Betrachtet man die Bedingungen genauer, so erkennt man, dass
im Theorem von Kamke nicht einmal die Stetigkeit von g in den Punkten (x0, z) und
die Differenzierbarkeit von z direkt in x0 vorausgesetzt wird. Um die Aussage dennoch
sicherzustellen, wird nach der Vorstellung des Theorems ein fundamentales Lemma ein-
gefu¨hrt, das einen nicht zu unterscha¨tzenden Teil zum Resultat des Kriteriums beitra¨gt.
Theorem 2.15 (Kamkes Eindeutigkeitskriterium):
Wir nehmen an, dass
a) die Funktion g(x, z) stetig und nicht-negativ in x0 < x ≤ x0 + a, 0 ≤ z ≤ 2b sei
und z(x) ≡ 0 sei fu¨r alle x1 mit x0 < x1 < x0 + a die einzige in x0 < x < x1
differenzierbare Funktion, die stetig fu¨r x0 ≤ x ≤ x1 ist, fu¨r die weiters
z′+(x0) = lim
x→x+0
z(x)− z(x0)
x− x0 ;
existiert und, die die DGL
z′(x) = g(x, z(x)) (2.55)
fu¨r alle x mit x0 < x < x1 und die Anfangsbediungung
z(x0) = z
′
+(x0) = 0 (2.56)
erfu¨llt.
b) die Funktion f(x, y) stetig in S¯+ sei und fu¨r alle (x, y),(x, y˜) aus S¯+, unter der
Bedingung x 6= x0, wird die Ungleichung
|f(x, y)− f(x, y˜)| ≤ g(x, |y − y˜|)
erfu¨llt.
Dann hat das AWP y′(x) = f(x, y(x)), y(x0) = y0 ho¨chstens eine Lo¨sung in [x0, x0 +a].
Um dieses Theorem verifizieren zu ko¨nnen, beno¨tigen wir den folgenden Hilfssatz:
Lemma 2.16:
Es erfu¨lle die Funktion g(x, z) die Annahme (a) des Theorems von Kamke. Weiters sei
die Funktion g1(x, z) stetig und nicht-negativ in x0 ≤ x ≤ x0 + a, 0 ≤ z ≤ 2b. Noch
dazu gelte g1(x, 0) = 0 fu¨r alle x aus [x0, x0 + a] und fu¨r alle x 6= x0 sei
g1(x, z) ≤ g(x, z). (2.57)
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Dann ist fu¨r jedes x1 mit x0 < x1 < x0 + a die Funktion z(x) ≡ 0 die einzige differen-
zierbare Funktion fu¨r x im Intervall [x0, x1], die der Differentialgleichung
z′ = g1(x, z), z(x0) = 0 (2.58)
genu¨gt.
Beweis von Lemma 2.16:
In diesem Fall genu¨gt es zu zeigen, dass die maximale Lo¨sung r(x) von (2.58) fu¨r alle x
aus (x0, x0 + a) identisch Null ergibt (damit wa¨re r gleich 0 die einzige differenzierbare
Funktion in x0 < x < x1 wie in (a) gefordert). Indirekt nehmen wir an, dass ein σ
mit x0 < σ < x0 + a existiert, sodass r(σ) > 0. Aufgrund der Ungleichung (2.57) ist
insbesondere
z′ = g1(x, z) ≤ g(x, z)
fu¨r alle x mit x0 < x ≤ x0 + a. Da r gerade die maximale Lo¨sung der DGL (2.58)
darstellt, haben wir weiters
r′(x) ≤ g(x, r(x)), x0 < x ≤ σ (2.59)
gegeben. Wenn nun ρ(x) die minimale Lo¨sung von z′ = g(x, z) mit dem Anfangswert
z(σ) = r(σ) > 0 ist, impliziert eine Anwendung von Proposition 2.13, dass
ρ(x) ≤ r(x) (2.60)
gilt - soweit ρ(x) links von σ existiert. Wir werden sehen, dass die Lo¨sung ρ(x) unter der
Verwendung von Standardargumenten bis zu x = x0 fortgefu¨hrt werden kann: Wenn
ρ(τ) = 0 gilt, fu¨r ein τ mit x0 < τ < σ, ko¨nnen wir die Fortsetzung von ρ bewirken,
indem wir ρ(x) = 0 fu¨r x0 < x < τ definieren. Andernfalls sichert auch (2.60) die
Fortsetzbarkeit der minimalen Lo¨sung ρ.
Da ja r(x0) = 0 ist (laut Voraussetzung von (2.58)), die Ungleichung (2.60) gilt und ρ
als Lo¨sung stetig differenzierbar sein muss, folgt
lim
x→x+0
ρ(x) = 0
und daraufhin definieren wir ρ(x0) = 0 (Bemerkung: ρ(x0) kann nicht beliebig von ρ(x)
fu¨r x0 < x < τ abweichen). Des Weiteren existiert außerdem r
′
+(x0), da g1(x, z) stetig
bei (x0, 0) ist und g1(x0, 0) = 0, und ist gleich Null. Daher folgt basierend auf (2.60),
dass ρ′+(x0) existiert und ρ
′
+(x0) = 0.
Jedoch haben wir anfangs angenommen, dass g(x, z) die Bedingungen von Theorem
2.15 befriedigt. In der Folge muss ρ(x) ≡ 0 gelten. Dies widerspricht aber der Tatsache,
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dass wir ρ(σ) = r(σ) > 0 vorausgesetzt haben!!
Daraus folgt, dass schließlich r(x) ≡ 0 fu¨r alle x aus (x0, x0 + a), somit ist die Behaup-
tung des Lemmas belegt. 
Nach diesem Einschub kommen wir zuru¨ck auf das zuvor dargebrachte Eindeutigkeits-
kriterium von Kamke und wollen sogleich den Beweis vorfu¨hren:
Beweis von Theorem 2.15:
In einer ersten Betrachtung der Voraussetzungen des Theorems definieren wir die Funk-
tion
gf (x, z) = sup
|y−y˜|=z
|f(x, y)− f(x, y˜)| (2.61)
fu¨r x und z mit x0 ≤ x ≤ x0 + a, 0 ≤ z ≤ 2b. Weil schon f stetig in S¯+ ist, erfu¨llt
gf ebenfalls die Stetigkeitsbedingung in x0 ≤ x ≤ x0 + a, 0 ≤ z ≤ 2b. In Hinblick
auf die Gleichung (2.61) ist klar ersichtlich, dass die Perron-Bedingung (2.49) von der
Funktion gf erfu¨llt wird. U¨berdies gilt gerade wegen (2.49) auch
gf (x, z) ≤ g(x, z)
fu¨r x0 ≤ x ≤ x0 + a, 0 ≤ z ≤ 2b. Wie wir schnell erkennen, ist gf (x, 0) ≡ 0 laut
Definition der Funktion gf . Demnach sind die Bedingungen von Lemma 2.16 erbracht,
wobei man g1(x, y) = gf (x, y) wa¨hlt. Wendet man dieses Lemma an, so erha¨lt man
z(x) ≡ 0
als einzige diffenzierbare Funktion, die fu¨r jedes x1 mit x0 < x1 < x0 + a das in (2.55)
und (2.56) dargestellte AWP, das sich hier auf gf bezieht
z′ = gf (x, z), z(x0) = 0 (2.62)
mit x aus dem Intervall [x0, x1] erfu¨llt, d.h. z stellt insbesondere eine Lo¨sung des AWPs
(2.62) dar. Sodann ko¨nnen wir die Funktion gf in das Theorem 2.14 von Perron einset-
zen, da sie dort sowohl die Voraussetzungen von (a) und (b) erfu¨llt. Damit schließen
wir mit der eindeutigen Lo¨sbarkeit des AWPs
y′(x) = f(x, y), y(x0) = y0
in [x0, x0 + a] als Resultat. 
Bemerkung: Das zuletzt pra¨sentierte Eindeutigskeitskriterium von Kamke ist augen-
scheinlicherweise noch allgemeiner gefasst als das Theorem von Perron. So beinhaltet
es einige bereits beschriebene Kriterien als Spezialfa¨lle, z.B.
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a) Das Theorem 2.5 von Osgood in dem Intervall [x0, x0 + a]: Wenn man g(x, y) =
w(y) wa¨hlt, wobei die Funktion w die Bedingungen im Lemma 2.4 erbringt.
b) Das Eindeutigkeitskriterium von Nagumo (Theorem 2.8) im Intervall [x0, x0 +a]:
Setzt man g(x, y) = k·y|x−x0| und vermo¨ge k ≤ 1.
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2.4 Ein Wechsel der Perspektive: Das
Nichteindeutigkeitskriterium von Lakshmikantham
Bla¨ttern wir durch das 2.Kapitel dieser Diplomarbeit, so fa¨llt es auf, dass wir uns
stets mit (u¨ber den Satz von Picard-Lindelo¨f hinausgehenden) Eindeutigkeitskriterien
bescha¨ftigt haben. Es gibt jedoch auch die andere Seite der ”Medaille”, na¨mlich die
der nicht eindeutig lo¨sbaren Anfangswertprobleme, wie wir bereits genauer bei Beispiel
2.3 gesehen haben. Um zu einigen dieser mo¨glichen Ausgangsfa¨lle hinreichend Stellung
nehmen zu ko¨nnen, zeigen wir als Abschluss ein Theorem, das eng mit dem Eindeutig-
keitskriterium von Kamke in Beziehung steht - werden dort bestimme Voraussetzungen
nicht eingehalten, so kann die Folgerung der eindeutigen Lo¨sung nicht getroffen wer-
den. Kommen wir nun nach diesem kurzen Vorspann zu dem Satz:
Theorem 2.17 (Lakshmikanthams Nichteindeutigkeitskriterium):
Zu allererst sei auf die Tatsache hingewiesen, dass sich die folgenden Voraussetzungen
immer auf den Anfangswert y(0) = 0 beziehen.
Es wird angenommen, dass
a) die Funktion g(x, z) stetig in dem Bereich 0 ≤ x ≤ a, 0 ≤ z ≤ 2b sei, und
g(x, 0) ≡ 0 sowie g(x, z) > 0 fu¨r z > 0 gilt,
b) fu¨r jedes x1, mit 0 < x1 < a, die Funktion z(x) 6≡ 0 eine differenzierbare Funktion
in 0 < x < x1 sei, die stetig in 0 ≤ x ≤ x1 ist, fu¨r die daru¨ber hinaus z′+(0)
existiert und, die die DGL
z′(x) = g(x, z(x)) (2.63)
fu¨r alle x mit x0 < x < x1 und die Anfangsbedingung
z(0) = z′+(0) = 0 (2.64)
erfu¨llt.
c) die Funktion f(x, y) stetig in S¯+ mit (x0, y0) = (0, 0) sei und fu¨r alle (x, y), (x, y˜)
aus S¯+, unter der Voraussetzung x 6= 0,
|f(x, y)− f(x, y˜)| ≥ g(x, |y − y˜|) (2.65)
gilt.
Dann folgt, dass das AWP
y′(x) = f(x, y(x)), y(0) = 0 (2.66)
mindestens zwei Lo¨sungen in [0, a] besitzt.
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Beweis von Theorem 2.17:
Zuna¨chst nehmen wir an, dass f(x, 0) ≡ 0 gilt, sodass die Wahl von y˜ = 0 in der
Ungleichung (2.63) die Beziehung
|f(x, y)− f(x, 0)︸ ︷︷ ︸
=0
| = |f(x, y)| ≥ g(x, |y|)
liefert. Da f stetig angenommen wird und g(x, z) > 0 fu¨r z > 0 ist, kommen wir im
na¨chsten Schritt zu
|f(x, y)| ≥ g(x, |y|) > 0 (2.67)
fu¨r alle y 6= 0 (bei y = 0 trifft laut Voraussetzung |f(x, 0)| ≥ g(x, 0) = 0 fu¨r alle x
zu!!).
Wir wollen nun als Folgerung dieser Ungleichung zeigen, dass entweder f(x, y) < 0
oder f(x, y) > 0 fu¨r y 6= 0 gilt:
Als stetige Funktion muss f nach dem Zwischenwertsatz von Bolzano (siehe [Heuser],
Satz 35.6, S. 223) fu¨r (x, y1), (x, y2) aus S¯+ mit y1, y2 6= 0 und x 6= 0 fu¨r f(x, y1) > 0
und f(x, y2) < 0 zumindest eine Stelle ξ 6= 0 im Inneren von [y1, y2] mit
f(x, ξ) = 0 besitzen. Jedoch wissen wir aus dem vorangegangen Absatz, genauer gesagt
aus Ungleichung (2.67), dass insbesondere
|f(x, y)| > 0
fu¨r y 6= 0 zutrifft. Somit kann es keine Stelle ξ mit f(x, ξ) = 0 im Intervall [y1, y2] ge-
ben, d.h. es muss f(x, y) > 0 oder f(x, y) < 0 fu¨r alle x, y 6= 0 gelten, um die Stetigkeit
von f zu wahren.
Durch die Annahme am Anfang des Beweises erkennen wir, dass fu¨r y = 0 o.B.d.A.
|f(x, y)| = g(x, |y|) gilt. Folglich erhalten wir fu¨r alle (x, y) aus S¯+ entweder
f(x, y) ≥ g(x, |y|), (2.68)
oder
f(x, y) ≤ −g(x, |y|). (2.69)
Aus den Annahmen folgt weiters, dass es ein σ mit 0 < σ < a gibt, sodass z(σ) > 0
zutrifft. Sei nun ρ die minimale Lo¨sung des Anfangswertproblems
y′(x) = f(x, y(x)), y(σ) = z(σ), (2.70)
dann ko¨nnen wir a¨hnlich wie in dem Beweis von Lemma 2.16 das folgende Argument
benu¨tzen:
Nach der Voraussetzung des Theorems 2.17 stellt die Funktion z eine Lo¨sung der DGL
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(2.63) fu¨r alle x mit 0 < x1 < x mit der Anfangsbedingung (2.64) dar. An unsere fu¨r
y 6= 0 errechneten Ungleichung
f(x, y) ≥ g(x, |y|)
anknu¨pfend, setzen wir an dieser Stelle z statt y ein (Bemerkung: z nicht-negativ), und
erhalten
z′ = g(x, z) ≤ f(x, z)
fu¨r z ≥ 0. Nach einem scharfen Blick auf den letzten Ausdruck erkennen wir, dass
es sich hierbei um eine Differentialungleichung handelt, die von z gelo¨st wird. Somit
ko¨nnen wir die These des Korollars 2.12 fu¨r die Funktion z bzgl. der DGL in (2.70)
einbringen. Als Folgerung gelangen wir zu der Ungleichung
ρ(x) ≤ z(x),
die links von σ soweit gegeben ist, als die minimale Lo¨sung ρ existiert. Nehmen wir
diesen Bereich genauer unter die Lupe, so sehen wir, dass ρ(x) bis x = 0 fortsetzbar
ist - analog zu der Vorgangsweise im Beweis von Lemma 2.16 - und es gilt
0 ≤ ρ(x) ≤ z(x) (2.71)
fu¨r x im Bereich 0 ≤ x ≤ σ. Aus der Voraussetzung (b) des Theorems entnehmen wir,
dass z(0) = z′+(0) = 0 zutrifft. Aufgrund dieser Bedingung und wegen der Ungleichung
(2.70) resultiert ebenfalls ρ(0) = ρ′+(0) = 0.
Nun belegen die im letzten Absatz vollzogenen Schlußfolgerungen, dass das AWP
y′(x) = f(x, y(x)), y(0) = 0
eine Lo¨sung ρ besitzt, die nicht identisch Null ergibt. Auf der anderen Seite la¨sst
dasselbe AWP (2.66) verbunden mit der Annahme f(x, 0) ≡ 0 auch die konstante
Lo¨sung
φ(x) = 0,
fu¨r alle x aus [0, a] zu. Daher erhalten wir zwei verschiedene Lo¨sungen zu dem vorge-
brachten AWP (2.66). In Bezug auf den Fall in der Ungleichung (2.69) ko¨nnen wir in
a¨hnlicher Art und Weise argumentieren und erreichen dasselbe Schlussresultat.
Wenn wir jetzt unsere Untersuchungen einem pru¨fenden Blick unterziehen, bemerken
wir schnell, dass die Einschra¨nkung f(x, 0) ≡ 0 einen Gutteil zum Verlauf des Beweises
beigesteuert hat. In den folgenden Zeilen geht es darum, die Aussage des Kriteriums
von Lakshmikantham ohne diese Einschra¨nkung zu zeigen.
Ferner nehmen wir an, es ga¨be eine Lo¨sung y0(x) des Anfangswertproblems in (2.66),
die fu¨r alle x in [0, a] existiert.
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Wenden wir nun die Transformation w = y − y0(x) an, so gelangen wir im na¨chsten
Schritt zum Ausdruck
w′ = y′ − y′0(x) = f(x, y)− f(x, y0(x)) = f(x,w + y0(x))− f(x, y0(x)) =
= F (x,w). (2.72)
Beleuchten wir den letzten Umformungsschritt genauer, so erkennen wir, wenn man
w = 0 wa¨hlt, dass
f(x, y0(x))− f(x, y0(x) = 0 = F (x, 0)
gilt, und zwar fu¨r alle x aus dem Intervall [0, a]. Folglich stellt w(x) = 0 eine Lo¨sung
der DGL (2.72) mit der zugeho¨rigen Anfangsbedingung w(0) = 0 dar. Jedoch ko¨nnen
wir uns andererseits ebenfalls auf die Beobachtungen unter Beru¨cksichtigung der Ein-
schra¨nkung f(x, 0) ≡ 0 (siehe Anfang des Beweises) stu¨tzen:
Nach der Voraussetzung (2.65) in Punkt (c) des Theorems gilt fu¨r alle (x, y), (x, y˜)
aus S¯+ mit x 6= 0, also insbesondere auch fu¨r y˜ = y0(x) (die Funktion y0(x) ist auch
eine Lo¨sung der DGL (2.66), folglich muss sie in die Bedingungen von (c) passen!), dass
|f(x, y)− f(x, y0(x)| = |f(x,w + y0(x))− f(x, y0(x))| = |F (x,w)| ≥ g(x, |w|) =
= g(x, |y − y0(x)|)
Aus dieser Abscha¨tzung kann man die Ungleichung
|F (x,w)| ≥ g(x, |w|) (2.73)
herauslo¨sen. Vergleichen wir diese Ungleichung mit der Beziehung in (2.67), so konsta-
tieren wir, dass es sich bis auf die Variable w statt y um dieselbe Ungleichung handelt
- vor allem ist auch g(x, |w|) > 0 wegen Bedingung (a). Demnach ko¨nnen wir an dieser
Stelle fu¨r F (x,w) a¨hnliche U¨berlegungen wie fu¨r f(x, y) vor der Fallunterscheidung in
der Mitte des Beweises anstellen.
Nach diesen U¨berlegungen besitzt das AWP (2.66) hingegen auch eine andere Lo¨sung
w, die nicht identisch Null ergibt. Als Folgerung davon erschließt sich uns, dass y(x) =
w(x) + y0(x) nicht gleich y0(x) sein kann, somit besitzt das gestellte AWP zumindest
zwei verschiedene Lo¨sungen auf dem Intervall [0, a]. 
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