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SOMMARIO
Una delle sfide piu` importanti del ventunesimo secolo nel campo delle reti di telecomuni-
cazioni e` la minimizzazione del consumo di energia fornendo congiuntamente una Qualita`
del Servizio (QoS). Pertanto, di recente la comunita` di ricerca ha iniziato a studiare una serie
di iniziative miranti a migliorare la QoS e l’efficienza energetica nell’Internet del futuro. In
questo scenario, le Service Overlay Network (SON) sono emerse come un modo proficuo per
affrontare questi problemi senza modificare l’infrastruttura sottostante. Invece, il Network
Power Management (NPM) cerca i metodi che sono in grado di ottenere risparmi energetici
sfruttando opportunamentele caratteristiche energetiche dei dispositivi di rete. In questa tesi,
viene analizzato il problema della progettazione topologica di una SON dal punto di vista
delle prestazioni. Poiche` la soluzione analitica del problema e` computazionalmente troppo
complessa, si confrontano le prestazioni di un insieme limitato di topologie note. Sulla base di
euristiche, tre nuove topologie overlay vengono proposte. Attraverso numerose simulazioni,
le prestazioni delle topologie overlay candidate vengono valutate in diversi scenari di rete,
tenendo conto del carico e del traffico accettato tra i nodi overlay. Inoltre, questa tesi si con-
centra sul NPM descrivendo quattro problemi di progettazione di rete per ridurre il consumo
energetico delle reti attuali e future. I problemi sono risolti per mezzo di risolutori MILP e
MINLP, che ottengono delle soluzioni ottimali o approssimate. Dal momento che in scenari
di reti di grandi dimensioni questi approcci sono computazionalmente troppo complessi, sono
proposte varie euristiche per i diversi metodi di NPM. L’efficacia degli approcci proposti e
dell’euristiche viene esplorata in diversi scenari di rete reali, valutando l’impatto di diversi
parametri di rete. I risultati mostrano che le topologie SON sono un’ottima scelta perche`
mantengono le stesse prestazioni riducendo l’overhead associato. Inoltre, questa tesi mette in
luce l’importanza di una buona caratterizzazione del comportamento energetico dei disposi-
tivi di rete. Notevoli risparmi energetici possono essere raggiunti sfruttando le caratteristiche
di potenza dei dispositivi. Le euristiche proposte sono in grado di ridurre il tempo di calcolo
e di ottenere risparmi energetici comparabili.
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ABSTRACT
One of the most important challenges of the twenty-first century in the telecommunication
network field is the minimization of the energy consumption jointly providing Quality of Ser-
vice (QoS). Therefore, recently the research community started to study a set of approaches
aimed at improving QoS and energy efficiency in the Internet of the Future. In this scenario,
Service Overlay Networks (SONs) have emerged as a profitable way to address these issues
without changing the underlying infrastructure. Instead, the Network Power Management
(NPM) framework looks for methods which are able to achieve energy savings by suitably
exploiting the power consumption features of energy aware network devices.
In this thesis, the topology design problem of a SON from a performance point of view is
analyzed. Since the analytical solution of the problem is computationally too complex, we
compare the performance of a limited set of well-known topologies. Based on heuristics,
three new traffic demand-aware overlay topologies are also proposed. Through extensive
simulations, the performance of the candidate overlay topologies is evaluated in different
network scenarios, taking into account overhead and accepted traffic between the overlay
nodes. Moreover, this thesis focuses on NPM by describing four power aware network design
problems for reducing the power consumption of current and future networks. The problems
are solved by means of MILP and MINLP solvers, which obtain optimal or approximated
solutions. Since these approaches are computationally too complex in large network sce-
narios, several heuristics are proposed for the different NPM methods. The effectiveness of
the proposed approaches and heuristics is explored under different real network scenarios by
evaluating the impact of several network parameters. The results show that the proposed SON
topologies are a valuables option in the different analyzed scenarios because they maintain
the same performance reducing the associated overhead. Furthermore, this thesis highlights
the importance of well characterizing the power behavior of the network devices. Notable
power savings can be only achieved by exploiting each power aware features. The proposed
heuristics can reduce the computational time and obtain comparable power savings.
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CHAPTER 1
INTRODUCTION
1.1 Motivations
In the last decade, with the tremendous growth of multimedia technologies and the increasing
popularity of real-time applications, the support of Quality of Service (QoS) in the Internet
has been in a great demand and several architectures to provide QoS (e.g., Integrated Ser-
vices (IntServ [18] and Differentiated Services (DiffServ) [16]) have been proposed by the
IETF (Internet Engineering Task Force). Nevertheless, the deployment of these approaches
is unlikely to be feasible in the long run, because IntServ has scalability problems, and
DiffServ can only provide QoS with very coarse granularity. Moreover, appropriate business
models are difficult to be introduced, because the Internet Service Providers (ISPs) are only
concerned with providing QoS in their own administrative domains. As a result, the current
Internet basically provides only a best-effort packet delivery service.
Though, for provisioning a QoS-like features, current current networks are widely overpro-
visioned. Considering that the current network equipments are not energy aware, i.e. they
consume always the same energy when they are underutilized or not. The energy saving has
become one of the most important challenges of the twenty-first century for environmental
and economical reasons. From an environmental perspective, due to the lack of diffusion and
efficiency of renewable energy, the reduction of power consumption is important because the
production of energy is directly related to the emission of carbon dioxide (CO2), the main
reason of global warming. From an economical point of view, the incremental growth of the
energy price and of the power demand of emerging countries makes energy saving a key issue
to contain the increase of energy cost in various sectors (industrial, commercial, residential).
Furthermore, we are witnessing an explosive growth in the use of Information and Communi-
cation Technologies (ICTs) equipment that is rapidly becoming a major consumer of energy.
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Indeed, according to the SMART 2020 study, CO2 emissions from ICT are increasing at a
rate of 6% per year and with such a growth rate they could represent 12% of worldwide
emissions by 2020 [30]. These trends are confirmed by other studies. As an example, the
European Commission DG INFSO report [25] estimated European telcos and operators to
have an overall network energy requirement equal to 14.2 TWh in 2005, which will rise
to 21.4 TWh in 2010, and to 35.8 TWh in 2020 if no green network technologies will be
adopted. Furthermore, the power consumption of Verizon during 2006 was 8.9 TWh (about
0.26% of USA energy requirements) [47], while the NTT group reports that the amount of
electric power in fiscal year 2004 needed for telecommunications in Japan was 4.2 TWh [34].
In this scenario, the research community is studying a set of approaches for improving the
energy efficiency in the Future Internet. Detailed and up to date surveys on the different ap-
proaches investigated for an energy efficient networking are presented by the authors of [17]
and [55]. Recent works on energy efficient networks have defined energy aware problems
and have proposed solutions on two relevant aspects: the Network Device Design and the
Network Power Management.
The Network Device Design consists in devising energy efficient mechanisms implemented
in network equipments, which leads to the design of energy aware network devices [32] [36].
In this field, we can mention two main approaches:
 the resource adaptation that attempts to reduce energy consumption by adapting the
power consumption to the provided resources (processing, bandwidth, etc.)
 the low power mode that provides the maximum resources during the active period to
maximize the idle period when the device is switched to a state characterized by a very
low power consumption.
Examples of these approaches are Adaptive Link Rate (ALR) [32] and Low-Power Idle (LPI)
[36] respectively, two mechanisms for reducing power consumption of Ethernet Network
Card.
The Network Power Management (NPM) is expressed by methods aimed to achieve fur-
ther energy savings by means of appropriate strategies, in terms of protocols and network
control/management, that exploit the power consumption features of energy aware network
devices.
If energetic improvements can be achieved by new devices and management techniques
realized from scratch, the QoS improvements have to be obtained by means of solutions
with a minimum impact on current and future Internet. Concerning this, Service Overlay
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Networks (SONs) have emerged as a profitable way to provide QoS. A SON consists in a
virtual network built on top of an IP network. A SON is composed of overlay nodes, which
can be customized so as to build in complex features and to cooperate with each other in order
to provide new services without any change to the routers of the underlying IP network. The
overlay nodes can be connected each other by means of overlay link, which are logical links
and really are IP-layer paths, usually composed of one or more physical links. Moreover, an
overlay path consists of one or more overlay links.
1.2 Main contributions
This thesis is specifically focused on the design of SON topologies and on the study of NPM
methods.
In particular, the topology design problem of a SON from a performance point of view is
addressed. Since the analytical solution of the problem is computationally too complex, the
performance of a limited set of well-known topologies is compared. Based on heuristics,
three new traffic demand-aware overlay topologies are proposed. Through extensive simula-
tions, the performance of the candidate overlay topologies is investigated in different network
scenarios, taking into account overhead and accepted traffic between the overlay nodes.
Moreover, this thesis focuses on NPM by describing four power aware network design prob-
lems, with related mathematical models, for reducing the power consumption of current and
future networks. Each problem is based on different characterizations and power awareness
of the network devices, leading either to Mixed Integer Linear Programming (MILP) models
or to Mixed Integer Nonlinear Programming (MINLP) models. Given that these problems are
NP-hard, several heuristics of the NPM methods are also. The effectiveness of the proposed
approaches and heuristics is explored by performing extensive simulations under different
real network scenarios and evaluating the impact of several network parameters.
1.3 Outline
The remainder of this thesis is structured as follows.
Chapter 2 addresses the topology design of SON. In particular, the basic concept of SON are
outlined and the proposed topology design problem is formalized. Moreover, some existing
SON topologies as well as the new overlay topologies are presented. Finally, a simulative
i
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12 Introduction
analysis to investigate the impact of the overlay topologies on performance and overhead is
presented.
Chapter 3 introduces the problem of NPM. In particular, a set of general NPM models is
presented and several heuristic approaches are proposed.
Chapter 4 analyzes the performance of the NPM models and the heuristics presented in the
previous chapter. In particular, the effectiveness of the proposed methods and approaches is
explored under different real network scenarios, by evaluating the impact of several network
parameters.
Chapter 5 finally draws some conclusions for this thesis and discusses open issues and
further perspectives for this research field.
i
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CHAPTER 2
SERVICE OVERLAY NETWORKS
2.1 Background
In recent years, Service Overlay Networks (SONs) have emerged as a profitable way to
facilitate the deployment of QoS-sensitive applications, such as VoIP, videoconference, online
gaming, etc. A SON is a virtual network built on top of an IP network, whose nodes, the
overlay nodes, can be customized so as to build in complex features and to cooperate with
each other in order to provide new services without any change to the routers of the underlying
IP network. Pairs of overlay nodes are connected by means of logical links, also known as
overlay links, which really are IP-layer paths, usually composed of one or more physical
links. Moreover, an overlay path consists of one or more overlay links. A distinguishing
characteristic of SONs is that the overlay links could be overlapped at the physical layer
even though they are completely separated at the overlay layer. Non-overlay traffic or other
overlay links may pass through a part or a whole group of IP-layer links. This means that
the overlay links capacities are not fixed and cannot be controlled by the overlay nodes. To
obtain satisfactory performance, the overlay nodes need continuously probing the network,
so as to obtain updated information on the status and performance of the overlay links.
SONs can be classified as End-user Overlay Networks and Backbone Overlay Networks.
The first type of SON [12] [11] is constructed among the end hosts without any support
from the intermediate network nodes. Though highly flexible, End-user Overlay Networks
cannot guarantee end-to-end QoS, since the overlay links typically cross many intermediate
Autonomous Systems (ASs), and the uncontrolled peering structure is unlikely to provide
direct QoS support to the end-users. Due to these difficulties, the second type of overlay
networks was introduced in several research works [24] [31] [48] [41] [40]. Usually managed
by third parties, Backbone QoS Overlays may be classified in two different categories, based
i
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14 Service Overlay Networks
on the overlay nodes location: either only at the edge (see [24] [31] [40]), or also in the core
of different domains (see [48] [41]).
To optimize the performance and profitability of a SON, the first step is the selection of
the best topology connecting the overlay nodes. When considering different topologies,
it is necessary to understand how they affect the overlay routing performance and how to
efficiently build overlay topologies connecting all the overlay nodes. Several works have
focused on the selection of the best overlay links (e.g. [52]), but other issues, such as binding
end systems to overlay access nodes [52], positioning the overlay nodes [35] [19] or choosing
the right number of overlay nodes [19], have also been faced. In these studies, the overlay
topology is usually represented as a graph and the topology design problem is expressed as
an optimization problem. The general approach relies on the use of heuristic algorithms that
allow finding a near-optimal solution.
Most works [52] [35] [26] [49] [57] analyze the topology design problem from an economic
point of view with the aim to minimize the cost for the deployment of the SON. Only a few
works [39] [42] deal with the SON topology design problem from a network performance
perspective. In [39], the authors aim at finding the overlay topology minimizing a cost
function which takes into account the overlay link creation cost and the routing cost. They
also highlight how the traffic demand affects the creation of new overlay links. In [42],
instead, the authors compare several existing and some new overlay topologies in terms of
resilience.
In this thesis, the topology design problem is formalized by taking into account the traffic
demand among the overlay nodes as performance metric to be optimized. Since this problem
is computationally too complex, we investigate the performance and overhead of several
candidate SON topologies by varying the number of overlay nodes and the IP network size.
More specifically, three different models for the topology at IP-layer (flat, hierarchical, real)
are taken into account and the performance of seven overlay topologies built on top of those
IP networks is compared: four topologies are well-known since they have been already
introduced in the literature, whereas the other three (K-Shortest-Path-Tree, Pruned Adjacent-
Connection and Demand-aware Adjacent- Connection) are completely new.
In the performance evaluation, the best overlay topology is considered the one that, on
equal terms of accepted traffic and performance, has the lowest overhead, due to the overlay
network maintenance traffic.
i
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Figure 2.1: Backbone QoS Overlay with Intra-domain nodes
2.2 Problem Statement
This thesis is focused on Backbone QoS Overlays with intra-domain nodes (Figure 2.1),
where the overlay nodes can be placed either at the edge or in the core of each domain.
In the following, a more detailed description of this architecture is not provided, because
it is out of scope. The chosen architecture, indeed, is only an instance used to evaluate the
overlay routing performance when varying the overlay topology.
The experimental results obtained in this thesis are also valid in the case of Backbone QoS
Overlays (see Figure 2.2) with Inter-domain nodes.
In the following, we suppose that:
 The location of the overlay nodes is pre-determined.
 The metric associated to each overlay link is the delay and the overlay path between a
pair of overlay nodes is selected by using the Dijkstra algorithm.
 Each overlay path is composed of IP-layer links. At IP layer, the cost of each link is
assigned in inverse proportion to the link bandwidth and the shortest path between a
pair of IP nodes is computed by using the Dijkstra algorithm.
i
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16 Service Overlay Networks
Figure 2.2: Backbone QoS Overlay with Inter-domain nodes
Therefore, the overlay topology construction problem can be formulated as follows. Let us
consider:
 The IP-layer topology GP(VP;EP) where
– VP is the set of nodes.
– EP is the set of IP layer links.
– N is the total number of VP nodes.
 A set of overlay nodes, VO, which is a subset of VP.
– M is the total number of VO nodes.
 The IP-layer path-link indicator function Pmni j , where Pmni j = 1 if the IP-layer path
between m and n includes the IP-layer link i j.
 The overlay path-link indicator function Qxymn, where Qxymn = 1 if there is an overlay path
from x to y that includes the overlay link mn.
 The delay of the IP-layer link i j, Di j.
 The traffic demand between the overlay nodes x and y, Txy .
i
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2.3 Overlay Network Topologies 17
The goal is to find the topology GO(VO;EO) (i.e., a sub-set of overlay links, EO) that
minimizes the cost function:
å
i j
Txyå
mn
Qxymnå
i j
Di jPmni j (2.1)
in which the end-to-end delay is weighted by the traffic demand, with the constraints:
 åmn eomn  d, where d is the maximal node degree and eomn = 1 if an overlay link
between m and n exists, eomn = 0 otherwise.
 åmnQxymnåi jDi jPmni j  d , where d is the overlay paths delay constraint.
 åxyTxyQxymn  tmn, where tmn is the available bandwidth of the overlay link mn.
It is worth highlighting that if popular or greedy nodes exist, the topology layout does not
change, but such nodes are located at the centre, so as to minimize their latency with respect
to the other nodes (see [43] for further details).
The degree constraint attends to limit the overhead associated to the overlay link monitoring
(e.g., delay, available bandwidth, overlay traffic demand). Thus, if the node degree is higher,
the overhead is greater.
2.3 Overlay Network Topologies
The problem formulated in the previous section is NP-hard and therefore it is too complex
from a computational point of view. The basic idea behind our approach is to interconnect
the overlay nodes by means of the most common network topologies and to choose the best
topology with respect to a set of performance metrics.
This section lists the main features of several candidate topologies that appeared in litera-
ture. Moreover, three new overlay topologies are proposed.
2.3.1 Full-Mesh (FM)
In the FM overlay network topology, each node is adjacent to all the other nodes at overlay
layer. Therefore, every node has the same number of neighbours, i.e. the same node degree
(d). As said previously, to retrieve information on the status and performance of the overlay
links, every node has to periodically send probing packets to all the neighbours at overlay
i
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18 Service Overlay Networks
Figure 2.3: Full-mesh overlay topology
layer. The FM topology is therefore characterized by the highest overhead, due to the overlay
monitoring traffic. An example of FM topology is shown in Figure 2.3.
2.3.2 K-Minimum Spanning Tree (KMST)
A minimum spanning tree (MST) is the lowest cost tree among all the candidate trees con-
necting a given set of nodes. A KMST overlay topology is composed of K MSTs, where
the k-th MST of the composite graph is the MST of the initial graph excluding the edges
of the previously computed MSTs. Therefore, the overlay links of the K trees are not
overlapped. The K value can be chosen as a trade-off among cost, performance and node
degree constraint. This approach has been proposed in [54] so as to minimize the overhead
due to the amount of information exchanged for link monitoring. Figure 2.4 shows a 2MST,
where the two trees are depicted with dashed and solid lines, respectively.
2.3.3 Mesh-Tree (MT)
This topology (called Mesh-Tree in [42]) is obtained by joining the MST connecting all
the overlay nodes with the set of overlay links connecting the overlay nodes that have a
i
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2.3 Overlay Network Topologies 19
Figure 2.4: Two-minimum-spanning-tree overlay topology
grandchild-grandparent or uncle-nephew relationship in the MST. Figure 2.5 shows an MT
overlay topology: the MST is represented with solid lines, whereas links joining nodes with
a grandchild-grandparent or uncle-nephew relationship are dashed.
2.3.4 Adjacent-Connection (AC)
The Adjacent Connection (AC) topology relies on the knowledge of the IP-layer topology.
The construction of the AC topology, proposed in [41] and [44], is based on the following
condition: if no overlay node is directly connected to the nodes belonging to the IP-layer path
between any pair of overlay nodes, an overlay link connecting this pair of overlay nodes is
created. Figure 2.6 shows an example of AC overlay topology.
2.3.5 K-Shortest Path Tree (KSPT)
The K-Shortest Path Tree (KSPT) is first novel topology introduce in this thesis. It is con-
structed taking into account the traffic demand among the overlay nodes. A SPT is made up
of minimum cost paths from a node (root) towards all the other nodes. In this case, the metric
is the overlay link delay. The choice of the K value, like in KMST, results from a trade-off
i
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Figure 2.5: Mesh-tree overlay topology
Figure 2.6: Adjacent-connection overlay topology
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Figure 2.7: Two-shortest path tree overlay topology
among cost, performance and node degree constraints.
A KSPT topology can be constructed as follows:
1. Initialize KTh = ceiling[M=3], K = 0.
2. Create a SPT for each overlay node.
3. Select the SPT whose root corresponds to the overlay node with the greatest traffic
demand.
4. Add the SPT to the topology layout. Increment the value of K (K = K+1).
5. Calculate the average node degree. If it is greater than the node degree constraint or
KTh is reached, end. Otherwise, continue.
6. Select the SPT with minimum overlap with the created topology. Go to step 4.
Figure 2.7 shows a 2SPT, where the two trees, with roots G and C, are depicted by using
dashed and solid lines, respectively.
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2.3.6 Pruned Adjacent-Connection (PAC)
The Pruned Adjacent-Connection (PAC), is a novel topology, which is proposed and con-
structed for a real network scenario by exploiting the previous results obtained in flat and
hierarchical network scenarios. PAC is a modified version of the AC topology, where some
overlay links are deleted so as to reduce the node degree. In more detail. an overlay link is
deleted if it connects two nodes with the highest degree. The number of overlay links to be
deleted is determined by a fixed degree threshold, Th, which is proportional to M.
A PAC topology can be constructed as follows:
1. Create an AC topology and determine the degree of each overlay node.
2. Select the overlay node, i, with the highest degree.
3. Select the neighbour of i, j, with the highest degree.
4. Delete the overlay link between i and j, and update the node degree.
5. Calculate the average node degree. If it is greater than the threshold Th, go to step 2.
Otherwise, end.
Figure 2.8 shows an example of PAC overlay topology.
2.3.7 Demand-aware Adjacent-Connection (DAC)
As the previous one, the Demand-aware Adjacent-Connection (DAC), is a new topology
aimed at a real network scenario as PAC. However, DAC allows to take also into account the
traffic demand among the overlay nodes. DAC, like PAC, is a modified version of the AC
topology, where some overlay links are deleted to reduce the node degree. In more detail, an
overlay link is deleted if it interconnects two nodes with the highest traffic demand. Also in
this case, the number of overlay links to be deleted is determined by a fixed degree threshold,
Th, proportional to M.
A DAC topology can be constructed as follows:
1. Create an AC topology, determine the degree of each overlay node, and calculate the
aggregate traffic demand of each overlay node, as the sum of the incoming and outgoing
traffic.
i
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Figure 2.8: Pruned adjacent-connection overlay topology
2. Select the overlay node, i, with the lowest aggregate traffic demand and whose degree
is greater than the threshold Th.
3. Select the neighbour of i, j, with the lowest aggregate traffic demand and with a node
degree greater than the threshold Th.
4. Delete the overlay link between i and j, and update the node degree.
5. Calculate the average node degree. If it is greater than the threshold Th and i and j
exist, go to step 2. Otherwise, end.
Figure 2.9 shows an example of DAC overlay topology.
2.4 Performance Analysis
2.4.1 Simulations Settings
To compare the performance of the topologies described in the previous section, flat and
hierarchical IP- layer topologies generated by means of BRITE [2] are considered.
i
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Figure 2.9: Demand-aware adjacent-connection overlay topology
In the flat topology, the generation model to interconnect the nodes is based on the Wax-
man’s probability [53]:
P(u;v) = a  e  dbL (2.2)
where P(u;v) is the probability that a link between the nodes u and v is created, a (0< a 1)
and b (0< b 1) are Waxman specific parameters (in our simulations a= 0:03, b= 0:03), d
is the Euclidean distance between the nodes, and L is the maximum distance between any two
nodes. The link bandwidth has been assigned according to a uniform distribution in the range
[10;1000]Mb=s. It is worth highlighting that this value does not represent the IP-layer link
capacity, but the available bandwidth, since non-overlay traffic may pass through the same
links. The link delay has been assigned in proportion to the link length.
To create a hierarchical random topology, a top-down approach that consists of the following
three steps has been adopted:
1. Generate an AS-level topology according to the Waxmans model (for redundancy
reasons, we set a= 1).
2. For each AS, generate a router-level topology by using the Waxmans model with the
i
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2.4 Performance Analysis 25
same parameters as for the flat topology.
3. Finally, use the random method to interconnect ASs asc dictated by step 1: if (i; j) is a
link in the AS-level topology, then two nodes (u;v), randomly chosen from ASs (i; j),
are interconnected at 512Mb=s.
Simulations have been carried out randomly associating overlay nodes with the generated
IP-layer nodes and interconnecting them through one of the topologies described in Section
2.3.
For a fair comparison of the candidate topologies and to also meet the node degree constraint
d, other research works modify the construction of the topology as follows: if an overlay node
degree exceeds d in the resulting overlay topology, only the d closest neighbours overlay
nodes are maintained, while the others are pruned. Since this approach dramatically affects
the intrinsic nature of each topology, the overlay node degree is considered as a primary
performance metric without changing the resulting overlay topology.
Moreover, the traffic demand is generated according to a uniform distribution normalized
with respect toM, so that the overall traffic demand is statistically the same when the number
of overlay nodes changes. A customized simulation environment has been developed by
using C programming language. Three simulation scenarios have been considered:
1. The IP-layer topology is flat [N = (100;150;200;250;300)] and the number of overlay
nodes changes [M = (10;20;40;60;80%) N].
2. The IP-layer topology is hierarchical [N=(100;200;300;400;600), Number of ASs=4,
Number of nodes per-AS=(25, 50, 75, 100, 150)] and the number of overlay nodes
changes [M = (10;20;40;60;80%) N].
3. A case study, corresponding to a “real network scenario” with a large hierarchical IP-
layer topology [N=600, Number of ASs=4, Number of nodes per AS=150] and a small
number of overlay node [M = (1;2;4;6;8%) N].
The average value and the 99% confidence interval of each performance metric have been
evaluated in the three scenarios by performing a set of 50 independent simulations for each
pair (N;M).
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2.4.2 Performance Metrics
To compare the performance of different overlay topologies, four parameters are introduced,
each of them highlighting a specific topology feature.
 Bandwidth Rejection Ratio (BRR)
This performance parameter represents the probability that an overlay path with bandwidth
and delay requirements can not be created due to bandwidth unavailability:
BRR=
Number of bandwidth rejected end-to-end overlay paths
Total number of end-to-end overlay paths
(2.3)
 Delay Rejection Ratio (DRR)
This performance parameter represents the probability that an end-to-end overlay path with
bandwidth and delay requirements can not be created due to delay limitations although the
bandwidth constraint could be satisfied:
DRR=
Number of delay rejected end-to-end overlay paths
Number of bandwidth accepted overlay paths
(2.4)
 Average Node degree (AND)
This performance parameter provides information on the topology overhead. If di is the
neighbours number of the i-th overlay node, AND can be defined as follows:
AND=
åMi=1 di
M
(2.5)
 Accepted Traffic Weighted Delay (ATWD)
This performance parameter describes the capability of the topology to associate low delays
to the highest traffic demands:
ATWD=
åi j(Accepted traffic demand between the nodes i; j  Delayi j)
Total accepted traffic
(2.6)
It is worth emphasizing that the ATWD is strictly related to the cost function (2.1) defined
in Section 2.2. Indeed, the only difference is that the ATWD is normalized with respect to the
accepted traffic. This normalization is necessary for a fair comparison, because the accepted
traffic varies with the overlay topology.
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2.4.3 Simulations Results
A different graph has been worked out for each performance metric in case of flat and
hierarchical topologies. In the following, the simulation results concerning AND, BRR and
DRR are reported only for the largest size of the IP-layer network, whereas as regards ATWD
the results obtained for the smallest size of the IP-layer network are also reported, since
the ATWD performance significantly varies with the number of IP-layer nodes. Since the
experimental results obtained in the flat topology cases (see the following sub-section), show
that KSPT outperforms the other topologies, the simulations with PAC and DAC topologies
are only performed when the IP-layer network is hierarchical and in the real network sce-
nario. The behaviour of both topologies is analyzed with two values of the degree threshold:
Th = (M=3;M=2) in the hierarchical IP-layer network casel, Th = (M=2;2 M=3) in the real
network scenario case, respectively.
Flat IP-layer Network Model
Figure 2.10 shows the AND trend in a flat IP-layer network (N = 300) when M ranges from
0:10 N to 0:80 N. It is worth highlighting that the behaviour of this metric is not affected by
the size of the IP-layer network, so these results may also be extended to IP-layer networks
with a different number of nodes.
The graph outlines that MT always has the minimum node degree that remains constant
independently ofM.
Moreover, the AND of KMST and KSPT increases almost linearly with M, but KSPT
outperforms KMST due to the different way K is selected and the mechanism used to limit
the value of K when the AND is too high.
Concerning the AC overlay topology, at the beginning, the AND is the highest one and
increases up to reaching a maximum value whenM= 0:20 N. Afterwards, it starts decreasing
and, when M  0:60 N, AC outperforms not only KMST, but also KSPT. Indeed, when M
increases, it is more likely that another overlay node exists along the path between whichever
pair of overlay nodes and therefore the number of overlay links decreases. The AND of FM
(not reported in the graph) is always equal toM 1.
Figure 2.11 reports the BRR average value and confidence interval for N = 300. As outlined
in the graph, FM, KMST, AC and KSPT show a similar behaviour. MT, instead, always has
the highest BRR. This result is in accordance with the node degree trend: since MT has the
lowest node degree, also the overall available bandwidth is the lowest.
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Figure 2.10: AND for a flat IP-layer network with N=300
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Figure 2.11: BRR for a flat IP-layer network with N=300
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Figure 2.12: DRR for a flat IP-layer network with N=300
Figure 2.12 shows the DRR trend. Also in this case, FM, KMST, KSPT and AC show a
similar trend that decreases with M. Instead, MT has the worst performance, since its DRR
values are always significantly higher than the ones obtained for the other topologies when
M  0:20 N. This is due to the lower node degree of the MT topology.
Finally, let us consider the ATWD parameter. By definition, this metric has low values when
the overlay topology favours the creation of overlay paths with the lowest delay between the
overlay nodes that exchange the largest amount of traffic. In a small size flat IP-layer network
(see Figure 2.13), KSPT and MT perform better than the other topologies. On the contrary,
as shown in Figure 2.14, in a large size flat IP-layer network MT sharply outperforms FM,
KMST, KSPT and AC.
From the simulation results, we can infer that MT performs worse than the other overlay
topologies because, although it is characterized by the lowest AND and ATWD metrics, the
BRR has the highest values (see Figure 2.11) and therefore most of the traffic demand is
rejected. In flat IP-layer networks, the overlay topology should be chosen based on the
number of overlay nodes. If the number of both overlay and IP nodes is small, KMST is
the best overlay topology. Instead, if the number of overlay nodes is small, but the IP-layer
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Figure 2.13: ATWD for a flat IP-layer network with N=100
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Figure 2.14: ATWD for a flat IP-layer network with N=300
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Figure 2.15: AND for a hierarchical IP-layer network with N=600
network size is large, the best overlay topology is KSPT. When the number of overlay nodes
is large, AC is always the best overlay topology, because it performs in the same way as the
other overlay topologies, but its AND is the lowest.
Hierarchical IP-layer Network Model
In a hierarchical IP-layer network, the AND behaviour (see Figure 2.15) is similar to that
obtained for a flat IP-layer network. Nevertheless, the graph outlines that AC always has a
lower AND than KMST. PAC and DAC allows reducing the AND only when M = 0:10 N
and the reduction is in inverse proportion to Th.
Figure 2.16 and Figure 2.17 show the BRR and DRR behaviours for N = 600, respectively.
Also in this case, the trends are similar to those obtained for flat IP-layer topologies and MT
performs worse than all the other candidate topologies. However, it is relevant to highlight
that, apart from MT, KSPT has the highest BRR and DRR and the performance difference
among KSPT and FM, KMST, AC is greater for small and middle size overlay networks.
The BRR of PAC and DAC is the same as FM, KMST, and AC, instead the DRR is higher.
When Th =M=3 PAC and DAC perform worse than KSPT. Basically, DAC performs better
i
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Figure 2.16: BRR for a hierarchical IP-layer network with N=600
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Figure 2.17: DRR for a hierarchical IP-layer network with N=600
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Figure 2.18: ATWD for a hierarchical IP-layer network with N=100
than PAC, while DAC (Th =M=2) performs like FM, KMST, and AC.
Figure 2.18 and Figure 2.19 highlight that the ATWD parameter behaviour in small and
large size hierarchical IP-layer networks, respectively, shows some differences with respect
to the flat topology. Indeed, although the number of IP-layer nodes is increased, MT and
KSPT do not exhibit any performance improvement as it occurred in case of a flat topology.
PAC and DAC perform better in small size hierarchical IP- layer networks and with a higher
degree threshold.
In summary, also in hierarchical IP-layer networks, MT underperforms the other overlay
topologies for the same reasons as in case of a flat network. As far as the remaining topologies
are concerned, AC outperforms all the other topologies, due to the knowledge of the underlay
topology which allows AC to reduce the node degree and, as a result, the overhead. PAC and
DAC are two valuable alternatives to AC to further reduce the node degree, but a performance
worsening occurs. More specifically, DAC performs better than PAC, highlighting the advan-
tages of building traffic demand-aware topologies. Finally, the results of the simulations
outline that KSPT is not a suitable topology for hierarchical IP networks, since it always
performs worse than the other overlay topologies (except MT).
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Figure 2.19: ATWD for a hierarchical IP-layer network with N=600
Case study: real network scenario
Figure 2.20 shows the AND trend in a real network scenario when M ranges from 0:01 N to
0:08 N.
The graph outlines that the AND increases almost linearly with M for all the overlay
topologies except for MT, which has the minimum AND that remains constant independently
of M.
The AND of AC always have the maximum node degree. To be noted that PAC and DAC
reduce the AND of AC. When the degree threshold is equal to 2+M=3, PAC and DAC have
almost the same AND as KMST.
Regarding KSPT, it outperforms KMST due to the reason explained in the previous sections.
Figure 2.21 reports the BRR average value and confidence interval. As outlined in the
graph, all the topologies show a similar decreasing behaviour. When M > 0:01 N, BRR is
very low, because the overall traffic demand is low in this scenario. When M = 0:01 N the
bandwidth request for each node is high due to the way used for generating the traffic matrix
(see Section 2.4.1) and since it overloads the links, BRR assumes a significant value.
Figure 2.22 shows the DRR behaviour. In this case, KMST and AC show a similar trend
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Figure 2.20: AND for real network scenario with N=600
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Figure 2.21: BRR for real network scenario with N=600
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Figure 2.22: DRR for real network scenario with N=600
that decreases with M. Instead, MT has an increasing trend. To be noted that KSPT has the
worst performance, while PAC and DAC have a worse DRR than AC, due to the introduction
of the node degree threshold.
Figure 2.23 highlights that the ATWD behaviour, when the number of overlay nodes is
very small (M = 0:01 N), depends on the overlay nodes position. All the overlay topologies
have similar behaviour, only MT always has the minimum ATWD that remains constant
independently ofM.
To sum up, in a real network scenario MT does not underperform the other overlay topolo-
gies as in the previous cases, even though it has the lowest degree. KSPT topology has an
high DRR. As far as the remaining topologies are concerned, KMST outperforms all the other
topologies, due to the large amount of available bandwidth (for M  0:02 N BRR  0) that
allows it to exploit its ability of minimizing the global delay. Regarding the two novel topolo-
gies, PAC and DAC, they have a lower degree than AC, so they have similar performance to
KMST.
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Figure 2.23: ATWD for real network scenario with N=600
2.5 Conclusions
In this chapter, the topology design problem of SONs with performance requirements has
been addressed taking into account both the traffic demand and the overhead. This problem
has been theoretically formalized, but since it is computationally too complex, the perfor-
mance of some reference overlay topologies has been compared and three new topologies,
called KSPT, PAC, and DAC have been introduced. Through extensive simulations, the
performance and overhead of each overlay topology have been investigated either when the
IP-layer network model is flat or hierarchical and in a real network scenario.
The results presented in this chapter show that MT always performs worse than the other
overlay topologies. Moreover, when the size of the flat IP-layer network is large and the
number of overlay nodes is small, KSPT is a valuable option.
Instead, when the IP-layer network is hierarchical, the AC topology outperforms all the
other network topologies, because it takes advantage of the underlay topology knowledge.
Moreover, PAC and particularly DAC are two possible alternatives to the AC topology to
reduce the node degree. Finally, in a real network scenario with a large amount of available
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bandwidth, KMST outperforms all the other overlay topologies and MT does not underper-
form the other overlay topologies as in the previous cases.
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CHAPTER 3
NETWORK POWER
MANAGEMENT
3.1 Background
Generally speaking, the Network Power Management consists in determining the design and
the routing strategies that permit to minimize the overall power consumption of a network by
taking into account the power consumption of the network elements and the traffic demand
among the nodes. Therefore, two critical issues can be devised in NPM: the time horizon
characterizing the traffic demands and the power behavior of the network devices.
Regarding the first issue, the time scale of the NPM approaches should be peak/off-peak
traffic periods. In fact, usually there are no significant changes in the traffic matrix within
each peak and each off-peak period. Therefore, the off-peak period (or peak period) can be
exploited for estimating the traffic matrix in the next peak period (or off-peak period) and
then computing the solution to optimize the network power consumption. The duration of the
peak/off-peak period is in the order of day/night, the maximum acceptable time for computing
a NPM solution can be reasonably assumed in order of 6/12 hours.
Regarding the second issue, the energy characterization of the network devices is important
because it determines what can be exploited to minimize the overall power consumption of
the network. In this thesis, a general power consumption model of a router has been taken
into account, which is composed of three main components [37]:
 chassis;
 Physical Interface Cards (PICs)
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 route processor.
The chassis can be powered off (i.e. it works at a low power mode); the corresponding power
consumption can be assumed constant if the chassis is powered on, and zero otherwise.
The energy consumed for transferring a bit from a node u to a node v is due to diverse
components, such as the power consumed by the PIC in node u used to transmit the bit and
that used by the PIC of node v to receive it. In the rest of the thesis, when considering traffic
sent from a certain node u to a certain node v, the corresponding power consumption and
the related capacity value will be associated with the PIC at node u, without distinguishing
the power contributions given by the transmitter and the receiver PICs. Obviously, in the
reverse direction, they will be associated with the PIC at node v. Furthermore, since in most
actual scenarios the network operators try to use similar devices in their core network, we
shall assume that the power consumption and the capacity of the PIC used to transmit along
(u;v) are equal to those of the PIC used for transmitting along (v;u). However, in the case of
a link connecting two nodes with diverse hardware features, the power consumption and the
capacity of the PICs used to transfer the traffic in the two directions could be different. Each
PIC can be powered off. In particular, there is a constant, non zero, power consumption when
the PIC is powered on, and a zero power consumption when the PIC is powered off.
As far as the power consumption of the route processor is concerned, it generally depends
on the traffic load of the router in a nonlinear way (see [56]). In [45], the authors present
several possible behaviors:
 linear - switch architectures like Batcher, Crossbar and Fully-Connected;
 logarithmic - equipments implementing hibernation techniques;
 cubic - equipments that use energy saving methods such as dynamic voltage and dy-
namic frequency scaling (DVS-DFS);
 on-off - almost the totality of current network equipments that consume always the
maximum power in every load condition.
Finally, in modern core networks pairs of routers are typically connected, for each traffic
direction, by multiple PICs that form one logical bundled link [23]; this technique is called
link aggregation and is standardized by IEEE 802.1AX [38]. Link aggregation technique is
widely diffused because it allows one to easily upgrade the link capacity by adding new PICs,
and to reach link capacities bigger than that available by using the current fastest technology.
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For example, a 40 Gb=s bundled link may comprise four OC-192 PICs with capacity 10Gb=s
each. By taking into account the link aggregation technique, in this thesis the ability of each
PIC of the bundled links to be powered off has been explored.
Based on the energetic and technological characterization of the network devices described
above, four basic NPM problems, which will be deeply investigated hereafter, are listed as
follows:
 PAR -Given traffic demands associated with the nodes, PAR consists in determining the
traffic routing strategy that permits to minimize the overall power consumption of the
network, by taking into account only the power consumption of the nodes concerning
the route processor;
 PAND - Given traffic demands associated with the nodes, PAND consists in determin-
ing the traffic routing strategy that permits to minimize the overall power consumption
of the network, by considering the possibility to power off entire links and/or nodes of
the network;
 PARND - Given traffic demands associated with the nodes, PARND consists in deter-
mining the traffic routing strategy that permits to minimize the overall power consump-
tion of the network, by jointly considering the possibility of powering off entire links
and nodes of the network, and the power consumption of route processor;
 PARND-BL - Given traffic demands associated with the nodes, PARND-BL consists
in determining the traffic routing strategy that permits to minimize the overall power
consumption of the network, by even considering the possibility to power off single
PICs of bundled links.
3.2 Literature review
Starting from the seminal work on the study of power efficient network devices presented
by the authors of [33], recently many efforts have been devoted to define strategies aimed at
reducing the power consumption of the whole network infrastructure, and not only the one of
single or few components.
In this framework, a first set of works has been devoted to define models for the problem
PAND, introduced in Section 3.1. In particular, the authors of [20] present first measurements
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of power consumption of networking devices, and then evaluate the total network consump-
tion of a certain network topology given the power footprint of each element. The authors
propose a standard Capacitated Multicommodity Minimum Cost Flow (CMCF) formulation
[29] for finding the minimum set of network elements to be powered on in order to guarantee
the required service. However, the complexity of the proposed model grows very fast as the
number of the devices increases. The model in [29] is thus very expensive to solve even for
small networks. The authors of [21] study the strategies to concentrate network traffic on a
minimal subset of network resources in order to power off network nodes and links while
still guaranteeing full connectivity and maximum link utilization constraints. Furthermore,
by taking into account strict constraints on the computational time, they provide efficient
heuristics that permit to find an approximated solution in an acceptable computational time
also in large network scenarios. A variation of this class of problems is presented by the
authors of [27], which propose a simple heuristic to power off links when bundles of multiple
physical cables are present.
A second set of works has been focused on the definition and the solution of PAR problem.
The authors of [45] presented a study on the reduction of the overall power consumption that
can be achieved when the energy profiles of the network devices are taken into account during
routing and traffic-engineering operations. They consider coarse linear approximations of
the power consumption of the network devices and, then use a linear programming solver
(e.g CPLEX [5]). However, PAR is a nonlinear multicommodity flow problem, since the
power consumption of energy aware network devices is generally a nonlinear function of
their workload. Given this feature, the PAR problem should be modelled solved by means
of a nonlinear programming solver such as Ipopt (Interior Point OPTimizer) [6], a software
package for large-scale nonlinear optimization that implements an interior-point line-search
filter method. This has been performed in this study, as reported in the next chapter.
A third set of works has been proposed aimed at jointly considering the power aware routing
and the network design (PARND). In particular, the authors of [15] discuss the problem by
considering different technology assumptions. However, differently from our work, they
assume that nodes and even links have a linear energy behavior. Furthermore, this computa-
tional study takes into account only the GEANT topology composed of 23 nodes and 74 links.
Hence, differently from this work, they do not consider the impact of the network topology
on the performance of the discussed solution. The authors of [13] propose a heuristic to
solve the PARND problem. Differently from this study, they consider only the link energy
consumption, which is assumed to be linearly proportional to the traffic that flows through.
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In this thesis, there are the preliminary ideas for modelling the nonlinear behavior of the
routers based on the indications in [37]. In particular, the considered energy model is given
by the sum of two constant addends associated with the power consumption of the chassis
and the PICs, and one variable (nonlinear) element associated with the route processor.
On the other hand, none has proposed and solved a general NPM problem like PARND-BL,
that permits to minimize the overall power consumption of a network by choosing a routing
strategy that jointly exploits the power behavior of the route processors as well as the ability
of powering off the chassis of the routers and all (or even single) PICs of bundled links.
The presented models have been evaluated by finding their optimal and/or approximated
solutions and proposing new heuristic solutions.
An additional contribution of this thesis is to report the results of several wide computational
experimentations, on several real network topologies, aimed at investigating the efficiency of
the proposed power aware approaches from different perspectives.
3.3 Problem formulations
Let us introduce the parameters and the notation to define and formulate the power aware
problems studied in this paper. The starting point of the analysis is a network modeled as a
directed graph G = (V;E), where V denotes the set of the nodes and E is the set of the arcs,
modelling the network links.
The following parameters are assumed to be given in order to characterize the power con-
sumption of the network elements:
 PPICuv is the power consumption of a PIC that transmits traffic from node u to node v
(i.e., a PIC of link (u;v));
 PCv is the power consumption concerning the chassis of the node v;
 PRPv;T (v) is the power consumption concerning the route processing of the node v at the
traffic throughput T (v); as justified before, hereafter PRPv;T (v) is assumed to be a nonlinear
function.
Since each logical link is generally composed of a set of PICs, the overall power consump-
tion for the traffic transmission on a link (u;v) is equal to the number of powered on PICs, in
node u connected to v, multiplied by PPICuv . In other words, the maximum power consumption
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associated with a directional link (u;v) is given by Nuv PPICuv , where Nuv is the maximum
number of PICs forming the bundled link that connects node u to node v.
Concerning the traffic demand and the capacity of nodes and links, we define:
 D is the set of the origin-destination pairs of the traffic matrix;
 dsd is the traffic demand between the source node, s, and the destination, d;
 CNv is the capacity of node v;
 CPICuv is the capacity of each PIC which composes the link (u;v);
 CLuv is the capacity of the link (u;v) (in the case of bundled linkCLuv =CPICuv Nuv).
Three sets of variables are defined to state the NPM problems:
 f sduv is the amount of dsd flowing through the link (u;v);
 xv 2 f0;1g is set to 1 when the node v is powered on, and to 0 otherwise;
 nuv is the number of powered on PICs which compose the link (u;v).
The traffic throughput of node v can then be defined as the total traffic entering v plus the
flow originated from v, according to the following formula:
T (v) = å
(u;v)2E
å
(s;d)2D
f sduv + å
(v;d)2D
dvd : (3.1)
Now the NPM problems addressed in this study can be presented, together with related
mathematical models. The first problem is a power aware routing problem that, by assuming
that all the nodes and all the PICs of the network are powered on, aims to route the traffic
demands in such a way as to minimize the overall power consumption of the network. The
PAR problem leads to a nonlinear multicommodity flow model. The second problem, PAND,
considers the possibility to power off nodes and links of the network in order to reduce the
overall power consumption. This is done by approximating the power behavior of the nodes
to the worst case, so leading to a Mixed Integer Linear Programming (MILP) design and
routing model. Problem PARND generalizes both PAR and PAND. In fact it addresses both
the possibility of powering off nodes and links as well as the routing strategy, by however
considering the true, nonlinear power behavior at the nodes. The corresponding model is
therefore a mixed integer nonlinear programming model. Finally the last problem, PARND-
BL, represents a further level of generalization, since it allows that even single PICs of
i
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bundled links can be powered off. In this way a hierarchy of NPM models is defined and
studied, having PARND-BL on the top, models PAR and PAND on the bottom, and PARND
at the intermediate level. To the best of our knowledge, this is the first time that a nonlinear
Power Aware Routing and Design model is investigated from a computational perspective.
Furthermore, model PARND-BL is innovative in our opinion, since the possibility of powering
off single PICs of logical links was never investigated in the context of power aware routing
and network design. Therefore, as outlined before, model PARND-BL has to be considered
as an original contribution of this paper.
3.3.1 Power Aware Routing (PAR)
The PAR problem consists in determining the traffic routing strategy that permits to reduce the
overall power consumption of the network by taking into account only the power consumption
of the nodes concerning the route processor, i.e. PRPv;T (v). In fact, this problem does not
consider the possibility of powering off any network element. In particular, the assumption
is made that each node is active, and each link (u;v) has the maximum number, Nuv, of active
PICs. The PAR problem can be formulated according to the following nonlinear multicom-
modity flow model. Note that the variables xv and nuv are not present, since the corresponding
decisions are not taken into account by the optimization problem under consideration.
Minimize å
v2N
PRPv;T (v) (3.2)
subject to
å
(v;u)2E
f sdvu   å
(u;v)2E
f sduv =
8>>><>>>:
dsd if v= s
 dsd if v= d
0 otherwise
8(s;d) 2 D 8v 2V (3.3)
T (v)CNv 8v 2V (3.4)
å
(s;d)2D
f sduv CLuv 8(u;v) 2 E (3.5)
f sduv 2 R 0 8(u;v) 2 E 8(s;d) 2 D (3.6)
Equations (3.3) are the classical flow conservation constraints, instead Equations (3.4) and
(3.5) are the node and the link capacity constraints, respectively. Finally, Equations (3.6)
provide the flow variable definition.
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3.3.2 Power Aware Network Design (PAND)
Differently than PAR, the PAND problem considers the possibility to power off links and
nodes in order to reduce the overall power consumption of the network. This is achieved by
taking into account the possibility to power off nodes as well as entire logical links, i.e., the
assumption is made that either the PICs composing each link are all active, or they are all
inactive. Concerning each powered on node v, the proposed model approximates its power
behavior by considering the maximum power consumption at v, i.e. PMAXv = P
C
v +P
RP
v;CNv
. The
assumptions above lead to the following MILP model, where each design variable nuv either
holds 0 or is set to the maximum number of PICs composing (u;v), i.e. Nuv:
Minimize å
v2N
PMAXv  xv+ å
(u;v)2E
PPICuv nuv (3.7)
subject to the flow conservation constraints (3.3) and to constraints (3.6), plus
T (v)CNv  xv 8v 2V (3.8)
å
(s;d)2D
f sduv CPICuv nuv 8(u;v) 2 E (3.9)
å
(u;v)2E
nuv  å
(u;v)2E
Nuv  xv 8v 2V: (3.10)
xv 2 f0;1g 8v 2V (3.11)
nuv 2 f0;Nuvg 8(u;v) 2 E (3.12)
Equations (3.8) and (3.9) are the node and the link capacity constraints extended to include
the possibility to power off nodes and links, respectively. Equations (3.10) state that a node
can be powered off only when all the incident links are powered off. Finally, Equations (3.11)
define xv; 8v 2 V , as binary variables, while Equations (3.12) impose that only entire links
can be powered off.
3.3.3 Power Aware Routing and Network Design (PARND)
Problem PARND refines PAND by jointly considering the possibility of powering off links
and nodes of the network, and determining a power aware routing strategy, under the more
accurate power behavior at the nodes given by the nonlinear function PRPv;T (v). The PARND
i
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problem can therefore be formulated according to the following mixed integer nonlinear
programming model:
Minimize å
v2N
PRPv;T (v)+å
v2N
PCv  xv+ å
(u;v)2E
PPICuv nuv (3.13)
subject to the same constraints of PAND (given by (3.3), (3.6) and (3.8) - (3.12)).
3.3.4 Power Aware Routing and Network Design with Bundled Links
(PARND-BL)
The objective of the last problem, PARND-BL, is to minimize the overall power consumption
of the network by even considering the possibility to power off single PICs of bundled links.
The problem can then be formulated as follows:
minimize å
v2V
PRPv;T (v)+å
v2V
PCv  xv+ å
(u;v)2E
PPICuv nuv (3.14)
subject to most constraints of PAND (i.e. (3.3), (3.6) and (3.8) - (3.11)) and to
nuv 2 N0  Nuv 8(u;v) 2 E (3.15)
In particular, constraints (3.15) guarantee that even single PICs of bundled links can be
powered off.
3.4 Heuristic of the PAR problem
The Dijkstra-based Power-aware Routing Algorithm (DPRA) consists in the partitioning in
small quantities, d, of the traffic demand sd, and in the calculation of the minimum power
consumption path for d taking into account the resources already allocated in the network.
This procedure is recursively executed for all couples of nodes, and until all the traffic de-
mands reported in the traffic matrix D are allocated. At each iteration, the proposed heuristic
associates at each oriented link a cost equal to the increase of the power consumption of the
destination node. This parameter is calculated taking into account the d, the traffic allocated
on the considered link, and the power consumption of the route processor in the destination
node. Then, the Dijkstra’s algorithm is used to compute the minimum cost path. The pseudo-
code of the proposed DPRA is shown in the Algorithm 1.
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Algorithm 1 Dijkstra-based Power-aware Routing Algorithm
Given: G(V;E) and D
1: Set d0, TCI(v) = åu2V dvu 8v 2V , and dRESsd = dsd 8(s;d) 2 D
2: repeat
3: Select randomly a couple sd such that dRESsd > 0
4: Set d
5: Calculate cost wuv 8(u;v) 2 E
6: CalculateCMAXv 8v 2V andCMAXuv 8(u;v) 2 E
7: Delete links and nodes that do not satisfy maximum utilizations
8: Run Dijkstra’s algorithm between s and d with cost wuv
9: Update TCI(v)+ = d 8v 2 PCIsd and dRESsd  = d
10: until dRESsd == 0 8(s;d) 2 D
After the initialization (step 1), DPRA begins the iterations and selects sd, then d is set as
shown in Algorithm 2. Note that the choice of parameter d0 is a trade off between accuracy
and simulation time. At step 5, the cost of the link uv 8(u;v) 2 E is calculated as follows:
wuv = PRPv;TCI(v)+d PRPv;TCI(v) (3.16)
where TCI(v) is the traffic throughput of node v at the current iteration.
Algorithm 2 Set d
if dRESsd  d0 then
d= d0
else
d= dRESsd
end if
Afterwards, the maximum resources available at each node, CMAXv , and at each link, C
MAX
uv ,
are calculated as explained in Algorithms 3 and 4. In particular, CMAXv is calculated taking
into account the amount of traffic directed to the considered node v. In order to avoid that the
algorithm could be blocked for lacking of resources at the receiving node, resources of node
v must be reserved. Similarly, resources should be reserved in the link (u;v). To avoid the
blocking of the algorithm for lacking of resources, three different cases should be considered
(obviously when (u;v) = (s;d), we do not need to reserve resources):
i
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 when u is the source of the traffic demand, we should permit the reception of the traffic
having v as destination; to this aim we allocate to each link attached to the node v an
equal share of the traffic transmitted to it;
 when v is the destination of the traffic demand, we should permit the transmission of
the traffic generated by u; also in this case, we allocate to each link attached to the node
u an equal share of the total traffic generated in u;
 when (u;v) is an intermediate link of the traffic demand dsd , we should allocate the
resources needed for the reception of the other traffic having v as destination and those
necessary for the transmission of the other traffic having u as source; in both cases, we
assume that the whole traffic is uniformly distributed among the links attached to the
node.
The next step consists in deleting (or equivalently in setting the cost to ¥) the nodes and the
links that have not enough resources to participate to the next allocation process carried out
by means of the Dijkstra’s algorithm. In particular, defining ACI(uv) as the amount of traffic
allocated on the link (u;v) until the current iteration, the link (u;v) is deleted from the graph
iff ACI(uv)+d>CMAXuv . Similarly, the node u is deleted iff TCI(u)+d>CMAXu .
Algorithm 3 CalculateCMAXv 8v 2V
if v= d then
CMAXv =C
N
v
else
CMAXv =C
N
v  åi2V dRESiv
end if
At the step 8, Dijkstra’s algorithm runs using the costs wuv, then the TCI(v) and dRESsd values
are consequently updated (PCIsd is the set of nodes belonging to the path from s to d). Then,
after the update of the variables TCI(v) and dRESsd , the algorithm returns to step 3 until d
RES
sd =
0 8(s;d) 2 D.
The computational complexity of DPRA is about jV j(jV j 1)2 dåsd2D dsdd0 eO(jEj+ jV j log jV j),
where jV j is the number of nodes, jEj is the number of links, and O(jEj+ jV j log jV j) is the
computational complexity of the efficient implementation of the Dijkstra’s algorithm [22].
i
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Algorithm 4 CalculateCMAXuv 8uv 2 E
if u= s and v= d then
CMAXuv =C
L
uv
else if u= s and v 6= d then
CMAXuv =C
L
uv  åi2V d
RES
iv
deg(v)
else if u 6= s and v= d then
CMAXuv =C
L
uv  åi2V d
RES
ui
deg(u)
else
CMAXuv =C
L
uv  åi2V d
RES
iv
deg(v)  
åi2V
i 6=v
dRESui
deg(u)
end if
3.5 Heuristic of the PARND problem
For solving PARND a new heuristic (see Algorithm 5) is proposed, this heuristic is based on
a PAND solution proposed in [21].
The heuristic begins by sorting the nodes by means of a least-flow (LF) policy, namely
the nodes are sorted basing on their traffic throughput after solving the PAR problem on
the network with all elements powered on (i.e., xv = 1 8v 2 V and yuv = 1 8(u;v) 2 E).
Afterwards, each node, and consequently all its adjacent links, is disabled according to the
considered ordering and the PAR problem is solved on the restricted network. Note that only
nodes without traffic demand towards/from any other node can be disabled. If the resolution
successfully ends and the overall power consumption is reduced, then the network power
consumption is updated and the iterations continue, otherwise the node is enabled again.
When all nodes are considered, the PAR problem is solved for the new network topology
where the previous disabled nodes and their adjacent links are powered off. Based on this
solution, the links are sorted by taking into account the link flows (LF policy). Subsequently,
a procedure similar to that used to power off the nodes is applied to the sorted list of the
links. The solution of PAR applied to the resulting network topology finally provides the
power-aware routing strategy and the overall power consumption.
It is relevant to observe that in the case the nodes cannot be powered off, the heuristic can
be limited to the iterative procedure associated with the links.
i
i
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Algorithm 5 Heuristic for the PARND problem
1: SN=sort nodes (V );
2: min pow cons= ¥;
3: for all v 2 SN do
4: disable node v;
5: solve PAR problem) (status; power consumption);
6: if (status== Solve Succeeded AND power consumption< min pow cons) then
7: min pow cons= power consumption;
8: else
9: enable node v;
10: end if
11: end for
12: SL=sort links (E);
13: min pow cons= ¥;
14: for all (u;v) 2 SL do
15: disable link (u;v);
16: solve PAR problem) (status; power consumption);
17: if (status== Solve Succeeded AND power consumption< min pow cons) then
18: min pow cons= power consumption;
19: else
20: enable link (u;v);
21: end if
22: end for
23: solve PAR problem.
3.6 Heuristics of the PARND-BNBL problem
In backbone networks, the powering off of a node should be a critical issue, this is mainly
due to reliability and robustness reasons. Hence, a new version of PARND-BL, called Power
Aware Routing and Network Design in Backbone Network with Bundled Links (PARND-
BNBL), has been considered. The PARNB-BNBL problem consists in modifying the PARND-
BL to avoid of powering off the chassis of the nodes as follows:
minimize å
v2V
PRPv;T (v)+ å
(u;v)2E
PPICuv nuv (3.17)
i
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subject to the Equations (3.3), (3.4), (3.6), (3.9), and (3.15).
For solving PARND-BNBL a new heuristic (see Algorithm 6) is proposed, this heuristic is
based on the following Fast Greedy Heuristic (FGH) approach.
Algorithm 6 PARND-BNBL Heuristic
1: Solve PAR) (status;Power Consumption);
2: Remove cables to match flows and set FE =?;
3: Initialize Prev cons= Power Consumption;
4: repeat
5: Sort edges (greatest spare capacity);
6: repeat
7: Select the first edge =2 FE ! (u;v);
8: Disable one cable from selected edge (u;v);
9: Solve PAR) (status;Power Consumption);
10: if (status== Solve Succeeded AND Power Consumption< Prev cons) then
11: Remove cable from uv;
12: Update Prev cons= Power Consumption;
13: else
14: Enable cable and FE = FE [fuvg;
15: end if
16: until (status== Solve Succeeded AND FE == E)
17: until (FE == E)
The FGH heuristic is based on the Maximum Spare Capacity (MSC) problem, which is used
as a building block.
Taking into account the notations introduced in the previous section, the MSC problem can
be formulated as follows:
minimize å
(u;v)2E
fuv (3.18)
subject to the Equations (3.3), (3.6), (3.4), and
fuv = å
(s;d)2D
f sduv CLuv 8(u;v) 2 E: (3.19)
Obviously, Equation (3.19) ensures that no link carries more traffic flow than its capacity.
i
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The FGH heuristic consists in solving the MSC problem to obtain the flow f uv assigned to
each edge. Then, taking into account that all the flows are still satisfied, the maximal number
of cables are removed. After these cable removals, the edge with the greatest spare capacity
is identified, i.e., we find the (u;v) for which:
argmax
(u;v)
(CPICuv nuv  fuv) (3.20)
where nuv denotes the number of remaining cables after the cable removals. In order to reduce
the excess traffic to be rerouted only one cable is considered for the removal. Assuming the
considered removal, the MSC is solved with the new link capacities. If the problem has a
feasible solution, the cable considered for removal is permanently removed, otherwise it is
not removed and the corresponding edge is marked as final, i.e. no additional cables are
removed from final edges (FEs). Then in the next iterations, the identification of the edge
with the greatest spare capacity is performed ignoring all final edges. The iterative procedure
concludes when all edges become final.
The choice of a heuristic based on FGH is due to the attractiveness of FGH, given by its
simplicity. The main differences with respect to FGH are that at each iteration a cable is
removed if the overall power consumption is actually reduced and the PAR problem is used
as a building block in place of MSC. These differences are particularly relevant when the
power consumption due to route processing is dependent on the node throughput. In this case,
the power consumption due to route processing has to be explicitly addressed in the problem
formulation, and just to power off links/PICs does not necessarily determine a reduction of
the overall network consumption.
The general structure of the heuristic framework is depicted by Algorithm 6. In the fol-
lowing, two different versions of this framework are presented, each one based on a different
solution of the PAR problem.
3.6.1 Time Limited PAR Heuristic (TLPH)
In the first version of the heuristic, the PAR has been solved by means of IpOpt [6], a software
package for large-scale nonlinear optimization that implements an interior-point line-search
filter method, considering the actual power consumption of nodes and finding the optimal
solution.
It has been observed that this approach is time expensive because, when there is not a
solution to the PAR problem, the IpOpt requires a lot of time to establish it. Therefore, to
i
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speed up the proposed heuristic, the running time of IpOpt for solving PAR problem has been
bounded as following:
 At step 1 of the Algorithm 6, calculate the running time for solving PAR! T ;
 At step 9, bound the running time for solving PAR at (T +1s) g, where g is a multi-
plicative factor.
The drawback of this method is that the time can expire even if PAR can be solved (“false
negative” event). Hence, a suitable value of the multiplicative factor g should be chosen to
limit both time and false negative events.
3.6.2 PAR Meta Heuristic (PMH)
Algorithm 7 HPAR
1: Initialize T I(v) 8v 2 N, f Iuv 8(u;v) 2 E, and dIsd ;
2: Calculate maximum demand) (sM;dM);
3: repeat
4: Set cost w(v) = PRP
v;T I(v)+dI
sMdM
 PRPv;T I(v) 8v 2V ;
5: SolveMCCR(w;T I(v); f Iuv) from s
M to dM ) (P;status);
6: if (status!= Solve Succeeded) then
7: break;
8: end if
9: Update T I(v) 8v 2 P, f Iuv 8(u;v) 2 P and dIsMdM ;
10: Calculate maximum demand) (sM;dM);
11: until (dIsMdM = 0)
In order to make the heuristic approach faster and faster, a new simple strategy to solve
the PAR problem, summarized in Algorithm 7, is studied. The algorithm is very simple and
consists in considering one origin-destination (s;d) 2 D at the time as follows. After the
initialization of the node loads T I(v) = 0 8v2N, the flows f Iuv = 0 8(u;v)2 E, and the traffic
demands dIsd = dsd 8(s;d) 2 D, the origin-destination pair having the maximum demand, i.e.
(sM;dM)jdIsMdM  dIsd 8(s;d) 2 D, is calculated. Then, a suitable cost w(v) 8v 2 N is set
and a path from sM to dM , P, is computed by using a Minimum-cost Capacity-constrained
Routing (MCCR), which finds (if it exists) the minimal cost (w(v))-path between two nodes
i
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that satisfies the link and node constraints. If theMCCR finds a feasible solution, the values of
the node loads T I(v)+= dIsMdM 8v2P, the flows f Iuv+= dsMdM 8(u;v)2P, the traffic demand
dIsMdM = 0 are updated, otherwise the algorithm ends. Successively, the new maximum traffic
demand is computed, if it is equals to 0 the algorithm begins a new iteration, otherwise the
algorithm ends.
3.7 Heuristic of the PARND-BL
For solving PARND-BL, a new heuristic, called HPARND-BL, is proposed, which is an
evolution of the heuristic presented in the previous section.
The only difference with respect to the previous heuristic (Algorithms 6) is the addition of
a part to power off nodes (see Algorithm 8 from step 4 to step 16).
The added part is similar to the following part for powering off the cables. At each iteration,
the transit node (i.e. a node v 2V is a transit node if å(s;v)2D dsv+å(v;d)2D dvd = 0) with the
greatest spare capacity is removed, it is marked as final vertex (FV) and the PAR is solved by
considering the new topology. If the problem has a feasible solution and the overall power
consumption is actually reduced, the selected node is permanently removed, otherwise it
is not removed. In the next iterations, the selected node is the one not included in the final
vertexes with the greatest spare capacity. The iterative procedure ends when all nodes become
final vertexes.
i
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Algorithm 8 HPARND-BL
1: Solve PAR) (status;Power Consumption);
2: Remove cables to match flows and set FE =? and FV =?;
3: Initialize Prev cons= Power Consumption;
4: repeat
5: Sort vertexes (greatest spare capacity);
6: repeat
7: Disable the first vertex =2 FV ! v;
8: Set FV = FV [ v;
9: Solve PAR) (status;Power Consumption);
10: if (status== Solve Succeeded AND Power Consumption< Prev cons) then
11: Remove vertex v;
12: Update Prev cons= Power Consumption;
13: else
14: Enable vertex v;
15: end if
16: until (status== Solve Succeeded AND FV ==V )
17: until (FV ==V )
18: repeat
19: Sort edges (greatest spare capacity);
20: repeat
21: Select the first edge =2 FE ! uv;
22: Disable one cable from selected edge uv;
23: Solve PAR) (status;Power Consumption);
24: if (status== Solve Succeeded AND Power Consumption< Prev cons) then
25: Remove cable from uv;
26: Update Prev cons= Power Consumption;
27: else
28: Enable cable and FE = FE [uv;
29: end if
30: until (status== Solve Succeeded AND FE == E)
31: until (FE == E)
i
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CHAPTER 4
PERFORMANCE ANALYSIS OF
NPM
4.1 Evaluation of PAR problem and its heuristic
In this section, an extensive and accurate analysis of the PAR problem and the DPRA heuristic
introduced in previous chapter is presented. The PAR problem has been solved by using a
MILP solver and three different linear approximation of the function that represents the power
behaviors of route processors. The analysis is focused on the evaluation of the potential power
savings offered by PAR and its heuristic in different load and topology conditions. Note that
in this section no QoS features have been taken into account, i.e. r= 1.
4.1.1 Simulations settings
The considered scenario is a European core network topology obtained from the Simple
Network Description Library [8]; in particular, the file nobel-eu is considered. The network,
shown in Figure 4.1, is composed by 28 nodes and 41 links.
Each node represents a core router; the use of the Juniper T1600 core router is assumed,
which has a total throughput capacity of 1600Gb/s and a maximum power consumption
of 8352W [3]; thus all nodes of the networks have the same power consumption of the
route processor (i.e., PRPv ). Consequently, a node capacity C
N
v = 1600Gb=s 8v 2 V and a
link capacity CLuv = 600Gb=s 8(u;v) 2 E are assumed. Concerning the origin-destination
demands, the traffic matrix has been obtained from the data file ”Nobel-2 directed graph”
downloaded from [8]; the file contains the measured traffic for each couple of nodes sd of
the considered network scenario (we assume that the reported values are Gb/s). The amount
i
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Figure 4.1: European core topology considered in the simulation study - nobel-eu
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of traffic demand is of 1898 Gb/s, distributed among 378 active pairs (i.e. couples of nodes,
sd with dsd > 0). The mean traffic demand of an active pair is of about 5 Gb/s; then the
parameter d of the DPRA is set to the 2% of the mean traffic demand, i.e. to 0.1 Gb/s. This
value of d permits to achieve a good trade-off between performance and computation time.
Concerning the power consumption component of the route processing for the energy char-
acterization of the devices, the attention is foccused on a cubic curve, since it represents
the state-of-the-art of circuit-level energy-efficient mechanisms [45]. In particular, the cubic
curve gives the energy behavior of network equipments that use energy savings techniques
such as Dynamic Voltage and Dynamic Frequency Scaling (DVS-DFS), which permit en-
ergy consumption to scale with resource requirements. Current routers do not implement
such techniques and are very energy inefficient, but they could be implemented in the next
generation routers.
In order to solve the PAR problem, three different linear approximations of the cubic curve
are considered. The first one approximates the cubic curve with 20 segments; this will be
denoted as 20seg. The second approximation considers four segments and will be denoted
as 4seg. The edges of the segments has been chosen taking into account the values of the
ECR Initiative
TM
[4], which requires to measure the power consumption at 0%, 10%, 30%,
50%, and 100% of the total throughput capacity. Finally, the approximation based on only
two segments (denoted as 2seg) is also considered, which has been used in the simulation
analysis of PAR discussed in [45]. The used approximations of the cubic curve are depicted
in Figure 4.2.
The performance parameter considered in the comparison of the PAR and DPRA is the
power savings of these algorithms with respect to the Shortest Path Routing (SPR). The power
savings are defined as follows:
Power SavingsA =
PowerSPR PowerA
PowerSPR
100; (4.1)
where the subscript A indicates the algorithm considered in the analysis (i.e PAR or DPRA).
In this analysis, the SPR is calculated by means of CPLEX, which is set to find the mini-
mum hop paths between two nodes taking into account the constraints on the link and node
capacity.
The study is carried out considering two different aspects of the network: the load and
the topology. In particular, in order to evaluate the impact of the load on the algorithm
performance, we define the following parameter, denoted as Traffic Load (TL),
i
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Figure 4.2: Cubic curve and its linear approximations
TL =
1
N
 å
u2V
åv2V duv
CNu
: (4.2)
The TL represents the average fraction of the maximum capacity that a node should reserve
for transmitting the locally generated traffic. Obviously, when the traffic load of a node is
equal to 1, the node has not resources for forwarding or receiving traffic produced by others.
The traffic load of the reference traffic matrix is 0.084. In order to vary the traffic load, the
reference traffic matrix downloaded from [8] has been multiplied by diverse values.
As concerns the impact of the network topology on the algorithms performance, two indexes
of the graph theory are considered: the average node degree and the node degree distribution.
Starting from the considered topology, which has an average degree of 2.90, three new
topologies are generated by applying one of the modifications reported in the following:
 rand-add: to randomly add links to the original topology to increase the average degree
of one;
 rand-add-2: as rand-add, but with an increase of the average degree of two;
i
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 const: to add and remove links in order to obtain a topology, where each node has a
degree equal to 3.
The procedure used to randomly add links consists in a first step of choosing randomly with
uniform distribution a node of the network. Then, considering all neighbors not connected
with the chosen node, a link is added towards a neighbor chosen randomly with a probability
inversely proportional to the geographic distance.
4.1.2 Simulation results
The discussion of the simulation results is organized in two subsections, depending on the
considered aspect of the network features, i.e. traffic load and topology.
Traffic Load
The power savings (in %) obtained considering the different approximations of the power
consumption of the route processors and for diverse traffic load values are summarized in
Figure 4.3. A first observation regards the impact on the algorithm performance of the
number of segments used to approximate the cubic curve. In particular, when the number of
segments is reduced, the power savings are lost for low values of traffic load. This conclusion
is supported by the comparison of the Figure 4.3(a), where about the 10% of the power
consumption is saved with the PAR and a traffic load of 0.1, with the Figure 4.3(c), where no
power saving is observed until a traffic load of 0.1. Until TL values lead all the nodes to work
in the first segment of the approximate cubic curve, the PAR solutions are the same as the
SPR. This statement is supported by the results shown in [45], in the case of a network having
the same linear power behavior; the simulation results demonstrated that in this condition, the
minimization of the overall power consumption of the network leads to the same results of
the shortest path routing. When the TL value leads to have network nodes working in diverse
parts of the linear approximation of the cubic curve (hence, in some cases characterized by
different slopes), the minimization process of the PAR induces a diverse distribution of the
traffic with respect to the SPR, resulting into power savings. This observation explains the
increase of the power savings with the TL and the absence of power savings for low values
of TL. In particular, the length of the first segment of the approximating curve is directly
correlated to the value of the TL where the power savings begin. This remark is supported by
the Figure 4.3(b), where the power savings of the PAR curve are higher than zero already after
i
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Table 4.1: Comparison of the computation times (in s) and the 99% CI
TL=0.1 TL=0.2
PAR (2seg) 2:030:01 3:410:02
PAR (20seg) 4:780:03 6:730:04
DPRA (real cubic curve) 1:340:04 2:710:06
the third point. Indeed, in this case the length of the first segment of the approximating curve
is less than 1=4 of the 2seg case, as shown in Figure 4.2. As concerns the DPRA performance,
the coarse approximation of the cubic curve leads to the worsening of the performance with
respect to the PAR. In particular, in the 2seg case, Figure 4.3(c) shows the lack of power
savings when the DPRA is used. On the contrary, the performance of the DPRA and the
PAR are very close when we improve the approximation of the cubic curve. It is relevant
to note that, in the DPRA, the cubic curve is considered in the calculation of the link costs
wi j; hence the utilization of the actual cubic curve, i.e. without linear approximation, is
not a problem and does not increase the complexity of the algorithm. On the contrary, the
linear approximation of the cubic curve is mandatory in the case of the PAR; furthermore, the
complexity of the PAR algorithm increases with the number of segments used in the linear
approximation. Table 4.1 reports the mean values and the 99% Confidence Interval (CI) of
the time (in s) necessary for the two compared algorithms to produce the results, for two
diverse TL values (the most significatives have been chosen, i.e. near the conditions of the
actual traffic matrix and one of the points where the power savings are high). The CIs are
calculated taking into account the results of 100 different runs. The values reported in the
table highlight that the DPRA running with the actual cubic curve is about 3 times faster than
the PAR solved with the 20seg approximation. Furthermore, the DPRA is faster than the PAR
also when the 2seg approximation is considered.
Impact of Network Topology
For this analysis, the energy savings are defined as Energy SavingsA = EnergySPR EnergyA,
where EnergySPR is the energy consumed by the overall network when the SPR is used, and
EnergyA the energy consumed when the analyzed algorithm A, i.e. PAR or DPRA, is consid-
ered. The results of the energy savings obtained with the diverse network topologies and for
different traffic loads are reported in Figures 4.4 (PAR method with the 20seg approximation
i
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Figure 4.3: Power savings as a function of the TL and the approximation of cubic curve
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Figure 4.4: Energy savings and network topology - PAR Case
of the cubic curve) and 4.5 (DPRA algorithm with the real cubic curve). In particular, the
comparison of the rand-add with the rand-add-2 in the Figure 4.4 shows the reduction of the
energy savings when the mean network degree increases. This result is due to the fact that
when the mean network degree increases, the probability of finding alternative routes, more
energetic efficient than the SPR path, decreases. As an example, in the boundary case of a
complete meshed network, the link directly connecting the source and the destination is the
shortest path, but also the only path with the lowest energy consumption; this path consumes
only the energy at the transmitter/source node and at the receiver/destination node.
Furthermore, the energy savings decrease when all the nodes of the network have the same
degree. The energy savings obtained with the const network topology are comparable with
those achieved with the rand-add-2, although this last scenario has an higher network degree
than the const (which has a mean network degree similar to the original network). In order to
explain this behavior, the load of each network node has been analyzed in the four topologies
after the application of the simple SPR, in the case TL = 0:2. In particular, although the
average load is almost equivalent (i.e. about 600 Gb/s), a difference in terms of standard
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Figure 4.5: Energy savings and network topology - DPRA Case
Table 4.2: Standard deviation of load of each network node after the SPR (Gb=s)
original rand-add rand-add-2 const
433.15 298.36 270.28 241.93
deviation is observed (see Table 4.2). The comparison of the values of the table and the
energy savings curves of Figure 4.4 highlights that the higher is the standard deviation of the
load of a node after the application of the SPR the higher are the energy savings.
The results obtained with the DPRA algorithm, shown in Figure 4.5, lead to similar con-
clusions, although in this case the differences of the energy savings obtained with the diverse
network topologies are less apparent.
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4.2 Evaluation of PARND problem and its heuristic
The simulation study presented in this section is devoted to compare the performance in terms
of network power consumption provided by different strategies presented in the previous
chapter (excluding PARND-BL) . In particular, the results indicated as SPR, PAR, PAND and
PARND refer to the optimal solution of the shortest path routing, the PAR, the PAND and
the PARND problems. On the contrary, HPAND and HPARND refer to the results obtained
by using the C++ code implementing the LF heuristic of [21] for the PAND problem, and the
proposed heuristic for the PARND problem. In particular, the code implementing HPARND
exploits the Ipopt for solving the PAR problems during the iterations of Algorithm 5. For
analyzing different network load conditions, the traffic matrix has been multiplied by a scalar
b. Also in this section no QoS features have been taken into account in all the approaches,
i.e. r= 1.
It is relevant to note that the overall power consumed by the network is calculated by
summing up the PPICuv Nuv and the PCv of the active links and nodes, as well as the PRPv;T (v)
calculated for each active node by taking into account its throughput T (v).
4.2.1 Simulations settings
In the following, two core network scenarios are presented to analyze the performance of the
different approaches. In both network scenarios, each node represents a core router. As in
evaluation presented in the previous section, for each node the use of the Juniper T1600 core
router is assumed, thus all nodes of the networks have the same energy behavior. For each
link the use of multiple SONET/SDH OC768c/STM256 PICs is assumed, these PICs have a
payload bandwidth of 38:486Gb=s and a power consumption of 65.7W [9]. Thus, all links
have the same capacity. To determine the number of PICs for each link, we have computed
the maximum load of a link using the SPR, aimed at minimizing the number of hops between
the source and the destination of each traffic demand. Thus, the link capacity is the minimum
multiple, Nuv, of the PIC capacity higher than or equal to the maximum load.
The results reported in [20] show that the power consumption of a chassis is equal to about
200W for all classes of routers; thus, for each node v we have set PCv = 200W .
In summary, the following parameters are considered:
 PMAXv = 8352W andCNv = 1600Gb=s 8v 2V ;
 PPICuv = 65:7W andCPICuv = 38:486Gb=s 8uv 2 E;
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 PCv = 200W 8v 2V ;
where PMAXv is the maximum power consumption of node v.
Concerning the component of the route processor for the energy characterization of devices,
as in the previous evaluation, a cubic curve (see Figure 4.6) is considered.
Based on the previous cited parameters of actual routers, the power consumption concerning
the route processor can be computed as follows.
PRPv;T (v) =
PMAXv  PCv
(CNv )3
T (v)3 8v 2V: (4.3)
Network Scenario “nobel-eu”
The first considered topology is the nobel-eu network, which has been already presented in
the previous section.
As in the previous evaluation, the traffic matrix is obtained by the data file ”Nobel-2 directed
graph” downloaded from [8]. But, since the file contains the undirected traffic demand
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Figure 4.7: Network topology of Exodus (US)
between each couple of nodes, the demand has been randomly split between each direction
to obtain the directed traffic demands.
The total amount of traffic demand is 1898 Gb/s, distributed among the 756 pairs (i.e. all
couples of nodes (s;d) 2 D). The mean traffic demand of an active pair is of about 2.5 Gb/s.
Considering this traffic demand, the link capacity has been computed as previously de-
scribed and a link capacity equals to 307.888Gb/s (i.e. Nuv = 8 (u;v) 2 E) and a power
consumption of 525:6W 8(u;v) 2 E have been obtained.
Network Scenario “Exodus”
The other considered network scenario is the Exodus (US) network topology (see Figure
4.7), which is obtained from the dataset AS 3967 in the Rocketfuel study [7]. The network
topology is obtained from the original data set by merging in one router all routers located at
the same city and in one link all parallel links.
To obtain the traffic matrix, the mean value of traffic demand from s to d is set as in the
nobel-eu scenario, i.e. dsd = 2:5Gb=s. Then, each element of the matrix dsd is extracted from
a uniform distribution: dsd =U

0:5 dsd ; 1:5 dsd
 8s;d 2V .
Taking into account this traffic demand, after applying the SPR and calculating the max-
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imum load link, the link capacity is 115.458Gb/s (i.e. Nuv = 3 8(u;v) 2 E) and the power
consumption is of 197:1W 8(u;v) 2 E.
4.2.2 Simulation results
Results for the nobel-eu scenario
The first parameter considered in the comparison is the overall power consumed by the
network for transporting the traffic demands. The results are summarized in Figure 4.8
for three values of b and for the SPR, the PAR, the HPAND and the HPARND strategies.
The results concerning the PAND and the PARND have not been added to the Figure, due
to the difficulties in finding the optimal solution for these problems. In particular, CPLEX
(Optimization Studio Accademic Research Edition 12.2) did not provide a solution of the
PAND problem after 72 hours, when running on a PC with 12 Intel Xeon L5440 @2.27GHz
CPUs, 24GB RAM, and an Intel S5520HC Motherboard. Furthermore, it is relevant to note
that, for b = 1:1, SPR and HPAND (using SPR in its iterations) did not find a solution
satisfying the constraints on the link capacity. Indeed, in both cases the link transporting
the traffic from Hamburg to Berlin has a load higher than the maximum capacity, fixed
to 307:888Gb=s. On the contrary, HPARND permits to satisfy the constraints on the links
capacity also for b = 1:1. The performance of HPAND and HPARND are quite similar for
b = 0:9 and b = 1:0; in both cases the two heuristics lead to the same number of switched
on links, equal to 56 and 58, respectively. Hence the small differences between the values of
the power consumed using these heuristics is due to the routing strategy. Exploiting a power-
aware routing strategy, HPARND permits to save further energy with respect to HPAND.
Furthermore, for b= 1:1 HPARND permits to satisfy all traffic demands and simultaneously
to switch off 24 unidirectional links. In this condition, the maximum link load is equal to
about 253 Gb=s, which represents about the 82% of the link capacity.
Figure 4.9 shows the load of the links obtained with SPR, HPAND and HPARND. The
comparison of the curves highlights that HPARND leads to transfer traffic demands from
links that would be underutilized with the SPR strategy towards other selected links. This
optimization of the routes leads to the increase of the average load of the links, but permits
also to switching off some links that in the case of the SPR strategy would be lightly loaded.
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Figure 4.8: Power consumption vs. the compared strategies - nobel-eu Scenario
Results for the Exodus scenario
In this small network scenario, PAND and PARND can be also solved via CPLEX. The
results in terms of the power consumption are summarized in Figure 4.10 for three values
of b. Before the analysis of the results, it has be noted that the simple SPR algorithm does
not allow to satisfy the constraints on the maximum link load for b = 1:1. In this scenario,
the load of the links transporting the traffic from Herndon to New York and in the opposite
direction, is higher than the link capacity.
Analyzing the Figure 4.10, it shows that the proposed HPARND permits to achieve results
near the optimum, calculated by solving PARND with CPLEX. Furthermore, the distance be-
tween the overall power consumption obtained with HPARND and the optimum one increases
as the traffic demands increase; indeed, whereas for b= 0:9 HPARND and PARND produce
similar values of power consumption, for b= 1:1 HPARND gives a power consumption that
is about 2% higher than the optimum one. Moreover, for the same value of b HPAND leads
to an overall power consumption that is about 13% higher than the optimum one, calculated
by solving the PAND problem with CPLEX.
This different behavior of the two heuristics with respect to their corresponding optimum
solutions is further emphasized by the analysis of the number of active links needed to satisfy
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Figure 4.9: Load of the links for b= 1:0 - nobel-eu Scenario
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Figure 4.10: Power consumption vs. the compared strategies - Exodus Scenario
the traffic demands. In particular, whereas HPAND requires 40 active links to satisfy the
traffic demands for b= 0:9, only 36 links are sufficient for PAND, HPARND and PARND. In
the case b= 1:1, 48 links are needed for HPAND, whereas only 38 are required by the PAND
and the PARND strategies. Furthermore, in this case HPARND requires 40 links; this result
points out that when the traffic demand increases the worsening of the HPARND performance
with respect to the PARND solution is less apparent than that observed by comparing the
HPAND and the PAND solutions.
Figures 4.11 and 4.12 show the load of the links obtained respectively with the HPAND
and the PAND strategy for b = 1:1. The comparison of the curves highlights that HPAND
does not converge to a solution that provides an adequate concentration of routes permitting to
switch off some links. This drawback is due to that, if the algorithmmake the off target choice
by powering off a suboptimal node/link, it will never backtrack to correct the mistake. The
results of different simulation runs have highlighted that the local minimum obtained with
this procedure is always slightly far from the optimum. Furthermore, as already observed,
the performance worsens when the traffic demands increase. On the contrary, this drawback
is limited with the proposed HPARND, due to the load balancing action of the PAR strategy
used during the iterations.
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Figure 4.11: Load of the links for b= 1:1 - Exodus Scenario, case HPAND
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Figure 4.12: Load of the links for b= 1:1 - Exodus Scenario, case PAND
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4.3 Performance analysis of PARND-BL problem
In this section, the following problems are addressed:
 PARND - Power Aware Routing and Network Design problem, where multiple paths
for single demand are allowed ( f sduv 2 R> 0) and only entire links can be powered off
(nuv 2 f0;Nuvg) as formulated in the previous chapter;
 SP-PARND - Single Path Power Aware Routing and Network Design problem, where
a single path for traffic demand is permitted ( f sduv 2 f0;dsdg), differently of constraints
(3.6) and only entire links can be powered off (nuv 2 f0;Nuvg);
 PARND-BL - Power Aware Routing and Network Design with Bundled Links problem,
where multiple paths for single demand are allowed ( f sduv 2R> 0) and single cables of
bundled links can be powered off (nuv 2 N0) as presented in the previous chapter.
These problems have been solved by means of a MILP solver by using a piecewise linear
approximation (20 segments) of PRPv;T (v). It is relevant to note that the solution of the PARND-
BL problem, with the constraint of a single path for each traffic demand, has not been obtained
since it requires a lot of memory and computational resources.
In the analysis, the proposed approaches have been compared with MSC and a single path
version of MSC (SP-MSC), where f sduv 2 f0;dsdg 8(u;v) 2 E 8(s;d) 2 D
Note that, also in this section, no QoS features have been taken into account in all the
approaches, i.e. r= 1.
4.3.1 Simulation settings
Considering the Exodus network scenario presented in previous section, the overall power
consumptions of the network by using the above-mentioned approaches are compared.
Afterwards, the power behavior of MSC, PARND, and PARND-BL approaches are studied
by varying several parameters of the network as follows:
 Bundle Size - Vary the number of cables that compose the bundled links, Nuv 2f2;3;4;5;6g
8(u;v) 2 E;
 Demand Factor - Multiply the traffic demand, dsd 8(s;d) 2 D, by a multiplicative
factor, a 2 f0:7;0:8;0:9;1:0;1:1;1:2g;
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Table 4.3: Power Consumption (W)
MSC SP-MSC PARND SP-PARND PARND-BL
15086.4 15080.4 11540.2 11548.8 8958.3
 Number of Core Nodes - Vary the number of core nodes, which are nodes that do not
send or receive traffic,Core Nodes 2 f0;1;2;3;4;5g.
In the reference scenarioCore Nodes is equal to 0, since all nodes are senders and receivers,
therefore the ability of powering off nodes is not exploited. Hence, the traffic from/to several
nodes has been deleted and they are considered as core nodes, in this way the ability of
powering off nodes has been explored. The nodes with the highest degree have been selected
as core nodes.
4.3.2 Simulation results
Table 4.3 shows the power consumptions by using the different approaches. The results show
that MSC and PARND consume about the same power of their single path version. This
result is due to the fact that in their optimal solution of the problems is often unsplittable,
i.e. a single path per demand is used; furthermore, the observed maximum number of used
paths per demand is at most two. The results show that PARND can save about the 25%
of the power consumed by MSC, instead PARND-BL can save over the 40%. Since in this
network scenario the ability of PARND and PARND-BL to completely power off nodes is not
exploited, the power savings are due to a routing strategy that allows to power off links/cables
and reduce the power consumption for route processing.
In Figure 4.13, the results obtained for a = 1:0 show that, using PARND-BL, the power
consumption does not change when the bundles size increases, because additional cables are
powered off. Instead, the power consumption linearly increases with the bundle size when
MSC and PARND are used, because the power consumption related to the links grows. Using
PARND, the power consumption increases slowly, because the number of active links is lower
than using MSC. Indeed, the PARND solution permits to power off some links by moving
their traffic load towards alternative paths.
The results in term of power savings obtained for different demand factors are summarized
in Figure 4.14. Observing the figure, the power savings of PARND and PARND-BL decrease
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Figure 4.13: Power Consumption vs. Bundle Size (Nuv 8uv 2 E), a= 1:0
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Figure 4.15: Power Consumption vs. Number of Core Nodes
when the traffic demand increases. Indeed, in this situation, i.e. high traffic demand, more and
more links/cables have to be powered on. Especially using PARND-BL, power consumption
increases faster than PARND because many cables have to be powered on to satisfy the traffic
demand growth.
The last analysis has been focused on the evaluation of the power savings in the case some
nodes of the networks are assumed as core nodes, i.e. they cannot assume the role of receiver
or source of traffic demands. This study has been carried out with Nuv = 3 8uv 2 E, and a=
1:0. The results, summarized in Figure 4.15, highlight the ability of PARND and PARND-
BL to fully power off some nodes. In particular, PARND-BL saves up to about 55% of the
power consumed by using MSC when there are five core nodes in the network. It is worth
emphasizing that the power consumption reduction observed in the MSC curve is due to the
fact that increasing the number of core nodes the total traffic demand decreases.
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4.4 Evaluation of NPM models
In the following, the empirical behavior of the NPM approaches described in Section 3.3
is analyzed. The methods have been compared to SPR, the reference routing algorithm
described before. SPR represents in fact the widely used approach in core networks, when no
specific administrative or cost constraints are present.
The proposed models have been solved as follows:
 PAR - to optimality by Ipopt [6], a software package for large-scale nonlinear optimiza-
tion problems, which implements an interior-point line-search filter method;
 PAND - to optimality by the mixed integer linear programming solver CPLEX;
 PARND - to optimality by the mixed integer nonlinear programming solver BONMIN
1.5.0 [1] (only for small instances) or by means of a linear approximation via CPLEX;
 PARND-BL - to optimality by the mixed integer nonlinear programming solver BON-
MIN 1.5.0 (only for small instances) or by means of a linear approximation via CPLEX.
In particular, the Integer Linear Programming models have been solved by using the IBM
ILOG CPLEX Optimization Studio V12.2 [5], whereas the solution of the PAR problem has
been calculated by using the Ipopt version 3.6stable [6]. The linear approximation (used for
addressing the large PARND and PARND-BL instances) consists in approximating the cubic
function representing the power consumption of the route processing, i.e. PRPv;T (v) (see Figure
4.6), via a piecewise linear function composed of 20 segments, as in [28]. When possible,
we also found the optimal solution of the nonlinear PARND and PARND-BL models by
using BONMIN 1.5.0 [1]. The results have shown that the power consumption difference
between the solutions obtained by the linear approximation of the models and those obtained
by BONMIN are order of 0:01%. However, the computational time needed to BONMIN for
determining the optimal solution is often two order of magnitude higher than the time spent
by CPLEX to calculate the solution of the linear approximation. Furthermore, in some cases,
such as PARND under the Sprintlink scenario, BONMIN produced no results after 160 hours
of CPU time. As a consequence, in the remaining of the study we shall report only the results
related to the linear approximation of PARND and PARND-BL.
In order to provide Quality of Service (QoS) solutions, in all the tested models we have
limited the link utilization by multiplying CPICuv by a factor r 2 (0;1) in the link capacity
constraints (3.5) and (3.9). The value of r, which represents the link utilization, has to be
i
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appropriately determined in order to guarantee the QoS (i.e. a limited delay). To this aim, we
have modeled the transmission of the traffic on the link as a M/M/1 queue, where the service
rate µ is the link capacity. By considering that the minimum link capacity of the network
is CPICuv (for those links which are composed of a single PIC), the mean delay is equal to
1
CPICuv (1 r) . Therefore, if we consider r = 0:95, the mean delay is equal to 51:97ns, which is
widely sufficient to guarantee a low end-to-end delay.
In conclusion, it relevant to be outlined that, since there are no commodity-dependent costs
or capacities in the models introduced in the previous chapter and in order to reduce the
computational effort required to solve them, their aggregated versions have been considered
and implemented, where all the commodities having the same origin node are considered to
be “the same kind of flow”.
4.4.1 Simulation settings
The performance analysis of the presented problems has been carried out referring to a set
of real core network scenarios. The first considered scenario is nobel-eu network topology
presented in Section 4.1.1. The other considered network scenarios are backbone topologies
obtained from the set of data collected during the Rocketfuel study [7]. In particular, the
following topologies are considered: Exodus (US), Ebone (EU), Abovenet (Australia), and
Sprintlink (US), which correspond respectively to the dataset AS 3967, AS 1755, AS 6461,
and AS 1239 of the Rocketfuel study.
The nodes of all the tested networks are assumed to have the same energy profile, and the
links are supposed to be symmetric, i.e. CPICuv =C
PIC
vu , P
PIC
uv = P
PIC
vu , and nuv = nvu 8(u;v)2 E.
This last assumption implies that all the tested networks are indeed composed of undirected
links, which are modelled in terms of two directed links, one for each direction.
Table 4.4 shows the statistics of the considered real core networks, i.e. the number of the
nodes (# Nodes), the number of the undirected links (# Links), and the number of the nodes
which are connected to the rest of the network with a single undirected link (# S:L:N:). In
considering the influence of the network size in the model solution, it has to be emphasized
that networks characterized by higher values of # S:L:N: are indeed more simple from the
design viewpoint, since the single links connecting the mentioned nodes to the rest of the
networks can not be powered off in case those nodes are sources or destinations.
The components of the considered routers (i.e. chassis, route processors) are the same of
the previous evaluation, therefore their power characterization is also the same.
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Table 4.4: Statistics of the Network Scenarios
nobel-eu Exodus Ebone Abovenet Sprintlink
# Nodes 28 22 23 22 43
# Links 41 37 38 42 83
# S.L.N. 0 1 4 5 13
Concerning the origin-destination demands, for the nobel-eu topology the traffic matrix has
been obtained as in the Section 4.2.1. Instead, to obtain the traffic matrix for the other topolo-
gies acquired from the Rocketfuel study, from a computational perspective we set the mean
value of the traffic demand from s to d, i.e. dsd , to d
s
jV j 1 . Then, each element of the matrix
dsd has been extracted from a uniform distribution: dsd =U

0:5 dsd ; 1:5 dsd
 8(s;d) 2 D.
The choice of a traffic matrix where each node of the network is both source and desti-
nation of traffic implies that only links (or PICs) can be powered off. Hence, although
the PAND, PARND and PARND-BL problems permit to power off both links and nodes,
the computational analysis will be focused only on the possibility to power off the formers.
Moreover, this kind of traffic demand generally implies a high computational effort for the
model solution, because the number of the flow variables is proportional to the number of the
sources multiplied by the number of links. In the considered topologies, the number of the
flow variables varies in fact from 814 (Exodus) to 3569 (Sprintlink). This justifies some high
computational times that will be reported, despite the apparently small size of some networks
(which are however realistic, since they represent real core networks).
As far as the link capacity is concerned, the maximum number of PICs per link has been
computed as follows:
Nuv = dmax( fuv; fvu)=bCPICuv
e 8(u;v) 2 E; (4.4)
where fi j = å(s;d)2D f sdi j denotes the total flow on link (i; j) when the Shortest Path Routing
(SPR) is applied, while b = 0:5 denotes the overprovisioning factor (see [21]). In more
details, to calculate the f sdi j we assumed that each traffic demand dsd uses a single shortest
path from s to d. The weight of each link is assumed equal to 1. Therefore, a minimal
cardinality path has been computed for each origin-destination pair (s;d). For the tested,
symmetric, networks we set Nuv = Nvu for each undirected link (u;v).
Table 4.5 shows the statistics about the number of PICs per link for the different topologies,
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Table 4.5: Number of PICs per Link
nobel-eu Exodus Ebone Abovenet Sprintlink
Max 16 7 11 7 23
Avg 4.66 3.46 3.58 2.5 3.46
# S.P.L. 7 4 8 12 15
i.e. the maximum (Max) and the average (Avg) number of PICs per link, and the number of
links composed of a single PIC (# S:P:L:).
4.4.2 Simulation Results
The performance and the behavior of the different approaches, on the various topologies, are
analyzed by studying the following indicators:
 overall power consumption;
 quality of the solutions, expressed in terms of powered on links/PICs;
 CPU time;
 number of flow paths per origin-destination pair.
Overall power consumption
The network power consumptions (in W) obtained with the different approaches and for the
considered topologies are summarized in Table 4.6. The results show that the power saving
produced by PAR with respect to SPR is negligible. Indeed, the maximum power savings is
about 3:5% (for the Ebone network), whereas the minimum is about 0:4% (for Abovenet and
Exodus scenarios). The low power savings are mainly due to the low load of the networks,
which implies that the nodes have on average a throughput value where the function PNv;T (v)
is quite linear and with a low slope. As an example, Figure 4.16 shows the histogram of the
load of each network node when the SPR, the PAR and the PAND approaches are used in the
Abovenet scenario. The figure shows that the majority of the nodes (above the 95%) have a
throughput under 500 Gb/s, whereas the remaining nodes work under the 800 Gb/s. By taking
into account the function PNv;T (v), shown in Figure 4.6, we can observe that these throughput
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Table 4.6: Power Consumption (W) vs Topology
nobel-eu Exodus Ebone Abovenet Sprintlink
SPR 33704 22200 24565 19576 52966
PAR 32856 22120 23706 19504 51166
PAND 30731 17939 22174 23072 55518
PARND 28397 17547 20543 15876 41994
PARND-BL 19336 12841 14497 12307 30761
values are in a quite linear region of the curve, with a very low slope. This observation can
explain the low power savings produced by the PAR solution, which takes into account the
nonlinear behavior of the route processors, w.r.t. SPR. A similar conclusion can be drawn by
taking into account the Exodus network topology. Indeed, Figure 4.17 shows that no node
has a throughput higher than 600 Gb/s. Hence, also in this case the power savings obtained
by means of the utilization of a power aware routing are negligible.
As far as the PAND approach is concerned, the results of Table 4.6 show that the power
savings depend on the considered topology. For example, we can observe the high gains
of PAND with respect to SPR for the Exodus topology, whereas PAND is less efficient by
considering the Abovenet and the Sprintlink networks. This is essentially due to the different
impact of PAND on the load of the nodes in the analysed network topologies, as revealed by
Figures 4.16 and 4.17.
In order to explain this different behavior, the actions of the PAND solution on the consid-
ered topologies is analyzed. In particular, Figures 4.18 and 4.19 report the histogram of the
number of PICs per link before and after the application of the PAND solution, in the Exodus
and in the Abovenet scenario, respectively.
The comparison of these figures shows that, in the Exodus network, the PAND solution
leads to power off the links composed of a high number of PICs. In this network scenario,
the action of PAND is to power off links with high capacity. As a consequence, all nodes
have a similar load. This feature of the node load jointly with powering off some links leads
to power savings. And in fact, in Table 4.6 we can observe a power savings of PAND w.r.t.
SPR of order of 19%.
On the contrary, Figure 4.19 highlights a diverse impact of the PAND solution on the
Abovenet topology. Indeed, the majority of the powered off links are composed of a low
i
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Figure 4.16: Histogram of the load of nodes with the SPR, PAR and PAND approaches - Abovenet
Topology
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Figure 4.17: Histogram of the load of nodes with the SPR, PAR and PAND approaches - Exodus
Topology
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Figure 4.18: Histogram of the PICs composing the powered on links - Exodus Topology
number of PICs (i.e. 1 or 2), whereas the high capacitated links (i.e. composed of 5 or 7
PICs) remain powered on. The effect of this action is that, after the application of the PAND
solution, the resulting topology is characterized by few links with high capacity. Hence, the
nodes connected to these links tend to be overloaded, as confirmed by the presence of about
the 5% of nodes with a throughput near the maximum one (see Figure 4.16). The increase of
the power consumption due to the route processing component in these high throughput nodes
thus nullifies the power savings due to the power off of links with low power consumption.
As a consequence, the PAND solution leads to an increase of the overall network power
consumption. A similar behavior has been observed in the Sprintlink topology.
The modelling of the true, nonlinear power behavior at the nodes, leading to model PARND,
permits to improve considerably the performance of the network design strategy. Indeed,
as shown by Table 4.6, the PARND solution permits to appreciably reduce the network
power consumption in all the considered network scenarios: the minimum power savings
is about 15:75% (nobel-eu scenario), whereas the maximum one is about 20:71% (Sprintlink
scenario). The power savings obtained with the PARND-BL solutions are also considerable.
In fact this approach permits to save, in some cases, about the 40% of the overall network
i
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Figure 4.19: Histogram of the PICs composing the powered on links - Abovenet Topology
power consumption.
In order to better understand the mechanisms leading to these computational results, Figure
4.20 shows the histogram of the number of PICs per powered on links in the case of PAND,
PARND, and PARND-BL; the histogram of the original number of PICs per links is also
reported. In this network scenario, the figure highlights that PARND and PAND try, when
possible, to power off the links composed of a large number of PICs (i.e. 7 and 10). Fur-
thermore PAND strives for powering off a higher number of PICs (and links) than PARND
(see Table 4.7). However, the joint work of the power aware routing permits to PARND to
save about the 20:72% of power w.r.t. SPR. On the contrary, the obliviousness of the power
consumption component due to the route processing incorporated by PAND leads this model
to increase the overall network power consumption w.r.t. SPR, although a lower number
of PICs are powered on w.r.t. PARND. This result is due to a worse distribution of the
load among the nodes of the network, as shown in Figure 4.21. In fact, although for node
throughput over 800 Gb/s PAND and PARND have a similar histogram, the former leads the
5% of nodes to work at the maximum throughput.
The best performance is however obtained by PARND-BL, which is able to power off
i
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single PICs, by maintaining almost all links powered on. In fact, Sprintlink has 83 links
(see Table 4.4), and only 8 links are powered off by the PARND-BL solution (see Table 4.7).
Furthermore, Figure 4.20 shows that the majority of the powered on links are composed of
one or two PICs which, in turn, permits a better distribution of the load among the nodes,
as shown in Figure 4.21. In summary, the main conclusion we can drawn about the overall
network power consumption is that an energy efficient network with routers able to scale the
power consumption as a function of the traffic load should be composed of many ”thin”
links which are completely exploited, compatibly with the required QoS constraints. In
particular, as shown by Figure 4.22, where the histogram of the link utilization obtained with
the considered strategies is plotted, in the PARND-BL solution about the 60% of the links
have an utilization near to the maximum allowed, which is set equal to r= 0:95. Except a low
percentage of links (order of 10%) having a link utilization less than 0.1, the remaining links
have in fact an utilization higher than 0.7. The results for the other network topologies are
very similar. An analogous behavior can be observed for the PAND and the PARND curves,
although some link utilizations fall in the range [0:35;0:7]. On the contrary, the PAR curve
highlights that the utilization of most links is in the range [0:10;0:7], and that only the 10%
of the links achieve the maximum allowed utilization.
Quality of the solutions in terms of powered on links/PICS
Table 4.7 shows the number of powered on links/PICs after the application of the solutions
provided by the different approaches. The results highlight that PAND permits to obtain
the minimum number of links powered on in all the considered topologies, as previously
observed. However, also considering the results in Table 4.6, even if PAND powers off more
links and PICs than PARND, it does not permit to produce more power savings than PARND.
To obtain a power reduction, as we explained in Section 4.4.2, the power consumption due
to route processing, which depends on the node throughput, has to be explicitly addressed in
the problem formulation, as modelled in PARND and in PARND-BL.
Moreover, PAND have two further drawbacks from the QoS and reliability/recovery points
of view. For the QoS aspects, users can experience a worse quality of service because,
by reducing the number of links (and eventually nodes) without taking into account the
power consumption of the route processors, tthe nodes and the links may be overloaded.
For the reliability/recovery aspects, PAND is weak because, by minimizing the number of
powered on network elements, the network could be more often out of order and slower to
i
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Figure 4.20: Histogram of the PICs composing the powered on links - Sprintlink Topology
Table 4.7: Number of Powered On Links/PICs
nobel-eu Exodus Ebone Abovenet Sprintlink
PAND 32/140 24/82 27/104 26/73 59/198
PARND 33/142 27/86 28/105 30/74 62/206
PARND-BL 41/87 36/57 34/65 34/49 75/130
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Figure 4.21: Histogram of the load of nodes with the SPR, PAND, PARND and PARND-BL approaches
- Sprintlink Topology
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Figure 4.22: Histogram of the link utilization with the PAR, PAND, PARND and PARND-BL approaches
- Sprintlink Topology
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Table 4.8: CPU times (s)
nobel-eu Exodus Ebone Abovenet Sprintlink
SPR 0.01 0.01 0.01 0.01 0.09
PAR 2.20 0.79 0.99 0.57 11.59
PAND 137.03 140.33 35.97 28.54 17806.17
PARND 139.94 211.02 7.07 15.39 12635.88
PARND-BL 305.94 648.25 111.55 561.27 45437.32
get recovered than in the other methods. In this respect, it is important to underline that
PARND-BL is also preferable to PARND because to power on a PIC is faster than to power
on a link. This is due to the fact that powering on a link is a topological change whereas
powering on a single PICs is only an increase of the link capacity that can be done locally.
CPU time
Table 4.8 shows the CPU times required by the different approaches. The measurements have
been carried out using a PC with 4 Intel Core i7 CPUs @ 3.07GHz (hyperthreading enabled),
8GB RAM, and an ASUS P6T DELUXE V2 Motherboard. The results highlight that, as
natural, the running time grows with the complexity of the power aware problem to be solved.
The only exception is given by PARND, which is faster than PAND. As mentioned in Section
3.1, the maximum acceptable CPU time for computing a NPM solution is order of 6/12 hours.
Therefore, the CPU times of PAND and PARND are barely acceptable. Instead, the CPU time
of PARND-BL may be unacceptable in some cases, as for the Sprintlink topology (see Table
4.8).
Number of paths per traffic demand
A relevant indicator to be considered in actual networks is the number of paths which are
used to support the computed multicommodity flows. Indeed, in modern broadband commu-
nication networks, in order to apply the routing solutions provided by the diverse approaches
we should refer to protocol architecture such as MPLS (MultiProtocol Label-Switched) [46].
In this architecture the paths, denoted as Label Switched Paths (LSP), are created and man-
aged by means of signaling protocols (such as RSVP-TE, Resource reSerVation Protocol for
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Table 4.9: Number of Paths per Flow (avg/max)
nobel-eu Exodus Ebone Abovenet Sprintlink
PAR 1.14/4 1.07/2 1.11/3 1.06/2 1.16/4
PAND 1.01/3 1.01/2 1.02/2 1.02/3 1.02/2
PARND 1.01/2 1.03/2 1.03/2 1.04/2 1.02/3
PARND-BL 1.04/2 1.07/3 1.05/3 1.06/3 1.04/3
Traffic Engineering [14]), and support the traffic demand for a given pair of nodes. However,
the splitting of a traffic demand in too much LSPs can deteriorate the performance of the
networks, due to the overhead of the signaling protocols used to create and manage LSPs.
Hence, the solutions provided by the diverse approaches should limit to few units the number
of paths used to support the traffic of each origin-destination pair [10], [51], [50]. The results
of the analysis from this perspective are summarized in Table 4.9. The table clearly shows
that the average number of paths per traffic demand is very low for all the approaches on all
the topologies. Furthermore, only PAR gives a solution with a maximum number of paths per
traffic demand equal to 4. In most cases, the maximum number of paths per traffic demand is
equal to 2 or 3. These values are acceptable in an actual MPLS-based network architecture.
Thus, the proposed approaches proved to successfully address also this issue.
4.5 Evaluation of PARND-BNBL problem and its heuristics
In the following, a performance analysis of the PARND-BNBL and of the its different heuris-
tic approaches (i.e. FGH, TLPH, and PMH) is presented. These methods are compared to
SPR and PAR under different core network scenarios and the ability of the proposed heuristics
(i.e. TLPH and PMH) to provide a solution near the optimum is investigated.
As in the previous section, PAR and PARND-BNBL have been solved by IpOpt and CPLEX,
respectively.
Furthermore, as in the previous section, all the methods (also the heuristics) have QoS
features (i.e. rho = 0:95). It is relevant to note that in the analysis the pure FGH is also
considered, i.e. calculated using r= 1. The results obtained with r= 0:95 will be indicated
as FGH-QoS.
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4.5.1 Simulation settings
The performance analysis has been carried out referring to a set of core network scenarios.
These network scenarios are nobel-eu, Exodus (US), Ebone (EU), Abovenet (Australia), and
Sprintlink (US), the same taken into account in the previous section. Futhermore, a last
network scenario has been considered: a large Austrian core topology (ta2) taken from [8]
and given by the Telekom Austria (see Figure 4.23).
The statistics of the considered network are the same shown in Table 4.4. In addition, ta2
topology has the following statistics: 65 nodes, 108 undirected links, and only one S:L:N:.
The components of the considered routers and their power characterization are the same of
the previous evaluation. Furthermore the traffic demands and the number of PIC per link are
computed in the same way as in the previous section. In particular, the statistics about the
number of PICs per link for the ta2 topology are the following: Max = 23, Avg = 4:7, and
# S:P:L:= 20. The statistics for the other topologies are shown in table 4.5.
4.5.2 Simulation results
The following parameters has been studied to analyze the performance and the behavior of
the different approaches on the various topologies:
 evaluation of TLPH;
 overall power consumption of the network;
 number of powered on links/PICs;
 CPU time.
Evaluation of TLPH
A first study was aimed to evaluate the impact of the multiplicative factor g on the per-
formance of the TLPH. Table 4.10 shows the power consumption and the CPU time for
calculating the solution of TLPH. The results refer to all considered topology and for some
values of g (the symbol ¥ is the case where no time bound is set).
The results highlight that TLPH is very slow when the running time for the solution of
the PAR problem is not limited, for example the CPU time of 108163 s the case of the ta2
topology is unacceptable in an actual network scenario.
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Figure 4.23: Telekom Austria Topology
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Table 4.10: Power Consumption and CPU time of TLPH vs g
g nobel-eu Exodus Ebone Abovenet Sprintlink ta2
¥ 19816W in 4722s 12839W in 2556s 14580W in 4269s 12426W in 2803s 31135W in 55931s 61317W in 108163s
5 19816W in 627s 12839W in 375s 14580W in 382s 12426W in 387s 31135W in 4575s 61317W in 10694s
4 19816W in 507s 12839W in 303s 14580W in 308s 12426W in 313s 31135W in 4047s 61317W in 8781s
3 19816W in 388s 12839W in 231s 14580W in 235s 12426W in 240s 31135W in 3150s 61225W in 6841s
2 19816W in 267s 12839W in 87s 14580W in 160s 12426W in 165s 31252W in 2183s 61225W in 5161s
1 19816W in 147s 12839W in 87s 14580W in 86s 12426W in 91s 31956W in 1184s 62593W in 2650s
Further, the results show that bounding the time using g 2 f4;5g leads to obtain the same
power consumption obtained with g=¥, but in a time about 10 times smaller. Using smaller
g, the power consumption of the obtained solution is the same, but the CPU time reduces
up to 50 times for small topologies (i.e. nobel-eu, Exodus, Ebone, and Abovenet). For the
Sprintlink and the ta2 topologies, the differences in terms of the power consumption given by
the obtained solution for diverse g are due to the presence of the false negative events in the
PAR computation. Furthermore, in the ta2 topology for g 2 f3;2g the false negative events
leads to a reduction of the power consumption. This phenomenon is due to the fact that,
in the initial iterations of the algorithm 6, there was a false negative event, i.e. some PICs
of a bundled link remain powered on. In the successive iterations, this event could allow to
power off “new” PICs and, consequently, to save more power. In order to better understand
this phenomenon, we should take into account that FGH approach used as the basis of the
proposed heuristics presents the disadvantage that if the algorithm makes the “wrong” choice
by removing a suboptimal PIC, it will never backtrack to correct the mistake.
In summary, TLPH permits to achieve a good trade off between CPU time and power
consumption by using g= 2. In the following, it will be denoted only as TLPH.
Overall power consumption of the network
The results of the network power consumption (in W) obtained with the different approaches
are summarized in Table 4.11. In the case of the ta2 scenario, the utilization of the SPR
strategy violates the constraints on the node capacity, since there are a lot of paths traversing
some nodes in the middle of the topology. In general, the results show that the power savings
produced by PAR with respect to SPR are almost negligible. Indeed, the maximum power
savings is about 13:4% (for the ta2 topology), whereas the minimum is about 0:4% (for
Abovenet and Exodus scenarios). The low power savings are mainly due to the low load of
i
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Figure 4.24: Histograms of the load of nodes with the SPR, PAR and PARND-BNBL approaches -
Abovenet Topology
the networks, which implies that the nodes have on average a throughput value where the
function PNv;T (v) is quite linear and with a low slope.
As an example, Figure 4.24 shows the histograms of the load of nodes when the SPR, PAR
and PARND-BNBL approaches are used in the Abovenet scenario. The figure shows that the
majority of nodes (above the 95%) have a throughput under 500 Gb/s, whereas the remaining
nodes work under the 800 Gb/s. By taking into account the function PNv;T (v), shown in Figure
4.6, these throughput values are in a quite linear region of the curve, with a very low slope.
This observation can explain the low power savings produced by the PAR solution w.r.t. SPR.
A similar behavior hes been observed in the other scenarios; these results are omitted for sake
of simplicity.
The table clearly shows the power savings introduced by the PARND-BNBL problem and,
in the case of large topologies (i.e. Sprintlink and ta2), the distance between the proposed
heuristics and the optimal solution. Further, in the ta2 topology, the optimal solution can not
be found, but the software produced the error ”out of memory” although the PC had a 8GB
RAM. On the contrary, the results can be obtained by using the considered heuristics, except
i
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Table 4.11: Power Consumption (W) vs Topology
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
SPR 33704 22200 24565 19576 52966 108287
PAR 32856 22120 23706 19504 51166 93820
PARND-BNBL 19336 12841 14497 12307 30761 N/A
FGH 19245 12685 14790 12223 32246 70021
FGH-QoS 19813 12988 14935 12567 32717 71036
TLPH 19816 12839 14580 12426 31252 61225
PMH N/A 13596 15130 12912 32323 66195
in the case of nobel-eu scenario with PMH strategy. In this case, the heuristic used to solve
the PAR problem was unable to allocate some traffic demands, since it over-utilizes the links
given that it creates very long paths.
In general, the proposed heuristics have similar performance of the FGH approaches when
the topology is small. When the network scenario is more complex, such as in the ta2
topology, the proposed TLPH and PMH algorithms provide a power savings of about 14%
with respect to the respect to the simple FGH approaches.
Number of powered on links/PICs
Table 4.12 shows the number of powered on links/PICs after the application of the solutions
provided by the different approaches. The results highlight that the proposed TLPH and PMH
heuristics produce the highest number of links (and PICs) powered on in all the considered
topologies. However, even if the other solutions power off more links and PICs than pro-
posed heuristics, they do not permit to produce more power savings than TLPH and PMH
algorithms. This phenomenon confirms that, in the case of router hardware that implements
power aware techniques, such as DVS and DFS, the powering off of links/PICs does not
always determine a reduction of the overall network consumption.
CPU time
Table 4.13 shows the CPU times required by the different approaches. The measurements
have been carried out using a PC with 4 Intel Core i7 CPUs @ 3.07GHz (hyperthreading
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Table 4.12: Number of Powered On Link/PICs
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
PARND-BNBL 41/87 36/57 34/65 34/49 75/130 N/A
FGH 40/83 34/55 36/64 33/47 74/127 100/227
FGH-QoS 39/87 34/57 35/65 33/49 72/129 99/239
TLPH 40/91 36/57 35/66 35/50 75/133 105/255
PMH N/A 35/62 37/70 38/54 81/140 108/283
Table 4.13: CPU times (s)
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
SPR 0.01 0.01 0.01 0.01 0.09 0.41
PAR 2.20 0.79 0.99 0.57 11.59 17.77
PARND-BNBL 305.94 648.25 111.55 561.27 45437.32 N/A
FGH 4933.20 2240.68 4472.87 2175.40 49450.94 84827.68
FGH-QoS 3981.52 2194.84 3937.29 2412.73 46421.20 108556.36
TLPH 266.52 158.45 160.37 164.31 2014.31 4878.30
PMH N/A 0.40 0.37 0.46 8.95 57.21
enabled), 8GB RAM, and an ASUS P6T DELUXE V2 Motherboard. The results highlight
that the running time for the solution of the PARND-BNBL problem can be unacceptable in
some network scenarios, such as Sprintlink or ta2. On the contrary, we can observe the gain
in term of CPU times given by the FGH approaches and the very short CPU time required
by the PMH approach in finding a solution. The TLPH approaches produces interesting CPU
time gains with respect to the FGH approach, although these results are worse then those of
PMH. However, this worsening in terms of CPU time represents the cost to obtain a more
energy efficient solution with respect to the TLPH, as shown by the results in table 4.11. As
an example, in the case of the ta2 scenario, the power consumption obtained by the TLPH
solution is about 7:5% lesser than PMH, although it requires a CPU time almost 100 times
higher.
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4.6 Evaluation of PARND-BL problem and its heuristics
In this section, an extensive simulation study of the PARND-BL and of the HPARND-BL is
presented. These methods are compared to SPR and FGH approaches under different network
scenarios a sensitivity analysis has been performed by varying several network metrics.
As in the previous sections, PAR and PARND-BL have been solved by IpOpt and CPLEX,
respectively, but a newer version of both solvers has been used:
 IBM ILOG CPLEX Optimization Studio V12.3;
 Ipopt version 3.10.0.
Furthermore, as in the previous section, all the methods (also the heuristics) have QoS
features (i.e. rho= 0:95).
4.6.1 Simulation settings
The performance analysis has been carried out by referring to the same set of core network
scenarios taken into account in the previous section. Since the choice of a traffic matrix where
each node of the network is both source and destination of traffic would imply that only links
(or PICs) could be powered off, the traffic demand has been modified to obtain a set of transit
nodes: the 20% of nodes with the highest degree have been selected and the traffic demands
from/to them have been deleted.
4.6.2 Simulation results
In this section, the performance and the behavior of the different approaches on the various
topologies are analyzed, by studying the following indicators as in the previous sections:
 overall power consumption of the network;
 number of powered on network elements;
 CPU time;
 number of flow paths per origin-destination pair.
Furthermore, an extensive simulation analysis has been exploited to evaluate the behavior
of the approaches under different topological and traffic conditions and QoS requirements. In
particular,the parameters have been variated as follows:
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Table 4.14: Power Consumption (W) vs Topology
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
SPR 30974 21422 22962 18533 48325 86673
PARND-BL 11807 9864 11164 9581 23286 N/A
FGH 12149 9734 11203 9587 23389 41264
FGH-QoS 12397 9876 11469 9828 24114 41835
HPARND-BL 12364 9985 11521 9657 23585 40782
 the traffic demand by using a multiplicative factor a 2 f0:7;0:8; : : : ;2:0g;
 the number of transit nodes f0;10;20;30;40;50g%;
 the maximum link utilization r 2 f0:70;0:75;0:80;0:85;0:90;0:95;1:00g.
Overall power consumption of the network
Table 4.14 depicts the network power consumptions of the different approaches. The table
shows trends similar to those presented is previous section, thus the ability of powering off
the nodes does not affect the results. The power savings of power aware approaches with
respect to SPR are from the 50% to the 65%. The comparison of the different power aware
approaches highlights that the optimal solution of PARND-BL obviously achieves the best
performances ever w.r.t. FGH (excluding in Exodus topology), but for large topologies (see
ta2 topology) a solution cannot be obtained in an acceptable time. Moreover, HPARND-BL
provides a good approximation of PARND-BL, despite that for some small topologies (i.e.
Exodus and Ebone) FGH-QoS is more profitable. Instead, for large topologies (i.e. Sprintlink
and ta2) HPARND-BL saves further 23% w.r.t. FGH-QoS.
Number of powered on network elements
Table 4.15 shows the number of powered on network elements (i.e. nodes, links, and PICs).
The table highlights that the powering off of entire nodes is not very profitable, also for this
reason there are not remarkable energy savings between FGH approaches and PARND-BL
approaches. In conclusion, a power aware topology is a topology with a few powered off
nodes and links, but with “thin” links (i.e. high number of powered off PICs per link). Note
i
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Table 4.15: Number of Powered On Network Elements (Nodes/Links/PICs)
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
PARND-BL 26/32/48 22/32/40 22/30/48 21/28/38 41/61/102 N/A
FGH 28/38/48 22/33/39 23/30/48 22/29/38 43/65/98 65/96/164
FGH-QoS 28/39/50 22/32/40 23/32/49 22/31/40 43/67/103 65/99/172
HPARND-BL 28/40/50 22/34/41 23/34/50 21/30/39 42/65/104 65/102/185
Table 4.16: CPU times (s)
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
SPR 0.01 0.01 0.01 0.01 0.06 0.26
PARND-BL 56.59 236.27 21.49 40.47 87784.79 N/A
FGH 131.21 59.53 66.12 50.82 955.49 4693.43
FGH-QoS 130.13 58.38 65.82 51.39 944.19 4412.29
HPARND-BL 165.15 72.33 91.00 60.54 1420.37 7394.30
that the power consumption due to the route processing can be notable, as shown in ta2
topology where HPARND-BL powers off less links and PICs than FGH and FGH-QoS but
however the power consumption is lower.
CPU time
Table 4.16 depicts the CPU times required by the different approaches. The measurements
have been carried out using a PC with 4 Intel Core i7 CPUs @ 3.07GHz (hyperthreading
enabled), 8GB RAM, and an ASUS P6T DELUXE V2 Motherboard. The results highlight
that the running time for the solution of the PARND-BL problem can be unacceptable in
some network scenarios, such as Sprintlink or ta2, even by using the new version of CPLEX.
Instead, the running times of heuristic approaches are reduced by using the new version of
IpOpt, which has fixed the problem investigated in the Section 4.5.2. The CPU times of
HPANB-BL are obviously longer than those of FGH approaches, but however both times are
widely into the time scale.
i
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Table 4.17: Number of Paths per Flow (avg/max)
nobel-eu Exodus Ebone Abovenet Sprintlink ta2
PARND-BL 1.04/2 1.10/3 1.08/2 1.07/2 1.04/3 N/A
FGH 1.35/6 1.44/6 1.29/5 1.24/4 1.37/7 1.40/7
FGH-QoS 1.42/6 1.49/7 1.40/7 1.28/5 1.41/7 1.43/10
HPARND-BL 1.26/4 1.53/5 1.35/4 1.22/7 1.23/5 1.34/7
Number of paths per traffic demand
Table 4.17 analyzes the number of path per traffic demand for each approach. The table
highlights that, as in the previous study, the number of paths is very low (i.e. 2 or 3) for the
optimal solution of PARND-BL by means of CPLEX. Instead, for the heuristic approaches
there is an increment of the number of paths (up to 10), this behavior might be due to the
different traffic demand or the new version of the IpOpt. From this point of view, HPARND-
BL has better performance than FGH approaches.
Impact of traffic demand
Figure 4.25 depicts the network power consumption of the different approaches by varying
the traffic factor a. The figure highlights an increment of the gap among PARND-BL ap-
proaches and FGH-QoS in almost all the topologies (excluding nobel-eu and Exodus) when
the traffic demand increases. For example, in Ebone topology (see Figure 4.25(c)) the power
saving of HPARND-BL w.r.t. FGH-QoS, which was negative at a= 1:0, is more than the 2%
at a = 2:0. Instead, in ta2 topology (see Figure 4.25(f)) the power savings of HPARND-BL
firstly increases and successively decreases, with a power saving of about 6% at a= 1:5. This
trend is due to the ability of HPARND-BL to be aware of the power consumption of route
processing, which has a cubic behavior.
Impact of number of transit nodes
Figure 4.26 shows the behavior of the power aware approaches when the number of transit
nodes increases. Obviously, there is a decreasing trend because, when the number of nodes
increase, the overall traffic demand decreases (the traffic demand of transit nodes has been
deleted). Varying the number of transit nodes, the performance of PARND-BL w.r.t. FGH
i
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Figure 4.25: Power Consumption vs load factor a
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approaches remains constant. Instead, in some topologies (such as Ebone and ta2) the per-
formance of HPARND-BL worses. For example, in the ta2 topology the power savings vary
from about the 14% to 0.
Impact of the maximum link utilizations
Figure 4.27 shows the network power consumption when the maximum link utilization is
varied. The figure highlights a decreasing trend, when the available resources increase,
greater r, the power consumption decreases. The power savings of PARND-BL approaches
w.r.t. FGH-QoS just lightly increase when r increases. For example, for the ta2 topology the
power savings varies from 1% to 5%.
4.7 Conclusions
In the previous chapter, some relevant NPM problems, together with related mathematical
models, have been presented. The first addressed problem has been a power aware routing
problem whose purpose is to route the traffic demands in such a way as to minimize the
overall power consumption of the network. This is done by assuming that all the nodes
and all the PICs of the network are powered on. For this problem, called PAR, a nonlinear
multicommodity flow model and a heuristic (called DPRA) have been proposed. The second
problem, PAND, considers the possibility to power off nodes and links of the network in
order to reduce the overall power consumption. This is done by approximating the power
behavior of the nodes to the worst case, so leading to a Mixed Integer Linear Programming
(MILP) design and routing model. Problem PARND generalizes both PAR and PAND. In fact,
it addresses the possibility of powering off nodes and links of the network while defining the
routing strategy, by modelling the true, nonlinear power behavior of the nodes. The corre-
sponding model is therefore a mixed integer nonlinear programming model. A heuristic of the
PARND problem has been also proposed. Finally the last problem, PARND-BL, represents
a further level of generalization, since it allows that even single PICs of bundled links are
powered off. A hierarchy of NPM models is thus proposed, having PARND-BL on the top,
models PAR and PAND on the bottom, and PARND at the intermediate level. This is the
first time that a nonlinear Power Aware Routing and Design model is investigated and two
related heuristics have been proposed. Furthermore, model PARND-BL is innovative since the
possibility of powering off single PICs of logical links was never investigated in the context
i
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Figure 4.26: Power Consumption vs number of transit nodes
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Figure 4.27: Power Consumption vs maximum link utilization
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of power aware routing and network design. In conclusion, the PARND-BL and the nonlinear
generalized PARND models as well as the heuristics of PAR, PARND and PARND-BL have
to be considered as an original contribution of this thesis.
An additional contribution of this thesis are the wide computational experimentations, on
several real network topologies, presented in this chapter and aimed at investigating the
efficiency of the proposed power aware approaches from different perspectives.
The first simulation results shown in this chapter highlight the ability of the proposed
heuristic solution of the PAR problem, DPRA, in producing power savings comparable with
the exact solution. Furthermore, the PAR solution shows the loss of energy savings when the
power behavior of the nodes is roughly approximated. Further, the simulation results show
that, in order to achieve an adequate energy savings with respect to the SPR, the network
traffic load should lead (in average) the nodes to work in a point of their power curve where
the rate of change is appreciable.
The successive simulation study highlights that very high power savings are provided by the
joint utilization of power-aware routing strategy and of a network design aimed at minimizing
the power consumption and that the proposed heuristic for solving PARND problem is very
profitable.
A further evaluation study compares the potential power savings of several approaches
(PARND, SP-PARND, and PARND-BL) with respect to two versions of a naive solution
(MSC and SP-MSC) in a reference network scenario. The results show that the single-path
version of the approaches is more complex than the multi-paths version while the power
savings are the same and that PARND can save about the 25% of the power consumed by
MSC, instead PARND-BL can save over the 40%.
Afterwards, all the NPM models have been evaluated. The impact on the reduction of the
overall network power consumption, the characteristics of the computed solutions, expressed
in terms of powered off links and PICs, and the time required to get the optimal solutions
have been deeply investigated. Furthermore, relevant Quality of Service (QoS) requisites
such as the number of paths per origin-destination pair in the obtained solutions have been
analyzed as well. The obtained results are very interesting, showing that the more sophis-
ticated approaches (PARND and PARND-BL) allow one to substantially reduce the network
power consumption in all the considered network scenarios. In particular, an interesting
outcome of this experimentation is that, to reduce the overall network consumption, the
power consumption due to route processing, when dependent on the node throughput, has
to be explicitly addressed in the problem formulation, as modelled in PARND and in PARND-
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BL. In the case of router hardware implementing power aware techniques, such as DVS and
DFS, just to power off links/PICs does not necessarily determine a reduction of the network
consumption.
Moreover, a simulation study has been presented to highlight the improvements, both in
terms of power savings and CPU times, introduced by the TLPH and PMH algorithms to solve
a backbone network version of PARND-BL problem. These improvements are particular
relevant in the case of complex network scenario.
Finally, an extensive simulation study has been carried on to deeply investigate the behavior
of PARND-BL under different network scenarios and evaluate the proposed heuristic of
PARND-BL.
i
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CHAPTER 5
CONCLUSIONS AND
PERSPECTIVES
In this thesis, the topology design problem of SONs with performance requirements has been
addressed taking into account both the traffic demand and the overhead. Through extensive
simulations, the performance and overhead of a limited set of well-known overlay topologies
and of three new traffic demand-aware overlay topologies, called KSPT, PAC, DAC have
been investigated either when the IP-layer network model is flat or hierarchical and in a real
network scenario.
The results presented in the Chapter 2 show that MT always performs worse than the other
overlay topologies. Moreover, when the size of the flat IP-layer network is large and the
number of overlay nodes is small, KSPT is a valuable option. Instead, when the IP-layer net-
work is hierarchical, the AC topology outperforms all the other network topologies, because
it takes advantage of the underlay topology knowledge. Moreover, PAC and particularly DAC
are two possible alternatives to the AC topology to reduce the node degree. Finally, in a real
network scenario with a large amount of available bandwidth, KMST outperforms all the
other overlay topologies and MT does not underperform the other overlay topologies as in
the previous cases.
In the Chapter 3, some relevant NPM problems have been presented. Each problem is
based on different characterizations and power awareness of the network devices, leading
either to MILP models or to MINLP models. This has been the first time that a nonlinear
Power Aware Routing and Design model is investigated. Furthermore, model PARND-BL
is innovative since the possibility of powering off single PICs of logical links was never
investigated in the context of power aware routing and network design. In conclusion, the
PARND-BL and the nonlinear generalized PARND models as well as the heuristics of PAR,
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PARND and PARND-BL have to be considered as an original contribution of this thesis.
An additional contribution of this thesis are the wide computational experimentations, on
several real network topologies, presented in Chapter 4 and aimed at investigating the effi-
ciency of the proposed power aware approaches from different perspectives.
The results show that the more sophisticated approaches, PARND and PARND-BL, allow
one to substantially reduce the network power consumption in all the considered network
scenarios. In particular, an interesting outcome of this experimentation is that, to reduce the
overall network consumption, the power consumption due to route processing, when depen-
dent on the node throughput, has to be explicitly addressed in the problem formulation, as
modelled in PARND and in PARND-BL. In the case of router hardware implementing power
aware techniques, such as DVS and DFS, just to power off links/PICs does not necessarily
determine a reduction of the network consumption. In addition, the solutions obtained via the
proposed models satisfy the QoS requisites stated above, and usually they can be determined
within a reasonable computational time. Clearly, for very-large network scenarios, PARND
and PARND-BL might still require a huge computational time. To overcome this issue, the
proposed heuristics are a valuable solution.
In this field, further studies can be realized by implementing the NPM methods on network
simulator and/or software router to better evaluate the achievable energy saving and the QoS
impact.
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