Impulsive noises are widely existing in communication channels, especially the power line channels.
the fat-tailed distribution of impulsive noises, and the parameters can be consistently estimated from the amplitude statistics [12] . The BG model, in comparison, does not guarantee a good fit for the overall sample amplitude distribution, and its parameter estimation highly relies on the accuracy detection and extraction of impulses [11] . Therefore, both models are now actively used in the filed of communications to model impulsive noises.
Field measurements of noises are usually reported and archived in the form of estimated model parameters instead of raw data. Therefore, it is valuable to enable the model unification or model conversion, so that measurement databases with different noise models can be jointly exploited.
Moreover, in the field of communication system design, it is now usually necessary to evaluate the system robustness with various test impulsive noises generated by different models, as Lin et al. did in [13] . If these models can be unified, such efforts can be greatly reduced. Up to now, the compatibility between BG and SαS models has not been fully investigated, which will be our focus and the main contribution in this paper.
The rest part of the manuscript is organized as follows. We start with a review on the constructions of BG and SαS models in Sec. II. Subsequently, in Secs. III and IV we analyze the compatibility between the SαS model and the BG model. Our results indicate that they cannot not be generally unified, but are compatible with each other to a limited degree, when the impulses are sparse and not extremely strong. Then we further evaluate both models with filed measurements of impulsive PLC noises in Sec. V, showing that the two models differ from each other in their tail distributions, and both them can only approximately fit the real distribution of measurements. Afterwards, in Sec. VI, we survey and invoke existing signal processing techniques to fit BG processes with the SαS model, in order to build a polynomial conversion model between BG and SαS parameters, and evaluate its fitting performance. At the end we close this paper with our conclusions in Sec. VII.
II. BERNOULLI-GAUSSIAN MODEL AND SαS MODEL

A. Bernoulli-Gaussian Model
A sample series of impulsive noise can be described with the Bernoulli-Gaussian model:
where k ∈ Z is the sample index or discrete time, σ is the standard deviation of the impulsive noise, n G (k) is a normalized white Gaussian noise with unity power and φ(k) is a Bernoulli process that describes the occurrence of impulses. We can present φ(k) as
where z(k) ∼ U(0, 1) and p ∈ [0, 1] is the impulse probability. In practice, it is usual to consider the mixture of impulsive noise and Gaussian background noise
where σ B is the standard deviation of the background noise, n 0 (k) and n 1 (k) are two independent normalized Gaussian noises with unity power. Thus, the PDF of n BG is
B. Symmetric α-Stable Model
A random variable X is called stable if and only if
where X 1 and X 2 are two independent copies of X and A D = B denotes that A and B obey the same stochastic distribution. Especially, the distribution is called strictly stable if this holds with
This definition is proven equivalent to another: X is stable or α-stable if and only if
where Z is a random variable with characteristic function
where α is called the index of stability or characteristic exponent, β is the skewness parameter, γ is the scale parameter and δ the location parameter [15] . Especially, when β = 0, the PDF of X is symmetric about γ. In this case X is called Symmetric α-Stable, or SαS in short.
Some special cases of α-stable distribution have simple expressions of PDF, and have been well-studied, including α = 2, β = 0 (Gaussian); α = 1, β = 0 (Cauchy) and α = 0.5, β = 1 (Lévy). However, field measurements have proved that when applied on PLC noises, the αstable model usually has parameters α ∈ (1.5, 2), β ≈ 0 [16] , which is a SαS case without any closed-form presentation of PDF.
III. STABILITY OF BERNOULLI-GAUSSIAN PROCESSES
Towards an unification of Bernoulli-Gaussian and SαS models, the first question is: are
Bernoulli-Gaussian processes stable? To answer this, we test if the BG model defined in (3) fulfills the requirement of stable process defined in (5) . Now consider two impulsive noise sample series X and Y , which are independently and identically generated according to Eq. (3), and a linear sum W of them:
The PDF of W will be then
As both X and Y have the same PDF as given in (4), we have 1
Clearly, (10) differs in form from (4) , so that we know Bernoulli-Gaussian processes are not generally stable. Only in the following three special cases, W is quasi-stable as it approximately approaches to a Gaussian process:
lim
To verify this, we conducted numerical simulations: idenpendent and identically distributed Probability Density First, the standard deviation parameters were fixed to σ B = 1 and σ I = 50, and the test was executed for different values of p. The result is shown in Fig. 1(a) . It can be observed that the PDFs of V and Z match each other well when the value of p is high or low p, but deviate from each other as p approaches to 0.5, which matches our theory. Subsequently, we fixed the impulse probability at p = 0.1, the background noise power at σ 2 B = 1, and repeated the test for different values of σ I . The result in Fig. 1(b) shows that V has its distribution more similar to Z under lower impulse power, as we have expected.
In the context of PLC, according to the filed measurements reported by Zimmermann in [3] , over the broad band up to 20 MHz, the impulse power is usually by 10 dB to 30 dB, i.e., 10 to 1000 times higher than that of the background noise. Meanwhile, the impulse probability remains below 0.35% even under the heaviest disturbance, and falls down to 0.00135% under the weak disturbance. Calling back the result in Fig. 1(a) that the BG noise still holds a satisfying stability even as σ 2 I = 2500σ 2 B when p = 0.01, it is reasonable to consider the Bernoulli-Gaussian model as approximately stable when applying it on power line noises. Knowing that BG processes are not stable, the next question is: is the BG model able to efficiently generate fat-tailed distributions that can approximate stable distributions? Shongwe et al. has provided a positive answer to this in [17] , claiming that the tail of Bernoulli-Gaussian PDF is controlled by the impulse probability p. Through numerical experiment of comparing BG noises with different impulse probabilities, they have concluded that the fatness of PDF tail of a BG noises increases with p. However, this statement appears not sufficiently persuading, as it contains no evaluation of the "fat-tail" property according to the definition or comparison to standard references such as Gaussian noises.
IV. FAT-TAIL CHARACTERISTIC OF BERNOULLI-GAUSSIAN DISTRIBUTION
According to Asmussen [18] and Nordhaus [19] , a distribution is said to be fat-tailed if it has power-law tails (such as Pareto distribution), and medium-tailed if it has exponentially declining tails (such as the normal distribution). It has been proven by Gnedenko and Kolmogorov in [20] that SαS distributions with α < 2 have algebraically declining tails so that they are fat-tailed.
Calling back Eq. (4), Bernoulli-Gaussian nosies do not generally have power-law tails, hence they are not strictly fat-tailed.
However, depending on the values of p and σ 2 I /σ 2 B , it may still exhibit a quasi-fat-tailed characteristic in some limited range of amplitude. To demonstrate this, we generated a Bernoulli-Gaussian noise according to Eq. (3) with p = 0.01, σ 2 B = 1, σ 2 I = 10. For reference we also generated a zero-mean Gaussian noise with a power of σ 2 B + pσ 2 I , which equals the average power of the BG noise. For each noise, 5 × 10 7 samples were generated. Then we compared their PDF, and attempted to fit their 1% right tails with exponential and power curves, as illustrated in Fig.   2 . It can be observed that the BG noise of given specifications has a significantly heavier tail than the reference Gaussian noise, which decreases even slower than the algebraic curve and can be approximately considered as fat-tailed.
V. BG AND SαS MODELS ON FIELD MEASUREMENTS
To evaluate the performances of both the models with real impulsive power line noises, we took different filed measurements. The raw data was measured on September 6 th , 2012, at the Bphase live wire on the secondary side of a low-voltage transformer, which is located in the power distribution room of a urban residential district in China. The measurement was executed twice in the night, at 01:12 and 02:28, respectively. Each measurement lasted 1 s with the sampling rate of 80 MSPS.
Instead of working with the raw measurement, we downsampled the raw data to 500 kSPS with a 30 th -order FIR anti-aliasing filter, due to two reasons:
1) The simple BG model is supposed to be directly applied on impulsive noises in underspread channels, where the impulse width is significantly shorter than the sampling interval [23] .
Under a very high sampling rate, the multi-path channel effect cannot be ignored, so that the raw measurement must be first de-convoluted from an unknown observation matrix before applying the BG model, which complicates the task.
2) Through a downsampling, the data size and hence the computational cost are reduced.
Meanwhile, both the BG and SαS models are consistent to downsampling, so that their performance will not be impacted.
As indicated in [11] , high-powered narrowband interferers in PLC noises are usually amplitudemodulated by periodical envelopes synchronized to the mains voltage, and can hence exhibit deterministic and impulsive behavior. Therefore, they may significantly interfere the analysis of the stochastic impulsive components in noise. Here we invoked the Narrowband Regression (NBR) method described in [21] to cancel periodically fluctuating narrowband interferers from the down-sampled noises data. The cleaned results were then taken to estimate SαS and BG model parameters. For the SαS model, we applied McCulloch's method [22] . For the BG model, we first used a blind BG impulse detector, which we have proposed earlier in [23] , in order to distinguish impulse samples from the background noise, so that the impulse rate p as well as the Gaussian parameters σ 2 1 , σ 2 2 could be easily estimated with the labeled data. An instance of our preprocessing on the noise measurement is depicted in Fig. 3 . Fig. 4 . It can be summarized that:
1) The estimated BG and SαS models do not perfectly match each other at the tails.
2) Generally, the SαS model provides a smoother tail than the BG model. 
VI. ESTIMATING SαS PARAMETERS OF BERNOULLI-GAUSSIAN PROCESSES
So far, we have shown that there is a certain but limited compatibility between the the BG and SαS models, for power line noises with fat tails. Subsequently, driven by the interest in the performance of approximating BG models with SαS models, we attempted to apply the SαS model on BG process and estimate the parameters.
Our methodology can be summarized as follows. First, we generated a Bernoulli-Gaussian noise with parameters (p, σ B = 1, σ I ), and normalized it to n BG with unity power. Then we applied McColloch's SαS parameter estimator [22] on it. Subsequently, we called Chambers' method [24] , [25] to simulate a SαS noise sequence n SαS with the estimated parameters (α,γ). Afterwards, we evaluated the fitting performance with the Kullback-Leibler divergence [26] :
where φ BG and φ SαS denote the empirical PDF of n BG and n SαS , respectively. By repeating this process with different Bernoulli-Gaussian parameters, we are able to investigate the dependencies of (α,γ) on (p, σ 2 I /σ 2 B ). Due to the lack of known closed-form density functions, most conventional analytic methods of statistics cannot be applied to estimate SαS parameters for cases where α > 1. Nevertheless, a variety of numerical techniques have been developed for this task. According to the classification by Nikias and Shao [15] , classical approaches can be generally classified into four categories: methods of maximum likelihood [27] , [28] , methods of sample fractiles [12] , [22] , [29] , methods of sample characteristic functions [30] - [34] . Besides, some recent methods have been developed based on other principles e.g. negative-order moments [35] , extreme order statistics [12] and point process [36] .
As we have derived in Sec. III, BG processes are not strictly stable. This disables the deployment of some methods listed above on data generated by the Bernoulli-Gaussian model, especially the methods that require segmentation of the sample data. For instance, according to our experiment, the extreme-order-statistics-based estimators in [12] shows a significant dependency on the sample size, and fails to converge, as shown in Fig.5 .
Nevertheless, our experiments have proven that at least the regressive methods of Koutrouvelis [32] , [33] and McCulloch [22] can be applied, which return similar results. Setting σ B = 1 with different values of 0.01% ≤ p ≤ 1% and 10 dB ≤ 
Note that all the integration terms in the last step of Eq. 
