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ul. S´wie¸tokrzyska 15, 25-406 Kielce, Poland.
(Dated: September 17, 2018)
Subdiffusion in a system in which mobile particles A can chemically react with static particles
B according to the rule A + B → B is considered within a persistent random walk model. This
model, which assumes a correlation between successive steps of particles, provides hyperbolic Cat-
taneo normal diffusion or fractional subdiffusion equations for a system without chemical reactions.
Starting with the difference equation, which describes a persistent random walk in a system with
chemical reactions, using the generating function method and the continuous time random walk
formalism, we will derive the Cattaneo–type subdiffusion differential equation with fractional time
derivatives in which the chemical reactions mentioned above are taken into account. We will also
find its solution over a long time limit. Based on the obtained results, we will find the Cattaneo–
type subdiffusion–reaction equation in the case in which mobile particles of species A and B can
chemically react according to a more complicated rule.
PACS numbers: 05.40.Fb, 02.50.Ey, 66.10.C-, 05.10.Gg
I. INTRODUCTION
Subdiffusion–reaction equations have been studied ex-
tensively during the last decade [1–14]. Subdiffusion
occurs in a medium where the mobility of particles is
strongly hindered due to the internal structure of the
medium as, for example, in porous media or gels [15, 16].
Subdiffusion can be treated as a random walk process
which is characterized by the relation
〈
(∆x)2
〉
=
2Dα
Γ(1 + α)
tα , (1)
for 0 < α < 1, for α = 1, one deals with normal diffusion.
Subdiffusion is non-Markovian stochastic process, differ-
ent from normal diffusion. However, as was shown in [17],
there is a non-Markovian process which provides the rela-
tion (1) in which α = 1. Thus, it seems to be a good idea
to include a stochastic interpretation in the definition of
anomalous diffusion together with the relation (1). Such
a simple interpretation has a random walk, which is used
in our considerations. We mention here that the random
walk model is universal, for example, it has been used
to derive normal diffusion–reaction equations [18–20] or
subdiffusion–reaction equations [9, 12–14, 21].
The most commonly used differential equation de-
scribed anomalous diffusion is the following equation
with the Riemann–Liouville fractional derivative
∂
∂t
P (x, t) = Dα
∂1−αRL
∂t1−α
∂2
∂x2
P (x, t) , (2)
the derivative is defined for α > 0 as follows [22, 23]
dαRL
dtα
f(t) =
1
Γ(n− α)
dn
dtn
∫ t
0
(t− t′)n−α−1f(t′)dt′ , (3)
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n is a natural number fulfilled α ≤ n < α + 1. Equation
(2) was derived within the continuous time random walk
formalism [15, 24]. Equation (2) can be transformed to
the following equation with the Caputo fractional deriva-
tive (see Eqs. (A7) and (A8), Appendix A)
∂αC
∂tα
P (x, t) = Dα
∂2
∂x2
P (x, t) , (4)
where [23]
dαC
dtα
f(t) =
1
Γ(n− α)
∫ t
0
(t− t′)n−α−1 d
n
dt′n
f(t′)dt′ , (5)
n−1 < α ≤ n. The fundamental solution to Eqs. (2) and
(4) (the Green function), which is defined by its initial
condition P (x, t;x0) = δx,x0 (in the following δx,x0 de-
notes both the Dirac–delta function for continuous vari-
ables and the Kronecker symbol for discrete ones), is in-
terpreted as a probability density to find a random walker
at point x after time t under the condition that its ini-
tial position is x0. However, it is well known that the
Green function of Eq. (2) has a non–physical property.
Namely, it has non–zero values for any x at t > 0. This
means that some of the particles moves with an arbi-
trarily chosen large velocity. To avoid this absurdity the
persistent random walk model was proposed [25–27]. Un-
der the assumption that the actual random walker’s step
is correlated with the previous one, which means that
the direction of successive steps is kept with some prob-
ability, for the normal diffusion process, one obtains the
following differential hyperbolic Cattaneo equation
τ
∂2
∂t2
P (x, t) +
∂
∂t
P (x, t) = D
∂2
∂x2
P (x, t) , (6)
where D is the normal diffusion coefficient. A solution
to this equation is above zero in a finite domain only,
which ensures that a random walker’s velocity is lim-
ited. We mention here that one of the simplest inter-
pretations of this process is that the probability flux is
2delayed over time by parameter τ with respect to the
probability gradient, J(x, t+τ) = −D ∂∂xP (x, t). Assum-
ing τ ≪ t there is J(x, t) + τ ∂∂tJ(x, t) = −D ∂∂xP (x, t).
Combining the above equation with the continuity equa-
tion ∂∂tP (x, t) = − ∂∂xJ(x, t), one obtains Eq. (6). For
τ = 0 we have the normal diffusion equation. The gen-
eralization of Eq. (6) to the subdiffusion system is not
obvious. As was discussed in [28], there are various forms
of a such generalization, which are not equivalent to each
other.
The situation is more complicated when diffusing par-
ticles of species A and B can chemically react with each
other according to the formula nAA + nBB → ∅(inert).
Phenomenologically, the diffusion–reaction equations are
derived on the basic of a normal diffusion equation (with-
out the persistent effect, τ = 0) by subtracting a reaction
term Π(CA, CB) from the right–hand side of Eq. (6).
Within the mean–field approximation the reaction term
reads [2]
Π(CA, CB) = kC
nA
A C
nB
B , (7)
where k is a reaction rate, CA,B denotes substance con-
centrations. Such a procedure provides the standard nor-
mal diffusion–reaction equation
∂
∂t
Ci(x, t) = Di
∂2
∂x2
Ci(x, t)− nikCnAA CnBB , (8)
where i = A,B. A similar procedure was applied to ob-
tain a subdiffusion–reaction equation. However, there
arose a problem concerning which of the subdiffusion
equations (2) or (4) should be taken into account. In [6]
the reaction term was subtracted from the right–hand
side of Eq. (2), whereas in [5] it was shown that this
term should be subtracted from the right–hand side of
Eq. (4). The above mentioned versions of subdiffusion–
reaction equations describe the processes which dynamics
differ from each other (see Appendix B). The latter ver-
sion of the equation has been considered in many papers,
for example in [3, 4]. We mention here that another ver-
sion of the subdiffusion–reaction equation was derived in
[8].
The character of transport processes (normal diffu-
sion or subdiffusion) strongly influences the dynamics of
chemical reactions [5, 7]. There arises a question concern-
ing the influence of the persistent random walk effect on
the subdiffusion–reaction process. In some physical sys-
tems this effect plays an important role. For example, as
we showed in [29], in electrochemical systems the Nyquist
plots of subdiffusive impedance strongly depend on pa-
rameter α as well as on the parameter described by per-
sistent random walk effect. A similar effect can occur in
a system in which subdiffusive particles of species A can
chemically react with particles B. The reason is that the
reaction efficiency depends on the particle’s concentra-
tion. The probability that the reaction between particles
A and B, which are located close to each other, occurs in
some time interval strongly depends on the character of
particles’ transport mechanism [5]. Moreover, as we will
discuss later, the reaction rate for the persistent random
walk is changed compared to the non–persistent one.
In our paper we derive a Cattaneo–type subdiffusion–
reaction equation which describes the persistent subd-
iffusive random walk with a chemical reaction of type
A+B → B. We assume that the three–dimensional sys-
tem is homogeneous in the plane perpendicular to the
x axis, so it can be treated as a one–dimensional sys-
tem. The particles B are assumed to be immobile and
all of them are located at the position xr. In practice,
this problem can be treated as a particle’s random walk
on a lattice with a single immobile trap. This system
was chosen for theoretical study for the following reasons.
Firstly, the concentration of particles B does not change
over time, thus the analytical treatment of the problem
is relatively simpler than for other systems. The results
obtained can be treated as the background to finding a
more general equation for the case of chemical reactions
nAA + nBB → ∅ in a system with both mobile A and
B species. Secondly, the model can be used for a the-
oretical description of the process in a system in which
the reaction is ruled according to A +B → ∅ if the con-
centration of static particles B (located at the permeable
membrane) remains ‘almost constant’, which is achieved
if the concentration is very large compared to the concen-
tration of particles A [30]. Such a model can be useful to
describe transport in a porous medium with a chemical
reaction occurring at the medium surface [31]. Moreover,
the time evolution of the concentration of A particles can
be measured experimentally, for example by means of the
laser interferometric method [16], which gives the possi-
bility of the experimental verification of the theoretical
subdiffusion–reaction model. We add that the experi-
mental method of concentration measurement mentioned
above is effective for the (sub)diffusion–reaction systems
with only one mobile substance.
The paper is organized as follows. In Sec.II we consider
a non-persistent random walk in a system in which a par-
ticle A can be absorbed with some probability into an ar-
bitrary chosen site (this situation corresponds to the reac-
tion A+B → B occurring in this site). Starting from dif-
ference equations with discrete time and space variables,
we will derive the fractional subdiffusion–reaction equa-
tion for continuous variables. Next, we will generalize the
obtained equation to the case of mobile A and B parti-
cles, which can chemically react according to a more com-
plicated rule. The main aim of this section is to check if
the method used in this paper provides the subdiffusion–
reaction equation which was derived in [5] for the non–
persistent random walk model. In Sec.III we will use
a procedure to find the subdiffusion–reaction equation
within the persistent random walk model. We will also
find the solution to the equation over a long time limit
for the case of the reaction A + B(static) → B(static).
The discussion of various aspects of the model will be pre-
sented in Sec.IV. The details of the calculations and some
useful formulae will be presented in three Appendixes.
3II. SUBDIFFUSION–REACTION EQUATION
We consider the non–persistent random walk in a dis-
crete system in which a random walker A can react with
a static particle B located at mr, according to the for-
mula A + B → B. The subdiffusion–reaction equation
was derived already using the random walk model with
a continuous time, and here we will show that the lattice
random walk model with discrete time (which is repre-
sented by the number of steps) provides the subdiffusion–
reaction equation equivalent to the one derived in [5].
A. General equation
Let Pn(m) denote a probability of finding a particle A
which arrives at site m at the n–th step. If a particle
arrives at the site mr then it can react during its stay at
site mr with a particle B with the probability R. This
process is described by the following difference equation
Pn+1(m;m0) =
1
2
Pn(m+ 1;m0) +
1
2
Pn(m− 1;m0)
− δm,mrRPn(m;m0) , (9)
m0 is the initial position of the particle, P0(m) = δm,m0 .
This equation is usually solved by means of the gener-
ating function method [32]. The generating function is
defined as
S(m, z;m0) =
∞∑
n=0
znPn(m;m0) . (10)
From Eqs. (9) and (10) we obtain
S(m;m0)− P0(m;m0) = z
2
S(m+ 1;m0) (11)
+
z
2
S(m− 1;m0)− zδm,mrRS(m;m0) ,
The probability of finding the particle at site
m for a continuous time equals P (m, t;m0) =∑∞
n=0 Pn(m;m0)Φn(t), where Φn(t) is the probability
that a particle, starting from m0, reaches site m in n
steps. The function Φ depends on the waiting time prob-
ability density ω(t) needed to take the particle’s next
step. In terms of the Laplace transform, L{f(t)} ≡
fˆ(s) =
∫∞
0
exp(−st)f(t)dt, one obtains [15] Φˆ(s) =
[1 − ωˆ(s)]ωˆn(s)/s, which, together with Eq. (10) pro-
vides
Pˆ (m, s;m0) =
1− ωˆ(s)
s
S(m, ωˆ(s);m0) . (12)
When a particle A reaches the site mr, it can react
with a particle B. Let us assume that the distribution
function of the reaction is ψ(t) = γexp(−γt), where γ is
the reaction rate. The waiting time distribution that the
reaction will produce is as follows
ψr(t) = γexp(−γt)
[
1−
∫ t
0
ω(t′)dt′
]
, (13)
the last term of the right–hand side of the above equation
(in the square bracket) represents the probability that the
particle does not change its position in the time interval
(0, t). The probability that the particle reacts with single
particle B equals
R =
∫ ∞
0
ψr(t
′)dt′ = 1− ˆω(γ) . (14)
Let us assume that the distance between discrete sites
equals ∆x. To pass from a discrete to a continu-
ous space variable one puts x = m∆x, P (m, t;m0) =
(∆x)P (x, t;x0) and assumes that ∆x goes to zero. Tak-
ing into account the following approximation
P (x±∆x, t;x0) = P (x, t;x0)± (∆x) ∂
∂x
P (x, t;x0)
+
(∆x)2
2
∂2
∂x2
P (x, t;x0) , (15)
and Eqs. (11)-(15), putting z = ωˆ(s), we obtain the
following equation
[1− ωˆ(s)] Pˆ (x, s;x0)− 1− ωˆ(s)
s
P (x, 0;x0)
= ωˆ(s)
(∆x)2
2
∂2
∂x2
P (x, t;x0) (16)
− δx,xr [1− ωˆ(γ)]ωˆ(s)Pˆ (x, s;x0) .
The above equation, written in terms of Laplace trans-
form, is the basis for further considerations. In the next
subsection we will find the equation for a continuous time
variable.
B. Continuous time random walk approach
Subdiffusion can be interpreted as a random walk in
which the mean waiting time between a particle’s suc-
cessive steps is infinite whereas all the moments of the
step length distribution are finite. We choose ω as the
one–sided α–stable distribution, which Laplace transform
reads (here 0 < α < 1) [33]
ωˆ(s) = exp(−ταsα) . (17)
Within the continuous time random walk formalism,
function (17) is considered in a limit of small s, which,
according to the Tauberian theorems, corresponds to the
limit of a large time t [33], is
ωˆ(s) ≈ 1− ταsα . (18)
In our approach, the length of the particle’s step is not a
random variable, but we can choose the parameter ∆x in
such a way that the coefficient (∆x)2/2 equals the vari-
ation of step length distribution which can be involved
into a stochastic model. The definition of the subdiffu-
sion coefficient then reads
Dα =
(∆x)2
2τα
. (19)
4The parameters α and Dα control subdiffusion and are
measured experimentally [16]. The parameter ∆x is re-
lated to τα by Eq. (19). Thus, we consider both ∆x and
τα as ‘small parameters’. From Eqs. (14) and (18), in the
limit of small τα we obtain R˜ ≡ R/τα = γα. From Eqs.
(16), (18) and (19), keeping the terms of the first order
with respect to τα, after simple calculations we obtain
∂αC
∂tα
P (x, t;x0) = Dα
∂2
∂x2
P (x, t;x0)−R˜P (x, t;x0) . (20)
Let us generalize Eq. (20) to a system containing a
large number of particles A and B. Using the relation
CA(x, t) = NAP (x, t), where CA is the concentration of
the particles A, NA denotes the initial number of parti-
cles A in the system (NA ≫ 1), we find that Eq. (20)
is fulfilled by concentration CA and the reaction term
reads Π(CA) = R˜CA(x, t). The function R˜ is now pro-
portional to the concentration of B particles, thus we
obtain Π(CA, CB) = γ
αCA(x, t)CB(xr). The essential
assumption is that the above reaction term is correct in
the case of mobile particlesB, which react with particleA
according to the more general formula nAA+ nBB → ∅.
In general, within the mean field approach the reaction
term is proportional to the probability that nA particles
of species A and nB particles of species B meet in such
a small volume that chemical reaction is possible with
a probability controlled by the reaction rate k (in the
considerations presented above we have k = γα). Thus,
the arguments presented above suggest that the following
equation
∂αC
∂tα
Ci(x, t) = Dα
∂2
∂x2
Ci(x, t)− niΠ(CA, CB) , (21)
i = A,B, where the reaction term is given by Eq. (7), is
the generalization of Eq. (20)
III. CATTANEO–TYPE
SUBDIFFUSION–REACTION EQUATION
A. General equation
Let P+n (m), P
−
n (m) denote probabilities that the parti-
cles arrive at site m at step n with a positive or negative
velocity, respectively (in the following we will skip the
symbol m0 for shortening the notation), β is a probabil-
ity that a particle changes its velocity sense after arriving
at site m. The persistent random walk with a reaction
with a particle B located at mr is described by the fol-
lowing equations [27]
P+n+1(m) = (1− β)P+n (m+ 1) + βP−n (m+ 1)
− RβP+n (m)δm,mr , (22)
P−n+1(m) = (1− β)P−n (m− 1) + βP+n (m− 1)
− RβP−n (m)δm,mr . (23)
As in the previous section, we solve the equations by
means of the generating function method. Generally, the
reaction coefficient R depends on parameter β. We can
motivate this fact as follows. Various theoretical reac-
tion models, applied to the reaction A + B(static) →
B(static), assume that the particle A overcome the po-
tential barrier during its movement along the reaction co-
ordinate axis [34, 35]. However, the probability of passing
the barrier depends on a particle’s energy. If the particle
comes to the site mr and its velocity sense is not changed
after arriving at site, we assume that the reaction occurs
with reaction rate γ1, but if the particle’s velocity sense
is changed, the energy of the particle will be lower than
in the previous case, thus the reaction occurs with the
reaction rate γ2, γ2 < γ1. The probability of the ‘choice’
of the reaction rate depends on β. Thus, we postulate
that
Rβ = (1− β)[1 − ωˆ(γ1)] + β[1− ωˆ(γ2)] . (24)
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x0 = −1, xr = 0 (all quantities are given in arbitrary chosen
units).
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FIG. 2: Functions (38) for various values of probability β
given in the legend, t = 2000, the other parameters are the
same as in Fig.1.
5Proceeding similarly as in the previous case, Eqs. (22)
and (23), transformed to the continuous variables (x, t),
in terms of Laplace transform read
Pˆ+(x, s)− 1− ωˆ(s)
s
P+(x, 0) = ωˆ(s)
{
(1 − β)
[
Pˆ+(x, t)− (∆x) ∂
∂x
Pˆ+(x, s) +
(∆x)2
2
∂2
∂x2
Pˆ+(x, s)
]
(25)
+ β
[
Pˆ−(x, t)− (∆x) ∂
∂x
Pˆ−(x, s) +
(∆x)2
2
∂2
∂x2
Pˆ−(x, s)
]}
−RβPˆ+(x, s)δx,xr ,
Pˆ−(x, s) − 1− ωˆ(s)
s
P−(x, 0) = ωˆ(s)
{
(1 − β)
[
Pˆ−(x, t) + (∆x)
∂
∂x
Pˆ−(x, s) +
(∆x)2
2
∂2
∂x2
Pˆ−(x, s)
]
(26)
+ β
[
Pˆ+(x, t) + (∆x)
∂
∂x
Pˆ+(x, s) +
(∆x)2
2
∂2
∂x2
Pˆ+(x, s)
]}
−RβPˆ−(x, s)δx,xr .
The probability density of finding a particle at site x is
Pˆ (x, s) = Pˆ+(x, s) + Pˆ−(x, s) . (27)
Let us define the flux as follows
Jˆ(x, s) = Jˆ+(x, s) − Jˆ−(x, s) . (28)
Adding and next subtracting Eqs. (25) and (26), taking
into account (27) and (28), we obtain
[1− ωˆ(s)]Pˆ (x, s)− 1− ωˆ(s)
s
P (x, 0) (29)
= ωˆ(s)
[
(∆x)2
2
∂2
∂x2
Pˆ (x, s)− (1 − 2β)(∆x) ∂
∂x
Jˆ(x, s)
]
− ωˆ(s)δx,xrRβPˆ (x, s) ,
and
[1− (1− 2β)ωˆ(s)]Jˆ(x, s) − 1− ωˆ(s)
s
J(x, 0)
= −ωˆ(s)(∆x) ∂
∂x
Pˆ (x, s) + (1− 2β)ωˆ(s) (30)
× (∆x)
2
2
∂2
∂x2
Jˆ(x, s)− ωˆ(s)δx,xrRβ Jˆ(x, s) .
The assumption that the probability of the taking of a
particle’s first step with negative velocity is equal to the
probability of the taking of a particle’s first step with
positive velocity gives J(x, 0) = 0. Combining equations
(29) and (30) we obtain the following equation, which is
the base for the derivation of differential subdiffusion–
reaction equations for various probability densities ω
[1− ωˆ(s)][1 − (1− 2β)ωˆ(s)]
[
Pˆ (x, s)− P0(x)
s
]
= ωˆ(s)[1 + (1− 2β)ωˆ(s)] (∆x)
2
2
∂2
∂x2
Pˆ (x, s)
+ (1 − 2β)ωˆ(s)[1 − ωˆ(s)] (∆x)
2
2
∂2
∂x2
[
Pˆ (x, s) − P0(x)
s
]
−Rβδx,xr
{
[1− ωˆ(s)]ωˆ(s)
[
Pˆ (x, s)− P0(x)
s
]
(31)
− [ωˆ(s)(1 − ωˆ(s)) + (1− 2β)ωˆ(s)]Pˆ (x, s)− [1 + (1 − 2β)]ωˆ2(s) (∆x)
2
2
∂2
∂x2
Pˆ (x, s)
}
.
B. Continuous time random walk approach
Parameter β controls the correlation of jumps, namely
the correlation coefficient is cor = 〈(∆x)n(∆x)n+1〉 =
(1 − 2β)(∆x)2, where (∆x)n is the particle’s displace-
ment during its n–th step [26, 36]. Thus, the case of
β = 1/2 corresponds to the ‘ordinary’ non–persistent
random walk, described by the (sub)diffusion equation.
In the various forms of the Cattaneo subdiffusion equa-
tion a parameter analogous to τ occurring in (6) is
present (in the following we denote this parameter by τ˜α).
Motivated by the above mentioned facts, we assume that
all terms containing τ˜α in the Cattaneo subdiffusion–
reaction equation should vanish if β = 1/2 and the equa-
tion obtained take the form of a ‘standard’ subdiffusion–
reaction equation (21) with the reaction term (7). More-
over, in different versions of the Cattaneo subdiffusion
equation which have been considered until now the terms
6of the order Θ(τ˜2α) do not occur [28]. In order to derive
a new equation from (31), which fulfils the above condi-
tions, we set the following rules:
1. the approximation of the function ωˆ(s) is given by
Eq. (18),
2. the parameters α and Dα (the last one is defined
by Eq. (19)) are the same for both persistent and
non–persistent models, moreover
(∆x)2 = 2Dατα , (32)
3. according to Eq. (18) and (24), for small τα
Rβ = ταR˜β , (33)
where R˜β = (1− β)γα1 + βγα2 ,
4. in the obtained equation, we keep all terms up to
the first order with respect to τα, the terms of the
second order with respect to τα are kept only in
terms which vanish at β = 1/2. The other terms
are neglected.
Taking into account the above points, using inverse
Laplace transforms (A4), (A5) (Appendix A) and the
following formula (here 0 < α < 1) [23]
∂αRL
∂tα
P (x, t) =
∂αC
∂tα
P (x, t) +
t−α
Γ(1− α)P (x, 0) , (34)
we obtain from Eq. (31) the following subdiffusion–
reaction equation
(1− 2β)τα ∂
2α
C
∂t2α
P (x, t) + 2β
∂αC
∂tα
P (x, t) = 2(1− β)Dα ∂
2
∂x2
P (x, t)− (1− 2β)ταDα ∂
2
∂x2
∂αC
∂tα
P (x, t) (35)
− R˜βδx,xr
[
2βP (x, t) + 2(1− 2β)τα ∂
α
C
∂tα
P (x, t) + 2τα
t−α
Γ(1− α)P (x, 0)− (1− 2β)ταDα
∂2
∂x2
P (x, t)
]
.
C. The solution
The general form of the solution to Eq. (35) in terms of
Laplace and Fourier transforms is given in the Appendix
C, Eq. (C1). Over a long time limit, the solution given
in terms of Laplace transform reads (here R˜ 6= 0)
Pˆ (x, s) =
s−1+α/2
2
√
D˜α
exp
(
−|x− x0|s
α/2√
D˜α
)
(36)
− s
−1+α/2
2
√
D˜α
exp
(
− (|x|+|x0|)sα/2√
D˜α
)
1 + (2
√
D˜αsα/2/R˜)
.
Using the following formula [37]
L−1{sνexp(−asγ)} ≡ fν,γ(t; a) (37)
=
1
tν+1
∞∑
k=0
1
k!Γ(−kγ − ν)
(
− a
tγ
)
,
a, γ > 0, we obtain
P (x, t) =
1
2
√
D˜α
f−1+α/2,α/2
(
t;
|x− x0|√
D˜α
)
− 1
2
√
D˜α
∞∑
k=0
(
−2
√
D˜α
R˜β
)k
(38)
× f−1+(k+1)α/2,α/2
(
t;
|x|+ |x0|√
D˜α
)
,
where
D˜α =
1− β
β
Dα . (39)
We add that the mathematical condition of a long time
limit is briefly described in Appendix A, in the comment
just after Eq. (A9). In Fig.1 and Fig.2 there are pre-
sented example plots of function (38). Fig.1 shows that
the solutions to Eq. (35) over the long time limit behave
‘almost’ in the same way as for the system with an ab-
sorbing wall located at xr. The plots presented in Fig.2
show that the solutions strongly depend on parameter β.
D. More general form of subdiffusion–reaction
equation
Let us generalize Eq. (35) to a many–particle sys-
tem containing substances A and B. The generaliza-
tion is based on the interpretation of the subdiffusion–
reaction process. If particles A move independently
of each other, the particle’s concentration, defined as
CA(x, t) = NAP (x, t), also fulfils Eq. (35), but now the
reaction probability R˜β depends on the concentration of
particles B. For the reaction A+B(static)→ B(static),
if all particles B are located at xr, then R˜β = kCB(xr).
To simplify the description let us introduce the function
Ψ, whose value is proportional to the probability of meet-
ing particles A and B in such a small volume that a chem-
ical reaction is possible; the probability of the reaction is
7then controlled by the reaction rate k. For the considered
reaction we have
Π(CA, CB) = kΨ(x, t) , (40)
with Ψ(x, t) = CA(x, t)CB(xr). When particles B are
mobile, the crucial assumption is that Eq. (40) is still
valid and
Ψ(x, t) = CA(x, t)CB(x, t) . (41)
Equation (41) is also assumed to be valid for the reaction
A+B → ∅.
The parameters Dα, β and τα are assumed to be de-
fined separately for substances A and B whereas the pa-
rameter α is assumed to be the same for both substances.
The last assumption is motivated by experiments [16]
which suggest that α is determined by the properties of
a medium, whereas the others depend on properties of
both the particles and medium. As suggested by Eq.
(35), for β1,2 6= 0, the general form of the Cattaneo–type
subdiffusion–reaction equation reads
τ˜α,i
∂2αC
∂t2α
Ci(x, t) +
∂αC
∂tα
Ci(x, t) = D˜α,i
∂2
∂x2
Ci(x, t) (42)
−τ˜α,iDα ∂
2
∂x2
∂αC
∂tα
Ci(x, t)−Πi[CA, CB] .
where i = A,B, τ˜α,i = (1 − 2βi)τα,i/(2βi), D˜α,i =
(1−βi)Dα,i/βi, Ci(x, t) = NiPi(x, t), Pi(x, t) is the prob-
ability density of finding a particle of species i at position
x and time t, Ni denoting the initial number of particles
i.
There is a problem in finding a proper reaction term
Π. It is not obvious which the position of R˜β ≡ Ψ/CA
(now depending on the variables x and t) is within the
reaction term occurring in (35). More particularly, one
should find out that the derivative operators act on the
product R˜βCA or on function CA alone. To solve this
problem we recall the interpretation of the subdiffusion
equation.
Subdiffusion is a non–Markovian process generated
by the anomalously long time of a particle’s remain-
ing in one position. On the other hand, it looks
like some of the particles apparently temporarily ‘van-
ish’, which means that they temporarily do not take
part in the random walk process. This interpretation
is supported by the phenomenological method of de-
riving the fractional Cattaneo equation. Namely, in-
volving the fractional derivative into the flux equation
J(x, t) + τ
∂αC
∂tα J(x, t) = −D ∂∂xP (x, t), and combining the
above equation with the fractional continuity equation
∂αC
∂tαP (x, t) = − ∂∂xJ(x, t), we obtain a simplified form of
the Cattaneo subdiffusion equation (35) without chem-
ical reactions. However, the fractional continuity equa-
tion does not accomplish the number of particles, which
can be interpreted as follows. The approximation of the
fractional Caputo derivative (5) reads [4, 22, 23]
∂αC
∂tα
CA(x, t) =
1
(∆t)α
[
CA(x, t) − CA(x, t−∆t)
−
L∑
k=1
wkCA(x, t − k∆t)− 1
tαΓ(1− α)CA(x, 0)
]
, (43)
where w1 = α−1, wk = α(1−α) . . . (k−1−α)/k!, k ≥ 2,
L is the memory length. The ‘apparently vanishing parti-
cles’ effect is represented by a fractional derivative in the
equation (35) (more particularly, by the two last terms
in square brackets in Eq. (43)) and provides a reduced
effective concentration of particles which can be involved
in chemical reactions. Thus, the subdiffusive effect re-
gards the functions on which the fractional differential
operator acts.
Let us return for a moment to Eq. (35) putting
P (x, t) → CA(x, t), R˜β → kCB(x, t). If we as-
sume that the second term in the square bracket on
the right–hand side of this equation is in the form
kCB(x, t)∂
α
CCA(x, t)/∂t
α, the subdiffusion effect does not
concern the particles B during the reaction process. The
derivative of the second order with respect to x can
be approximated as ∂2Ci(x, t)/∂x
2 ∼ [Ci(x + ∆x, t) +
Ci(x −∆x, t)]/2 − Ci(x, t). This term describes tempo-
ral changes in concentration generated by the concen-
tration difference between the concentration measured in
x and the mean concentration measured in its vicinity,
the velocity of this process is controlled by the subdiffu-
sion coefficient. In this term, the memory effect is not
present, but taking into account that a chemical reac-
tion can be present at point x as well as in its vicin-
ity, we assume the following term occurring in Eq. (35)
∂2[CA(x, t)CB(x, t)]/∂x
2. Summarizing the above con-
siderations, in order to keep the subdiffusive effect in
both substances we assume the following form of the re-
action term
Πi(CA, CB) = Ψ(x, t) + 2τ˜α,i
∂αC
∂tα
Ψ(x, t) (44)
−τ˜α,iDα,i ∂
2
∂x2
Ψ(x, t) +
τα,i
βi
t−α
Γ(1− α)Ψ(x, 0) ,
where Ψ(x, t) is given by Eq. (41).
The generalization in the more general chemical reac-
tion nAA+ nBB → ∅(inert) seems to be natural within
the mean field approximation and is given by the follow-
ing equation
τ˜α,i
∂2αC
∂t2α
Ci(x, t) +
∂αC
∂tα
Ci(x, t) = D˜α,i
∂2
∂x2
Ci(x, t) (45)
−τ˜α,iDα ∂
2
∂x2
∂αC
∂tα
Ci(x, t) − niΠi[CA, CB] ,
i = A,B, where the reaction term is given by Eq. (44)
with
Ψ(x, t) = CnAA (x, t)C
nB
B (x, t) . (46)
8IV. FINAL REMARKS
The Cattaneo–type subdiffusion reaction equation (35)
for the reaction A + B(static) → B(static) was derived
within the continuous time random walk formalism us-
ing the persistent random walk model, but its general-
ization in the cases of more complicated reactions was
made using a ‘heuristic’ method based on a stochastic in-
terpretation of the subdiffusion–reaction process. Thus,
Eqs. (42) and (45) should rather be treated as postulates.
Nevertheless, we believe that this equation will be useful
in modelling subdiffusion–reaction processes occurring in
nature, since it has a relatively simple stochastic inter-
pretation.
Let us note that parameter β changes the effective sub-
diffusion coefficient. Namely, from Eq. (C2) for the sys-
tem without chemical reactions (R˜β = 0) we obtain
〈
(∆x)2
〉
=
2D˜α
Γ(1 + α)
tα , (47)
where D˜α is defined by (39). We note that there are
two definitions of subdiffusion coefficients. The first one,
defined by Eq. (47), shows how fast particles spread out
over a long time limit (in this case every particle performs
large number of steps); this coefficient we call the ‘effec-
tive subdiffusion coefficient’. It is obvious that it depends
on parameter β. For example, if β = 1, then a particle
changes its velocity sense at every step with a probabil-
ity of 1. In practice, the particle does not changes its
position over time which provides D˜α = 0. The second
subdiffusion coefficient refers to a particle’s single step
and is defined by (19) within the continuous time ran-
dom walk formalism, and is independent of β. Both of
them are equal to each other for β = 1/2.
Persistent random walk is a process with memory, as
well as subdiffusion. There arises a question: are these
two effects simultaneously worth considering? The sub-
diffusive memory effect, controlled by the parameter α,
is long and vanishes in the case of normal diffusion. The
persistent random walk memory effect, which arises from
the correlation of the successive random walker’s steps, is
relatively short. This is controlled by parameter β, which
is assumed to be independent of α. As we can see in
Fig. 2, parameter β significantly influences the solutions
to Eq. (35). The considerations presented in this paper
show that the effect of step correlations changes the effec-
tive subdiffusion parameter D˜α and provides new terms
in the subdiffusion–reaction equation which can change
the dynamic of the process (at least in some situations).
The dynamic of the process depends on parameter β.
For β < 1/2 a particle prefers the direction of its previ-
ous step. This occurs when the particle inertia effect is
taken into account. For 1/2 < β < 1, one obtains the
effect of the rapid changing of a particle’s step direction
which occurs more frequently than in the case of the un-
correlated random walk. This effect can be caused by the
interaction of diffusing particles and it is expected to be
in a system with large particles concentration. Diffusion
or subdiffusion in dense systems, in which the effective
diffusion coefficient depends on the concentration, is usu-
ally described by non–linear equations, but we suppose
that – at least in some situations – such a process can
be described by the Cattaneo type subdiffusion equation
with β > 1/2.
The most simple approximation of the reaction term
seems to be neglecting the terms occurring in (35) which
contain the small parameter τα,i. In this way, parameter
β will be involved in the reaction rate constant alone.
However, by consequently neglecting similar terms in
the remaining parts of the equation, we lose the steps’
correlation effect. The reaction rate for the reaction
A + B(static) → B(static) is given by Eq. (24). How-
ever, this is the simplest situation in which the persistent
random walk effect can be explicitly taken into account
in derivation of the reaction rate coefficient. In the case
of mobile B, and for more complicated reactions, the re-
action rate cannot be defined in such a simple form. The
generalization can be done using, for example, the diffu-
sion model of chemical reactions described by difference–
differential equations [38, 39], in which rates depend on
parameter β.
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Appendix A: Laplace transforms
The Laplace transform of the Riemann–Liouville frac-
tional derivative reads
L
{
dαRLf(t)
dtα
}
= sαfˆ(s)−
n−1∑
k=0
sk
dα−k−1f(t)
dtα−k−1
∣∣∣∣
t=0
, (A1)
n− 1 ≤ α < n, where (γ > 0)
d−γRLf(t)
dt−γ
=
1
Γ(−γ)
∫ t
0
(t− t′)−γ−1f(t′)dt′ . (A2)
Let 0 < α < 1 and f is bounded over the time interval
(0, t), |f(t)| < A, t ∈ (0, t). Thus,∣∣∣∣dα−1RL f(t)dtα−1
∣∣∣∣ < AΓ(α− 1)
∫ t
0
(t− t′)α−1dt′ (A3)
=
Atα
αΓ(α− 1)
t→0→ 0 .
Equations (A1)–(A3) provide
L
{
dαRLf(t)
dtα
}
= sαfˆ(s) . (A4)
9The above equation is also applied for the initial distribu-
tion function which is given formally by the delta–Dirac
function, since this unbounded function is only an ideal-
ization of a realistic initial condition and can be approx-
imated by a bounded one.
The Laplace transform of the Caputo fractional deriva-
tive reads
L
{
dαCf(t)
dtα
}
= sαfˆ(s)−
n−1∑
k=0
sα−k−1
dkf(t)
dtk
∣∣∣∣
t=0
, (A5)
n− 1 < α ≤ n.
Using
F
{
∂2
∂x2
P (x, t)
}
= −k2Pˆ (k, t) , (A6)
for P (x, 0) = δx,0 the Fourier and Laplace transforms of
Eq. (2) reads
sPˆ (k, s)− 1 = −s1−αk2DαPˆ (k, s) . (A7)
Transforming the above equation to the following form
sαPˆ (k, s)− sα−1 = −k2DαPˆ (k, s) , (A8)
and using Eqs. (A5) and (A6) one obtains Eq. (4).
Using Eq. (37) and the exponent function exp(u) =∑∞
k=0 u
n/n!, we obtain
L−1
{
sν
∞∑
k=0
(
(−asγ)k
k!
)}
(A9)
=
1
tν+1
∞∑
k=0
1
k!Γ(−γk − ν)
(
− a
tγ
)k
.
From (A9) we obtain the condition s ≪ 1/a1/γ corre-
sponding to t≫ a1/γ .
Appendix B: Subdiffusion–reaction equations
The subdiffusion–reaction equation can be obtained
heuristically by subtracting the reaction term from the
right–hand side of the subdiffusion equation. Putting
CA(x, t) = NAPA(x, t) and CB(x, t) = NBPB(x, t),
whereNi denotes the initial number of particles of species
i. Therefore, Eqs. (2) and (4) are fulfilled also by con-
centrations CA and CB. In [6] the equation of the form
was postulated
∂
∂t
Ci(x, t) = Dα
∂1−αRL
∂t1−α
∂2
∂x2
Ci(x, t)−Π(CA, CB) , (B1)
i = A,B. Thus, subdiffusion does not influence the re-
action process directly, since the reaction term is located
outside the fractional Riemann–Liouville derivative.
In [5] the derivation of the subdiffusion–reaction equa-
tion provides following equation
∂
∂t
Ci(x, t) =
∂1−αRL
∂t1−α
[
Dα
∂2
∂x2
Ci(x, t)−Π(CA, CB)
]
.
(B2)
In this case the kinetic of reactions is controlled by pa-
rameter α. Eq. (B2) can be transformed to
∂αC
∂tα
Ci(x, t) = Dα
∂2
∂x2
Ci(x, t)−Π(CA, CB) . (B3)
Appendix C: General solution of Eq. (35)
The general solution of (35) in terms of Laplace
and Fourier transforms, F {f(x)} ≡ fˆ(k) =∫∞
−∞ exp(ikx)f(x)dx, is
Pˆ (k, s) =
(1− 2β)ταs2α−1eikx0 + 2βsα−1eikx0 − k2(1− 2β)ταsα−1 − R˜β [2β + 2(1− 2β)ταsα]Pˆ (0, s)
(1− 2β)ταs2α + 2βsα + k2[2(1− β)Dα − (1− 2β)ταsα] (C1)
In the limit of small s we obtain
Pˆ (k, s) =
sα−1eikx0 − R˜βPˆ (0, s)
sα + k2D˜α
(C2)
where D˜α = (1 − β)Dα/β. Using the following inverse
Fourier transform (a > 0) to Eq. (C2)
F−1
{
1
a2 + k2
}
=
1
2a
e−a|x| , (C3)
we get
Pˆ (x, s) =
1
2
√
D˜αsα
[
sα−1e
− |x−x0|√
D˜α
sα/2
(C4)
− R˜Pˆ (0, s)e−
|x|√
D˜α
sα/2
]
.
Calculating Pˆ (0, s) from (C4), we finally obtain Eq. (36).
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