Abstract: A primary branch solution (PBS) is defined as a solution with n independent m − 1 dimensional arbitrary functions for an n order m dimensional partial differential equation (PDE). PBSs of arbitrary first order scalar PDEs can be determined by using Lie symmetry group approach. Especially, one recursion operator and some sets of infinitely many high order symmetries are also explicitly given for arbitrary (1+1)-dimensional first order autonomous PDEs. Because of the intrusion of the arbitrary function, various implicit special exact solutions can be find by fixing the arbitrary functions and selecting different seed solutions.
Introduction
It is well known that the symmetry group theory is very useful while studying exact solutions of nonlinear systems. In fact, group theory was first established by Abel and Galois to prove the nonexistence of general algebraic solution for a five degree univariate polynomial equation. Sophus Lie and Felix Klein introduced Lie symmetry algebras to study partial differential equations(PDEs) [1] . In this paper, we try to find primary branch solutions (PBSs) of arbitrary autonomous first order single component partial differential equations in any dimensions. In fact, PBSs exist for all Painlevé integrable systems. The singularity analysis (Painlevé analysis)
shows that if a system of PDEs is Painlevé integrable, then there exists a primary branch such that enough arbitrary functions (same as that in the definition of the PBSs) are included in a formal series solution with respect to an arbitrary singularity manifold [2, 3, 4, 5] . Thus, if one tries to find the PBSs of a PDE system by means of symmetry theory, then enough symmetries with enough arbitrary functions need to be found. Conversely, if we can find enough symmetries with enough arbitrary functions, then, we may successfully find the PBSs of the related PDE system. To make this idea clear, we study the symmetries and exact solutions of the following arbitrary (n + 1)-dimensional first order PDE, F (u, u 0 , u 1 , . . . , u n ) = 0, u i ≡ ∂u ∂x i , i = 0, . . . , n,
where F is an arbitrary function and n is an arbitrary positive integer. For simplicity, u i , (i = 0, 1, ..., n)
denote the partial differentiations with respect to t(≡ x 0 ), x 1 (≡ x), x 2 , . . . , x n respectively.
Obviously, there exists only one n dimensional arbitrary function for the PBSs of the first order PDE (1) . Thus, the SBSs of (1) are also degenerate solutions. In this paper we do not discuss degenerate solutions of (1) . Usually, degenerate solutions of (1) can be recasted to PBSs for some suitable lower dimensional models.
It is worth to emphasize that various special cases of (1) can be widely found in many physical fields. For instance, the Hopf (b = 0) [6] and damped Hopf (b = 0) [7] equations (also named Burgers and damped Burgers equations)
with arbitrary constants a and b is a standard model to describe shock waves [8] with and without damping.
A general Hopf equation, a model equation of gas dynamics,
is also widely used in hydrodynamics, multiphase flows, wave theory, acoustics, chemical engineering and other applications [9, 10] .
The most general two dimensional form of (1) with the form
defines cylindrical surfaces whose elements are parallel to the {x 1 x 2 } plane [11] .
A simple multiple dimensional significant model,
is encountered in differential games [12] .
The paper is organized as follows. The symmetries and exact solutions of the general 1+1 dimensional autonomous systems are studied in Section 2 by introducing the idea of invariant functions. Additionally, a recursion operator for the arbitrary 1+1 dimensional first order autonomous system is also given in Section 2. Using the same idea as in Section 2, the symmetries and exact PBSs of the first order arbitrary autonomous system in any dimensions are investigated in Section 3. The last section is a short summary and discussion.
Symmetries and solutions of (1+1)-dimensional systems
Prior to study the general first order PDE (1), we investigate the symmetries and exact solutions of Eq. (1) 
For every one branch given in (6), we rewritten it as
where one u 1 factor has been separated from any given function F (u, u 1 ) for simplicity later.
A symmetry, denoted by σ, of Eq. (7) is defined as a solution of its linearized equation,
which means that Eq. (7) is invariant under the transformation
with infinitesimal parameter ǫ.
To look for the solution of the symmetry equation (8) , the following invariant function theorem will be very useful.
Theorem 2.1. If θ is a known symmetry of Eq. (7), and ϕ is an invariant function which satisfies the invariant equation
is also a symmetry of Eq. (7).
Proof. Substituting Eq. (11) into Eq. (8), we have
Due to the fact that θ is a symmetry and ϕ is an invariant function, thus, Theorem 2.1 is proved.
Following Theorem 2.1, the problem of finding symmetries of Eq. (2) is converted into that of finding its invariant functions. To this end, the Theorem below will significantly simplify the procedure.
where g ≡ g(ϕ ′ ) is some arbitrary function of ϕ ′ .
Proof. Substituting Eq. (13) into Eq. (10), we have
Because ϕ ′ is a group invariant function, the last step of (14) 
for arbitrary f and g. Here the Fréchet derivative of Φ is defined by
for any h.
In (1+1)-dimensional case, it is known that if a nonlinear system is integrable, one can find one or more recursion operators. Since looking for a symmetry (7) is equivalent to finding its invariant function, we define the invariant operator φ which transforms an invariant function ϕ ′ to a new one φϕ ′ .
For Eq. (7), we have the following theorem to provide an invariant operator.
with invariant operator
where G ≡ G(u, u 1 ) is related to F by
Theorem 2.3 is proved.
Because (18) is only a 1+1 dimensional linear first order PDE for any given F , it is straightforward to find its general solution in the form
where B ≡ B(y, u, u x ) is determined by F (y, B) = F (u, u x ) and A is an arbitrary function of F .
Using the Theorems 2.1 and 2.3, one of the RO of (7) related to the invariant operator (17) can be found immediately.
with RO
Proof. One can directly prove Φ given in (22) is an SSO of (7) by substituting Eq. (21) into the symmetry definition equation (8) . However, it is much simpler to rewrite the invariant functions of the theorem 2.3, ϕ ′ and ϕ, as
because of Theorem 2.1 and u 1 being a trivial symmetry related to x translation. Substituting Eqs. (23) into Theorem 2.3 leads to the conclusion that Φ given by (22) is an SSO of (7). To prove the theorem, we need further to prove Φ is also an HO that means we should check (15) is identically satisfied with arbitrary f and g for Φ given by (22).
Substituting (22) into (15), we get the following formula from the left hand side of (15)
Because of
we have
Substituting the relations (25), (26) and the similar relations with the exchanges f ↔ g into (24) and expanding all the differentiations one can find that (24) is exactly zero for arbitrary f and g. Thus the SSO Φ is also an HO, which means that it is really an RO of (7). The theorem 2.4 is proved.
Remark. Because of the hereditary property of Φ given by Eq. (22), we get a general integrable hierachy
with infinitly many commute symmetries K m ≡ Φ m (u 1 F ), m = 1, 2, . . . . We do not discuss the properties of the hierary (27) in this paper.
Now it is ready to write down the following general symmetry theorem.
Theorem 2.5. The (1+1)-dimensional autonomous equation (7) possesses the generalized symmetries
and S being an arbitrary function of the arguments α n , β m and γ k .
Proof. Because of the Theorems 2.1, 2.2 and 2.3, the only thing we need to do is to prove β 0 ≡ ax + A(u, u 1 ) and γ 0 ≡ t + B(u, u 1 ) are invariant functions of (7) while α 0 is trivially invariant function owing to u 0 and u 1 being two trivial symmetries related to time and space translation invariance. Thus, after substituting β 0 into the invariant function equation (10), we have
The last step is just the definition of A, therefore, β 0 = ax + A is proved to be an invariant function. In the same way, one can prove that γ 0 = bt + B is an invariant function. Theorem 2.5 is proved. 
where A 0 and B 0 are arbitrary functions of the indicated variables which can be simply taken as zero without loss of generality.
As pointed out in Section 1, if a (1+1)-dimensional first order PDE can be solved by quadrature, a one-dimensional arbitrary function must be included in its PBSs. From the Theorem 2.5, an arbitrary function with arbitrary arguments have been included, which implies that the symmetries have been over-determined to find its PBSs. In fact, to find some PBSs of the (1+1)-dimensional first order PDE (7), it is enough to use a symmetry with a one-dimensional arbitrary function, say,
or,
Using the symmetry expression (33), we have the following solution theorem.
Theorem 2.6. If u = U (t, x) is a seed solution of (7) with the conditions U x U t = 0 and U x /U t = constant, then its PBS has the form
Proof. Firstly, we calculate the Jacobian determinant of the transformation from {x, t} to {x
From (36), we have
and
Substituting (39) into (38), we have,
which on solving about {x
which means that the transformation (36) is a one to one mapping. Now we calculate the differentiations of the new solution u ′ (x, t),
Thus,
Theorem 2.6 is proved.
Alternatively, Theorem 2.6 can be proved directly by solving the initial value problem related to the symmetry (33) because the symmetry (33) can be rewritten as
while the corresponding first order prolongation pr (1) σ is a closed one,
which means that the symmetry (33) (or equivalently (46)) is only a Lie point symmetry on the prolonged space {x, t, u, u 0 , u 1 }. Thus, based on the Lie's first principle, the finite transformation of the symmetry is determined by the following initial value problem,
The solution of the initial value problem of (48) is nothing but the one given in Theorem 2.6 after using some new notations. We omit the details here because we will illustrate the problem by a special case in Section 3.
Remark. (i).
For a given PDE (given F in this paper), there may have several primary branches and secondary branches. For every given branch, one may use the symmetry theory (or other approaches)
to find its PBS. (ii). For every given branch, using different seed solutions and different symmetries one may find PBSs in quite different forms. These formally different PBSs should be equivalent, however, it will be very difficult to prove the equivalence. (iii). The symmetry (34) can also been used to find the PBS in a different form but we do not disscuss it further instead of giving a special example for fixed F .
Example. To end up this section, we offer a special example
For the special model (49), one of the recursion operators has the form
with φ 1 being an invariant operator
Some special higher order symmetries can be expressed by
with S being an arbitrary function of the indicated variables.
The model (49) possesses a special non-traveling wave solution
which can be directly verified or derived from a high order (second order) symmetry constraint.
By using Theorem 2.6 and the special solution (53), a PBS of the toy model (49) can be written down in an implicit form
where x ′ = x ′ (x, t) and t ′ = t ′ (x, t) are determined by
with G ≡ G(η) being an arbitrary function of η.
Usually, the PBSs given by Eq. (54) are implicit. Only for some simple selection of G(η), (54) can be writen in explicit form, say, if we take
then the solution of (55) reads
and then the related special solution has the form
The forms of the PBSs are closely dependent on the selections of seed solutions though they may be equivalent.
For the special toy model (49), a quite special trivial travelling wave solution has the form,
For the travelling wave seed solution the symmetry (33) can not be used to find any new solutions.
However, other symmetries, say, the second type of symmetry (34), i.e.,
with S ≡ S(x − uu In terms of the seed (59) and the symmetry (60), the related PBS can be written as
where Y (y) is an arbitrary function of y and it is related to the symmetry function S(y) by
is the inverse function of Y , and ξ ≡ ξ(x, t) is related to the space time {x, t} implicitly by
More specifically, if we take Y (y) = sin(y), then we have a special solution
with
3 Symmetries and solutions of arbitrary (n+1)-dimensional first order autonomous PDEs
Based on the idea mentioned in Section 1, finding a PBS of (1) is equivalent to finding a symmetry including one (one is enough for a first order PDE) n-dimensional arbitrary function, say,
where G should be an arbitrary function of n independent variables τ i = τ i (t, x 1 , . . . , x n ).
A symmetry of Eq. (1), σ, is defined as a solution of its linearized equation
As in the (1+1)-dimensional case, we have the following invariant function theorem.
Theorem 3.1. If ϕ is an invariant function defined as a solution of
θ is a symmetry of Eq. (1), then
is also a symmetry of Eq. (1).
Proof. Substituting Eq. (71) into Eq. (66), we have
The last step of (69) is true because of θ and ϕ being a symmetry and an invariant function of the model (1) respectively. Theorem 3.1 is proved.
The following corollary gives an alternative statement of Theorem 3.1. To get more general symmetry of (1), we have the following theorem.
with G ≡ G(ϕ ′ ) being an arbitrary function of ϕ ′ .
Proof. Substituting Eq. (70) into Eq. (67), we have
Theorem 3.2 is proved. Now, it is straightforward to prove the symmetry theorem for the general (n+1)-dimensional autonomous first order PDE (1).
Theorem 3.3. Arbitrary autonomous first order PDE (1) possesses the following symmetry
. . , τ n , ϕ 0 , ϕ 1 , ϕ 2 , . . . , ϕ n ) being an arbitrary functions of the indicated variables,
Proof. Because u i , i = 0, 1, . . . , n are symmetries of Eq. (1) related to the space-time translations, the only thing we have to do is to prove ϕ i are invariant functions of Eq. (1). Substituting ϕ = ϕ i =
Differentiating Eq. (1) with respect to x k , we have
i.e., n j=0 
0, 1, . . . , n} and can be solved using the standard characteristic method. The result is merely the one given in Eq. (73) after removing a trivial arbitrary function of τ i . Theorem 3.3 is proved.
In the present section, for arbitrary (1+1)-dimensional first order PDE (7), we have also obtained higher order generalized symmetries by means of the recursion operator(s). However, for higher dimensions, we have not yet find possible recursion operators though there are also infinitely many higher order generalized symmetries for the arbitrary (n+1)-dimensional first order autonomous PDE (1) . In this paper, we will not discuss higher order symmetry of (1) because it is not necessary to find its PBSs as in the (1+1)-dimensional case of the last section.
As mentioned in Section 1, to find PBSs of an (n+1)-dimensional first order PDE, it is enough to use one symmetry with an n-dimensional arbitrary function. In this paper, we choose the n-dimensional arbitrary function symmetry of the form
where g is an arbitrary function of τ α , α = 1, 2, . . . , n. To find general solutions of (1) via symmetry
(79), we should study the corresponding transformations of u i because u i (i = 1, 2, . . . , n) enter into the symmetry. Since u i ≡ u xi , i = 0, 1, 2, . . . , n, we have
It is clear that the expression of symmetry (79) can be rewritten as
From Eq. (80) and Eq. (81), it is known that as in (1+1)-dimensional case, the first prolongation of the symmetry (79) is closed,
Starting from the closed prolongation (82), we can prove the following theorem for the PBSs of (1).
Proof. According to the closed first prolongation (82), we can find the finite transformation group via Lie's first principle by solving the initial value problem
It is clear that from Eq. (85b) and Eq. (85c) we can find
u i (ǫ) = U i (t, x i , i = 0, 1, . . . , n).
According to the definition of X j , j = 0, 1, . . . , n, they are only the functions of τ β = u β /u 0 . Thus X j (ǫ) are ǫ-independent because of Eq. (86b). Owing to this fact, it is trivial to solve Eq. (85a) resulting in,
x j (ǫ) = x j + ǫX j (0).
Finally, making a notation transformation {x j (ǫ), x j , j = 0, 1, . . . , n} −→ {x j , x ′ j , j = 0, 1, . . . , n} and taking ǫ = 1 due to the arbitrariness of g, we finish the proof of Theorem 3.4. For the special selected seed solution U (x j , j = 0, 1, . . . , n), the invariant functions η j may not be functionally independent. We call such kinds of seed solutions as the degenerate seeds.
In this case, we have to change the symmetry by including n functionally independent arguments from invariant functions such as τ α , ϕ j , α = 1, 2, . . . , n, j = 0, 1, 2, . . . , n and so on. However, in this paper we will not discuss the degenerate seed cases.
Summary and discussions
In summary, Lie symmetry algebra (group) method is very useful to find solutions of scientific problems. In this paper, the PBSs of arbitrary first order autonomous PDEs can be simply obtained by means of its Lie symmetry algebra. A special type of PBSs of arbitrary first order autonomous PDEs, which include various important physically important special cases, are given in Theorem 3.4. The only model dependent information is included in their seed solutions. In (1+1)-dimensional case, many other interesting properties such as the recursion operator, invariant operator, higher order symmetries (generators of infinite dimensional Lie symmetry algebra) and invariant functions are also explicitly given.
It is expected that the symmetry group method proposed here can also be extended to find PBSs of most general nonautonomous first order PDEs which could be solved by means of the so-called complete solution and parameterization method [10] . It is also interesting that the symmetry method can be used to find PBSs and/or complete solutions for higher order nonlinear PDEs. We will report more results of applying the symmetry group method to find PBSs of PDEs in our future researches.
