In this paper we compute the main parameters (length, dimension, minimum distance) of the evaluation codes arising from the toric set associated to the incidence matrix of a weighted complete bipartite graph when we assign the same weight to every edge of the graph.
Introduction
The evaluation codes arising from some subsets of the projective space have been studied in many particular cases (cf. [1] , [2] , [4] , [5] , [6] , [7] , [8] , [11] , [14] , [15] , [16] , [17] , [18] ). In this work we describe the main parameters of the evaluation codes associated to the toric set determined by the incidence matrix of a weighted complete bipartite graph. In fact the approximation when we consider evaluation codes over the toric set induced by a matrix, generalizes many previous cases. If we consider the identity matrix, the evaluation codes arising from this matrix are the Generalized Reed-Solomon codes (cf. [5] ). If the toric set is the whole projective space, the evaluation codes associated to this set are the Projective Reed-Muller codes (cf. [18] ). If we consider the toric set as the whole affine space embedded in the projective space, the corresponding evaluation codes are the Generalized Reed-Muller Codes (cf. [1] ). Moreover in some cases the evaluation codes obtained in this way have an excellent behaviour, for example in [8] we got MDS codes.
an integer a X called the a−invariant of S/I X (or the a−invariant of the ideal I X or even the a−invariant of X) such that
if and only if d < γ;
• H X (d) < H X (d + 1) < s for 0 ≤ d < a X ;
• H X (d) = s for d > a X .
The number a X + 1 is called the regularity index of S/I X . Moreover, the vanishing ideal I X is given by I X = I X (γ), I X (γ + 1), . . . , I X (a X + 2) .
The regularity index is a very important number because if d ≥ a X + 1 then H X (d) = |X| = s. Therefore C X (d) = K s and its minimum distance is 1. Hence the only codes that can be interesting are those where d ≤ a X .
Evaluation codes associated to some matrices
Let A be the r × (l + 1) matrix given by 
where a ij is a non-negative integer for all i = 1, . . . , l + 1, j = 1, . . . , r.
The toric set associated to the matrix (1) 
where K * := K \ {0}. On the other hand if we consider a graph, we can construct the toric set arising from its incidence matrix as in Eq. (2) . This is the viewpoint that we use in the next section. With this approximation r is the vertex number and l + 1 is the number of edges. In the following section we use r = m + n and l = mn − 1.
Weighted Complete Bipartite Graphs
A weighted complete bipartite graph is defined as a complete bipartite graph (cf. [12] , see Figure 1 ) such that we assign a non−negative integer to each edge. In this work we develop the particular case where all edges have the same weight and we compute the main characteristics of the corresponding evaluation codes. 
Let K m,n be a weighted complete bipartite graph. The incidence matrix associated to K m,n is the (m + n) × (mn) matrix
where k i,j ∈ N for i = 1, . . . , m and j = m + 1, . . . , m + n. The toric set X, defined in Eq. (2), associated to the incidence matrix of the weighted complete bipartite graph K m,n is the subset of the projective space P
mn−1 K
given by
In this paper we consider the case where k ij = k, a positive constant, for all i = 1, . . . , m, j = m + 1, . . . , m + n.
Main Results
In this section we find the main parameters (length, dimension and minimum distance) of the evaluation codes of order d arising from the incidence matrix of some weighted complete bipartite graphs (just those which have the same weight in every edge). Then the toric set X arising from the incidence matrix of K m,n is given by
Proof From the last section we know that
Let P ∈ X. In order to write P in the standar representation (with 1 in the first component), we can multiply every component by the multiplicative inverse of the first entry (recall that the points of X are equivalence classes) and then
By taking α i = t Let s = |X|, the cardinality of the set X, and consider the following evaluation map
where X = {P 1 , . . . , P s }. In this case, the evaluation code of order d, C X (d), associated to the incidence matrix of the weighted complete bipartite graph K m,n is the image of the last evaluation map. From now on we will use η =
, where (q − 1, k) is the greatest common divisor of q − 1 and k. The following theorem computes the first parameter, length, of these codes. 
where
In [9] it was proved that |X 1 | = η n−1 and |X 2 | = η m−1 . Let ψ the Segre map (cf. [13] ) restricted to the set X 1 × X 2 ⊂ P . Therefore, by Lemma 6.1, the image of this map is X. Due to the fact that the Segre map in an embedding, we conclude that
and the claim follows.
Now, we will find the dimension of these codes. In order to do this, the following notation will be useful: let H X 1 (respectively H X 2 ) the Hilbert function of the set X 1 (respectively X 2 ), calculated in [9] . The next theorem describes the given dimension.
Theorem 6.3 The dimension of the evaluation code of order d associated to the incidence matrix of the weighted complete bipartite graph
Proof Let
is the image of the last map and
In the same way, we define 
where η = q−1 (q−1,k)
. Proof It is an immediate consequence of the previous theorem and the fact that (cf. [9] ) a X 1 = (n − 1)η − n and a X 2 = (m − 1)η − m.
Finally, we obtain the minimum distance of these codes. From now on let δ X 1 (d) (respectively δ X 2 (d)) be the minimum distance of the code C X 1 (d) (respectively C X 2 (d)).
Theorem 6.6
The minimum distance of the evaluation code of order d associated to the incidence matrix of the weighted complete bipartite graph K m,n , δ X (d), is given by . Let Υ = (f (P 11 ), . . . , f(P s 1 s 2 )) ∈ C X (d) \ {0}.
We know that if ψ is the Segre map restricted to X 1 × X 2 (see the proof of the Theorem 6.2) then, for all i, j, we can find Q i ∈ X 1 and R j ∈ X 2 so that ψ(Q i , R j ) = P ij . Therefore On the other hand, let Λ j = (f R j (Q 1 ), . . . , f R j (Q s 1 )) ∈ C X 1 (d) for all j = 1, . . . , s 2 . If j is such that Λ j = 0, then whenever s 3 
The claim follows immediately because we can find a word in C X (d) with Hamming weight equal to δ X 1 (d) · δ X 2 (d).
Remark 6.7
In [10, Theorem 2] it was found the minimum distance of the codes C X 1 (d) and C X 2 (d). This result allows to compute δ X (d) in Eq. (6) .
