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1. INTRODUCTION 
Our main purpose is to prove the existence of a positive solution of the 
quasilinear second order elliptic differential equation (1) below in an exterior 
domain in Euclidean space Rn, n 3 2. More explicitly, if (1) has a positive 
subsolution w and a positive supersolution u such that W(X) < V(X) throughout 
an exterior domain G, (notation in Section 2), Theorem 3.3 establishes the 
existence of a solution u of (1) in G, such that w(x) < U(X) < a(z) for all x E G, . 
An analogous theorem for bounded domains due to Nagumo [7] is employed in 
Lemma 3.1 to construct a sequence of positive solutions of (1) in annular 
domains G(a, a + j), j = 1, 2 ,.... We then prove in Lemma 3.2 and Theorem 3.3 
that this sequence converges to a positive solution of (1) in G, by means of 
interior Schauder estimates, D-space estimates, and a priori interior estimates 
on the gradient of a solution of (1) in a bounded domain. 
Theorem 3.3 is applied in Section 4 to give sufficient conditions for a quasi- 
linear SchrBdinger equation (8) to have a solution in an exterior domain in Rn 
satisfying 0 < U(X) < 1 x 10, 4 = 2 - n + E, for arbitrary E in (0, n - 2), n 3 3; 
and a similar result is given for IZ = 2. Section 5 indicates the procedure for 
reduction of nonoscillation problems for (8) to corresponding problems for 
quasilinear ordinary differential equations or inequalities. In particular, criteria 
are given for the existence of a bounded positive solution of the generalized 
Emden-Fowler equation in some exterior domain. A necessary and sufficient 
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condition for nonoscillation of a sublinear Emden-Fowler equation in dimen- 
sions n > 3 is deduced from a recent result of Kitamura and Kusano [Sj, and an 
analogous super-linear result from the authors’ earlier result in [9]. 
2. PRELIMINARIES 
Let 1 x 1 denote the Euclidean norm of a point x = (x1 ,..., x,) in real n-dimen- 
sional Euclidean space Rn. Define 
S, = {x E R”: 1 x / = r}, 
G, = {x E Rn: / x / > r}, 
G(r, S) = (X E Rn: Y < j x 1 < s}, O<r<s. 
The Holder norms of a function u: I%!--+ R1 on the closure R of a bounded 
domain MC Rn are defined by 
II u llm+u.n = c II Diu Ilu,m + sup 1 I DC(x)1 , 
lil=rn ku lilqn 
O<(v<l, m = 1, 2,..., 
where i denotes a multi-index of length / i / . For convenience (1 u /lO,m is 
defined as supre~ / u(x)1 . As usual, C nz+or g denotes the space of all functions ( ) 
U: R-t R1 such that 11 u lJmta,m is finite. The boundary a&I of M is said to 
belong to class Cmia whenever every x E aM has a neighborhood N such that 
aM TS N can be represented in the form 
xi = h(x, ,...) xi-1 1 Xi+1 ,..., x,) 
for some integer i, where h E Cm+ on the closure of an appropriate bounded 
domain, 
The quasilinear elliptic differential equation 
Lu 3 ‘f Q(X) D,D,u = f(x, u, Vu), XEJ2 
i,j=l 
Di = i3/axi , V = (01 >..., DA (1) 
is under consideration in an exterior domain Q C Rn, i.e. G, C Q for some 
positive number a. 
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ASSUMPTIONS 
(i) Each aij E Cz+u(z) and the matrix (uij(x)) is uniformly positive 
definite in every bounded domain MC 52 (uniform ellipticity condition); 
(ii) There is a number OL in (0, l), fixed in the sequel, such that 
fe P(M x s x m) for every bounded domain M C Q, every bounded interval 
J C RI, and every bounded domain NC Rn; 
(iii) For every bounded subdomain M of Q, there exists a nonnegative 
continuous function g, such that 
If(X, u, P)l G i?M(l u I) (1 + I P 12>Y XEM, UERI, PER” 
(Nagumo condition). 
A solution u of (1) in 52 is defined to be a function u E C”+“(M) for every 
bounded subdomain MC Sz, with 01 as in (l), such that u satisfies (1) at every 
point x E 52. Subsolutions of (I), i.e. functions u satisfying Lu > f(x, u, Vu), and 
supersolutions are defined similarly. 
The theorem below will be needed in the next section; a proof is given by 
Ladyzhenskaya and Ural’tseva [6, p. 3691. 
THEOREM 0. For a bounded domain S C 52, let u E C”(s) be a solution of (1) 
in S under the above assumptions. Suppose that R is a bounded domain with a C S. 
Then there exists a constant K, independent of u, such that 
where K depends only on n, g, , dist(R, S), and the Hijlder constants for the 
coe@cients aij in (1). 
3. EXISTENCE OF A POSITIVE SOLUTION 
If (1) has a positive subsolution w and a positive supersolution v such that 
W(X) < v(x) for all x in an exterior domain G, , the main Theorem 3.3 below 
establishes the existence of a positive solution of (1) in G, that is squeezed 
between w(x) and V(X). Theorem 0 and two preliminary lemmas below are 
required in the proof. 
LEMMA 3.1. Let Q, L, and a be as in (1) and suppose that a positive number a 
isfixed such that G, C a. If there existpositive solutions v  and w ofLv < f  (x, v, Vv) 
and Lw > f  (x, w, VW), respectively, in G, such that w(x) < v(x) for all x E G, v  
S, , then there exists a sequence of functions uj in G, U S, with the following 
properties: 
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(A) u, E C2ra(G(a, a +j)); 
(B) Z+(X) = U(X) if x E S, u Sa+j u G,+j; 
(C) Lu, =f(x, ui , Vzl,) in G(a, a + j); and 
(D) w(x) < Us .< V(X) ifxs G, u S, ,j = I, 2 ,.... 
Proof. Since w is a subsolution and u is a supersolution of (I) with W(X) < 
W(X) in G(a, a +j), a theorem of Nagumo [7] (see also Schmitt [I 1, Theorem 
3.21) guarantees the existence of a solution u = U, E C2 t”(G(u, a +j)) of the 
boundary problem 
Lu = f(x, u, Vu) in G(a, a + j) 
u(x) = v(x) on s, v  sati 
satisfying w(x) ,( C>(x) < U(X) for all x E G(u, a + j). The extension Z+(X) of 
U,(X) to G, u S, defined by Z+(X) = v(x) for j x / > a + j then has all the 
required properties (A), (B), (C), and (D) of Lemma 3.1. 
LEMMA 3.2. Let {uj} be the sequence in Lemma 3.1. Let i be a positive integer 
and M be an arbitrary bounded domain such that MC G(u, a + i). Then there 
exists a positive constant K, , depending on 01, n, i, v, and w but independent of j, 
such that 
II uj /lz+,,~ G Ko for ullj i> i. (2) 
Proof. Let Q and R be bounded domains such that &?C Q, Q C R, R C 
G(u, a + i), aQ E Czia, and 8R E C2+a. For j > i, property (C) of Lemma 3.1 
shows that uj satisfies LuY = f  (x, u, , Vuj) in G(u, n C i). By Theorem 0, there 
exists a constant K independent of uj such that 
Property (D) of Lemma 3.1 then implies that {VU,} as well as {uj} is uniformly 
bounded on 8. 
Let vi(z), j 3 i, be the unique solution of the linear boundary problem 
LV = ,f(x, uj(x>, v"j(x>)~ XER 
(3) 
v(x) = 0, XE~R. 
Definefj(x) =f(x, uj(x), VU~(X)), w IC IS a uniformly bounded sequence on R h’ h 
on account of the uniform boundedness of {z+} and {Vu,). For any number 
p > I it follows that there exists a positive constant Kr , independent of j, such 
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that /lfi IILP(s) < K1 for all j > i. The norm of the solution ~Q(x) of (3) in the 
Sobolev space Wv2(R) therefore satisfies 
for some constant K, independent ofj by Lp estimates of Agmon, Douglis, and 
Nirenberg [l, p. 7041. With the choice p = n/( 1 - CL), the Sobolev embedding 
lemma [6, p. 431 shows that zlj E C1ta(R) and 
for another positive constant independent of j. 
Let ZU~(X) be the unique solution of the boundary problem 
Lw(x) = 0 XER 
w(x) = Uj(X), xEaR, jai. 
(5) 
Since Us < U(X) for all x E fi and for all j > i by Lemma 3.1, the maximum 
principle for elliptic equations [lo] h s ows that there exists a constant K4 inde- 
pendent of j so that I/ wi /l,,a < K4 for all j >, i. Classical interior Schauder 
estimates for (5) see [4, p. 3351 for example, then yield 
II wj l/2+,,0 < KS II wi 4,~ < K&t, (6) 
where the constant KS is again independent of j. 
It follows from (3) and (5) that u = zij + wj is a solution of the linear bound- 
ary problem . 
L” = f(X, uj(x), v”j(x))~ XER 
u(x) = Uj(X), XEaR. 
(7) 
However, u = uj also is a solution of (7) by Lemma 3.1, and hence z+ = vj + wj 
in fi by the standard uniqueness theorem for (7). It is then a consequence of (4) 
and (6) that // u. 11 3 i+#,o < K6 for j > i. In view of the regularity assumption (ii) 
the functionf?(x) =f(~, z+(x), Vz+(x)) in (7) satisfies lifj llu,o < K, for all j > i, 
where K, is again independent ofj. Since z+(x) is a solution of Lu(x) =fi(x) for 
x E g by (7), the interior Schauder estimate [4, p. 3351 
implies the conclusion (2) of Lemma 3.2. 
THEOREM 3.3. Under the hypotheses of Lemma 3.1, (1) has a solution u in G, 
such that w(x) < u(x) < v(x) throughout G, u S, . 
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Proof. Let {z+> be the sequence in Lemma 3.1. For each integer i = I, 2,... 
define 
Mi=G a+&a+i-+j. 
i 
Then mi C G(a, a + ;) and by Lemma 3.2 there exists a positive constant K,, , 
independent of j, such that 11 Us 1/2+a,~. < K,, for all j 2 i. The compactness of 
the injection Cz+a(M1) --+ C2(a1) then’implies that {ui: j 2 I} has a subsequence 
{z+‘} which converges uniformly in the C2(8?i) norm to a function ~1 on Mi . 
Define ujo = uj for convenience and define {uji> inductively to be a subse- 
quence of {z&l} which converges uniformly in the C2(%$) norm to a function 
ui on XZi , i = 1, 2 ,.... Define II in G, by U(X) = &(x) if x E mi ; this de- 
finition is consistent since Mi+, r) ikri and u i+l = ui on %ri obviously for each 
i = 1, 2,.... 
We shall show that the required solution u of (1) in G, is given by 
u(x) = d(x) if x 6 Mi, i = 1, 2,.... 
First note that the diagonal sequence {z+i(x)} converges to U(X) for all x E G, . 
For any bounded domain ii? C G, , MC ai for some integer i, and hence 
{#: j > i> (being a subsequence of {uii: j > i}), converges uniformly in the 
C”(z) norm to ui = u on a. In particular uij and Lujj converge uniformly on a 
to u and Lu, respectively. Since L@(x) =f(x, z+j(x), Vz+j(x)) by Lemma 3.1, 
it follows that U(X) is a solution of (1) in G, of class C”(B), and hence of class 
P+“(M) by a standard regularity argument based on Schauder estimates. Since 
w(x) < uj(x) < v(x) for each j = 1,2,..., the function u also satisfies w(x) < 
u(x) < u(x) for all x E G, . 
COROLLARY 3.4. Let Q, L, and 01 be as in (1) and suppose that a positive 
number a has been selected so that G, C Q. Suppose in addition to the other assump- 
tions below (1) that f (x, 0, 0) < 0 for all x E G, . Then a necessary and su$icient 
condition for the existence of a nonnegative solution of (1) in G, is the existence of a 
nonnegative supersolution of (1) in G, . 
This follows easily by the choice w(x) E 0 in Theorem 3.3. 
COROLLARY 3.5. Let Q, L, 01, and a be as in Corollary 3.4, and suppose in 
addition to the assumptions(i), ( ), ii and (iii) (following (1)) thatf(x, u, p) < Ofor all 
x E G, , u > 0, and p E R”. Then (1) has a positive solution in G, if there exists a 
nonnegative supersolution v  of (1) in G, u S, with v(x) > 0 for at least one point 
xes,. 
Proof. Let u(x) be the nonnegative solution of (1) in G, implied by Corol- 
lary 3.4. Since Lu = f (x, U, Vu) < 0 in G(a, a + i) for every positive integer i, 
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and since u = v 3 0 on S, u Safi with strict inequality at some point x E S, , 
the maximum principle [lo] implies that u(x) > 0 throughout G(a, a + i), and 
since i is arbitrary, u(x) > 0 throughout G, . 
4. BOUNDS FOR POSITIVE SOLUTIONS 
In this section, (1) will be specialized to the form 
Au =f(x, u, Vu), XEQ (8) 
under assumptions (ii) and (iii). If f(x, u, p) < 0 for all x E G, , u > 0, and 
p E Rn, then the fundamental solution w(x) = y2-n (n 2 3) of Laplace’s equa- 
tion, where Y = / x 1 , is a subsolution of (8) and is therefore a lower bound on 
the positive solution of (8) given by Theorem 3.3. Under the weaker assumption 
f(x, 0,O) < 0 for all x E G, , the lower bound w(x) = 0 identically is given in 
Corollary 3.4. It will be shown below that v(x) = r~ is a supersolution of (8) 
for suitable Q and suitable growth off(x, v(x), Vv(x)). Then Theorem 3.3 ensures 
the existence of a solution u(x) of (8) with these specific upper and lower bounds 
v(x) and w(x), respectively, throughout an exterior domain G, of Ii*. 
We shall require that the x-dependence of the Nagumo condition (iii) be 
more specific, as follows: 
(iv) There exist nonnegative continuous functions 
g:Q-t[O, co) and 4: [0, co) + [0, co) 
such that 
0 G -f(% % P> G g(x) 40 u I) (1 + I P I”) 
forallxEQ,uERl,andpER*. 
(9) 
COROLLARY 4.1. Under assumptions (ii), (iii), and (iv), the quusilinear 
Schriidinger equation (8) has a solution u(x) in G, C R” (n > 3, for some a > 0, 
satisfying 0 < U(X) < / x IQ in G, if 
[;pp)l w> Q Crg-2(1 + !f2r2*-2Y (10) 
for all Y >, a, where q = 2 - n + E, c = --Fq, 0 < E < n - 2. 
Proof. For v(x) = rQ, Y = 1 x I , (9) and (10) give 
r+l[Av - f  (x, v, Vv)] < 1 (Y+1 $ ~g) + CT”+*-~ = [q(q + n - 2) + c] ++a-3 
= 0. 
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Then dv <f(x, U, VU) in G, , and since w(x) =: 0 satisfies Aw >f(x, w, VW) 
and w(x) < U(X) for all x E G, , the conclusion follows from Theorem 3.3. 
In the special case that 4(t) = tv, y  > 0 in (9), condition (10) is implied, for 
some a > 0, if 
where 
lim+;up @j(r) < ~(n - 2 - E), 
i!(r) = SUP &)Y p = n - (n - 2) y  + (y - 1) E. 
IX!=T 
(11) 
In fact, 4(r*) C-*&r) = @g(r) < c f  or all sufficiently large r by (1 l), where 
p = (y - 1) 4 + 2 = n - (n - 2) y  + (y - 1) E, 
which implies (10). 
I f  y  = 1, i.e. (8) is linear in u, then p = 2, and if E = g(rz - 2), then (11) 
reduces to the familiar Kneser criterion 
lim sup r2j(r) < (9. 
r+m 
CORQLLARY 4.2. Let K and E be positive numbers satisfying 
liinzp r2+c&r)$(K - r-‘) < c2. (12) 
Then under assumptions (ii), (iii), and (iv) there exists a positive number a such that 
(8) has a solution u(x) in G, C R2 satisfying 
0 ,( u(x) ,< K - / x I-<. (13) 
Proof. Let W(X) = K - Y-~ where 1’ = 1 x j , and use (9) and (12) to obtain 
r[Au - f  (x, v, Vv)] < - f  (r f  r-c) + <a~--~-1 = 0 
for 1 x ( > a provided a is sufficiently large. Then Av <f (x, v, Vv) in G, and 
the conclusion (13) again follows from Theorem 3.3. 
Sharper bounds are obtained by the same procedure when (8) is a semilinear 
Schrodinger equation 
Au + F(x, u) = 0, x E -0, (14) 
i.e. F(x, u) = -f (x, u, p) is independent of p, under assumption (ii) and the 
nonnegativity assumption 
(v) 0 <F(x, t) for all x E G, and for all t 3 0. 
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COROLLARY 4.3. Under assumptions (ii) and (v), Equation (14) has a positive 
solution u(x) in G, C Rn, n > 3, for some a > 0, satisfying r2pn < u(x) < r2-n+E, 
XEG,, if 
lim sup ynef maxF(x, 1 x 12--lLir) < c, 
T--a /xJ=r 
(15) 
where c = c(n - 2 - E), 0 < E < n - 2. 
In the case of the Emden-Fowler equation 
Au + g(x) ZP = o, Y >o, (16) 
where g(x) 3 0 in Q and g E P(g) for every bounded subdomain M C Q C R”, 
n > 3, 0 < 01 < 1, the criterion (15) reduces to 
lim+Tp @k(r) < e(n - 2 - E), 
the same as the quasilinear condition (I 1). 
COROLLARY 4.4. Under assumptions (ii) and (v), there exists a positive number 
a such that Equation ( 14) has a positive solution u(x) in G, C R2 satisjying 0 < K < 
u(x) < (log r)’ for any constant K > 0 if 
lim sup r*(log r)2--r maxF(x, (log 1 x I’) < C, 
Ip+5 /x1=7 
(17) 
where c = ~(1 - E), 0 < E < 1. 
In the Emden-Fowler case (16), the criterion (17) reduces to 
lirnr>p r2(log r)6&r) < ~(1 - E), 
where 
b = 2 + (y - 1) E, &> = ;If=p kw. 
e P 
COROLLARY 4.5. Let Kl , K2 , and E be any positive numbers satisjying 
K, < K, and 
lim sup r2+< maxF(x, K,) < c2. (18) 
T-*cc /xi=r 
Then under assumptions (ii) and (v) there exists a positive number a such that (14) 
has a positive solution u(x) in G, C R2 satisfying Kl < u(x) < K, - rE. In 
particular, (18) is a sufjicient condition for (14) to have a bounded positive solution 
in G,. 
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5. NONOSCILLATION CRITERIA 
Equation (8) is called nonoscillatory in an unbounded domain Q whenever (8) 
has a one-signed solution (as defined in Section 2) in D n G, for some positive 
number r. Lemma 5.1 below reduces the nonoscillation problem for (8) to the 
corresponding problem for the ordinary differential inequality 
(19) 
LEMMA 5.1. If assumptions (ii), (iii), and (iv) hold, a su$icient condition for (8) 
to be nonoscillatory in an exterior domain s2 C R” is the existence of a positive 
solution p E C2+N[a, b] of (19) f or some numbers a > 0 and a,0 < cx < 1, and for 
aZZ b > a, where i(r) = supl+,g(x). 
Proof. Condition (19) shows that the function ZI defined in G, by v(x) = p(r), 
r = 1 x j > a, satisfies 
T~-l[Llv - f (x, v, Vv)] < -g (rn-1 Jg) + P-*&r) 4(p) (1 + ) $- I’) ) 
and hence v(x) is a supersolution of (8) in G, by (19). Corollary 3.5 therefore 
implies that (8) has a positive solution in G, . 
In the Emden-Fowler case (16), (19) simplifies to 
-$- (~~-l~) + rn-lj(r) [p(r)ly G 0, y  > 0. 
The following assumptions on g(x) are in effect for the theorems below: 
(vi) g(x) > 0 for all x E Q, g E P(M) for every bounded subdomain 
MCQ,andg~C”[a,b]forsomea>O,O<ol<l,andforallb>a. 
THEOREM 5.2. Under assumption (vi), the sublinear Emden-Fowler equation 
(16) (i.e. 0 < y  < 1) is nonoscillatovy in an exterior domain in Rn ;f 
s m r(log rp&r) dr < 00, 
n=2 (21) 
70 
s 
m 
d(r) dr < co, 7233 (22) 
ro 
for some rO > 0. 
Proof. For n = 2, Liouville’s substitution Y = es, h(s) = p(e) transforms 
(20) (in the case of equality) into 
h”(s) + e2$&es) [h(s)]” = 0, (23) 
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which has a positive solution h,(s) for sufficiently large s if (21) is satisfied by 
Belohorec’s well known theorem [3, 121. Then (21) is sufficient for (16) to have 
a positive solution pO(r) in [a, co) for some positive number a. Since j E @[a, b] 
for all b > a, standard regularity theory [6j shows that p,, E C2+[u, b] for all 
b > a. Theorem 5.2 in the case n = 2 is therefore a consequence of Lemma 5.1. 
For n >, 3 the proof is virtually the same after transformation of (20) to 
h”(s) + s-“-‘[/3(s)]““-” &l(s)] [h(s)]r = 0 (24) 
by the substitution r =/I(s) = (KY)“, h(s) = s&?(s)], where v = l/(n - 2). 
THEOREM 5.3. Under assumption (vi), the superlinear Emden-Fowler equation 
(16) (i.e. y  > 1) is nonoscillatory in an exterior domain in RR” if 
s 
m 
r log r&r) dr < co, n=2 (25) 
To 
s 
m 
TV&T) dr < 01), n>,3 (26) 
TO 
for some rO > 0, where u = n - 1 - y(n - 2). 
The proof is the same as that of Theorem 5.2, except Atkinson’s criterion [2] 
for (23) or (24) t o h ave an eventually positive solution h,,(s) is applied instead of 
Belohorec’s criterion. 
THEOREM 5.4. Under assumption (vi), condition (25) ((26), respectiwely) is 
sufficient for (16) to have a bounded positive solution in some exterior domain 
G, C R2 (G, C Rn, n 3 3, respectively). 
Proof. The transformed equations (23) and (24) have the canonical form 
h”(s) + Q(s) h?(s) = 0 f or which Nehari’s criterion [8, p. 1031 
s 
m 
Q(s) ds < 00 
so 
for the existence of a bounded eventually positive solution h(s) is applicable, and 
(27) is equivalent to (25), (26) for n = 2, n > 3, respectively. 
The corollary below shows that (22) in fact characterizes nonoscillatory 
sublinear equations (16) provided that g(x) does not fluctuate too wildly on 
the sphere S, C R”, n 3 3. For this result, g,,,,(r) denotes the spherical mean of 
g(x) over S,: 
g,(r) = -!- s 4%) s, g(r, 0) dw, 
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where Y, 0 denote hyperspherical coordinates and w denotes the measure on the 
unit sphere S, . Our extra hypothesis is 
COROLLARY 5.5. If  g(x) satis$es (28) and the hypotheses of Theorem 5.2, then 
(22) is a necessary and suficient condition for the sublinear Emden-Fowler equation 
(16) to be nonoscillatory in an exterior domain Q C R”, n > 3. 
Proof. The sufficiency of (22) IS contained in Theorem 5.2. If  (22) fails, 
then by (28) there exist positive numbers E and r0 such that 
and (16) is oscillatory by a theorem of Kitamura and Kusano [5]. 
Similarly one can prove the following on the basis of [9, Theorems 11 and 121. 
COROLLARY 5.6. Ifg(x) satis$es (28) and the hypotheses of Theorem 5.3, then 
(25) [(26), respectively] is a necessary and suficient condition for the super- 
linear Emden-Fowler equation (16) to be nonoscillatory in an exterior domain 
in R2 [Rn (n 2 3), respectively]. 
Corollaries 5.5 and 5.6 are the only characterizations of oscillatory partial 
differential equations discovered to date, and cover all the strictly nonlinear cases 
of (16) except n = 2, 0 < y  < 1. Further exploration of this topic would 
require additional study of the ordinary differential inequality (19) and would 
carry us outside the theme of this paper. 
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