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1 – Introducción
Este proyecto es la segunda parte de uno mayor, como se comentará mas adelante,
por lo que ciertas secciones de carácter genérico de esta memoria estarán comparti-
das con el proyecto Procesamiento de datos masivo vía Hadoop, del alumno
Daniel García Llorente.
El mundo se encuentra en un proceso de cambio y evolución constante, ésto es
un hecho, como lo es que la tecnología evoluciona así como nuestras necesidades
respecto a ella. La innovación tecnológica marca el ritmo de dicha evolución y, por
lo tanto, surge la necesidad de modernizarse y actualizarse en cuanto a tecnologías.
La vida de muchas empresas, centros e instituciones depende de ello: renovarse o
morir. Los clientes y usuarios están también más informados y son más exigentes,
cosa que obliga a reinventarse, diferenciarse de los demás y mejorar el producto o
servicio ofrecido.
Pero no es fácil seguir los pasos de la tecnología ya que es una “máquina” en cons-
tante movimiento y, si queremos destacar, podemos deducir que a veces no basta
con ponerse al día sino que hay que dar un paso mas allá, prever nuestras futu-
ras necesidades y analizarlas, discernirlas y poder darles solución cuando llegue el
momento: anticiparnos al problema y estar preparados para cuando éste se presente.
1.1 | Contexto
La Universitat Internacional de Catalunya (UIC) tiene sus inicios hace relativamen-
te poco, en 1997, como universidad privada. Llega un punto en el que el sistema
informático necesita ser renovado tanto para modernizarlo como para hacer frente
al incremento en la complejidad de gestión que ha sufrido la universidad debido
a su rápido crecimiento. Es entonces cuando el Departament de Desenvolupament
Tecnològic se divide en dos, creando así el Departament d’Innovació Tecnològica
para hacer frente a esta nueva demanda. En el DIT se cambiaron la metodología
de trabajo, las herramientas de programación, los frameworks utilizados con tal de
renovar y mejorar las gestión y mantenimiento de las aplicaciones existentes.
1.2 | Inicios del proyecto
En setiembre de 2012 entré a formar parte del equipo de innovación y de este
proyecto de remodelación de aplicaciones junto con otros compañeros de la FIB
que hacían lo mismo, juntos aprendimos el uso del nuevo framework (Zend) y las
herramientas del DIT. Ellos presentaron el desarrollo de su aplicación como Proyecto
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de Fin de Carrera, y yo tenía la intención de hacer lo propio con mi aplicación, que
se encargaba gestionar el registro de donantes de cuerpo de la UIC en el Hospital
General de Cataluña en Sant Cugat, a cargo del Técnico Anatomopatológico del
Laboratorio de Disecciones. Pero Vicente y Jordi Xavier, directores del DIT, me
empezaron a plantear otras ideas que fueron evolucionando poco a poco en mi
mente: Hadoop1, Big Data2, paralelización de tareas...
La idea era emplear a dos personas en el descubrimiento de las herramientas que
proporciona Hadoop para hacer frente al proceso de una gran cantidad de logs que,
si bien hoy por hoy no se generan en la UIC, quizás dentro de pocos tiempo sea
vital estar preparados para poder estudiarlos. Por aquel entonces Daniel García
Llorente, un compañero de la FIB con el cual estaba colaborando en uno de los
mayores proyectos que jamás habíamos emprendido en una asignatura (DSBW),
también estaba en búsqueda de un PFC para finalizar sus estudios y vi en él a un
posible compañero de trabajo: responsable, fiable y trabajador (con el aliciente de
haber colaborado en proyectos anteriormente). Desde entonces estamos involucrados
en la realización de este nuevo y ambicioso proyecto que ha emprendido el DIT.
1.3 | Ámbito del proyecto
Como se ha comentado anteriormente, somos dos personas las encargadas de el
proyecto de la UIC, por lo que es conveniente establecer bien el ámbito y alcance
de cada uno dentro del proyecto.
Este proyecto abarca desde la obtención de un archivo de log ya preprocesado,
pasando por su transformación y algoritmia hasta obtener los resultados de algunos
algoritmos de data mining que permitan extraer información de utilidad. Esto marca
una clara división entre mi proyecto y el de Daniel García, que será el encargado
de preprocesar dichos logs para que posteriormente yo pueda utilizarlos.
1.4 | Motivación
No hay tan solo un motivo para realizar este proyecto, de hecho podríamos clasifi-
carlos entre motivaciones académicas y personales.
A efectos académicos o profesionales, la investigación de nuevas herramientas tan
novedosas y sin ningún tipo de tutoría me proporciona las siguientes motivaciones:
Ayudar al desarrollo de aplicaciones novedosas con tecnologías punteras que
puedan ser aprovechadas por toda la empresa.
Tratar con herramientas y entornos poco accesibles para usuarios comunes.
1Hadoop, framework de software que soporta aplicaciones distribuidas, que pueden llegar a
trabajar con miles de nodos y petabytes de información.
2En el sector de las tecnologías de la información y la comunicación, es una referencia a los
sistemas que manipulan grandes conjuntos de datos.
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Autoaprendizaje sobre conceptos no comentados a lo largo de la carrera.
Formar parte de un proyecto de largo alcance en un entorno de trabajo real.
Refrescar, aclarar y aplicar mucha de la información adquirida en mis estudios.
A efectos personales podríamos destacar los siguientes puntos:
Implicación personal como investigador/desarrollador en un proyecto real.
Mejoría en las habilidades de trabajo en equipo y comunicación.
Desarrollar mi capacidad de toma de decisiones.
Hacer frente a los diferentes problemas que pueden surgir durante la realiza-
ción de un proyecto complejo.
Saber comunicar, presentar y defender bien la tarea realizada.
1.5 | Objetivos
En cuanto el proyecto queda propuesto, se define el contorno de este. Hadoop,
BigData, BigTable... son conceptos muy sugerentes pero, si se quiere realizar un
proyecto, hay que definir bien qué se pretende obtener:
El caso planteado era el de procesar una gran cantidad de Gigabytes de ficheros de
log para así evitar los enormes tiempos de ejecución que supondrían ciertas tareas
sobre máquinas individuales. A su vez, también había que explorar las opciones
de persistencia que nos permite Hadoop tales como su propio sistema de ficheros
(HDFS), bases de datos no relacionales (HBase, Cassandra, MongoDB...) u otras.
El proyecto queda asignado a dos personas y, como se ha comentado, era necesario
fraccionar la tarea en dos proyectos separados, a pesar de que se comparten las
bases del sistema Hadoop. La segunda parte de este proyecto, este PFC, versaría
sobre los siguientes objetivos:
Estudio y testeo de diferentes herramientas de data mining que puedan apor-
tar funcionalidades al estudio de logs, especialmente las que funcionan sobre
el sistema distribuido de Hadoop.
Creación de una aplicación que facilite el uso de algunos algoritmos de data
mining para que cualquier usuario pueda utilizarla desconociendo los algorit-
mos.
Obtención de información, a partir del uso de algoritmos, sobre los datos de
logs tratados previamente que no se podría obtener mediante la interpretación
manual de dichos logs.
Realizar un procesamiento de los resultados obtenidos de los algoritmos de da-
ta mining para mostrarlos de una forma más simplificada y fácilmente legible
e interpretable por la persona encargada.
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Estudiar el uso de memoria de los algoritmos de data mining utilizados en
función del tamaño de log.
1.6 | Planificación del proyecto
A la hora de planificar el proyecto, se realizó una aproximación de la faena que se
tenia que realizar con las horas de dedicación necesarias para un proyecto de final
de carrera. La distribución de horas queda detallada a continuación:
Créditos Horas/crédito Horas Horas/semana Semanas
37,5 20 750 20 37,5
Tabla 1.1: Planifiación inicial de horas.
Con esta estimación de horas se realizó la planificación del proyecto a lo largo de los
dos cuatrimestres que dura el mismo, quedando estructurada de la siguiente forma:
Tarea Inicio Final
Fase inicial (preparatoria) 16/09/2013 03/10/2013
Estudio de Bases de Datos Hadoop 16/09/2013 19/10/2013
Estudio de herramientas para desa-
rrollar la memoria (LaTeX)
19/09/2013 02/10/2013
Lectura de proyectos previos 19/09/2013 02/10/2013
Pruebas de parsing de logs 27/09/2013 03/10/2013
Fase de requisitos 04/10/2013 24/10/2013
Estudio de las necesidades de la UIC 04/10/2013 17/10/2013
Redacción 07/10/2013 22/10/2013
Verificación y corrección 19/10/2013 24/10/2013
Fase de diseño/arquitectura 25/10/2013 25/11/2013
Estudio de la arquitectura Hadoop 25/10/2013 14/11/2013
Elaboración de Casos de Uso y Ar-
quitectura
07/11/2013 25/11/2013
Análisis de las tecnologías 26/11/2013 23/12/2013
continua . . .
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. . . continua
Tarea Inicio Final
Versiones de Hadoop 26/11/2013 23/12/2013
Selección de Base de Datos 16/12/2013 23/12/2013
Algoritmos de Data Mining 16/12/2013 23/12/2013
Implementación y primer testeo 07/01/2014 31/03/2014
Configuración del cluster Hadoop 07/01/2014 31/01/2014
Implementación y testeo 21/01/2014 31/03/2014
Fase de despliegue en infraestructura
real
01/04/2014 30/04/2014
Estudio del cluster del LSI 01/04/2014 14/04/2014
Despliegue de aplicaciones 07/04/2014 30/04/2014
Fase de estudio experimental 01/05/2014 02/06/2014
Obtención de datos 01/05/2014 30/05/2014
Estudio de los resultados 08/05/2014 02/06/2014
Documentación 20/11/2013 25/06/2014
Edición de la memoria 20/11/2013 02/06/2014
Elaboración de la presentación 02/06/2014 25/06/2014
Entrega y presentación 03/03/2014 25/06/2014
Informe previo 03/03/2014 14/03/2014
Memoria 09/06/2014 09/06/2014
Presentación 25/06/2014 25/06/2014
Tabla 1.2: Diagrama de Gantt del proyecto.
La experimentación ha sido avanzada en previsión de los posibles problemas que
podamos encontrar, ya que esta se realizará en un entorno que aún no soporta
la plataforma Hadoop (está previsto que los responsables del RDlab añadan esta
funcionalidad). Además serán necesarios ajustes y pruebas para compatibilizar el
sistema, por lo que nos anticipamos a esa hipotética problemática.
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1.7 | Organización de la memoria
La memoria ha sido estructurada conceptualmente en 9 apartados, sin contar índice,
portada, título ni agradecimientos, y pasamos a describirlos a continuación para
hacernos una idea rápida de su contenido:
1. Introducción: Se introduce el contexto del proyecto, sus inicios, la temática
en la cual se va a desarrollar, las motivaciones y los objetivos propuestos,
además de mostrar la planificación inicial del mismo.
2. Análisis: Se muestra el estudio previo del problema, describiendo los requi-
sitos y necesidades que surgen del proyecto.
3. Tecnologías: Estudio en profundidad de las tecnologías utilizadas a lo largo
del proyecto así como de las diferentes alternativas estudiadas antes de su
elección.
4. Especificación y diseño:Mostramos cómo se ha diseñado la aplicación sobre
la arquitectura de los componentes escogidos y el funcionamiento interno de
ésta.
5. Implementación: Se detallan los puntos importantes de la implementación
del código y las herramientas utilizadas.
6. Experimentación: Detallamos los experimentos planificados para la aplica-
ción así como el entorno en que se han desarrollado y los resultados obtenidos.
7. Estudio económico: Estudio del presupuesto invertido en este proyecto así
como un análisis teórico de los costes reales que supondría un proyecto similar.
8. Recomendaciones para la UIC: Recomendaciones extraidas para la UIC
despues de haber analizado los resultados de los experimentos.
9. Conclusiones: Tras finalizar el proyecto, se elaboran conclusiones e ideas de
futuro que quedan detalladas en esta sección.
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2 – Análisis
2.1 | Problemática asociada
Para poder introducirnos en materia del proyecto final de carrera se van a explicar
a continuación los conceptos básicos sobre Data Mining para entender mejor las
herramientas que se utilizarán y el desarrollo del propio proyecto.
2.1.1. Data Mining
La minería de datos, o data mining, es un campo perteneciente a las ciencias de
la computación cuyos procesos intentan descubrir patrones en grandes volúmenes
de conjuntos de datos. Entre otros, se utilizan métodos pertenecientes a los cam-
pos inteligencia artificial, aprendizaje automático y estadística. Su objetivo general
consiste en la extracción de información sobre un conjunto de datos y transformarla
en una estructura inteligible.
Por lo tanto data mining no deja de ser el conjunto de diferentes técnicas que nos
permiten explorar grandes conjuntos de datos, ya sea automática o semiautomá-
ticamente, con el fin de encontrar repetición de patrones, tendencias o reglas que
definen el comportamiento de los datos en contextos determinados.
Los datos no son mas que materia prima bruta hasta que un usuario les atribuye un
significado especial y estos pasan a convertirse en información. Data mining surge
para ayudar a convertir ese repertorio de datos, mediante técnicas estadísticas y
algoritmos cercanos a la inteligencia artificial, en datos legibles por el usuario para
poder extraer información de utilidad.
El típico proceso de data mining consta de los pasos detallados a continuación:
1. Selección del conjunto de datos: refiriéndonos tanto a las variables que
queremos obtener (variables objetivo) como a las independientes que nos sir-
ven para realizar los cálculos intermedios.
2. Análisis de las propiedades de los datos: básicamente histogramas, va-
lores nulos o atípicos y diagramas de dispersión.
3. Transformación del conjunto de entrada: este paso es conocido como
preprocesamiento de los datos y en él se debe preparar la entrada de la forma
más adecuada al algoritmo que se le vaya a aplicar. El PFC de Procesa-
miento de datos masivo vía Hadoop al que estoy complementando versa
básicamente sobre esta técnica, llevada al entorno de una plataforma distri-
buida.
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4. Seleccionar y aplicar la técnica de data mining : construyendo así un
modelo predictivo, de clasificación o de segmentación si fuera necesario.
5. Extracción del conocimiento: que basa en representar los patrones de
comportamiento observados o las relaciones de asociación entre las variables.
Podrían aplicarse varias técnicas a la vez para obtener distintos modelos, pero
por norma general cada técnica requiere de su propio preprocesado.
6. Interpretación y visualización: en el que un experto debe validar el modelo
obtenido, comprobando si las conclusiones que arroja son válidas y suficien-
temente satisfactorias.
2.1.2. Técnicas de data mining
Como antes se ha comentado, las técnicas empleadas en data mining provienen de la
inteligencia artificial y de la estadística, dichas técnicas no son más que algoritmos
que se aplican sobre el conjunto de datos de entrada para obtener unos resultados.
La complejidad y función de los algoritmos es muy variada, por ello se han clasificado
los algoritmos en diversos grupos de técnicas que buscan un fin similar.
Por tal de no extendernos en exceso, se describirán algunas de las técnicas más
representativas son:
Clasificación
En la estadística y el aprendizaje automático, los algoritmos de clasificación son los
encargados de identificar a cuál de las categorías predefinidas pertenece cada nueva
observación, basándonos en un conjunto de datos de datos que han sido utilizados
de “entrenamiento”, es decir, basándonos en las propiedades cuantificables de los
datos de entrenamiento, se han creado una serie de subgrupos que servirán de base.
Cada nueva entrada de información será asignada a uno de dichos subgrupos en
función de sus similitudes.
Una utilización práctica de este tipo de algoritmos podría ser la asignación de un
nuevo email a la clase spam o no-spam, o asignar un diagnóstico a un paciente
en función de las características proporcionadas (género, grupo sanguíneo, presión
arterial, presencia o ausencia de ciertos síntomas, etc.).
Dentro de los algoritmos de clasificación podemos encontrar muchas variaciones y
agrupaciones: clasificadores lineales, árboles de decisión, redes bayesianas, modelos
ocultos de Markov...
Cada cual tiene su aplicación para problemas en concreto, sus aplicaciones más
frecuentes incluyen campos como la visión por computador (reconocimiento óptico
de caracteres, imagen médica, seguimiento de objetos...), descubrimiento y desa-
rrollo de fármacos, geoestadísticas, reconocimiento del habla, reconocimiento de
la escritura, clasificaciones biométricas, reconocimiento de patrones, procesamiento
estadístico del lenguaje natural, motores de búsqueda de Internet, etc.
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Agrupación
La agrupación, o clustering, es la tarea de agrupar un conjunto de objetos de forma
que los objetos de el mismo grupo (llamados clusters) sean mas similares (de una u
otra forma) entre ellos que a los miembros de otros grupos. La principal diferencia
con la clasificación radica en que el clustering es lo que se conoce como una téc-
nica sin supervisar. No existe un modelo preconstruido detrás que defina cómo se
van a dividir los grupos al iniciar el proceso, sino que trabaja directamente con la
información de entrada.
Además existen diversos grados de dureza a la hora de asignar grupos, ya que existe
el término de agrupamiento difuso, fuzzy clustering, que define que cada objeto
pertenece a un cluster con cierto grado de similitud, en lugar de un término binario
que nos defina si un objeto pertenece o no a dicho grupo. Hay muchos más grados
intermedios entre ambos términos cada cual en función de nuestras necesidades
específicas.
Este tipo de algoritmos son frecuentemente utilizados en los campos de la biología y
la bioinformática (análisis de secuencias, agrupamiento de información genética...)
así como en otros campos de la medicina, negocios, estudios de mercado, análisis
criminales, climatología, etc.
Reglas de asociación
Un método para el descubrimiento de relaciones interesantes entre diversas variables
en grandes conjuntos de datos. Su intención es identificar fuertes reglas en bases
de datos usando diferentes medidas de interés. Por ejemplo, en el caso de sistemas
TPV1 en los supermercados, se pueden encontrar fuertes relaciones entre los datos
con reglas como {cebollas, patatas} =>{hamburguesas}, lo cual nos indica que la
gente que compra patatas y cebollas es muy probable que también compre carne
para hamburguesas.
Información de ese estilo puede ser utilizada como base para la toma de decisiones
en actividades de marketing, tales como el establecimiento de promociones o la
colocación de los productos. Técnicas de minería similares son utilizadas en tráfico
web, detección de intrusiones, cadenas de montaje, etc. Al no tratarse de data mining
secuencial, el orden de los factores no repercute en los resultados obtenidos y esto
permite observar comportamientos en los datos que no se verían a simple vista.
1Terminal punto de venta
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2.1.3. Ejecución distribuida: oportunidades y limitaciones
Hay muchas más técnicas, cada cual cumple una necesidad específica pero, en este
proyecto lo que se está buscando es la interacción con grandes cantidades de datos,
lo cual dificulta la ejecución de muchos de los algoritmos que se pueden incluir entre
las metodologías anteriores.
El primer problema que surge es el de la memoria. Para poder procesar archivos de
20GB se necesita, como mínimo, poder acceder a esa cantidad de datos de forma
rápida y eficiente para que el algoritmo en cuestión pueda desarrollarse. Además
de que cada algoritmo genera una información intermedia (una serie de variables
necesarias para su elaboración) que también deben guardar en memoria, por lo
que la RAM de la que disponemos puede llegar a ser un problema muy grande
cuando tratamos con BigData. La solución inicial sería la de añadir más memoria
al ordenador en función de su necesidad pero cuando se esta hablando de grandes
cantidades de datos esto es inviable, por lo que hay que optar por otras vías como
la ejecución distribuida.
Aunque parezca una buena solución a priori, ejecutar un algoritmo de data mining
de forma distribuida no es algo trivial, más bien al contrario, en la mayoría de casos
es imposible. Ya sea para poder buscar similitud entre diversas lineas o para buscar
patrones similares, necesitamos tener acceso a todas y cada una de las partes que
conforman el total de nuestra información. Si dividiéramos 20GB en varios trozos
y cada hilo de la ejecución se encargara de procesar el subproblema asociado, las
reglas se encontrarían en cada uno de los subgrupos de forma independiente al
conjunto total de datos.
Además la complejidad matemática de cada algoritmo puede ser la que decida
si es o no paralelizable, ya que no se cumple la premisa de que analizando por
separado secciones de un conjunto de datos se obtenga la misma conclusión que si
se analizara el bloque entero de información. Por estos motivos no hay una gran
cantidad de algoritmos que se puedan ejecutar de forma distribuida. A pesar de
ello, las herramientas que trabajan este tipo de casos están en constante evolución
implementando cada vez más algoritmos compatibles con la distribución de la carga
de trabajo.
Teniendo en cuenta todo lo comentado anteriormente, Hadoop nos ofrece un entorno
en el que se puede trabajar de forma distribuida y sobre el cual existen diversas
herramientas que pueden favorecer al data mining. Más adelante se detallará en
profundidad la estructura de Hadoop, pero podemos ver a grandes rasgos en qué
nos puede ayudar esta plataforma:
Supongamos que tenemos un fichero de entrada de 100GB, éste es obviamente
imposible de procesar en una única máquina debido al gran tamaño del fichero que,
posteriormente, ocuparía espacio en memoria. Sin embargo, si pudiéramos dividir
ese archivo tan grande en pequeños subproblemas de 1GB, cada cual gastaría poca
memoria y se podría ejecutar el algoritmo. Hadoop nos ofrece una plataforma que
se encarga de conectar una serie de nodos entre sí con el fin de que trabajen de
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forma paralela pequeños problemas que serían mas costosos de analizar inicialmente,
como en nuestro caso. Hadoop distribuye la carga de cada máquina que tenga que
trabajar, asigna tareas, recoge resultados y los simplifica de tal forma que en realidad
se habrían ejecutado 100 pequeñas tareas de 1GB cada una para, al final, obtener
un resultado conjunto de todas y cada una de ellas.
Las herramientas que existen sobre Hadoop orientadas a data mining reimplementan
algunos de los algoritmos existentes de forma que puedan trabajar sobre este sistema
de particionado de tareas que ofrece Hadoop y así ejecutar esos algoritmos sobre
grandes ficheros sin sufrir las consecuencias de quedarnos cortos de memoria.
El objetivo de este proyecto es el de descubrir esta tecnología en constante evo-
lución así como su alcance y limitaciones para su uso en la UIC, para así poder
estar preparados para los problemas relacionados con BigData que puedan surgir a
medio/largo plazo.
2.1.4. Algoritmos seleccionados
Entre los múltiples algoritmos existentes se ha seleccionado un subconjunto de ellos
que serán la base sobre la que se desarrolle la aplicación que detallaremos más
adelante.
De entre los algoritmos de clustering se han seleccionado Kmeans y Farthest-
First, significativamente similares entre ellos con el objetivo de estudiar su com-
portamiento en cuanto a la memoria acumulada y la diferencia entre ambos a la
hora de realizar los experimentos.
De entre las reglas de asociación se han seleccionado Apriori, que se ejecuta de
forma no distribuida, y FPGrowth, que realizará cálculos similares con el añadido
de la paralelización de sus operaciones.
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2.2 | Análisis de requisitos
En este apartado vamos a tratar sobre los requisitos del sistema. Dado que toda la
explicación va a versar sobre el procesamiento de la información mediante algoritmos
de Data Mining, de aquí en adelante nos referiremos a dicho procesamiento como
DM2 para simplificar las constantes referencias a dichos algoritmos.
Tomando como premisa que partimos de unos archivos de log que han sido procesa-
dos previamente para eliminar información innecesaria, la problemática a la que nos
enfrentamos es la de analizar dichos datos (que pueden ser sumamente extensos)
para extraer conocimientos que puedan ser interpretados por la persona encargada.
De ser posible, se desea usar un sistema integrado en Hadoop, dado que ésta es la
estructura utilizada para el preprocesamiento de logs y ambos proyectos van a ser
desarrollados tanto en las instalaciones de la UIC3 como en las propias de la FIB,
en las cuales se evaluará el rendimiento de este proyecto.




Seleccionar datos de entrada Alta
Seleccionar algoritmo a aplicar Media
Configuración del procesado Alta
Iniciar la extracción de datos Alta
Parar el proceso Media
Obtención de resultados Alta
Importación de información desde Base de Datos Baja
Persistencia de los resultados Alta
Visualización de los datos Media
Tabla 2.1: Listado de requisitos obtenidos
2Data Mining, proceso encargado de descubrir patrones en grandes volúmenes de conjuntos
de datos.
3UIC, Universitat Internacional de Catalunya
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2.2.1. Crear proceso
Descripción
El usuario selecciona esta opción mediante un botón en el menú que le permite




Se redirige al usuario a la ventana que permite la parametrización del proceso
creado.
Flujo principal
El usuario entra en el sistema y selecciona la opción que le permite crear un
proceso de data mining. Una vez pulsado se le redirije a otra ventana donde




El usuario no tiene permisos para crear un proceso, por lo que se le
muestra un mensaje avisando de ello y se le redirije a la página principal.
2.2.2. Seleccionar datos de entrada
Descripción
Obtenemos los resultados de un paso previo de preprocesamiento de un fiche-
ro de log vía Hadoop para tratar directamente con archivos de un formato
definido con la información que nos es útil.
El conjunto de datos seleccionado, ya provengan de un fichero o de varios, se
unifica en una única estructura de datos y se comprueba que su formato sea
compatible con el requerido por los diferentes pasos posteriores por los que va
a tener que pasar.
Precondición
La información que obtenemos ha sido procesada previamente para coincidir
con un formato entendible y procesable por los algoritmos de DM que son
utilizados por la herramienta Weka4, Mahout5, Rapidminer6, R7 u otras.
4Weka, conjunto de herramientas de Machine Learning escritas en Java y desarrolladas por
University of Waikato, New Zeland
5Mahout, proyecto de Apache que proporciona algoritmos de Machine Learning
6Rapidminer, programa informático para el análisis y DM escrito en Java
7R, colección de paquetes que permiten analizar datos, integrado en Hadoop
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Postcondición
El sistema verifica que los datos seleccionados son correctos y notifica al usua-
rio mediante un mensaje.
Flujo principal
El usuario selecciona un conjunto de archivos (mínimo un archivo), el cual
contiene la información a procesar y una vez se ha comprobado la validez de




En caso de que el formato no sea el correcto, la ejecución queda abortada
para de evitar errores futuros en el momento de aplicar algoritmos de DM.
Se muestra un error avisando al usuario que la información seleccionada
no cumple con los requisitos del sistema y se vuelve a la pantalla de
inicio.
2.2.3. Seleccionar algoritmo a aplicar
Descripción
Se muestra al usuario un listado de los diferentes algoritmos de DM que se
pueden aplicar sobre los datos previamente seleccionados, los cuales realizarán
diferentes tareas en función de las necesidades del usuario.
Precondición
El conjunto de algoritmos a aplicar esta predefinido en el código de la aplica-
ción, por los que las posibilidades están acotadas a los algoritmos que ofrece
el sistema.
Postcondición
El algoritmo seleccionado es el que el sistema va a aplicar sobre los datos que
se han escogido previamente para de extraer la información deseada.
Flujo principal
El usuario se encuentra en la ventana de selección de algoritmos en la que,
mediante un desplegable, obtiene un listado de diversos algoritmos de DM que
se pueden aplicar a los datos seleccionados, éste selecciona el mas apropiado
para su caso y recibe un mensaje de confirmación antes de continuar.
Flujo alternativo
El usuario decide volver al paso anterior para modificar los datos con los que
se desea trabajar o, por el contrario, no selecciona ningún algoritmo, en cuyo
caso (dado que el sistema selecciona un algoritmo por defecto) se ejecutará
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2.2.4. Configuración del procesado
Descripción
Se permite al usuario seleccionar los diversos parámetros sobre la ejecución
del proceso de DM, tales como la localización en que se quieren guardar los
outputs y la fecha a la que queremos programar el inicio del proceso, en caso
de que no queramos que la ejecución se inicie inmediatamente.
Precondición
Los parámetros seleccionados para la ejecución del programa son válidos y
cumplen con los formatos requeridos.
Postcondición
El sistema verifica que la configuración ha sido realizada de forma correcta y
muestra un mensaje al usuario notificándole de ello antes de proceder.
Flujo principal
El usuario selecciona mediante una ventana de navegación el lugar en que se
desea guardar los resultados de nuestro proceso, además si no se desea que la
extracción de información se inicie de forma inmediata, puede seleccionar una
fecha y hora en la que quiere que ésta se ejecute por con objeto de posponer
su inicio.
Flujo alternativo
El usuario decide volver a cualquiera de los puntos anteriores con el objetivo
de modificar los datos introducidos o para modificar el método en que dicha
información será extraída.
Excepciones
El formato de la fecha no se corresponde con un formato válido, en dicho
caso el sistema muestra un aviso y permitimos al usuario modificar los
datos introducidos.
El directorio no existe, el usuario recibe un aviso sobre ello y se le permite
modificar la ruta especificada para que seleccione de nuevo el directorio.
El usuario no tiene permisos para escribir en la ruta especificada, al
igual que el caso anterior: se le permite modificar la ruta previamente
especificada, habiendo sido alertado de ello, y solucionar dicho problema
seleccionando una ruta alternativa.
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2.2.5. Iniciar la extracción de datos
Descripción
Se inicia el algoritmo de DM seleccionado sobre los datos que han sido espe-
cificados previamente con el objetivo de extraer información de ellos que sea
útil para el usuario. En caso de que la ejecución conlleve una programación
para una ejecución posterior, ésta se programa para ejecutarse en el momento
especificado.
Precondición
Los datos correspondientes a la ejecución del algoritmo han sido correctamente
especificados y cumplen un formato requerido.
Postcondición
Con la configuración escogida por el usuario se inicia el proceso de DM sobre
los archivos de datos requeridos. En función del tipo de datos y de algoritmo
seleccionado se obtendrán resultados de mayor o menor relevancia para el
usuario.
Flujo principal
Una vez que el usuario da su conformidad respecto a los datos seleccionados
y ejecuta la aplicación de extracción de información, ésta se programa para
ejecutarse en un momento específico posterior o inmediatamente si esa ha sido
la opción seleccionada.
Flujo alternativo
El usuario puede volver a cualquier punto anterior para modificar los pará-
metros con que se va a ejecutar DM o cerrar el programa cancelando todo el
proceso actual.
Excepciones
El proceso no se ha podido llevar a cabo debido a falta de memoria o
espacio en disco, así como por caídas de nodos o causas similares. En
dicho caso se notifica al usuario y se le permite:
• Volver a lanzar el trabajo con los mismos parámetros introducidos
durante su configuración.
• Abortar definitivamente la ejecución para volver a establecer los pa-
rámetros, volviendo al inicio del caso “Configuración del procesado”.
2.2.6. Parar el proceso
Descripción
En cualquier punto de la ejecución del programa de extracción de informa-
ción, ésta se puede abortar. En caso de haber programado la tarea para que
el programa se inicie en una hora determinada, se podrá cancelar dicha pro-
gramación.
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Precondición
Se ha iniciado (o programado para iniciar en el futuro) algún trabajo de DM
que aún no haya finalizado su ejecución.
Postcondición
El proceso se ha abortado en caso de estar en ejecución o su programación se
ha eliminado.
Flujo principal
El usuario decide cancelar la ejecución del trabajo, de forma que ejecuta el




Se esta intentando eliminar un proceso que no ha sido iniciado o progra-
mado para iniciar en el futuro.
2.2.7. Obtención de resultados
Descripción
Una vez ha finalizado la extracción de datos de los documentos de entrada,
los datos se muestran en un formato legible y entendible por una persona que
será la encargada de extraer conclusiones y/o medidas a tomar al respecto.
Precondición
La ejecución del algoritmo de DM ha sido completada con éxito.
Postcondición
Los resultados han sido debidamente guardados para que el responsable pueda
tratarlos. Además se muestra al usuario los datos o la información necesaria
para acceder a ellos.
Flujo principal
En la pantalla de tareas finalizadas, el usuario selecciona una de ellas y el




El usuario no tiene permisos para ver los resultados, por lo que se le
muestra un mensaje de aviso.
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2.2.8. Importación de información desde Base de Datos
Descripción
El sistema permite obtener la información desde una Base de Datos, en un
formato específico para poder trabajar con ellos.
Precondición
Se permite la extracción de los datos iniciales a partir de una DB.
Postcondición
La información requerida, en lugar de ser obtenida mediante ficheros, ha sido
obtenida a través de una DB en un formato adecuado al que aplicar algoritmos
de DM.
Flujo principal
El usuario, en lugar de decidir obtener los datos de una serie de ficheros,
selecciona la opción de realizar dicho paso a través de una DB.
Flujo alternativo
El usuario, en la pantalla de decisión de la información sobre la que se trabaja,
puede seleccionar la opción alternativa, que corresponde a la obtención de los
datos desde ficheros de texto.
Excepciones
La Base de Datos no está operativa o no contiene información para ser
procesada. Se avisa al usuario consecuentemente y se retorna a la pantalla
de selección de los datos sobre los que se aplicará DM.
2.2.9. Persistencia de los resultados
Descripción
Los resultados del proceso se pueden guardar, mediante una configuración
previa, en formato persistente con objeto de:
Ampliar los resultados de un fichero existente, resultado de ejecuciones
anteriores.
Compartir con otros usuarios.
Consultar posteriormente los resultados en cualquier momento.
Precondición
Las ejecuciones de DM devuelven resultados legibles que se pueden guardar
en un formato persistente.
Postcondición
El sistema guarda de forma persistente los datos generados por el proceso de
extracción de información.
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Flujo principal
En el paso previo a la ejecución del proceso de DM el usuario selecciona el
formato en que se desea guardar los resultados para su posterior estudio/vi-
sualización.
Flujo alternativo
De no seleccionar nada, el sistema guarda los resultados en un formato definido
por defecto.
Excepciones
No se dispone de espacio suficiente en disco para guardar de forma persis-
tente los datos generados, el usuario podrá visualizar que se ha producido
dicho error. Si desea conservar la información generada, puede liberar es-
pacio en su disco y se le permite:
• Reiniciar la tarea con los mismos parámetros de ejecución.
• Volver al paso “Seleccionar datos de entrada” para volver a configurar
la ejecución.
2.2.10. Visualización de los datos
Descripción
En función del tipo de resultado, éste se muestra en un formato legible, tal
como una tabla, una gráfica, una lista, texto plano, etc.
Precondición
Los datos generados por el proceso de DM siguen un formato definido.
Postcondición
El sistema obtiene los datos que el usuario desea visualizar y los muestra de
la forma que el usuario selecciona de entre todas las posibles.
Flujo principal
El usuario, en la pantalla de visualización de resultados, decide en qué formato
desea que se muestre la información, el cual será seleccionado de una lista.
Flujo alternativo
El usuario desea ver los resultados generados directamente en texto plano sin
pasar por ningún proceso de formateo de los datos.
Excepciones
Se ha intentado obtener los resultados de una ejecución que ha sido erró-




Este capítulo contiene información compartida con el proyecto Procesamiento de
datos masivo vía Hadoop, del alumno Daniel García Llorente.
En este capítulo hablaremos sobre las tecnologías que han sido estudiadas a lo
largo de este proyecto. Debido a que la naturaleza de éste requiere la utilización de
Hadoop y HBase, éstas se han detallado más profundamente.
3.1 | Hadoop
Hadoop es un framework de software open-source
para el almacenamiento y procesamiento a gran
escala de conjuntos de datos en un gran número
de máquinas. Licenciado bajo la Apache License 2.0.
Dentro del contexto de data mining, la distribución de los algoritmos es algo rela-
tivamente novedoso. La extracción manual de patrones a partir de datos ha sido
llevada a cabo durante siglos, los primeros métodos de identificación de patrones
incluyen el teorema de Bayes (siglo XVIII) y el análisis de la regresión (siglo XIX).
Con la llegada y proliferación de la tecnología y la capacidad de computación se
elaboraron algoritmos automatizados de procesamiento de los datos en la década
de los 50, 60 y 90.
En dicha época el diseño de los algoritmos no estaba enfocado a la optimización de
los recursos de memoria utilizados, sino más bien al aprovechamiento de la potencia
de cálculo, lo que provoca que actualmente muchos de esos algoritmos sean inviables
con las cantidades de datos que se pueden llegar a manejar hoy en día.
Aquí es donde Hadoop y las herramientas de su ecosistema ofrecen una alternativa,
otorgándonos las herramientas necesarias para distribuir y paralelizar, de forma
rápida y eficaz, los algoritmos que se adapten al paradigma MapReduce. De esta
forma Hadoop ofrece una capa de abstracción a la problemática de paralelización
y gestión de tareas. Sobre esta plataforma existen herramientas adicionales que
reimplementan algunos de los algoritmos de data mining ya conocidos adaptándolos
a las necesidades y recursos de este momento. [1]
Hadoop nos ofrece la base, más adelante se detallarán las herramientas que nos ofre-
cen la posibilidad de trabajar con algoritmos de data mining de forma distribuida.
En la sección Frameworks de Data Mining y Machine Learning .
Se ofrece un estudio detallado sobre el funcionamiento y el entorno de Hadoop en
el anexo Estudio sobre Hadoop.
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3.2 | Bases de datos Hadoop
La realización de este proyecto hace necesario un lugar de almacenamiento para la
información después de ser procesada para así asegurar su persistencia. Se ha hecho
una selección, para su posterior análisis, de algunas de las posibles bases de datos
que trabajan con Hadoop. Esta primera selección ha sido en función de si estaban
relacionadas directamente con Hadoop y si trabajaban con el sistema sin grandes
modificaciones.
3.2.1. HBase
Dado que HBase ha sido la base de datos escogida para integrarla
en el proyecto, la detallaremos un poco más en profundidad que las
demás para entender mejor su funcionamiento interno. Posterior-
mente se comentarán las otras opciones y porqué éstas no han sido escogidas.
HBase es una base de datos distribuida, no relacional, open-source siguiendo el
modelo tras las BigTable de Google. El código de HBase está implementado en
Java y es parte de Hadoop, de la Apache Software Foundation y funciona encima
del HDFS proporcionando capacidades equiparables a BigTable para el entorno de
Hadoop.
La necesidad de un sistema como HBase surge cuando se necesita acceder a BigData
aleatoriamente con lecturas/escrituras en tiempo real. El objetivo del proyecto es el
mantenimiento de tablas muy grandes (billones1 de líneas por millones de columnas).
Algunas de las características que destacan de esta base de datos son:
Almacenamiento tolerante a fallos de grandes cantidades de datos.
Fácil interconexión mediante API’s REST a la base de datos tanto para
modificaciones como consultas.
Clases básicas para dar apoyo a tareas MapReduce y facilitar la interac-
ción con HBase, lo cual nos permite establecer fácilmente detalles como por
ejemplo cada cuántas líneas hacer una conexión a HBase.
Alta disponibilidad gracias a la tolerancia a fallos y automática recupera-
ción de estos.
Replicación a través del sistema de datos sobre el que está trabajando
(HDFS).
Fragmentación y balanceo de carga de las tablas de manera automática.
Búsquedas cercanas a tiempo real.
1Con el término billón nos referimos a mil millones (109) usando la terminología anglosajona
de la que proviene nuestra información.
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Exportación de la información, como la carga del sistema, uso de disco, satu-
ración de los nodos... a través del subsistema de métricas de Hadoop. Esto
se realiza vía Ganglia o por ficheros.
HBase, enfocada dentro de este proyecto sobre data mining, nos ofrece la ventaja de
almacenar todos los datos que podemos utilizar a modo de entrada para los algorit-
mos. Los logs preprocesados deben tener el formato específico para cada algoritmo
que se desee aplicar, por lo que es inviable que, para distintos algoritmos con los
mismos datos, se deba realizar el preprocesado cada vez. De esta forma HBase alma-
cena la información en bruto y limpia de los logs y sería el proceso MapReduce que
se encarga de extraer los datos de HBase el que le diera el formato adecuado para el
algoritmo que se desee aplicar. De esta forma se limpiarían los datos una única vez
y podríamos obtenerlos en el formato deseado en cualquier momento sin tener que
volver a realizar dicho proceso. Al ser una base de datos integrada con Hadoop, las
tareas de extracción de datos no dejan de ser tareas MapReduce que optimizan el
tiempo y los recursos para mejorar los tiempos asociados a dicha obtención de los
ficheros de entrada. [2]
Adicionalmente, una base de datos de estas características podría ser realmente útil
a la hora de almacenar los datos obtenidos de los algoritmos de data mining ejecuta-
dos, de forma que éstos se pudieran ir complementando con ejecuciones posteriores
o fueran facilmente comparables entre ellos. Queda fuera del ámbito de este proyec-
to, pero sería interesante el estudio de HBase como herramienta de almacenamiento
de la metainformación obtenida vía los diferentes algoritmos y que fuera luego un
procesamiento MapReduce el encargado de transformar dichos datos en resultados
visibles y legibles por la persona encargada.
3.2.2. Otras Bases de datos
3.2.2.1. Cassandra
Cassandra es una de las bases de datos no-SQL que mejor rendi-
miento proporciona. Está escrita en Java, distribuida y basada en
un modelo de almacenamiento clave-valor. Está preparada, como
HBase, para trabajar con grandes volúmenes de datos de forma
distribuida y está perfectamente integrada con Hadoop, ya que ha sido desarrollada
por la Apache Software Foundation. Su objetivo principal es la escalabilidad y la
disponibilidad.
Cassandra comparte la arquitectura diseñada para HBase pero de forma adicional
usa un hashing uniforme, lo cual la prepara para AP (Availability & Partition tole-
rance) mientras que HBase tiende hacia CP (Consistency & Partition tolerance)2.
2El Teorema de CAP establece que es imposible para un sistema de computación distribuida
garantizar simultáneamente: consistencia, disponibilidad y tolerancia a fallos. Según el teorema
no se pueden tener más de dos de dichas propiedades
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Figura 3.1: Comparativa del throughput de las Cassandra, HBase y MongoDB
Uno de sus puntos fuertes respecto a HBase es que ésta está especialmente diseñada
para ofrecer grandes velocidades de escritura, así que, por ejemplo, uno de sus usos
más habituales es el almacenamiento en tiempo real de líneas de log.
La razón por la cual no ha sido la base de datos escogida es que, a pesar de su
rápida escritura, en las lecturas es mejor HBase y, dado que en nuestro sistema las
escrituras sólo se realizan de forma puntual, su uso principal van a ser las lecturas
de datos tanto para el posterior procesamiento con algoritmos de Data Mining como
para consultas puntuales.
Un ejemplo de uso de Cassandra, es Twitter, un sistema donde se generan millones
de datos por segundo y estos deben ser almacenados.
3.2.2.2. MongoDB
MongoDB es un sistema de Bases de datos no-
SQL, multiplataforma y orientado a documentos.
El nombre de MongoDB proviene de la palabra
inglesa humongous que significa enorme. Esta es
de código abierto y está escrita en C++. Las estructura de datos consta de docu-
mentos BSON que son unos documentos tipo JSON con un esquema dinámico.
Fue desarrollada por la compañía de software 10gen y actualmente es utilizada por
empresas como Cisco, McAfee, foursquare...
Esta base de datos ha quedado descartada dado que aunque se muestre como al-
ternativa a las otras Bases de datos, no cumple las expectativas de rendimiento e
integración con el sistema Hadoop.
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3.2.2.3. Hive
Hive nos provee de facilidades de data warehousing sobre un clus-
ter Hadoop existente. Además proporciona una interfaz similar a
SQL, cosa que facilita su uso a los que provengan de un entrono
SQL. Hive permite mapear las tablas existentes en HBase y ope-
rar con ellas. Por lo tanto sería una buena capa por encima para
trabajar con HBase dado que el lenguaje HiveQL (lenguaje usado por Hive) se
convierte implicitamente en tareas MapReduce.
Esta Base de Datos fue desarrollada inicialmente por Facebook, aunque actualmente
esta siendo usada y desarrollada por otras compañías como Netflix. Amazon man-
tiene una versión paralela que esta incluida en sus Amazon Web Services (AWS)
como EC2.
3.3 | Frameworks sobre Hadoop
3.3.1. Ambari
Ambari es un proyecto de Apache, cuya finalidad es la
de facilitar la tareas que permiten al usuario gestionar,
monitorizar e instalar clusters de Hadoop. Ambari proporciona una manera sencilla
de gestionar mediante una interfaz web y sus API’s RESTFULL un cluster Hadoop.
Las facilidades que proporciona a los administradores de sistemas son las siguientes:
Instalación paso a paso de los servicios de Hadoop en un número ilimitado de
máquinas.
Configuración distribuida para el cluster de todos los servicios de Hadoop.
Gestión centralizada para arrancar, detener o reconfigurar los servicios Ha-
doop en todo el cluster.
Panel de Control para monitorizar el estado así como la disponibilidad del
cluster Hadoop.
Métricas de monitorización con servicios Ganglia.
Alertas de sistema y envío de correos mediante el sistema Nagios cuando es
necesario, por ejemplo, cuando un nodo no responde, cuando la situación del
espacio en disco es crítica, cuando un de los nodos deja de ofrecer un servicio...
Gracias a las funcionalidades RESTFULL que proporciona, facilita la integración
con otras aplicaciones que quieran hacer uso del cluster.
La razón por la que no se ha seleccionado en favor de Cloudera Manager, es porque
éste último proporciona muchas más funcionalidades de las arriba comentadas, in-
tegradas con otros servicios directamente y además, da la posibilidad de contratar
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suscripciones de pago para soporte técnico así como los otros servicios comentados
en la sección de Cloudera. Además, a pesar de proporcionar herramientas para la
integración de otros servicios, no siempre es un paso sencillo, en cambio Cloudera
cubre esa necesidad al incorporar dichos servicios en su paquete de instalación.
3.3.2. HUE
HUE es una interfaz Web que da soporte a Apa-
che Hadoop y su ecosistema, está licenciado bajo la
Apache License 2.0. Reconoce los componentes de
Hadoop más comunes y los agrega en una única interfaz para facilitar la experiencia
de usuario tanto a nivel de funcionalidad, como de usabilidad y de visualización.
Permite a un usuario utilizar Hadoop sin tener que preocuparse de la complejidad
interna ni de tener que usar la línea de comandos.
Entre las aplicaciones que tiene destacan las siguientes:
Explorador de archivos de HDFS.
Job Browser para gestionar y visualizar tareas de MapReduce y Yarn.
Explorador de la base de datos HBase
Editores de consultas para Apache Hive, Apache Pig e Impala.
Editor y gestión de Apache Oozie.
Explorador Apache ZooKeeper.
Job Designer para crear tareas MapReduce.
Oozie App para enviar y monitorizar cadenas de trabajo.
DB Query editor para consultas PostGres, MySQL, SQlite y Oracle.
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Figura 3.2: Interfaz HUE
A continuación detallamos un poco más las funcionalidades que consideramos más
beneficiosas para el proyecto:
Job Browser
Esta funcionalidad nos permite ver de manera gráfica los trabajos del cluster, tanto
los completados como los que se están ejecutando o pendientes. Nos proporciona la
información de cada trabajo, donde podemos ver su nombre, estado, porcentaje de
Map, porcentaje de Reduce, usuario, fecha de ejecución, etc. Además nos ofrece la
posibilidad de cancelar el trabajo, filtrar el listado por usuario, nombre o estado.
También permite acceder a una vista más detallada de la información de cada
trabajo en particular (logs, outputs, configuración, etc.).
Figura 3.3: Interfaz HUE - Job Browser
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HBase Browser
Esta funcionalidad nos facilita el acceso y la interacción con la base de datos HBase.
Podemos filtrar la salida en función de las families, eliminar registros de cualquier
línea, modificar sus datos.
Su mayor punto fuerte es la incorporación de un campo de búsqueda avanzado que
nos permite realizar consultas a la base de datos de forma muy eficaz y sin necesidad
de acceso por línea de comandos.
Figura 3.4: Interfaz HUE - HBase Browser
HDFS Browser
Esta funcionalidad nos permite interactuar con el sistema de ficheros HDFS de una
forma cómoda y sencilla. Las funcionalidades que permite son las siguientes:
Navegación por el sistema de ficheros.
Búsqueda de archivos por nombre.
Modificación de nombre y permisos de los ficheros.
Creación y eliminación de directorios y archivos.
Subir archivos a HDFS.
Copiar o mover los archivos.
Descarga de documentos.
Sistema de papeleras por usuarios.
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Figura 3.5: Interfaz HUE - HDFS Browser
Oozie App
Oozie es un planificador de flujos de trabajos de Apache que permite gestionar
trabajos para Hadoop. Esta App nos da la posibilidad de encadenar varios trabajos
de diferentes tipos (MapReduce, Java, Shell, Pig, Hive...), así como de programar
su ejecución, ya sea periódica o puntual. Los trabajos pueden ser parametrizados.
Esta funcionalidad nos permite tener configurados ciertos trabajos para Hadoop que
posteriormente pueden ser ejecutados por usuarios que no tienen porqué conocer su
implementación.
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Figura 3.6: Interfaz HUE - Oozie App
3.3.3. Cloudera Distribution Incuding Apache Hadoop (CDH)
Coudera Inc. es una compañía americana que proporcio-
na software basado en Apache Hadoop, soporte y servicios
para usuarios empresariales. Las distribuciones de Apache
Hadoop que utiliza son open-source. Aseguran que más del 50% de los beneficios que
ganan están destinados a donativos para varios proyectos open-source con licencia
Apache como son Hive, HBase, Avro...
La compañía fue fundada por expertos en BigData: Jeff Hammerbacher (Facebook),
Christophe Bisciglia (Google) y Amr Awadallah (Yahoo!) junto con Mike Olson
(ejecutivo de Oracle), y su misión es la de proporcionar el potencial de Hadoop,
MapReduce y almacenamiento distribuido a toda clase de empresas.
Ofrece diferentes productos y servicios en tres soluciones diferentes:
Cloudera Enterprise Incluye CDH y una suscripción anual por nodo a
Cloudera Manager, además del soporte técnico.
Cloudera Expres Incluye CDH y una versión de Cloudera Manager con
funcionalidades para las empresas como deshacer actualizaciones, copias de
seguridad y recuperación en caso de que el sistema falle por completo.
CDH y Cloudera Manager, ésta es una versión limitada y gratuita que
incluye el software básico de Cloudera sin soporte técnico.
Una de las grandes ventajas del CDH es la facilidad de configuración respecto a la
distribución oficial de Hadoop. Mediante una interfaz Web podemos ir seleccionan-
do los servicios que queremos incluir en nuestro cluster, así como la distribución de
ellos entre los diferentes nodos. CDH se encarga de mantener el cluster actualizado,
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así como de replicar y mantener todas las configuraciones entre los nodos. Facili-
ta el redimensionamiento tanto del cluster como de la asignación de los servicios
asociados. Además dispone de Cloudera Manager que proporciona herramientas de
monitorización y configuración sobre el cluster siempre desde el entorno Web. Algu-
nos de los servicios Hadoop que integra son: Hive, Impala, Pig, HBase, MapReduce,
Yarn, HUE, Zookeeper...
Alternativas
El ecosistema de Hadoop es rico en aplicaciones y la integración de todas ellas
no siempre es sencilla. Por eso mismo, ciertas empresas han elaborado sus propias
soluciones que incorporan el ecosistema de Hadoop y permiten una sencilla y rápida
configuración de los servicios. Como alternativa a Cloudera existen otras soluciones
como Hortonworks y MapR.
Hortonworks fue fundada en 2011 gracias a una aportación de 23 millones de dólares
de Yahoo! y otras aportaciones. Para más información podemos consultar su web
oficial http://www.hortonworks.com.
MapR entró en el mercado en 2011 y, como aspecto destacable, resaltar que ha sido
seleccionada por Amazon como plataforma para su servicio Elastic MapReduce
(EMR). Toda la información se puede encontrar en su web oficial http://www.
mapr.com.
Estos entornos ofrecen funcionalidades muy similares a las otorgadas por Cloudera,
por lo que no entraremos en detalle sobre su contenido.
3.4 | Frameworks de Data Mining y Machine Learning
3.4.1. Apache Mahout
Mahout es un proyecto de la Apache Software Foundation
para producir implementaciones gratuitas de algoritmos
de machine learning3, ya sean distribuidos o escalables,
3Rama de la inteligencia artificial que se centra en el estudio y construcción de sistemas que
pueden aprender de los datos introducidos.
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focalizados principalmente en las areas de collaborative filtering, clustering, recom-
mendations y classification.
Muchas de sus implementaciones hacen uso de la plataforma Apache Hadoop, por
lo cual se ajusta bien a nuestras necesidades. Los algoritmos principales de Mahout
para clustering, classification y collaborative filtering basado en batch están imple-
mentadas sobre Hadoop usando el paradigma MapReduce, pero no esta restringido
a las implementaciones basadas en Hadoop. Las contribuciones que se ejecutan en
un solo nodo o que no dependen de un cluster Hadoop también son bienvenidas. [3]
Una de las características más destacables de Mahout es que es una gran herra-
mienta para algoritmos de recomendación. La finalidad de estos algoritmos es la
de ofrecer recomendaciones para un usuario en base a la información obtenida del
entorno, es decir, de otros usuarios.
Supongamos un recomendador de películas [4]: cada usuario dejaría una linea de
información con su nombre, el título de la película que ha visto y una puntuación
del 1 al 10. El algoritmo de recomendación se encarga de buscar patrones que nos
sean difíciles de observar a simple vista cuando tratamos con grandes cantidades de
datos: en este casi si al usuario A le ha puntuado las películas P1 y P2 con una alta
puntuación, a un usuario B que haya puntuado alto la película P1 se le recomendará
la película P2 porque dicho patrón se ha encontrado entre los datos facilitados al
algoritmo.
Este tipo de algoritmos son muy utilizados en tiendas online, como podría ser Ama-
zon, para cumplimentar la típica sección de productos recomendados en función de
los objetos que contiene tu carrito de la compra. Esa información proviene de los
patrones obtenidos al analizar las transacciones del resto de usuarios para poder
ofrecer así recomendaciones basadas en datos estadísticos.
En cuanto a la distribución, Mahout ha sido una herramienta diseñada con ése
propósito, la ejecución de algoritmos de data mining de forma distribuida, sobre
el paradigma MapReduce. No todos sus algoritmos se puedan ejecutar de forma
distribuida, aun así Mahout es capaz de realizar sus ejecuciones con los recursos de
memoria y capacidad de cálculo del nodo en que se trabaja, dado que está pensado
para explotar los recursos de que dispone, al contrario que otras herramientas más
antiguas que no tienen ésto en consideración. Por otro lado, los algoritmos que sí
han sido diseñados con el paradigma MapReduce se ejecutan de forma distribuida
de forma nativa y el sistema de gestión de Mahout se encarga de enviar tareas a los
nodos controlando el consumo de cada uno de ellos. De esta forma no se llegan a
tener conflictos de memoria y las tareas se ejecutan mucho mas rápido al trabajar
de forma paralela y sin llegar a hacer swap.
Como cabe esperar, Mahout ha sido uno de las tecnologías escogidas para realizar el
estudio de data mining sobre Hadoop. A pesar de todo, Mahout es aún un trabajo
en proceso, es decir, a pesar de que el número de algoritmos crece rápidamente, aún
quedan bastantes que no han sido implementados, por lo que esta no será la única
herramienta escogida para el proyecto.
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3.4.1.1. Mahout y MapReduce
A fecha 25 de Abril de 2014 la página oficial de Mahout (http://mahout.apache.
org) amaneció con la siguiente noticia en portada:
25 April 2014 - Goodbye MapReduce
The Mahout community decided to move its codebase onto modern data proces-
sing systems that offer a richer programming model and more efficient execution
than Hadoop MapReduce. Mahout will therefore reject new MapReduce algorithm
implementations from now on. We will however keep our widely used MapReduce
algorithms in the codebase and maintain them.
We are building our future implementations on top of a DSL for linear algebraic
operations which has been developed over the last months. Programs written in this
DSL are automatically optimized and executed in parallel on Apache Spark.
Furthermore, there is an experimental contribution undergoing which aims to inte-
grate the h20 platform into Mahout.
En ella se comenta que la comunidad de Mahout ha decidido mover su codebase4
a sistemas modernos de procesamiento de datos que ofrecen un modelo más rico
de programación y una ejecución más eficiente que el MapReduce de Hadoop. Por
lo tanto, desde entonces Mahout rechaza todas las implementaciones de algoritmos
dedicadas a MapReduce.
Desde entonces se están construyendo sus futuras implementaciones sobre un DSL5
para operaciones algebraicas lineales que ha sido desarrollado en los meses anterio-
res. Los programas escritos sobre dicho DSL son automáticamente optimizados y
ejecutados en paralelo sobre Apache Spark.
Adicionalmente, se ha creado una contribución experimental que trata de integrar
la plataforma H2O en Mahout.
Por lo que, la esperada versión v1.0 de Mahout que se suponía que sería compatible
con YARN (el MapReduce2 de Hadoop 2.2.0) al final queda desechada, ya que dicha
versión migrará a Spark y H2O según la información publicada en el Twitter oficial
de Apache Mahout.
4Codebase, o base de código, es el término usado en el desarrollo de software con el signifi-
cado de: colección completa de código fuente usada para construir una aplicación o componente
particular.
5DSL - Domain Specific Language, o lenguaje específico de dominio, es un lenguaje de pro-
gramación o especificacion de un lenguaje dedicado a resolver un problema en particular.
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3.4.1.2. Integración con H2O
Dado que se intenta integrar Mahout con la plataforma H2O, y
a pesar de la novedad de las noticias, vamos a investigar ligera-
mente las propiedades de esta plataforma para vislumbrar que
le depara al futuro de Mahout.
H2O es un software que escala estadísticas, machine learning y matemáticas sobre
BigData desarrollado por 0xdata (“Hexa-data”), que es un pequeño grupo de perso-
nas sobresalientes de Stanford y Silicon Valley. Es extensible y los usuarios pueden
añadir bloques usando simples piezas matemáticas en el núcleo. H2O mantiene inter-
faces familiares como R, Excel y JSON para que los entusiastas de BigData puedan
explorar, consolidar y modelar sets de datos usando desde algoritmos simples hasta
los mas avanzados.
En relación con Hadoop, H2O provee interactividad similar a bases de datos para
relacionarse con Hadoop. Puede ser instalado en modo standalone o sobre una
instalación Hadoop existente para así aprovechar los datos existentes en HDFS y
otros componentes familiares del ecosistema como Pig y Hive.
Dada la novedad de la noticia y la falta de integración con Mahout, el estudio de
esta herramienta no va a ser tan exhaustivo. Aun así, recalcar mi interés hacia ella
y el deseo se seguir investigando su evolución de aquí en adelante si se muestra la
ocasión.
Entre los usuarios actuales de H2O se encuentran Netflix, Trulia, Vendavo y Rush-
card.
3.4.2. Weka
Weka6 es una plataforma de software para aprendizaje au-
tomático y data mining. Esta escrito en Java y fue desa-
rrollado en la Universidad de Waikato. Es un software
libre distribuido bajo licencia GNU-GPL.
La versión inicial de Weka era un front-end7 en TCL/TK 8 para modelar algoritmos
que hubieran sido ya implementados en otros lenguajes de programación, ademas
de incorporar algunas utilidades para el preprocesamiento de datos que fueron desa-
rrolladas en C para realizar experimentos de aprendizaje automático. Su objetivo
inicial fue el de ser utilizada como herramienta de análisis de datos procedentes del
dominio de la agricultura, pero la versión más reciente ya basada en Java, que se
empezó a desarrollar en 1997, se utiliza en muchas y muy variadas áreas de estudio,
particularmente con finalidades docentes y de investigación.
6Weka - Waikato Environment for Knowledge Analysis
7Aquella parte del software que interactúa con los usuarios.
8TCL/TK - Tool Command Language / Tool Kit, es un lenguaje de script principalmente
utilizado para desarrollo rápido de prototipos, interfaces gráficas y pruebas.
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El paquete que ofrece Weka contiene una colección de herramientas de visualización
y algoritmos para análisis de datos y modelo predictivo, todo ello unido mediante
una interfaz gráfica que permite acceder fácilmente a sus funcionalidades.
El diseño de Weka fue ideado para no tener requisitos sobre los datos, lo que significa
que no se hacen presunciones sobre los datos de entrada y, por lo tanto, puede tratar
de procesar cualquier cantidad de datos que se le proponga. Es decir, si se le propone
a Weka el análisis de un fichero de 200GB de datos, la tarea empezará a tratar el
archivo, eso sí, si llegado el momento el algoritmo requiere más memoria de la que
dispone, provocará una excepción de Java y abortará la ejecución, echando por
tierra las horas invertidas en el procesamiento. Este problema lo están solventando
las herramientas de data mining que se están elaborando en la actualidad, como
hemos podido ver con Mahout. Por esto mismo la versión más actual de Weka
incorpora nuevas funcionalidades.
La versión de Weka 3.7 no está publicada de forma estable, sino como developer ver-
sion. Incorpora nuevas funcionalidades que aun no se encuentran en las versiones
estables del software. Entre sus diversas opciones de la interfaz gráfica, esta versión
provee acceso a nuevos paquetes para data mining distribuido. El primero de los
paquetes es distributedWekaBase, el cual nos proporciona tareas básicas de ‘map’ y
‘reduce’ que no estan vinculadas a ninguna plataforma distribuida en concreto. El
segundo paquete se llama distributedWekaHadoop, y nos provee de wrappers9 espe-
cíficos para Hadoop y trabajos para estas tareas básicas. Se plantea la posibilidad
de añadir wrappers en el futuro para otros sistemas como, por ejemplo, Apache
Spark.
Mark Hall, uno de los creadores de Weka, comenta en su blog un tutorial, dividido
en 3 partes, en los que explica paso a paso la configuración y uso de estos paquetes
de Weka distribuidos para su uso en data mining con BigData [5]. La mala noticia
es que, al tratarse de una versión de Weka en desarrollo, ésta solo esta disponible
mediante la interfaz gráfica de Weka (que es la que permite la incorporación de
plugins) y no se puede acceder a estas funcionalidades a modo de librería.
De todas formas, Weka es la mayor colección de algoritmos de data mining y, en
vistas de su futura expansión a entornos distribuidos, es una de las tecnologías más
prometedoras en este campo. Por ello ha sido la herramienta principal escogida para
el desarrollo de este proyecto.
3.4.3. RapidMiner
RapidMiner, anteriormente llamado YALE10 es un pro-
grama informático para el análisis y data mining. Fue
desarrollado inicialmente en 2001 por el departamento
9En programación, un wrapper es un programa o script que prepara el entorno y hace posible
el funcionamiento de otro programa más importante.
10YALE - Yet Another Learning Environment
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de inteligencia artificial de la Universidad de Dortmund. Distribuido bajo licencia
AGPL11 y hospedado en SourceForge12 desde 2004.
El programa ha sido desarrollado en Java, es multiplataforma y además permite su
uso a través de lineas de comandos, su GUI, en batch e incluso desde otros programas
a través de sus librerías. Además posee un módulo para integrarse con R13.
Permite desarrollar los procesos de análisis mediante un entorno gráfico en el que se
pueden encadenar operadores. Nos proporciona más de 500 operadores orientados al
análisis de datos, incluyendo todo lo necesario para realizar entrada y salida, prepro-
cesamiento de datos y visualización. Adicionalmente nos permite utilizar algoritmos
pertenecientes a Weka.
El lado negativo es que los productos que comercializan, RapidMiner Studio y Ra-
pidMiner Server, son de pago y sus versiones gratuitas son bastante limitadas en lo
respectivo a memoria y bases de datos, por lo que no ha sido el software escogido
para el estudio.
3.4.4. R
R es un lenguaje y entorno de programación focalizado en el análisis
estadístico y gráfico. Es un proyecto de software libre, resultado
de la implementación GNU del lenguaje S, y es de los lenguajes
más utilizados por la comunidad estadística para investigación. Además también
es muy popular en el campo de la investigación biomédica, la bioinformática y las
matemáticas financieras. [6]
Este entorno nos proporciona una amplia variedad de herramientas estadísticas, ta-
les como algoritmos de clasificación y agrupamiento, análisis de series temporales,
modelos lineales y no lineales, etc; además de las funcionalidades gráficas. Como
lenguaje de programación, permite que los usuarios sean capaces de extenderlo de-
finiendo sus propias funciones ya sea en el propio R, la gran mayoría de ellas, o
mediante bibliotecas en C / C++ / Fortran para los algoritmos más computacio-
nalmente exigentes.
Adicionalmente, incluye una interfaz, RWeka [7], para interactuar con la herramienta
Weka que permite la lectura y escritura de ficheros en el formato arff y así enriquecer
R con los algoritmos de data mining existentes en dicha plataforma.
La problemática es que, al igual que Weka, los algoritmos que contiene no fueron
diseñados inicialmente con el fin de procesar tales cantidades de datos como se
pueden llegar a manejar hoy en día, por lo que aunque se puedan leer grandes
ficheros, el procesarlos posteriormente va a requerir tales cantidades de memoria
que van a provocar que las ejecuciones fallen.
11AGPL -AfferoGeneral Public License es una licencia copyleft derivada de la Licencia Pública
General GNU.
12Sitio web de colaboración para proyectos de software.
13R - Lenguaje y entorno de programación para el análisis estadístico y gráfico
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Dado que no es una herramienta enfocada a la distribución de algoritmos, ésta no
ha sido seleccionada para nuestra experimentación ya que no aporta nada que no
podamos obtener del paquete Weka.
A fecha 30 de Mayo de 2014, la página web de R añadió a su sección de tutoriales
una guía detallada paso a paso de la configuración de un sistema R-Hadoop.
Dicho tutorial está enfocado al uso de la herramienta R en una plataforma Hadoop
2.2 o superior, lo cual nos indica que la evolución de las herramientas del ecosistema
de Hadoop es inminente y que el de la mayoría de ellas desde MapReduce a YARN
es solo cuestión de tiempo.
Podemos encontrar el tutorial mencionado en el siguiente enlace:
http://www.rdatamining.com/tutorials/r-hadoop-setup-guide.
3.5 | Resumen
Como resultado del análisis realizado se han escogido las siguientes tecnologías,
paradigmas y frameworks para la implementación del proyecto:
1. MapReduce: debido a que la especificación del proyecto radica en el uso de
esta tecnología.
2. HDFS: incorporado en Hadoop y utilizado debido a la necesidad de un sis-
tema de ficheros compatible y distribuido.
3. HBase: debido a la facilidad de integración con Hadoop y su mayor ren-
dimiento respecto a otras para nuestras necesidades de pocas escrituras y
repetidas lecturas sin modificaciones.
4. Cloudera: ya que es la que integra todos los servicios que necesitamos como
HBase, Hue, JobDesigner, etc. Además de su sistema de monitorización y
gestión del cluster.
5. Mahout: dado que parte de sus algoritmos se ejecutan de forma distribuida
en un entorno Hadoop.
6. Weka: ya que es una de las mayores herramientas de Data Mining, ofrece
una enorme cantidad de algoritmos y, dada su naturaleza en Java, permite su
ejecución no distribuida en el cluster Hadoop.
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4 – Especificación y diseño
Este capítulo trata de resolver la pregunta: ¿Qué debe hacer nuestra aplicación? De-
bido a que este proyecto no pertenece a la rama de desarrollo sino que más bien a un
proyecto de innovación (investigación sobre las herramientas de Hadoop para hacer
data mining sobre logs preprocesados), no se ha documentado en profundidad la es-
tructura del software implementado. Se detallarán los casos de uso para comprender
mejor su funcionalidad y el modelo conceptual que ha surgido en consecuencia.
4.1 | Casos de uso
Aquí se presentan soluciones al conjunto de diferentes escenarios que definen la
interacción de los usuarios con el sistema, para así conseguir los objetivos propuestos
y satisfacer las necesidades definidas en el estudio de requisitos.
4.1.1. Crear proceso
Figura 4.1: Diagrama del caso de uso Crear proceso
Descripción
El usuario selecciona la opción que permite crear un proceso para configurar e
iniciar el mismo o selecciona uno ya configurado. El sistema muestra las opciones de
configuración posibles para que el usuario introduzca los parámetros de ejecución
deseados, de esta forma se guarda el proceso de Data Mining para ejecutarlo o
programarlo a posteriori.
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Precondición
El usuario debe tener permisos para acceder a la aplicación.
Flujo principal
Usuario Sistema
1- El usuario selecciona en el menú
la opción de crear un proceso de data
mining.
2- El sistema muestra una ventana
en la que se encuentran las diferentes
tareas programadas.
3- El usuario selecciona una tarea
preconfigurada o crea una nueva.
4- Se incluye el caso de uso “Para-
metrizar el proceso”
5- El usuario confirma que quiere
guardar el proceso.
6- El sistema guarda el proceso.
7- Se incluye el caso de uso “Iniciar
el proceso”.
Tabla 4.1: Caso de uso - Crear proceso
Flujo alternativo
3, 6 - En cualquiera de los casos el usuario decide cerrar la ventana en que se
encuentra, por lo que el proceso no llega a crearse y se pierden los datos introducidos
hasta el momento en dicha ventana.
Postcondición
Se ha creado el proceso de forma correcta y se ha iniciado o programado para iniciar
en un momento especificado.
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4.1.1.1. Parametrizar el proceso
Descripción
El usuario escoge los parámetros sobre los que se basará la ejecución del proceso
que desea iniciar. Se permite seleccionar el conjunto de documentos que conforman
la entrada al programa, así como el algoritmo de data mining que se desea aplicar
en función de los resultados esperados.
Si el algoritmo seleccionado permite un ajuste mediante parámetros, también se le
da al usuario la posibilidad de ajustar las diferentes opciones permitidas por dicho
algoritmo.
Precondición
El usuario debe tener permisos para entrar en esta aplicación.
El usuario ha iniciado la creación de un proceso de data mining.
Flujo principal
Usuario Sistema
1- El sistema muestra una ventana
con todas las opciones configurables
sobre el proceso a iniciar.
2- El usuario selecciona el fichero o
directorio sobre los que se va a eje-
cutar el algoritmo de data mining.
3- El sistema verifica que la ruta es-
pecificada es correcta para cada uno
de los archivos.
4- Si el algoritmo seleccionado per-
mite configurarlo mediante paráme-
tros, se muestran las opciones al
usuario.
5- El usuario modifica los paráme-
tros con que se va a ejecutar el algo-
ritmo.
continua . . .
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. . . continua
Usuario Sistema
6- El sistema comprueba que los da-
tos introducidos son correctos y pasa
a la siguiente ventana del sistema.
Tabla 4.2: Caso de uso - Parametrizar proceso
Flujo alternativo
2,4,6,7 - El usuario decide cerrar la ventana actual y cancelar la creación y parame-
trización del proceso para volver a la pantalla principal. Por tanto, se pierden todos
los datos introducidos hasta el momento en dicha ventana.
8 - Los datos comprobados no son correctos, por lo que el sistema muestra un
mensaje de error informando de ello al usuario.
Postcondición
Se ha establecido la entrada del programa, así como qué algoritmo de data mining
se va a ejecutar y, en función del caso, los parámetros propios de dicho algoritmo.
Posteriormente se pasa a la ventana de confirmación.
4.1.1.2. Iniciar el proceso
Descripción
Se muestra por pantalla la configuración introducida en los pasos previos, de forma
editable, para que el usuario verifique y acepte la configuración con que se va a
iniciar el proceso y proceda a su ejecución.
Precondición
El usuario ha establecido previamente los parámetros que afectan a la ejecu-




Data mining sobre logs procesados con Hadoop
Usuario Sistema
1- El sistema muestra al usuario la
configuración que éste ha selecciona-
do así como los parámetros restan-
tes.
2- El usuario completa los paráme-
tros que se solicitan ver por pantalla
y confirma el inicio el proceso.
3- El sistema inicia el proceso con los
parámetros establecidos.
Tabla 4.3: Caso de uso - Iniciar proceso
Flujo alternativo
2 - El usuario decide cerrar la ventana actual, volver a la página previa, con objeto
de modificar los datos introducidos anteriormente.
Postcondición
El proceso de data mining ha sido iniciado/programado con los parámetros esta-
blecidos por el usuario.
4.1.1.3. Importar
Descripción
El usuario importa los datos sobre los que desea aplicar el algoritmo desde una Base
de Datos en lugar de los archivos almacenados en el sistema.
Precondición
Se ha habilitado la introducción de datos mediante Base de Datos, de forma
paralela a la entrada de datos mediante archivos localizados en el sistema de
ficheros.
Provenimos del caso de uso “Parametrizar el proceso”.
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Flujo principal
Usuario Sistema
1- El usuario selecciona la opción
que le permite importar los datos de
entrada desde BD.
2- El sistema muestra una interfaz
que le permite seleccionar el volu-
men de datos sobre el que se quiere
trabajar.
3- El usuario selecciona los datos de
entrada del algoritmo a aplicar.
4- El sistema comprueba la validez
de los datos introducidos y muestra
un mensaje de confirmación al usua-
rio.
5- El usuario acepta que ha leído el
mensaje informativo y procede al pa-
so siguiente de parametrización.
Tabla 4.4: Caso de uso - Importar
Flujo alternativo
3 - El usuario decide cancelar el proceso actual cerrando la ventana y volviendo a
la del caso de uso “Parametrizar el proceso”.
Postcondición
Los datos de entrada del algoritmo de data mining han sido seleccionados e impor-
tados desde una Base de Datos siguiendo las indicaciones del usuario.
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4.1.2. Listar procesos
Figura 4.2: Diagrama del caso de uso Listar procesos
Descripción
El usuario desea visualizar el listado de procesos, el sistema los muestra y permite
acciones sobre ellos.
Precondición
El usuario debe tener los permisos suficientes para acceder a este apartado.
Flujo principal
Usuario Sistema
1- El usuario desea visualizar los pro-
cesos.
2- El sistema muestra una ventana
en la que se pueden ver todos los pro-
cesos así como su estado de ejecución
y porcentaje de progreso.
Tabla 4.5: Caso de uso - Listar procesos
Flujo alternativo
El usuario puede volver a la pantalla inicial el cualquier momento.
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Postcondición
El sistema permite al usuario visualizar todos los procesos generados.
4.1.2.1. Detener proceso
Descripción
Dentro del listado de procesos en ejecución, al usuario se le permiten acciones sobre
éstos, entre ellas la de detener un proceso que esté en ejecución o retirar su progra-
mación, el sistema aborta la ejecución del proceso tras un mensaje de confirmación.
Precondición
Se ha listado el conjunto de procesos mediante el caso de uso “Listar procesos”.
El proceso seleccionado se encuentra en cola o se esta ejecutando.
Flujo principal
Usuario Sistema
1- El usuario selecciona uno de los
procesos del listado para proceder a
su detención.
2- El sistema muestra un mensaje de
confirmación sobre la detención del
proceso seleccionado.
3- El usuario confirma su acción
aceptando el mensaje.
4- El sistema aborta el proceso selec-
cionado, tanto si esta en ejecución o
programado para hacerlo más ade-
lante.
Tabla 4.6: Caso de uso - Detener proceso
Flujo alternativo
3- El usuario rechaza el mensaje de confirmación, evitando la cancelación del pro-
grama seleccionado.
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Postcondición
El sistema detiene el proceso seleccionado si éste se encuentra en ejecución o elimina
su programación si estaba preparado para ejecutarse más tarde.
4.1.2.2. Visualizar resultados
Descripción
Dentro del listado de procesos, si el usuario quiere ver los resultados que ha generado
la ejecución de uno de ellos, el sistema almacena la ruta donde éstos han sido
guardados para que pueda consultarlos.
Precondición
Se ha realizado previamente un listado de los procesos, siguiendo el caso de
uso “Listar procesos”.
El proceso seleccionado ha finalizado y generado resultados previamente.
Flujo principal
Usuario Sistema
1- El usuario, dentro del listado, se-
lecciona un proceso acabado para
ver los resultados.
2- El sistema muestra los parámetros
establecidos de ejecución.
3- El usuario obtiene la ruta del re-
sultado y puede proceder a visuali-
zarlos mediante el servicio de bús-
queda del sistema de ficheros.
4- El sistema muestra el archivo se-
leccionado por el usuario siguiendo
el formato establecido en el algorit-
mo.
Tabla 4.7: Caso de uso - Visualizar resultados
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Flujo alternativo
3 - El usuario rechaza la visualización de los resultados, volviendo a la pantalla del
listado.
Postcondición
Se han mostrado por pantalla, en un formato legible, los resultados que ha generado
el proceso de data mining seleccionado.
53
Data mining sobre logs procesados con Hadoop
4.2 | Modelo conceptual
A continuación se detalla el modelo conceptual de la aplicación. Ya se ha comentado
que no se va a entrar en detalle en este caso debido a la naturaleza del proyecto,
por lo tanto se destacarán las funciones principales que permiten la ejecución de
un algoritmo determinado sobre los datos almacenados en el sistema de ficheros de
Hadoop.
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En la siguiente imagen podemos ver de forma global como se comunican los diferentes bloques de esta arquitectura con nuestra
aplicación funcionando sobre ella.
Figura 4.4: Arquitectura de la aplicación sobre Hadoop, HBase y MapReduce
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4.4 | Abstracción de algoritmos
Como podemos observar en el diagrama UML, la clase Algorithm es una clase abs-
tracta de la cual se crean el resto de clases que hacen referencia a los algoritmos.
Dichas clases permiten la interacción con las librerías de Weka y Mahout para po-
der acceder al algoritmo seleccionado y ejecutar sus funciones. Desde el programa
principal solo se solicita que éstas extensiones implementen las funciones abstractas
requeridas por la clase de la que heredan: exec() y printOutput(), en los que hay
que definir la ejecución del algoritmo y el formato de salida de los resultados respec-
tivamente. Cada algoritmo se gestionará internamente como nosotros lo hayamos
querido programar, pero de cara a la aplicación siempre se está trabajando con la
clase abstracta Algorithm sin importar cuál es el algoritmo que esta implementado
tras ella. De esta forma se está añadiendo una capa de abstracción a la aplicación
que nos permite trabajar con el algoritmo independientemente de su naturaleza,
y así facilitamos la usabilidad del programa y permitimos que sea fácil y rápida-
mente extensible en un futuro, cuando se desee implementar un nuevo algoritmo o
modificar uno existente.
Llegado dicho caso, el de crear/modificar un algoritmo, lo único que habría que hacer
sería crear la nueva clase que extiende de Algorithm, reimplementar las funciones
obligatorias y permitir que el programa detectara un nuevo parámetro de entrada.
De esta forma no es necesario modificar el código de la aplicación cuando hay que
extender el programa y esta capa sería totalmente ajena a la tecnología utilizada.
4.5 | Resumen de la aplicación
A continuación se explicarán someramente las funciones más importantes de cada




Función encargada de ejecutar el algoritmo implementado utilizando las
librerías de las que proviene para tal finalidad. Le proporciona al algorit-
mo en cuestión los datos ya cargados en memoria y se empieza a trabajar
con ellos.
printOutput()
A partir de las librerías del algoritmo implementado, esta función nos
permite construir la salida que queremos obtener una vez se ha finali-
zado el proceso. De esta forma se puede personalizar completamente el
output del algoritmo para una mayor simplificación y comprensión de la
información analizada.
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WekaUtils
CSV2ARFF()
Utilizando las opciones disponibles en la librería de Weka, esta función
nos permite la conversión de los ficheros de entrada desde el formato
.CSV al formato .ARFF para su posterior uso.
removeAttrs()
Ésta función permite manipular el conjunto de datos leídos para ignorar
los parámetros solicitados para así agilizar el proceso de los algoritmos de
data mining y que dichos datos no intervengan en los cálculos a ejecutar.
DomainController
getDataFromFile()
Función que interactúa con la capa de disco en función de la configuración
establecida para obtener los datos necesarios para ejecutar el algoritmo a
partir de las rutas que se han establecido, ya sea en el sistema de ficheros
local o en HDFS.
setAlgorithm()
En ésta función definimos el algoritmo que se va a utilizar en función de
los parámetros de entrada para actuar en consecuencia en las siguien-
tes acciones a tomar de forma independiente al algoritmo seleccionado,
añadiendo así una capa de abstracción.
setWorkingDir()
Función que nos permite establecer en entorno de trabajo sobre el que
se calcularán las rutas de los ficheros a obtener ya sea de forma local o
en el sistema de ficheros de Hadoop.
getNewAlgorithm()
éste método nos permite obtener la función que declara un nuevo algo-
ritmo (el que hubiera sido configurado previamente), aprovechando así
la capa de abstracción creada.
DiskController
HDFSFile()
Responde a la petición de la capa de dominio para hacer la búsqueda del
fichero escogido en el sistema de ficheros de Hadoop y leer los datos que
este contiene.
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LocalFile()
Función análoga a la anterior que permite la búsqueda y lectura de un
fichero en el sistema de ficheros local para su posterior uso.
HDFSUtils
isHDFS()
Dada la ruta de un fichero, ésta función es la encargada de determinar
si ésta se encuentra en HDFS o, por el contrario, hay que ir a buscarla
al sistema de ficheros local. Una vez conocida su ubicación se procede a
trabajar con el archivo.
headersExist()
Dada la naturaleza del formato .CSV, es aconsejable que la primera línea
contenga las cabeceras de los datos. Esta función se encarga de detectar
si existe o no un archivo con las cabeceras ya definidas o si, por contra,
se tienen que crear unas cabeceras genéricas.
mergeHDFSDir()
Hadoop nos devuelve los logs preprocesados en diversos ficheros (en fun-
ción del número de reducers), por lo que es necesario un paso previo a la
lectura del fichero de unificación de los resultados. Esta función obtiene
todos los ficheros de entrada y los concatena en uno solo uniéndolo a las
cabeceras.
isMerged()
Función que detecta si el directorio sobre el que queremos trabajar ya
contiene el fichero de entrada unido (por la función mergeHDFSDir())
para evitarnos este paso tan costoso.
readHDFSFile()
Ésta función, partiendo de un fichero de entrada, es la encargada de leer
los logs preprocesados que contiene y crear una estructura de datos que
permita la ejecución de los algoritmos de data mining.
DirFilter
setConf()
Función que permite establecer la configuración del entorno para poder
trabajar con el sistema de ficheros.
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accept()
Ésta función se encarga de filtrar los ficheros internos a un directorio dado
para poder escoger mediante expresiones regulares los ficheros de salida




Este capítulo mostrará las partes más relevantes del proceso de implementación,
limitando las muestras de código para no hacer el apartado excesivamente pesado.
Antes de entrar en materia se detallarán las herramientas que se han utilizado a lo
largo de todo el proceso.
5.1 | Herramientas utilizadas
Para realizar el proyecto se han utilizado una serie de herramientas y servicios
que han facilitado el desarrollo desde cualquiera de las estaciones de trabajo que
dispusieran del software comentado a continuación.
Con el fin de conocer mejor las herramientas de desarrollo y las herramientas de
soporte más importantes, a continuación se describirán brevemente mostrando al-
gunas de sus características más relevantes.
5.1.1. Herramientas de desarrollo
En este apartado se van a analizar algunas de las herramientas que nos han ayu-
dado en el desarrollo del proyecto como NetBeans para la generación del código,
SublimeText 3 para la creación de documentación y la edición de esta memoria
y Vi como herramienta de edición de ficheros en los servidores de Hadoop.
NetBeans
Entorno de desarrollo integrado (IDE) libre que,
principalmente, está enfocado al lenguaje de pro-
gramación Java, ya que fue creado por la misma
compañía: Sun Microsystems/Oracle Corporation. Puede ser utilizado como una
estructura de soporte general, o framework, para compilar cualquier tipo de aplica-
ción.
Esta plataforma nos permite desarrollar aplicaciones a partir de un conjunto de
componentes de software denominados módulos. Los módulos son archivos que con-
tienen clases de Java escritas para interactuar con las APIs de NetBeans. La creación
de código por módulos permite una fácil ampliación del mismo.
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NetBeans dispone de:
Editor de texto con resaltado de sintaxis.
Compilación en tiempo real.
Integración con Git.
Pruebas unitarias con JUnit.
Asistentes en la creación de proyectos, clases, pruebas, etc.
Refactorización del código.
Rápida navegabilidad entre las funciones y clases implementadas.
Su uso ha sido, principalmente, para el desarrollo, testeo y refinamiento del código
de la aplicación Java que se ha desarrollado a lo largo del proyecto.
Para obtener más información podemos consultar la página web oficial de NetBeans
https://netbeans.org/. [8]
Sublime Text 3
Sublime Text es un editor de texto y editor de código fuente desa-
rrollado inicialmente como una extensión de Vim. Con el tiempo, y
a medida que incrementaban sus características, fue desarrollando
su propia identidad.
Su distribución es gratuita, a pesar de no ser software libre ni de código abierto, sin
embargo te permite obtener una licencia de uso ilimitado, aunque carecer de ésta
no conlleva ninguna limitación salvo la de generar una alerta cada cierto tiempo.
La versión 3 de Sublime Text es una beta lanzada en enero de 2013 que fue abierta
al público en junio del mismo año.
Entre sus múltiples funcionalidades destacan:
Previsualización (minimapa) de la estructura del archivo.
Multi cursor para escribir texto en diferentes posiciones del documento.
Selección múltiple de un término a lo largo de todo el fichero.
Autocompletado y facilidad de cierre de llaves o bloques.
Soporte para snippets1 y plugins.
Soporte nativo para 43 lenguajes de programación diferentes.
Acceso rápido a líneas o archivos mediante comandos.
Organización de múltiples documentos por pestañas.
1Los snippets son similares a las macros, para que el usuario se defina los que más se ajusten
a su uso.
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Su uso principal ha sido el de editor de texto general y, más concretamente, para
la escritura de esta memoria gracias a una serie de plugins que han permitido la
compilación del lenguaje LaTeX.
Podemos consultar la página web http://www.sublimetext.com/ para más deta-
lles y algunas demostraciones de las posibilidades que ofrece. [9]
Vi
Es un programa informático que se clasificaría como un editor de texto. Ya que,
a diferencia de los procesadores de texto, no ofrece herramientas que determinen
visualmente como quedará el documento impreso.
Carece de opciones como el centrado o justificado de párrafos, pero es muy versátil
en lo relativo a mover, copiar, eliminar o insertar caracteres.
Se ha utilizado básicamente para editar los archivos de configuración de Hadoop,
ya que los servidores carecían de entorno gráfico y Vi es un editor que se encuentra
en -casi- cualquier sistema de tipo Unix.
5.1.2. Herramientas de soporte
En este apartado veremos las herramientas que han colaborado de forma indirecta en
la elaboración del proyecto y que han proporcionado más facilidades y comodidades
a la hora de desarrollarlo.
La principal es Git, que ha sido el encargado del control y mantenimiento de las
distintas versiones del software. Tanto para la memoria del proyecto como para
el código de la aplicación ha sido una herramienta vital para permitirnos trabajar
desde distintos terminales. De esta forma se mantenía siempre una copia actualizada
y todas las versiones anteriores a ésta, por si surgiera la necesidad de revertir alguna
modificación.
En la elaboración de la memoria han intervenido también herramientas como Mi-
crosoft Visio para la creación del modelo UML, Dia para los diagramas de los
casos de uso y Gantter a la hora de representar en un diagrama de Gantt la
planificación establecida para el proyecto.
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5.2 | Implementación de la aplicación
En este apartado se comentará cómo se ha desarrollado e implementado el código
de la aplicación. Aquí entraremos en más detalle de las funcionalidades ya comen-
tadas en la arquitectura, eso sí, mostrando tan solo las secciones de código más
importantes por tal de evitar que la sección sea demasiado tediosa. Se comentarán
las líneas básicas que nos permiten entender a grandes rasgos la funcionalidad de
la aplicación y su integración con Hadoop.
5.2.1. Controlador de dominio
Este controlador es el que nos permite comunicar las funcionalidades y algoritmos
de Weka con el sistema de ficheros de Hadoop, de forma que, a pesar de que un
algoritmo no sea compatible con la ejecución distribuida, éste sea capaz de ejecutarse
dentro del entorno Hadoop para así poder acceder a HDFS y no perjudicar a las
ejecuciones standalone2 con tiempos añadidos de envío de datos a través de distintos
sistemas de ficheros.
Se encarga principalmente de calcular las rutas absolutas para cada uno de los
ficheros involucrados, permitiendo así al sistema abstraerse del origen de los datos,
ya que el controlador establece el directorio de trabajo tanto en el HDFS como en
el sistema de ficheros local. De esta forma la comunicación con el controlador de
disco se hace única y exclusivamente desde aquí.
Código 5.1: Función de cálculo de la ruta de salida.
public stat ic void setOutputPath (Path dir , Con f igurat ion conf ) throws
IOException {
i f ( d i r == null ) {
St r ing outputPath = DomainControl ler . In s tance . workingDir . t oS t r i ng
( ) . concat ( "/" + DomainControl ler . In s tance . a lgor i thm + "−output
. txt " ) ;
DomainControl ler . In s tance . outputPath = new Path ( outputPath ) ;
} else {
St r ing outputPath ;
i f ( ! d i r . i sAbso lu t e ( ) ) {
outputPath = DomainControl ler . In s tance . workingDir . t oS t r i ng ( ) .
concat ( "/" + d i r . t oS t r i ng ( ) + "/" + DomainControl ler .
In s tance . a lgor i thm + "−output . txt " ) ;
} else {
outputPath = d i r . t oS t r i ng ( ) . concat ( "/" + DomainControl ler .
In s tance . a lgor i thm + "−output . txt " ) ;
}
DomainControl ler . In s tance . outputPath = new Path ( outputPath ) ;
2Las ejecuciones standalone del cluster son las que no pueden ejercer como tareas de tipo
MapReduce pero que, sin embargo, se ejecutan en el nodo máster de Hadoop para así compartir
el espacio de trabajo.
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i f ( D i skCont ro l l e r . h d f sF i l eEx i s t s ( DomainControl ler . In s tance .
outputPath , conf ) ) {
System . e r r . p r i n t l n ( "Output path ’ " + outputPath + " ’ a l r eady
e x i s t s . " ) ;




5.2.2. Controlador de disco
La función de este controlador es la de comunicarse con las librerías que nos ofrece
Hadoop para acceder así a HDFS (además, obviamente, del sistema de ficheros
local) y trabajar sobre el sistema de ficheros requerido ya sea en tareas MapReduce
o tareas Java estándar.
Dado que las tareas MapReduce que se encargan del preprocesamiento de logs nos
proveen de un fichero de salida por cada función de Reduce realizada, nuestra entra-
da consta de una serie de ficheros desde part-r-00000, part-r-00001, part-r-00002...
hasta part-r-{n}. Las tareas MapReduce reconocen ésta segmentación de ficheros
como entrada ya que es el propio sistema Hadoop quien las gestiona pero, como es
nuestro caso, si queremos ejecutar una tarea Java sencilla que requiera de dichos
ficheros de entrada, por ejemplo alguno de los algoritmos de Weka, debemos imple-
mentar nuestro propio sistema de unificación de la entrada para así obtener un único
fichero con toda la información procesada por las tareas previas de MapReduce.
Hadoop provee de el comando getmerge que se encarga de unificar los ficheros
anteriormente mencionados, pero dicha acción requeriría la interacción del usuario
para realizarse, por lo que se ha preferido automatizar el proceso y que la aplicación
se encargue de unir la entrada si fuera necesario. Además este paso es más eficiente
al realizarse mediante el HDFS de Hadoop que es más eficaz que ejecutar el comando
en local.
Código 5.2: Función de comprobación de la unificación de los ficheros de entrada.
public stat ic In s tance s HDFSFile ( Conf igurat ion conf ) throws
IOException {
i f ( ! HDFSUtils . isMerged ( conf ) ) {
// Headers f i l e exist or default headers wi l l be used .
DomainControl ler . setHeaders (HDFSUtils . header sEx i s t ( conf ) ) ;
i f ( ! DomainControl ler . getHeaders ( ) ) {
System . out . p r i n t l n ( "WARNING: Headers f i l e " + DomainControl ler .
getHeadersPath ( ) + " doesn ’ t e x i s t . " ) ;
}
HDFSUtils . mergeHDFSDir ( conf ) ;
}
return HDFSUtils . readHDFSFile ( conf ) ;
}
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5.2.3. Interacción con HDFS
Como hemos podido comprobar, el controlador de disco delega sobre la clase HDF-
SUtils.java la interacción directa con el sistema de ficheros y, por lo tanto, es ésta
la encargada de unir todos los archivos de entrada en uno solo para su posterior
lectura.
La lectura de cada “subfichero” se realiza por líneas, por lo que cualquier filtro que
quisiéramos aplicar a los datos, como por ejemplo eliminar cierto tipo de caracteres,
debería aplicarse en esta unión. Pero ello, obviamente, conllevaría la consecuente
ralentización del proceso de unión.
Código 5.3: Función de unión de los ficheros de entrada.
private f ina l stat ic byte [ ] l i neBreak = "\n" . getBytes ( ) ;
public stat ic void mergeHDFSDir ( Conf igurat ion conf ) throws
IOException {
System . out . p r i n t ( "Merging Hadoop data . . . " ) ;
Path path = DomainControl ler . getWorkingDir ( ) ;
Fi leSystem f s = FileSystem . get ( conf ) ;
D i rF i l t e r f i l t e r = new Di rF i l t e r ( ) ;
f i l t e r . setConf ( conf ) ;
F i l e S t a tu s [ ] f i l e L i s t = f s . l i s t S t a t u s ( path , f i l t e r ) ;
// Sort part−h−00000 (headers) before any part−r−000xx
Arrays . s o r t ( f i l e L i s t , new Comparator<Fi l eSta tus >() {
@Override
public int compare ( F i l eS t a tu s f1 , F i l e S t a tu s f 2 ) {
St r ing s ta tu s1 = f1 . getPath ( ) . t oS t r i ng ( ) ;
S t r ing s ta tu s2 = f2 . getPath ( ) . t oS t r i ng ( ) ;
return s t a tu s1 . compareTo ( s ta tu s2 ) ;
}
}) ;
// Create merged−data f i l e
Path mergePath = DomainControl ler . getMergedPath ( ) ;
OutputStream out = f s . c r e a t e (mergePath ) ;
for ( F i l eS t a tu s f i l e : f i l e L i s t ) {
BufferedReader br = new BufferedReader (new InputStreamReader ( f s .
open ( f i l e . getPath ( ) ) ) ) ;
S t r ing l i n e = br . readLine ( ) ;
while ( l i n e != null ) {
// Filters wi l l be used here
out . wr i t e ( l i n e . getBytes ( ) ) ;
out . wr i t e ( l ineBreak ) ;
l i n e = br . readLine ( ) ;
}
// Garbage collector , for releasing memory usage
System . gc ( ) ;
}
out . f l u s h ( ) ;
out . c l o s e ( ) ;
System . out . p r i n t l n ( "DONE" ) ;
}
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Una vez unido, el controlador de disco nos solicita que se lea dicho fichero para que
quede cargado en memoria, en la estructura de datos que requiera la plataforma
que ejecuta el algoritmo, para poder así trabajar sobre los logs ya preprocesados y
unidos en un único fichero de entrada.
Código 5.4: Función de lectura de un fichero en HDFS.
public stat ic In s tance s readHDFSFile ( S t r ing type , Conf igurat ion conf )
{
try {
System . out . p r i n t ( "Reading data f i l e . . . " ) ;
I n s t ance s data = null ;
Path p = DomainControl ler . getMergedPath ( ) ;
Fi leSystem f s = FileSystem . get ( conf ) ;
FSDataInputStream inputStream = f s . open (p) ;
i f ( type . equa l s ( "CSV" ) ) {
CSVLoader l oade r = new CSVLoader ( ) ;
l oade r . s e tEnc lo sureCharac te r s ( "\"" ) ;
l oade r . se tMiss ingValue ( "<<Error>>" ) ;
l oade r . s e tSource ( inputStream ) ;
data = loade r . getDataSet ( ) ;
} else i f ( type . equa l s ( "ARFF" ) ) {
Arf fLoader l oade r = new Arf fLoader ( ) ;
l oade r . s e tSource ( inputStream ) ;
data = loade r . getDataSet ( ) ;
}
System . out . p r i n t l n ( "DONE" ) ;
return data ;
} catch ( IOException ex ) {
Logger . getLogger (HDFSUtils . class . getName ( ) ) . l og ( Leve l .SEVERE ,
null , ex ) ;
}
return null ;
5.2.4. Clases de los algoritmos
Como se ha descrito anteriormente en la sección Abstracción de algoritmos, el diseño
de la aplicación está orientado a una fácil ampliación de los algoritmos disponibles.
Gracias a la clase abstracta Algorithm, el código es extensible simplemente creando
una clase nueva que herede de ella e implementando las funcionalidades requeridas:
la de ejecución del algoritmo y la de elaboración del output.
Utilizando Weka a modo de librería de algoritmos [10], utilizar uno nuevo para
la aplicación sería tan sencillo como consultar la API de Weka para entender la
configuración, ejecución y diferentes opciones del algoritmo seleccionado e introducir
la lógica de las llamadas a dichas funciones en la clase creada.
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Aquí tenemos un ejemplo de algunas de las funciones utilizadas en la implementación
del algoritmo Kmeans.
Código 5.5: Funciones obligatorias del algoritmo Kmeans.
@Override
public void exec ( In s tance s data ) throws Exception {
// Kmeans execution
this . i n i t (10 , true , 5 , 500) ;
kmeans . bu i l dC lu s t e r e r ( data ) ;
}
@Override
public St r ing printOutput ( In s tance s data ) {
// Kmeans output setting
St r ing r e s u l t = pr intOpt ions ( ) ;
try {
r e s u l t = Common. concat ln ( r e su l t , p r in tCent ro id s ( ) ) ;
} catch ( Exception ex ) {
Logger . getLogger (AlgorithmKmeans . class . getName ( ) ) . l og ( Leve l .
SEVERE , null , ex ) ;
}
r e s u l t = Common. concat ln ( r e su l t , p r i n tC l u s t e r S i z e ( data ) ) ;
return r e s u l t ;
}
Código 5.6: Funciones auxiliares del algoritmo Kmeans.
private void i n i t ( int seed , boolean order , int c l u s t e r s , int i t )
throws Exception {
kmeans . se tSeed ( seed ) ;
kmeans . s e tPre s e rve In s tance sOrde r ( order ) ;
kmeans . setNumClusters ( c l u s t e r s ) ;
kmeans . s e tMaxI t e ra t i ons ( i t ) ;
}
private St r ing pr intOpt ions ( ) {
// Print Kmeans execution parameters
St r ing r e s u l t = "" ;
r e s u l t = Common. concat ln ( r e su l t , "=== Run Informat ion ===\n" ) ;
S t r ing [ ] opt i ons = kmeans . getOptions ( ) ;
r e s u l t = r e s u l t . concat ( "weka . c l u s t e r e r s . SimpleKMeans " ) ;
for ( S t r ing opt : opt ions ) {
r e s u l t = r e s u l t . concat ( opt+" " ) ;
}
return r e s u l t ;
}
private St r ing pr in tCent ro id s ( ) throws Exception {
// Print centroids of clustering results
St r ing r e s u l t = "" ;
r e s u l t = Common. concat ln ( r e su l t , "\n\n=== Clus t e r ing model ===\n" ) ;
r e s u l t = Common. concat ln ( r e su l t , "kMeans" ) ;
r e s u l t = Common. concat ln ( r e su l t , "======" ) ;
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In s tance s r e s u l t s = kmeans . g e tC lu s t e rCent ro id s ( ) ;
int n = 0 ;
for ( In s tance i n s : r e s u l t s ) {
r e s u l t = Common. concat ln ( r e su l t , "\ nCluster " + n) ;
r e s u l t = Common. concat ln ( r e su l t , "−−−−−−−−−−−" ) ;
r e s u l t = Common. concat ln ( r e su l t , "Centroid : " ) ;
int I n s t anc eS i z e = in s . numAttributes ( ) ;
for ( int s = 0 ; s < In s t anc eS i z e ; s++) {
// Attr Name i f headers f i l e exist
i f ( DomainControl ler . getHeaders ( ) )
r e s u l t = r e s u l t . concat ( ""+in s . a t t r i b u t e ( s ) . name ( )+" : " ) ;
else
r e s u l t = r e s u l t . concat ( ""+s+" : " ) ;
i f ( i n s . a t t r i bu t e ( s ) . isNumeric ( ) )
r e s u l t = Common. concat ln ( r e su l t , Common. formatDouble ( i n s .
va lue ( s ) ) ) ;
else




return r e s u l t ;
}
private St r ing p r i n tC l u s t e r S i z e ( In s tance s data ) {
// Print a l l clusters s izes and percentage
St r ing r e s u l t = "" ;
r e s u l t = Common. concat ln ( r e su l t , "\n=== Model and eva lua t i on on
t r a i n i n g s e t ===\n" ) ;
r e s u l t = Common. concat ln ( r e su l t , " Clustered i n s t an c e s \n" ) ;
int [ ] s i z e = kmeans . g e tC l u s t e r S i z e s ( ) ;
int j = 0 ;
for (double i : s i z e ) {
double max = data . s i z e ( ) ;
r e s u l t = r e s u l t . concat ( " Clus te r "+j+"\ t "+( int ) i+"/"+( int )max+"\ t (
" ) ;
r e s u l t = r e s u l t . concat (Common. formatPercent ( i /max∗100) ) ;
r e s u l t = Common. concat ln ( r e su l t , " %)" ) ;
j++;
}
return r e s u l t ;
}
De la misma forma podríamos integrar cualquier algoritmo que nos proporcionen las
librerías, de Weka y Mahout en este caso, para realizar las llamadas a las funciones
originales del algoritmo en Java, y así personalizar la ejecución y construir nuestros




En este capítulo vamos a comprobar los problemas asociados a la necesidad de
grandes cantidades de memoria RAM en data mining, así como los resultados de
incorporar Hadoop a este proceso. Toda la experimentación se va a realizar sobre
el cluster del RDlab gracias a la reciente incorporación de la plataforma Hadoop.
También ha sido éste el entorno en que se han desarrollado otras pequeñas pruebas
de funcionalidad y rendimiento del software implementado.
El cluster dispone de más de 160 servidores físicos, más de 1.000 núcleos de CPU,
más de 3 TB de memoria RAM y una red de alta velocidad a 10Gbit. De entre todos
sus recursos, se ha puesto a nuestra disposición para la experimentación del proyecto
a 70 núcleos de procesamiento simultaneo y hasta 300GB de RAM. Dicho cluster
monta un sistema de ficheros paralelo de alto rendimiento llamado Lustre. Además
del sistema Hadoop, este cluster dispone de computación con GPUs, computación
paralela SMP1 y MPI2. [11]
Para usar el sistema se tiene que pasar por el sistema de colas Grid Engine3, que
nos permitirá ejecutar trabajos siempre respetando los criterios de cuota estable-
cidos anteriormente y sin afectar a los demás usuarios del cluster. Podemos ver la
arquitectura completa del mismo:
Figura 6.1: Arquitectura del cluster del LSI
1SMP o Symmetric multiprocessing, es un tipo de arquitectura de computadores en la que dos
o más unidades de procesamiento comparten una única memoria central, tienen acceso a todos los
dispositivos del sistema y son controlados por un único sistema operativo.
2MPI o Message Passing interface, es un estándar que define la sintaxis y la semántica de
las funciones contenidas en una biblioteca de paso de mensajes diseñada para ser utilizada en
programas que exploten la existencia de múltiples procesadores.
3Grid Engine es típicamente usado en clústers de alto rendimiento y es el responsable de
aceptar, programar, despachar y gestionar la ejecución de tareas enviadas por distintos usuarios.
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Se puede conocer más información sobre el cluster en el siguiente enlace:
http://rdlab.lsi.upc.edu/docu/html/cluster
6.1 | Planificación de la experimentación
Para realizar la experimentación, se seleccionaron los algoritmos especificados en el
diagrama 4.3: Kmeans y FarthestFirst para el estudio de la memoria acumulada y
FPGrowth de Mahout para el estudio de la distribución del algoritmo.
Al realizar la planificación de los experimentos a ejecutar, se establecieron los si-
guientes parámetros que serían la base de las ejecuciones en el cluster. :
Nodos
El número de nodos utilizado en los experimentos serán los siguientes: [1, 2, 4, 8,
16, 32], de forma que se pueda estudiar el comportamiento del software en función
del número de máquinas disponibles en el entorno, suponiendo un límite de 50
nodos en el cluster del LSI. Para comprobar los valores obtenidos en una ejecución
no distribuida se añade la opción de 1 único nodo.
Tamaño del fichero de log de entrada
Para este proyecto se han seleccionado los siguientes tamaños del fichero de entrada:
[256Mb, 1Gb, 2Gb, 4Gb, 8Gb, 16Gb, 32Gb]. Para la experimentación se ha
realizado un paso intermedio con el tratamiento de los datos, ya que el preprocesa-
miento de un fichero de log de 8GB me aplicaría una reducción aproximadamente del
15% sobre el tamaño del fichero4, por lo que mi fichero de entrada sería de 6,7GB.
En su lugar, y con objeto de estos experimentos, se realizó un preprocesamiento del
total de datos disponible y, al archivo resultante, se le realizaron distintos cortes
con tal de obtener un conjunto de archivos de tamaños estables.
Número de repeticiones por experimento
Debido a que los algoritmos de data mining pueden llegar a ser inestables en el
tiempo de ejecución debido a los diferentes procesos matemáticos que éstos implican,
se ha decidido establecer el número de repeticiones de cada experimento a 5, de
forma que se puedan realizar un pequeño estudio estadístico (mediante la media
aritmética y la desviación estándar) de sus resultados para de esta forma asegurar
la fiabilidad de éstos.
4Como se detalla en la sección “6.4.2 Reducción obtenida de los logs”, de la memoria del
proyecto Procesamiento de datos masivo vía Hadoop.
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Salida de los algoritmos
Cada uno de los algoritmos ejecutados tiene sus ficheros de salida, en los que se
muestran los resultados del proceso, pero nosotros no vamos a fijarnos en la in-
terpretación de dicha salida. Nuestro objetivo es estudiar el comportamiento de los
algoritmos, tanto en tiempo de ejecución como en memoria, por lo que sus resultados
no se van a tener en cuenta.
6.2 | Obtención de resultados
Debido a la gran cantidad de datos a tratar de los resultados de cada experimento,
se decidió hacer uso de la opción del cluster del RDlab que nos remitía un email
por cada acción que emprendía cada uno de nuestros trabajos. A efectos prácticos,
recibíamos un correo cada vez que una tarea se iniciaba, quedaba abortada, se
mataba o se completaba con éxito. Posteriormente y, dada la gran cantidad de
correos recibidos, se implementó un pequeño código en Google Scripts que se
integra con Gmail y obtiene los correos de la tarea (o lista de tareas) especificada
por parámetros, parsea toda la información que contiene cada correo para dejar la
esencial en una tabla de Google Sheets5, de esta forma la recogida de datos ha sido
más eficiente y ordenada. En el anexo Script de obtención de resultados se puede
ver el script.
En una de las reuniones con los responsables del RDlab comentamos que habíamos
creado este script para obtener los resultados por si lo consideraban importante y,
dado que ellos lo consideraron como algo muy útil y que a otros usuarios podría
serles de gran ayuda disponer de algo así, se ha cedido la implementación adaptada
a nuestros experimentos, para que cualquiera pueda acceder fácilmente a ellos y
crear su propia versión.
5Aplicación de hojas de cálculo, similar a Microsoft Excel, para Google Drive
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6.3 | Experimento 1: Data Mining en Hadoop
Descripción
Estudio del tiempo de ejecución o “Hadoop Time” (que conlleva desde el inicio de
la tarea Hadoop hasta que ésta finaliza) de un algoritmo de Data Mining distribuido
en Hadoop (vía el algoritmo FPGrowth de Mahout) en función del número de nodos
y del tamaño del fichero de entrada, con objeto de estudiar el comportamiento del
sistema Hadoop en diferentes situaciones. Se pretende representar la viabilidad de
Hadoop para las diferentes situaciones propuestas.
Número de experimentos
El número de experimentos a realizar constará de las diferentes permutaciones entre
el número de nodos y el tamaño del fichero de entrada. Dado que cada experimento
se va a repetir 5 veces para obtener valores estadísticos, obtenemos un número total
de 5 x 7 x 5 = 175 experimentos. El resultado de las diferentes ejecuciones
puede condicionar el aumento del número de repeticiones con tal de obtener una
muestra más significativa.
Resultados
Los resultados se mostrarán en 7 gráficas en las cuales se bloqueará el tamaño del
fichero de log preprocesado (nuestro fichero de entrada) con tal de estudiar el tiempo
de ejecución del algoritmo seleccionado en función del número de nodos disponibles
para el sistema Hadoop.
Finalmente se realizará una gráfica conjunta con todos los resultados a modo de
resumen, en la que se mostrarán las 7 gráficas anteriores en forma lineal para que
se pueda observar fácilmente la evolución de todas ellas y poder compararlas.
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Procesamiento de 256MB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 256MB 0:05:57 20,6s
2 256MB 0:03:47 39,5s
4 256MB 0:02:04 5,7s
8 256MB 0:02:18 15,2s
16 256MB 0:02:29 13,9s
32 256MB 0:02:18 12,9s
Tabla 6.1: Tabla de datos del procesamiento de 256MB con FPGrowth
Figura 6.2: Diagrama de tiempos del procesamiento de 256MB con FPGrowth
En esos resultados podemos observar una mejora relativa a medida que aumentamos
el número de nodos hasta los 4. Se consigue reducir a más de la mitad el tiempo de
procesado pero, dado que es una prueba muy pequeña, los resultados no se tomarán
en consideración ya que no se ha superado el umbral de memoria consumida. Por
ese mismo motivo las diferentes repeticiones han resultado tan similares que las
desviaciones calculadas son poco significativas.
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Procesamiento de 1GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 1GB 0:10:54 15,2s
2 1GB 0:05:15 24,7s
4 1GB 0:03:54 2,2s
8 1GB 0:04:38 35,1s
16 1GB 0:05:03 7,2s
32 1GB 0:04:18 10,8s
Tabla 6.2: Tabla de datos del procesamiento de 1GB con FPGrowth
Figura 6.3: Diagrama de tiempos del procesamiento de 1GB con FPGrowth
Estas ejecuciones siguen estando por debajo del umbral de memoria disponible para
cada nodo, por lo que sus resultados son análogos al caso anterior. Al tratarse de
un fichero más grande, y así incrementar su tiempo de procesamiento, se puede ver
que las desviaciones son incluso más ajustadas que en el caso anterior.
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Procesamiento de 2GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 2GB 0:15:47 41,1s
2 2GB 0:09:40 2m 38,6s
4 2GB 0:05:25 10,4s
8 2GB 0:05:39 23,8s
16 2GB 0:07:29 1m 29,7s
32 2GB 0:06:12 19,9s
Tabla 6.3: Tabla de datos del procesamiento de 2GB con FPGrowth
Figura 6.4: Diagrama de tiempos del procesamiento de 2GB con FPGrowth
Hemos llegado al límite de memoria disponible para los primeros conjuntos de no-
dos, lo cual nos deja entrever que la mejora de 1 a 2 nodos ya no es tan significativa
como en casos anteriores. Además los tiempos de ejecución ya empiezan a fluctuar de
forma más holgada, provocando desviaciones mucho mayores que las vistas anterior-
mente para los casos en que la memoria no es suficiente para que el procesamiento
se complete sin tener que seccionar la entrada.
75
Data mining sobre logs procesados con Hadoop
Procesamiento de 4GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 4GB 0:23:40 21s
2 4GB 0:12:08 3m 52s
4 4GB 0:05:25 10s
8 4GB 0:10:20 1m 58s
16 4GB 0:10:40 1m 34s
32 4GB 0:09:49 1m 28s
Tabla 6.4: Tabla de datos del procesamiento de 4GB con FPGrowth
Figura 6.5: Diagrama de tiempos del procesamiento de 4GB con FPGrowth
Esta serie de ejecuciones confirma lo que se apreciaba en las anteriores, la mejora
más sustancial de trabajar de forma distribuida (con este tamaño de datos) se
encuentra al incrementar hasta 4 nodos. Más allá de ahí, los gastos de tiempo en
gestionar y coordinar más nodos empeoran la ejecución. Por lo que añadir más
nodos no solo no mejora, sino que incluso perjudica a la ejecución anterior.
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Procesamiento de 8GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 8GB 0:34:47 1m 14s
2 8GB 0:21:50 6m 09s
4 8GB 0:11:55 50s
8 8GB 0:14:05 1m 10s
16 8GB 0:15:40 1m 44s
32 8GB 0:16:26 41s
Tabla 6.5: Tabla de datos del procesamiento de 8GB con FPGrowth
Figura 6.6: Diagrama de tiempos del procesamiento de 8GB con FPGrowth
Seguimos observando resultados análogos al de 4GB. Las desviaciones son mucho
más estables a partir de los 4 nodos, pero en este gráfico podemos ver cómo los
resultados con 8 nodos no distan tanto de los de 4, lo cual nos lleva a deducir que si
seguimos incrementando el tamaño del fichero de entrada, es probable que el valor
óptimo de nodos pase a ser de 8 siguiendo esta tendencia.
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Procesamiento de 16GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 16GB 1:11:59 1m 40s
2 16GB 0:50:57 12m 57s
4 16GB 0:24:59 32s
8 16GB 0:26:57 2m 38s
16 16GB 0:29:53 4m 06s
32 16GB 0:32:10 1m 28s
Tabla 6.6: Tabla de datos del procesamiento de 16GB con FPGrowth
Figura 6.7: Diagrama de tiempos del procesamiento de 16GB con FPGrowth
A medida que incrementamos el tamaño del fichero de entrada y se alargan los tiem-
pos de procesamiento vemos más claramente el acercamiento entre los experimentos
de 4 y 8 nodos. A partir de ahí, los tiempos de gestión del cluster y sincronización
entre nodos sigue perjudicando a los tiempos de ejecución.
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Procesamiento de 32GB con FPGrowth
#Nodos Tamaño entrada Tiempo medio Desviación
1 32GB 2:44:07 26s
2 32GB 1:59:30 5m 22s
4 32GB 0:49:33 1m 33s
8 32GB 0:49:37 4m 54s
16 32GB 0:58:25 7m 28s
32 32GB 1:03:14 -
Tabla 6.7: Tabla de datos del procesamiento de 32GB con FPGrowth
Figura 6.8: Diagrama de tiempos del procesamiento de 32GB con FPGrowth
Esta última experimentación con el tamaño de la entrada de 32GB confirma las
hipótesis elaboradas en el resto de ejecuciones. En esta circunstancia, el número
óptimo de nodos para que la distribución del algoritmo no perjudique a su ejecución
es de 4. Sin embargo, apenas unos segundos lo diferencian de la ejecución en 8 nodos,
lo que nos quiere decir que si siguiéramos incrementando el tamaño del fichero de
entrada, éste sería el número óptimo de nodos.
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6.3.1. Análisis de resultados
Podemos ver de forma conjunta los valores obtenidos para cada uno de los subpro-
blemas de este experimento.
Figura 6.9: Diagrama de tiempos del rendimiento de Hadoop
Respecto a la memoria consumida por los algoritmos, éste dato queda totalmente
oculto por parte de Mahout. Debido a la gestión MapReduce de sus algoritmos,
Hadoop consume tanta memoria como se le otorgue a la JVM de heap, por lo
que los datos obtenidos respecto a la memoria consumida siempre coinciden con la
memoria total del sistema. Y, dada la opacidad de Mahout en este tema, será en el
siguiente experimento en el que se estudie la evolución de la memoria acumulada de
los distintos algoritmos. En dicha experimentación se trataran casos de algoritmos
no distribuidos, en los cuales si que podremos obtener la información respectiva a
este campo
Tanto estos datos como todos los anteriores han revelado una tendencia muy similar,
por lo que se han omitido las experimentaciones que involucraban 48 nodos y algunas
de 32, dado que su ejecución era dificultosa en el cluster del RDlab y sus datos no
aportarían información relevante al caso.
En su lugar se ha adaptado la planificación inicial para realizar dos experimentacio-
nes intermedias entre las ejecuciones de 1 nodo y las de 8 que se habían establecido,
ya que se ha demostrado que han sido las de 2 y 4 nodos las que marcan el punto
de inflexión en esta escala de valores.
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Para poder visualizar las capacidades que otorga el sistema Mahout al campo de
data mining, es interesante observar la evolución de los tiempos de procesamiento
de los diferentes conjuntos de nodos a medida que el tamaño de la entrada se va
incrementando:
Figura 6.10: Diagrama de FPGrowth secuencial contra distribuido
En esta gráfica se han intercalado dos conceptos: las ejecuciones distribuidas ante-
riormente estudiadas y la ejecución secuencial del algoritmo FPGrowth.
Mahout nos permite la ejecución del algoritmo FPGrowth en ambos modos, Ma-
pReduce y Secuencial, y he considerado interesante la ejecución en modo secuencial
del mismo conjunto de datos para poder compararlos con la ejecución en modo
distribuido. Los consumos de memoria RAM (que se estudiarán en el siguiente ex-
perimento), han sido tan elevados que no se ha seguido experimentando ya que éstos
producían errores de heap en las JVM de Hadoop.
Incluso el hecho de trabajar con 1 solo nodo en formato MapReduce nos permite
reducir enormemente el tiempo de procesamiento, ya que se optimiza el tamaño de
las subtareas que se deben realizar por tal de aprovechar al máximo los recursos del
nodo sin llegar a tener problemas de memoria. En cambio, la ejecución secuencial
trata el problema cargándolo todo en memoria, y los cálculos intermedios necesarios
81
Data mining sobre logs procesados con Hadoop
producirán una demanda de memoria tal que pueden llegar a provocar el fallo del
algoritmo.
Como podemos ver, la comparativa de tiempos es suficientemente clara como para
justificar el uso de algoritmos distribuidos. De esta forma, la conveniencia de una
herramienta como Mahout para realizar ciertos algoritmos de forma distribuida no
solo viene dada por la mejora en tiempos de procesamiento, sino que el simple echo
de dividir las tareas en subproblemas nos permite la ejecución del algoritmos con
cualquier tamaño de fichero de entrada, cosa que sería prácticamente imposible en
modo secuencial.
Respecto a los tiempos de procesamiento, en esta última gráfica se ha podido apre-
ciar claramente la gran mejora que supone la ejecución en un cluster de 4 nodos en
comparación con el resto, y por lo tanto se puede afirmar que, para este rango de
tamaños de entrada, ésta es la distribución más óptima.
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6.4 | Experimento 2: Consumo de memoria acumulada
Descripción
Análisis del uso de la memoria de los algoritmos de Kmeans y FarthestFirst en
función del tamaño del fichero de entrada, para estudiar el comportamiento del
sistema en lo referente al tratamiento de la memoria en las diferentes situaciones
propuestas.
Número de experimentos
El número de experimentos a realizar constará de las diferentes permutaciones entre
el número de algoritmos (n) implementados y el tamaño del fichero de entrada. De
igual forma, estos experimentos se repetirán para obtener valores estadísticos, por lo
que realizaremos un número total de n x 7 x 5 = 35n experimentos. Donde n >=
3 algoritmos. Al igual que el caso anterior, el resultado de las diferentes ejecuciones
puede condicionar el aumento del número de repeticiones con tal de obtener una
muestra más significativa.
Resultados
Los resultados se mostrarán en n gráficas en las cuales se mostrará el consumo
de memoria del algoritmo seleccionado para cada uno de los diferentes tamaños
del fichero de entrada. De esta forma cada algoritmo mostrará el tratamiento de
memoria que realiza en las diferentes situaciones propuestas.
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6.4.1. Algoritmo Kmeans
Estos han sido los resultados obtenidos de la experimentación con el algoritmo
Kmeans sin distribuir:
#Nodos Tamaño entrada Tiempo medio Desviación Memoria acumulada
1 256MB 0:05:16 4m 33s 1,661 GB
1 1GB 0:26:02 11m 11s 4,657 GB
1 2GB 0:29:24 10m 16s 12,796 GB
1 4GB 1:32:19 16m 14s 29,515 GB
1 8GB 2:32:02 17m 13s 41,001 GB
Tabla 6.8: Tabla de datos del consumo de memoria del algoritmo Kmeans
Si analizamos los tiempos obtenidos de la misma forma que se han analizado en el
experimento anterior, obtenemos:
Figura 6.11: Diagrama de rendimiento del algoritmo Kmeans
Se puede apreciar nuevamente el umbral del tamaño de la entrada en el que un algo-
ritmo trabaja cómodo y que, a partir de ahí, su ejecución se va ralentizando debido
a las necesidades de sus cálculos intermedios, lo que provoca que los tiempos de
ejecución se alargen. De todos modos, estos resultados pueden no ser concluyentes,
dado que se realizaron durante una etapa de mantenimiento del sistema de ficheros
del cluster y pueden haberse visto afectados.
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En la siguiente gráfica apreciaremos mejor el consumo de memoria que requiere el
algoritmo para su ejecución, la cual no se ha visto afectada por el estado del cluster
y nos permite evaluar objetivamente el algoritmo:
Figura 6.12: Diagrama de la memoria acumulada del algoritmo Kmeans
Como se puede apreciar a simple vista, el consumo de memoria es extremadamente
elevado en comparación con los datos de entrada. Éste ha sido el motivo por el
que se ha suspendido la ejecución del algoritmo con más tamaño de entrada con
objeto de esta experimentación. Se ve claramente la escala que sigue la memoria con
este rango de valores y, por otro lado, nos habría sido imposible ejecutar la tarea
con 16GB de entrada que, siguiendo la progresión, requerirían de más de 80GB de
memoria en una sola máquina.
La ejecución de este tipo de algoritmos en el cluster del RDlab ha sido muy pro-
blemática, ya que las peticiones tan altas de memoria son inviables y la mayoría
de ejecuciones aun así podían fallar tras horas de ejecución (por requerir aún más
memoria para la JVM creada por Hadoop).
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6.4.2. Algoritmo FarthestFirst
A modo de comparativa, se han ejecutado pruebas similares con el algoritmo Fart-
hestFirst. Debido al escalamiento tan inesperado de la memoria RAM necesaria,
hemos restringido las pruebas a valores inferiores para comprobar si sigue una pro-
gresión similar.
#Nodos Tamaño entrada Tiempo medio Desviación Memoria acumulada
1 256MB 0:00:29 1s 1,793 GB
1 1GB 0:02:44 46s 4,089 GB
1 2GB 0:11:26 4m 28s 8,572 GB
1 4GB 0:27:30 2m 07s 12,435 GB
Tabla 6.9: Tabla de datos del consumo de memoria del algoritmo FarthestFirst
Si analizamos los tiempos obtenidos obtenemos:
Figura 6.13: Diagrama de rendimiento del algoritmo FarthesFirst
Estos experimentos se llevaron a cabo en una época de menor congestión del cluster
del RDlab, por lo que la evolución de tiempos es más estable que en el caso de
Kmeans. Aun así se han tenido que descartar muchas ejecuciones erróneas por
problemas relacionados con el sistema de ficheros.
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En la siguiente gráfica apreciaremos el consumo de memoria que requiere el algo-
ritmo, la cual nos servirá a modo de comparativa:
Figura 6.14: Diagrama de la memoria acumulada del algoritmo FarthesFirst
Como se podía esperar, el consumo de memoria sigue siendo considerablemente
alto. Quizás sea no quintuplique el tamaño del fichero de entrada, pero sí que lo
cuadriplica, lo cual nos confirma las conclusiones obtenidas del anterior algoritmo;
la ejecución de forma no distribuida supone grandes gastos de memoria.
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6.5 | Evaluación global del comportamiento de los algo-
ritmos de Data Mining
Como hemos podido ver a lo largo de la experimentación, la ejecución secuencial
de algoritmos es cosa del pasado. Las necesidades de memoria RAM para cálculos
intermedios empiezan a ser preocupantes y los tiempos de procesamiento pueden
verse muy afectados por ello. Hemos podido presenciar como el procesamiento de
8GB de datos llegaba a necesitar hasta 40GB de memoria RAM para procesos
intermedios, lo cual es sorprendente.
Por otro lado, la ejecución distribuida de algoritmos es consecuente de los recursos
disponibles, los aprovecha al máximo y optimiza las tareas a realizar por tal de
reducir el tiempo de ejecución. Incluso hemos podido ver como una sola máquina
trabajando con el paradigma MapReduce es mucho más potente que esa misma
máquina en modo secuencial.
Además el fraccionamiento de las tareas nos permite trabajar con cualquier volumen
de datos, cosa que no pasa en el resto de entornos, ya que en MapReduce podemos
trabajar con datos astronómicamente grandes, sabiendo que en algún momento la
ejecución acabará. Por lo tanto considero que Mahout es una herramienta muy
buena para este tipo de tareas y que tanto esta como otras similares tienen mucho
futuro dentro del campo de Data Mining.
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7 – Estudio económico
Este capítulo contiene información compartida con el proyecto Procesamiento de
datos masivo vía Hadoop, del alumno Daniel García Llorente.
7.1 | Análisis de los costes
El analizar los costes del proyecto nos proporciona unas medidas de los recursos que
consume la realización del proyecto, la inversión económica en personal, equipos y
del propio sistema en sí. Además podremos comparar fácilmente los gastos reales
con los teóricos calculados.
Dicho análisis es una fase muy importante que, normalmente, debe ser realizada en
las etapas previas a este, más concretamente en una etapa de análisis de viabilidad
antes del inicio del mismo. Dada la naturaleza de este proyecto, que pertenece
mas a la rama de la investigación que del desarrollo, dicha viabilidad es difícil de
predecir y, por lo tanto, se asumen riesgos al iniciar un proyecto de este calibre.
La intención de la UIC es la preparación para un futuro relativamente cercano en
que los conocimientos sobre el funcionamiento de esta tecnologia pueden llegar ser
necesarios.
Los costes usualmente son calculados y estimados en unidades económicas, asi que
en dicha estimación se han analizado los siguientes aspectos:
La adquisición/uso del software necesario para el desarrollo, implantación y
funcionamiento del sistema; queda claramente detallado posteriormente en la
seccion Costes de Software.
Los gastos de mantenimiento del hardware y software mencionado serán los
mismos que hasta ahora, no hay nada que añadir.
Gastos de instalación, tales como el cableado, condicionamiento del área de
trabajo, gastos de viaje, etc. no se contabilizarán debido a su poca repercusión.
El coste del desarrollo del sistema, las horas totales dedicadas al desarrollo,
queda detallado en la sección Costes de Desarrollo.
El coste en material de oficina, papel, tóner, etc. son absolutamente irrelevan-
tes en comparación con el coste total del proyecto.
No ha habido gastos de financiación y publicidad dado que no hay ánimo de
lucro, por lo tanto, la publicidad es innecesaria.
La adquisición de equipos queda detallada en la sección “Costes de Hardware”.
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7.1.1. Costes de Software
En la siguiente tabla detallamos las herramientas utilizadas, los gastos que estas
suponen y la licencia bajo la que son distribuidas:
Software Licencia Unidades Coste
Latex LPPL1 1 0,00 ¤
Git GNU GPL2 1 0,00 ¤
Ubuntu (Desarrollo) GNU GPL2 1 0,00 ¤
CentOS (Cluster) GNU GPL2 1 0,00 ¤
Netbeans CDDL3, GPL24 1 0,00 ¤
Sublime Text 3 Software Propietario 1 0,00 ¤
Hadoop 1.2.1 Apache License 2.05 1 0,00 ¤
HBase 0.94 Apache License 2.05 1 0,00 ¤
Hue Apache License 2.05 1 0,00 ¤
Cloudera Apache License 2.05 1 0,00 ¤
Gantter Software Propietario 1 0,00 ¤
Microsoft Visio6 Software Propietario 1 0,00 ¤
Dia GNU2 1 0,00 ¤
Mahout Apache License 2.0 1 0,00 ¤
Weka GNU GPL2 1 0,00 ¤
Total: 0,00 ¤
Tabla 7.1: Costes del software utilizado
1Latex Project Public Licence - Free Software.
2GNU General Public Licence - Software libre protegido de intentos de apropiación que res-
trinjan libertades a los usuarios.
3Common Development and Distibution Licence - Código abierto y libre, producida por SUN
y basada en la Mozilla Public Licence.
4GNU General Public Licence 2 - Software libre protegido de intentos de apropiación que
restrinjan libertades a los usuarios. Basada en la GPL pero menos restrictiva en algunas de sus
cláusulas.
5Apache Licence 2.0 - Software Libre que requiere la conservación del aviso de Copyright y
del Disclaimer.
6Ha sido obtenido de forma gratuita mediante MSDNAA (Microsoft Developer Network Aca-
demic Alliance) con la UPC.
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7.1.2. Costes de Hardware
El proyecto requería de la existencia de un cluster en la UIC que permitiera la
ejecución de pruebas a lo largo de todo el desarrollo del proyecto. Los costes que
ha supuesto el hardware así como lo componentes de la red quedan desglosados a
continuación.
Para el desarrollo, del proyecto la UIC proporcionó dos equipos portátiles HP
Laptop ProBook 65550b valorados en 1.231,08 ¤ cada uno. Estos costes no se
contabilizarán en la suma total debido a que es un recurso del que ya disponia la
universidad.
Inicialmente, a la espera de poder disponer del cluster, se trabajó sobre máqui-
nas virtuales entre ambos portatiles. Posteriormente la UIC nos proporcionó una
máquina que ejercería el rol de master con los componentes siguientes:
Cant. Concepto Precio/u. Subtotal
1 Placa base Supermicro Dual Xeon X8DTLI 316,00 ¤ 316,00 ¤
1 Procesador Intel Xeon 2400 2,4GHz Quad-core 332,00 ¤ 332,00 ¤
1 Disipador cobre Activo 10,00 ¤ 10,00 ¤
3 Memoria RAM DDR3 2G 1333MHz 18,00 ¤ 54,00 ¤
1 Fuente de alimentación 600W 20,00 ¤ 20,00 ¤
2 Disco duro Hitachi SATA3 500GB 49,17 ¤ 98,34 ¤
1 Estructura metálica de soporte7 0,00 ¤ 0,00 ¤
Total: 830,34 ¤
Tabla 7.2: Hardware empleado en las máquinas con rol de master. (Precios de 2012)
Se estuvo trabajando con dos máquinas de worker (portátiles) y dicho máster hasta
que la UIC dispuso de 3 máquinas más con la siguiente configuración:
Cant. Concepto Precio/u. Subtotal
1 Placa base Supermicro Dual Xeon X9DRLIF 322,00 ¤ 322,00 ¤
1 Procesador Intel Xeon 2,1GHz 6-cores 320,00 ¤ 320,00 ¤
1 Disipador Activo CPU E5-2600 50,00 ¤ 50,00 ¤
4 Memoria RAM DDR3 4G 1600MHz 50,00 ¤ 200,00 ¤
continua . . .
7Estructura personalizada creada a medida, coste insignificante.
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. . . continua
Cant. Concepto Precio/u. Subtotal
1 Fuente de alimentación 600W 20,00 ¤ 20,00 ¤
1 Disco duro Hitachi SATA3 500GB 49,17 ¤ 49,17 ¤
1 Estructura metálica de soporte7 0,00 ¤ 0,00 ¤
Total: 961,17 ¤
Tabla 7.3: Hardware empleado en las máquinas con rol de worker.
En este momento los portátiles quedaron liberados formando así el cluster de desa-
rrollo con tres nodos workers y un master. Además, se añade el coste de la infra-
estructura de red que consta de un Switch DLink Gigabit DGS 3120 - 24
puertos de 553¤ y del cableado necesario (5 cables) valorado en 13,75¤. El precio
final del hardware de dicho cluster sería:
Cant. Concepto Precio/u. Subtotal
1 Equipo de tipo master 830,34 ¤ 830,34 ¤
3 Equipo de tipo worker 961,17 ¤ 2.883,51 ¤
5 Cableado Ethernet 2,75 ¤ 13,75 ¤
1 Switch DLink Gigabit DGS 3120 - 24 puertos 553,00 ¤ 553,00 ¤
1 Ordenador portátil HP ProBook 6550b 1017,42 ¤ 1017,42 ¤
Subtotal: 4.280,60 ¤
IVA (21%): 898,93 ¤
Total: 5.179,53 ¤
Tabla 7.4: Hardware total usado en el cluster de desarrollo
Por lo tanto, el coste final en hardware ha sido de 5.179,53 ¤. Teniendo en cuenta
que si una empresa deseara desarrollar un proyecto idéntico desde cero, debería
añadir el coste omitido del ordenador portátil y, en dicho caso, la suma ascendería
a 5.298,02 ¤ sin IVA ó 6.410,60 ¤ teniendo en cuenta el IVA.
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7.1.2.1. Infraestructura real
La infraestructura de la UIC no es más que un soporte al desarrollo del proyecto
ya que, obviamente, no cumple los requisitos de un cluster de producción. Por ese
motivo la experimentación se ha realizado en un entorno real, concretamente en
el cluster del RDlab (Laboratori de Recerca i Desenvolupament) y es por ello que
detallamos a continuación la inversión necesaria para montar un sistema de estas
características:
Unid. Concepto Precio/u. Subtotal
12 Nodos del cluster anterior 2.070,00 ¤ 24.840,00 ¤
32 Nodos Dell 3.480,00 ¤ 11.360,00 ¤
6 Nodos servidores de disco 1.740,00 ¤ 10.440,00 ¤
1 Switch 3Com Gigabit 48 puertos 1.850,00 ¤ 1.850,00 ¤
1 Switch 3Com Gigabit 16 puertos 1.044,00 ¤ 1.044,00 ¤
2 Switch Cisco Gigabit Estacable a 36Gb/s 8.700,00 ¤ 17.400,00 ¤
3 Rack (Cableado + Alimentación eléctrica) 8.004,00 ¤ 24.012,00 ¤
50 Cable UTP Categoría 6 104,40 ¤ 5.220,00 ¤
2 Multiplexador de consolas Dell 1.972,00 ¤ 3.944,00 ¤
50 Cable para Multiplexador de consolas Dell 104,40 ¤ 5.220,00 ¤
Total: 205.330,00 ¤
Tabla 7.5: Coste de hardware de la infraestructura del RDlab
Esta información ha sido extraída de proyecto de Iván Couto, Sistemas de compu-
tación masiva Sun Grid. [11]
7.1.3. Costes de Desarrollo
Los costes del desarrollo se refieren a los costes del personal involucrado para la
realización del proyecto. En la siguiente tabla se detallarán los costes teóricos que
supondría dicho trabajo:
Fase Rol P/Teórico Horas Total Teórico
Formación Ingeniero 51¤/h 120h 6.120,00¤
Análisis Analista 51¤/h 50h 2.550,00¤
continua . . .
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. . . continua
Fase Rol P/Teórico Horas Total Teórico
Especificación Analista 51¤/h 50h 2.550,00¤
Diseño Diseñador 51¤/h 110h 5.610,00¤
Implementación Programador 37¤/h 320h 11.840,00¤
Pruebas Programador 37¤/h 120h 4.440,00¤
Documentación Ingeniero 51¤/h 85h 4.335,00¤
Total: 855h 37.445,00¤
Tabla 7.6: Costes teóricos de desarrollo
Los salarios teóricos están facilitaros por el Instituto Nacional de Estadística:
Personal Euros/hora
Analista/Estadístico superior ...................................................... 51 ¤/h
Programador/Estadístico técnico/Documentalista ...................... 37 ¤/h
Operador ...................................................................................... 30 ¤/h
Tabla 7.7: Disposición 3305 del BOE no52 de 2010
Pero la realidad es otra muy distinta, ambos trabajadores estamos investigando
en calidad de becarios, bajo un Convenio de Cooperacion Educativa, por lo que
el salario establecido dista mucho del real y no se observan distinciones entre los
diferentes roles. El total de horas han sido 855, con un salario establecido de 7,5¤/h,
y a dicho coste hay que añadirle los gastos de contratación que ha supuesto a la
UIC la realización del convenio, que ascienden a 641,15¤.
Por lo tanto, el coste desarrollo real del el proyecto ha sido de:
855h ∗ 7, 5¤/h+ 641, 15¤ = 7,053,65¤
Para la realización de este proyecto, ha habido una desviación del número de horas
dedicadas respecto a la planificación inicial. En dicha planificación se habían esti-
mado 812 horas, pero ha habido factores que han alterado especialmente el tiempo
que se ha dedicado a la ejecución de pruebas y tests en el cluster del RDlab. Duran-
te alrededor de una semana y media fue imposible realizar ejecuciones debido a un
fallo en el sistema de ficheros, lo que obligó a los responsables a realizar un chequeo
de todos los discos del sistema (20TB), así como restaurar cada uno de los usuarios
del sistema con sus archivos. Una vez se restableció el sistema, se incrementó el
número de horas diarias dedicadas para minimizar el desvío en tiempo sufrido.
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7.2 | Coste total del proyecto
Tomando los datos descritos en las secciones anteriores tenemos los siguientes costes:
Coste en Software: 0,00 ¤.
Coste en Hardware: 5.179,53 ¤.
Coste en Desarrollo: 7.053,65¤.
Por lo tanto, la realización de este proyecto suma un coste total de 12.570,68 ¤.
Pero hay que tener en cuenta que este proyecto es la segunda parte de uno mayor
donde la primera es el proyecto Procesamiento de datos masivo vía Hadoop del
alumno Daniel García Llorente. Por lo que el coste de dicho proyecto global supone
contabilizar ambos costes de desarrollo pero manteniendo los demás costes ya que
son compartidos. Esto asciende a total de:
7.053,65¤ ∗ 2 + 5.179,53 ¤+ 0, 00¤ = 19.961,83 ¤
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8 – Recomendaciones para la UIC
En este capítulo ya se han realizado las experimentaciones necesarias. Por lo tanto,
es el momento de realizar recomendaciones a la UIC para que pueda hacer frente a
la problemática que inició este proyecto.
En primer lugar, hablaremos del hardware necesario para llevar a cabo un proyecto
de estas características y llevarlo a producción. Tras realizar los distintos experi-
mentos y analizar sus resultados, se puede afirmar que, a pesar de que el cluster
de la UIC posea nodos potentes, dista mucho del utilizado para las pruebas ya que
carece de a distribución adecuada del sistema como la que tiene el RDlab.
La limitación de 3 nodos hace inviable su utilización como cluster para Hadoop en
un entorno de producción.
Un cluster viable para la UIC, sería el usado para la experimentación. Hemos visto
como el rendimiento del procesamiento distribuido de algoritmos de data mining es
realmente bueno. Pero, como se ha estudiado anteriormente, los costes de un sistema
así pueden llegar a ser muy elevados, sin contar costes adicionales que supondría
como la contratación de personal cualificado (o con un entrenamiento mínimo con
estas herramientas, como podríamos ser nosotros, los desarrolladores del proyecto).
Respecto a los resultados de la investigación propuesta para el proyecto, solo cabe
volver a recalcar la gran necesidad de la distribución de los algoritmos, por lo que
sí, es muy necesario el uso de herramientas como Mahout para este tipo de taras.
Y aun más sabiendo que en la UIC se generan alrededor de 2GB de datos diarios
que no harán más que crecer con el tiempo.
Por lo tanto, se recomienda tener controlada esta evolución de la generación de datos
para poder actuar en el momento justo, además empezar a evaluar alternativas como
el cluster del LSI, el cuál ofrece su uso para empresas o bien migrar hacia alternativas
como Amazon EMR1, dónde el precio por máquina va desde los 0,$011/h hasta los
$2,70/h. Por lo tanto un presupuesto anual de 16 maquinas podría rondar los 1500$
sin necesidad de contratar a personal cualificado, de tener un cluster propio, y aun
así pudiendo no utilizar las máquinas cuando no fuesen necesarias y reducir por
tanto el coste. Se puede encontrar toda la información en http://aws.amazon.
com/es/elasticmapreduce/pricing
1Amazon EMR o Elastic Map Reduce es el servicio de Amazon para MapReduce en la nube.
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9 – Conclusiones
Llegados a la etapa final del proyecto, podemos apreciar que se han cumplido todos
los objetivos marcados inicialmente.
Se ha podido comprobar que las cantidades de memoria RAM que se requieren para
ejecutar algoritmos de data mining pueden llegar a ser astronómicas y, teniendo en
cuenta que hoy en día la potencia de cálculo es mucho mayor que en el momen-
to de implementación de dichos algoritmos, es evidente que la distribución de los
algoritmos puede solventar el problema.
Se han evaluado y utilizado herramientas distribuidas de forma exitosa, Mahout
ha respondido bien tanto en tiempos de ejecución como respecto a las limitaciones
de memoria, por lo que podemos concluir que es una herramienta excelente para
solventar los problemas asociados. Especialmente teniendo en cuenta que en cuestión
de data mining, sobre plataformas distribuidas como Hadoop, aún hay trabajo que
hacer. Se pueden esperar grandes avances en el futuro.
9.1 | Valoración personal
Personalmente, considero que el proyecto me ha sido muy útil para aprender a
desenvolverme con herramientas desconocidas y novedosas sin apenas información
disponible. Además, he podido reforzar conocimientos generales aprendidos a lo
largo de toda la carrera. He aprendido mucho sobre data mining, un campo hasta
ahora desconocido para mí, y sobre como trabajar con la herramienta Hadoop para
este propósito. Agradezco la oportunidad de trabajar en colaboración con una in-
fraestructura como el RDlab y tratar con un personal tan eficiente y trabajador; y
estoy muy contento con su profesionalidad.
Además, formar parte de un proyecto desarrollado en un entorno profesional como
es la UIC me ha dado la oportunidad de enriquecerme con una primera experiencia
del sistema de trabajo empresarial. Trabajar ahí me ha permitido presenciar la in-
teracción entre los departamentos de sistemas, desarrollo e innovación, de lo cual he
podido aprender mucho sobre la actuación ante problemas y la toma de decisiones.
También ha servido para despertar mi interés por proyectos con cierto riesgo, ya que
durante estos años como estudiante no me habría planteado el estudio de ciertas
herramientas de tan novedosas como algo sobre lo que pudiera versar un proyecto
tan importante como lo es el PFC.
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9.2 | Mejoras y trabajos futuros
De cara al futuro, este proyecto podría ampliarse realizando estudios más amplios
sobre otras plataformas que ofrezcan la ejecución de algoritmos distribuidos, espe-
cialmente desde que Mahout ha anunciado su traslado de los algoritmos MapReduce
hacia el DSL propio que se ejecutarán en Apache Spark.
Además, sería instructivo desentrañar el funcionamiento de la versión distribuida
de algoritmos de Weka, ya que ésta solo se encuentra en la interfaz gráfica de la
última versión en desarrollo. Si se estudiara más en profundidad su funcionamiento,
sería beneficioso tratar de elaborar un programa que aproveche las capacidades que
ofrecen los paquetes distribuidos de Weka.
Debido a que se están realizando reimplementaciones más eficientes de algunos de
los algoritmos más antiguos, cabe esperar que el nuevo planteamiento esté enfocado
a un consumo de la memoria disponible sin dejar de lado la eficiencia de los cálculos,




A – Estudio sobre Hadoop
Vivimos en la era de la información. No es fácil medir el volumen total de datos
almacenados de forma electrónica, pero en 2006 se estimó que el tamaño del “uni-
verso digital” ascendía a 0,18 zettabytes1 y en 2011 ya eran 1,8 zettabytes. Estos son
unos ejemplos de la cantidad de datos que manejan algunos de los servicios más
conocidos:
Facebook almacena aproximadamente 10 billones2 de fotografías.
Ancestry.com almacena aproximadamente 2,5PB3 de datos.
New York Stock Exchange genera alrededor de 1TB al día.
El colisionador de hadrones de Suiza produce alrededor de 15PB de datos al
año.
Para hacernos una idea más clara, estos son algunos de los datos que se llegan a
mover en Internet en un minuto4:
Los usuarios de Youtube suben 100 horas de vídeo.
Se envían 204.166.667 correos electrónicos.
1.400.000 llamadas entre usuarios de Skype.
2.000.000 consultas a Google.
Los consumidores gastan 197.403¤ en compras online.
Casi 300.000 tweets.
1.800.000 ‘Me Gusta’ en Facebook.
Se crean 571 páginas web.
Se visitan 20 millones de fotos en Flikr.
Cuando la gente piensa en estas cantidades de datos suele asociarlos a grandes bus-
cadores web (como Google, Yahoo!, Bing...), a proyectos científicos o instituciones
gubernamentales. Pero si nos ponemos a pensar, el concepto de BigData también
es aplicable a menor escala.
Por ejemplo, hoy en día no es difícil generar varios GB de fotografías en un solo
viaje y esta tendencia no hace sino ir en aumento. Hace 10 años era impensable
1Un zettabyte equivale a 1021 bytes.
2Con el termino billón nos referimos a mil millones usando la terminología anglosajona de la
que proviene nuestra información.
3Un petabyte equivale a 1015 bytes.
4Datos proporcionados por la revista La Vaguardia Magazine, en su edición del 10 de noviembre
de 2013: Big Data, el tesoro oculto del siglo XXI.
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que un disco de 1Tb pudiera llegar a quedarse pequeño. Pero esto no es nada
en comparación con la cantidad de información que generan los dispositivos que
nos rodean día a día. Logs de servidores, lectores RFID, sensores de redes, GPS,
transacciones mercantiles... todo ello contribuye a esta creciente montaña de datos.
La buena noticia es que BigData ya esta aquí. La mala noticia es que debemos
buscar soluciones para almacenar y analizar toda esa información.
El problema es simple, a pesar de que las capacidades de almacenamiento de los
discos duros han mejorado de forma masiva en lo últimos años, los tiempos de acceso
no han seguido esa proporción. En 1990 un disco duro podía almacenar 1.370MB y
su velocidad de transferencia era de 4,4MB/s5, por lo que se podría leer todo el disco
duro en aproximadamente cinco minutos. Veinte años mas tarde, lo usual es tener
discos de 1TB, pero la transferencia de estos se encuentra alrededor de los 100MB/s,
por lo que hacen falta más de dos horas y media para leer toda la información que
contiene el disco. Los nuevos discos SSDs incrementan dicha velocidad de forma
considerable, prácticamente quintuplican la velocidad, aun lejos de la proporción
de 1990. Además conllevan otros factores negativos como las altas tasas de fallos
de disco para escrituras repetitivas, alto precio de mercado y su poca durabilidad,
dado que es una tecnología novedosa y aún por desarrollar totalmente.
Una forma obvia de reducir esos tiempos sería poder leer de varios discos a la vez,
y esto conlleva una problemática adicional: fallos del hardware y la combinación de
los datos leídos.
La posibilidad de fallos de hardware se incrementa cuanto más hardware ma-
nejamos. La forma más simple de evitar la pérdida de información es mediante la
replicación de datos, tal y como funcionan las RAID. Sin embargo, el Hadoop Dis-
tributed File System (HDFS) tiene un enfoque ligeramente distinto que veremos
más adelante en la sección “HDFS: Hadoop Distributed File System”.
El segundo problema es que, al tener la información distribuida, la lectura nos
obliga a combinarla ya que proviene de diversas fuentes. MapReduce nos provee
de un modelo de programación que nos abstrae del problema de las escrituras y
lecturas de disco, como veremos también más adelante en la sección “MapReduce”.
En resumen, esto es lo que nos ofrece Hadoop, un sistema de almacenamiento y
análisis que resuelve dichas dificultades. [12]
A.1 | Historia
Antes de empezar a hablar sobre el funcionamiento de Hadoop, vamos a destacar
algunos detalles sobre su historia.
Hadoop no es un acrónimo, es un nombre inventado. Es el nombre que el hijo del
5Especificaciones para el Seagate ST-41600n
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creador, Doug Cutting6, le dio a un peluche de un elefante amarillo. Corto, relati-
vamente fácil de deletrear y pronunciar, sin significado y sin uso externo. Esto ha
provocado que las herramientas relacionadas con Hadoop tiendan a tener nombres
relacionados con elefantes o otras temáticas animales (Pig, Mahout7, Hive...).
Sus orígenes se remontan a Apache Nutch, que era un motor de búsqueda web
open-source dentro el proyecto Lucene. La construcción de este motor era una meta
ambiciosa y muy cara, estimaban sus creadores, pero el objetivo valía la pena.
Fue lanzado en 2002, y se propagó de forma rápida y eficaz. Sin embargo, al poco
tiempo, se dieron cuenta de que su arquitectura era incapaz de escalar a los billones
de páginas que había en la Web por aquel entonces, y no sabían como solucionarlo.
En 2003 Google publicó un artículo que describía la arquitectura del Google’s Dis-
tributed Filesystem, lo cual proporcionaba a Nutch la solución al problema que se
había encontrado. Esto también ayudaba a minimizar los tiempos empleados en
tareas administrativas como la gestión de los nodos de almacenamiento.
En 2004 se comenzó a escribir una implementación propia y open-source del sistema
de ficheros utilizado por Google, el Nutch Distributed FileSystem (NDFS).
En ese mismo año Google publicó otro artículo en el que se presentaba MapReduce
al mundo. A principios de 2005 los desarrolladores de Nutch ya tenían su propia
implementación de MapReduce funcionando para el NDFS.
Figura A.1: Procesamiento paralelo en MapReduce, del artículo de Google
6Douglass Read Cutting, abogado y creador de tecnología de búsqueda open-source. Él originó
Lucene y, junto con Mike Cafarella, Nutch. Además de ser el creador de Hadoop.
7Es aquella persona que maneja a un elefante. La palabra proviene del Hindi, mahaut y
mahavat, “montador de elefantes”.
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En 2006 las implementaciones del NDFS y MapReduce de Nutch se quedan grandes
para el proyecto al que pertenecen, por lo que se extraen para crear un subproyecto
de Lucene con el nombre de Hadoop, ya que eran aplicables más allá de los ámbitos
de la búsqueda en que se estaban utilizando. En ese mismo año Doug Cutting se
unió a Yahoo!, lo que le proporcionó un equipo y recursos dedicados para desarrollar
su proyecto.
En 2008, Yahoo! anunció que su índice de búsquedas era generado por un cluster
Hadoop de 10.000 cores. Por lo que, ese mismo año, Hadoop dejó de ser un sub-
proyecto y se convirtió en un proyecto de Apache de máxima importancia. Por esa
época, Hadoop ya era utilizado por otras compañías tales como Last.fm, Facebook
y el New York Times.
En abril de 2008, Hadoop rompía un récord mundial convirtiéndose en el sistema
más rápido en ordenar 1 Terabyte de datos. Ejecutándose en un cluster de 910
nodos8 lo consiguió en 209 segundos. En noviembre de ese mismo año, Google
anunció que su implementación de MapReduce, podía ordenar ese volumen de datos
en tan solo 68 segundos. Y en mayo del año siguiente, un equipo de Yahoo! ya lo
consiguió en 62 segundos.
Desde entonces Hadoop y su ecosistema es un referente en muchos aspectos y sus
roles como plataforma de análisis y almacenamiento para grandes datos han sido
reconocidos por la industria del sector. Hay distribuciones Hadoop tanto en las gran-
des empresas incluyendo IBM, Microsoft y Oracle, así como compañías especialistas
en Hadoop tales como Cloudera, Hortonworks y MapR.
A.2 | Funcionamiento de Hadoop
En esta sección detallaremos el funcionamiento de Hadoop comenzando por el
HDFS, que es la base de todo el sistema Hadoop. Después hablaremos sobre MapRe-
duce y YARN (MapReduce v2), este segundo publicó la versión estable en Octubre
de 2013 y por lo tanto no todos los servicios relacionados con Hadoop están per-
fectamente adaptados a él pero, como veremos, ofrece mejoras respecto a la versión
anterior.
A.2.1. HDFS: Hadoop Distributed File System
Como hemos comentado anteriormente, este es el sistema de ficheros sobre el que
trabaja Hadoop. Es un sistema de ficheros para almacenar grandes archivos de datos
y permitir accesos continuos a éstos.
Cuando hablamos de grandes archivos, nos estamos refiriendo a archivos de cien-
tos de Megabytes, Gigabytes o Terabytes. Hay clusters de Hadoop hoy en día que
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almacenan petabytes9 en su sistema.
HDFS está construido alrededor de la idea de que el patrón de procesamiento de
datos más eficiente es el write-once, read-many-times (escribir una vez, leer varias
veces). El funcionamiento que se suele hacer de un sistema así es que un conjunto
de información es generado o copiado desde un origen y luego, sobre esos datos, se
ejecutan varios procesos de análisis. Entonces este sistema da más importancia a
la lectura de grandes bloques de datos consecutivos antes que a la realización de la
primera escritura.
Ya que Hadoop no requiere grandes máquinas a nivel de componentes, sino que está
diseñado para ser tolerante a una alta probabilidad de fallos de la máquina. HDFS
es capaz de continuar trabajando sin interrupciones perceptibles por el usuario en
caso de que se produzca dicho fallo.
Hay situaciones en las que HDFS no se siente cómodo. Estas son las siguientes:
Baja latencia de acceso a los datos: Como ya hemos dicho antes, está
optimizado para grandes bloques a la vez. Cosa que con HBase no ocurre.
Más adelante detallaremos HBase.
Muchos ficheros pequeños: Dado que se almacenan datos del sistema de
ficheros en memoria, es ésta la que limita el número de ficheros y por lo tanto
tener muchos ficheros hace que éste no trabaje correctamente.
Múltiples escritores y modificaciones arbitrarias del fichero: Los ar-
chivos en HDFS deben estar escritos por un único escritor a la vez ya que no
hay soporte para la escritura múltiple. Al mismo tiempo no puede modificar
secciones internas a un fichero.
Para entender un poco mejor cómo funciona, debemos conocer algunos conceptos
básicos de HDFS.
Bloque
Un bloque es la mínima cantidad de datos que se puede leer o escribir. Por regla
general los sistemas de ficheros tienen bloques de pocos kilobytes mientras que los
bloques de disco son de 512 bytes, esto difiere del concepto que ha tomado HDFS el
cual toma 64MB de valor por defecto del bloque. Básicamente, la información que
se almacena en el HDFS tiene como unidad mínima el bloque.
La razón de que esto sea así es minimizar el coste de las búsquedas, ya que mante-
niendo un tamaño de bloque grande, el tiempo de transferencia desde disco mejora
significativamente. Esto no supone un problema sino un beneficio dado el enfoque
del HDFS, trabajar con ficheros muy grandes.
9Un Petabyte equivale a 1015 bytes
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Namenode y Datanode
El funcionamiento de HDFS sigue el patrón master -workers. En este caso el master
es el Namenode y los workers son los datanodes.
El namenode es el encargado de gestionar el namespace del sistema de ficheros.
Mantiene el árbol del sistema de ficheros así como los metadatos de cada uno de los
ficheros y directorios del árbol. También es el encargado de conocer la localización
de los bloques correspondientes a cada fichero dentro de los datanodes. Hay que
tener en cuenta que esta información no es persistente debido a que se reconstruye
desde los datanodes cada vez que el sistema inicia. De la misma forma en caso de
pérdida de un datanode, éste se encarga de mantener la replicación en otro datanode
y por lo tanto modifica esta información.
Por otro lado tenemos los datanodes, éstos son los encargados de almacenar y ob-
tener la información cuando se les solicita, ya sea por el cliente o por el namenode.
Para mantener un correcto funcionamiento del sistema, periódicamente se envía la
información de los bloques que se están almacenando en ese datanode al namenode.
El namenode es una parte vital del sistema de ficheros. De hecho, si la maquina
que tiene el rol de namenode estuviera inoperativa, todos los ficheros se perderían
dado que no hay forma de saber cómo reconstruirlos a partir de los bloques de los
datanodes. Por esta razón es importante hacer que el namenode sea resistente a
fallos y Hadoop nos facilita dos métodos para ello:
1. La primera forma es realizar un backup de los ficheros que contienen los meta-
datos que guardan el estado del sistema de ficheros, Hadoop puede ser confi-
gurado para que el namenode escriba su información persistente en múltiples
sistemas de ficheros. La opción habitual es escribir los datos tanto en el fi-
chero local como en un sistema externo conectado por ejemplo por un NFS10
remoto.
2. La segunda opción es tener un namenode secundario en el sistema que a
pesar de su nombre no actúa como namenode. Su rol principal es realizar
periódicamente una unión entre el namespace del namenode y el registro de
edición para evitar que éste se haga demasiado largo.
El namenode secundario normalmente se ejecuta en una máquina separada
físicamente y requiere plenitud de la CPU y tanta memoria como el namenode.
Debido a que estas sincronizaciones con el namenode no son instantáneas, la pér-
dida de parte de la información en caso de fallo del namenode es casi segura. Y
por lo tanto, para garantizar la integridad completa del sistema, se suelen usar la
combinación de ambas soluciones.
Las versiones posteriores a la versión 0.23 de Hadoop, ya se puede incorporar un
namenode en espera que, en caso de perdida del primero, este segundo toma el
relevo en cuestión de decenas de segundos (normalmente en un minuto) y funciona
10Network File System: sistema de ficheros en red
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como namenode principal de forma transparente al usuario lo que garantiza la
alta disponibilidad. Esto hace necesario una configuración extra en los datanodes
para que los reportes se envíen a ambos namenodes, y que los dos compartan el
acceso al registro de ediciones. Si se produjese el poco probable caso de que el
proceso en reposo no estuviese activo, el administrador del sistema podrá arrancarlo
manualmente. Ésto mejora sustancialmente el caso anterior.
Como hemos mencionado anteriormente, el namenode guarda en memoria meta-
datos sobre el sistema de ficheros para mejorar el rendimiento. Esto puede ser un
problema cuando tenemos un cluster muy grande con muchos ficheros. No entra-
remos en detalles sobre el tema pero conviene saber que se pueden implementar
soluciones con varios namenodes donde cada uno de ellos se encarga de una parte
del sistema de ficheros y así distribuir la carga de estos.
A.2.2. MapReduce
Para entender mejor la arquitectura de Hadoop hace falta primero entender el con-
cepto de MapReduce. MapRedcue es un paradigma de programación que permite
procesar y generar grandes cantidades de datos con un algoritmo paralelo y dis-
tribuido en un cluster. Fue desarrollado por Google para el indexado de páginas
web.
El funcionamiento de este paradigma está dividido en dos pasos.
Map: El nodo master obtiene la entrada, la divide en subproblemas más
pequeños y la distribuye a otros workers. Dicho worker procesa ese problema
más pequeño y produce una lista de pares {clave,valor} y pasa la respuesta a
su nodo master. Después de esto el framework de MapReduce junta los pares
con la misma clave y los agrupa creando un grupo por cada clave generada.
Reduce: El nodo master toma cada uno de estos grupos y los envía a un nodo
para ejecutar la tarea de Reduce, por lo que cada subtarea trabaja sobre una
clave. El reducer trata estos datos y devuelve un output resultado de ello.
Para ver más claro el funcionamiento de MapReduce vamos a mostrarlo con un
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Se divide esta entrada en problemas más pequeños y se envían a las tareas de map,
las cuales procesan las líneas de una en una y emiten una pareja de pares <clave,



















Estos resultados son recogidos por el framework y ordena estos resultados quedando


















El framework crea una tarea “reduce” por cada clave. Y cada una se encarga de
procesar esa clave con los valores y emitir las salidas necesarias. En nuestro caso se
sumarán los valores para generar una sola línea de salida. Quedando la salida una







Como se puede ver, todo este proceso se ejecuta de manera distribuida y es fácil-
mente escalable. También se podría ejecutar una ordenación posterior para saber
por ejemplo cuál es la palabra que más veces aparece. Hablando de millones de
datos esto se traduce en una reducción del tiempo de ejecución.
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Podemos ver un proceso similar resumido gráficamente en la siguiente imagen:
Figura A.2: Representación gráfica del contador de palabras.
A.2.3. Hadoop1 (MapReduce)
Arquitectura
MapReduce está montado sobre el HDFS y por lo tanto añade unos componentes a la
ya comentada arquitectura del HDFS. En esta sección detallaremos los componentes
y explicaremos de qué se encarga cada uno de ellos.
Jobtracker y Tasktracker
Igual que para el HDFS, se sigue un patron master -worker donde el master es el
jobtracker y los workers son los tasktrackers.
El jobtracker es el encargado de recibir y gestionar el trabajo que un cliente le
envía. También se encarga de dividir y asignar los archivos de entrada así como las
tareas que posteriormente asignará a un tasktracker. Periódicamente recibe tanto
confirmaciones como latidos, que le confirman la actividad de los tasktrackers para
poder actuar en consecuencia.
Los tasktrackers son los encargados de realizar las tareas asignadas por el jobtrac-
ker. Todo ello se realiza creando una JVM11 independiente para evitar que los fallos
de las tareas que ejecutan puedan afectarse a ellos mismos, y por consiguiente, a la
integridad del sistema. Además de realizar las tareas, los tasktrackers deben infor-
mar mediante latidos periódicos al jobtracker tanto del progreso de las tareas como
de su estado. En la siguiente imagen podemos ver como se distribuye el jobtracker
y los tasktrackers así como la gestión de sus tareas.
11Java Virtual Machine
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Figura A.3: Arquitectura de MapReduce sobre Hadoop 1
En cuanto a la distribución de los tasktrackers, es una buena práctica alojarlos en el
mismo nodo que los datanodes ya que la asignación de tareas la realiza el jobtracker
y uno de los factores que más se tienen en cuenta al asignar tareas a un tasktracker
es la cercanía de este a los datos de entrada necesarios. En la siguiente imagen
podemos ver una distribución de la arquitectura completa de Hadoop con HDFS
y MapReduce. Donde el jobtracker y namenode (masters) también tienen el rol de
workers (tasktracker y datanode).
Figura A.4: Arquitectura MapReduce y HDFS en Hadoop 1
109
Data mining sobre logs procesados con Hadoop
Sin embargo es mejor que el namenode y el jobtracker estén en máquinas dedicadas
para su tarea. Existe otro servicio opcional que es el jobhistory , este guarda un
historial de todas las tareas ejecutadas en el cluster, permitiendo así reiniciar o ser
tolerante a caídas del jobtracker sin perder la información de dichas tareas.
Funcionamiento de MapReduce1
A continuación veremos qué ocurre en Hadoop cuando mandamos un trabajo Ma-
pReduce. Como se puede ver en la imagen y que detallaremos a continuación par-
tiendo de un programa Mapreduce que se manda desde un cliente.
Figura A.5: Cómo Hadoop ejecuta un trabajo MapReduce
1. El cliente ejecuta el trabajo de su programa MapReduce.
2. El programa se comunica con el JobTracker para obtener su identificador de
trabajo.
3. Se copian los recursos necesarios en el HDFS, incluyendo el JAR del trabajo,
la configuración, etc.
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4. Una vez la inicialización es correcta se envía el trabajo al JobTracker. En
caso de que la configuración no sea correcta, por ejemplo el directorio de
salida ya existe, no se envía el trabajo y se genera una excepción al programa
MapReduce.
5. El JobTracker inicializa el trabajo. Creando tareas de configuración que se
ejecutan en los tasktrackers antes de los Mapers y otras de limpieza después
de los Reducers.
6. Lee los datos de entrada, los trocea y por cada uno de los trozos crea una
tarea de Map para enviar a los tasktrackers.
7. Los tasktrackers van enviando latidos al jobtracker, y en uno de estos latidos
les devuelve la información sobre la tarea que deben ejecutar. El jobtracker
procura que los tasktrackers que ejecutan la tarea esten lo más cerca posible
de la información que requieren. El caso óptimo es que ya dispongan de dicha
información en local.
8. Una vez los tasktrackers tienen la tarea que deben ejecutar obtienen los recur-
sos necesarios para poder ejecutarse. (Pueden ejecutar varios Maps y Reduces
a la vez dependiendo del numero de slots para ello que tengan).
9. Los tasktrackers ejecutan una JVM para ejecutar la tarea, de forma que cual-
quier problema que pueda ocurrir con la tarea, no le afecta directamente sino
que únicamente a la JVM.
10. Se ejecuta el código de la tareaMap o Reduce. Los tasktrackers van enviando el
progreso de ejecución al jobtracker para que el usuario pueda estar informado
en todo momento de cómo va el trabajo.
Ejecución Especulativa
Dado que el modelo MapReduce se encarga de dividir un trabajo en varias tareas de
forma paralela, la ralentización de esas tareas influye negativamente al conjunto de
las demás tareas. Cuando un trabajo se subdivide en cientos o millones de tareas,
esta posibilidad es realmente preocupante.
Esto es debido a muchas razones. Desde la degradación del hardware, fallos de
configuración o fallos en el software entre otros. Todas estas razones son difíciles de
diagnosticar ya que, aunque las tareas se ejecuten más lento de lo esperado, aun
así se siguen completando. Hadoop no intenta ni diagnosticarlas ni arreglarlas, en
su lugar intenta detectar cuando una tarea se ejecuta más lento de lo esperado y
en caso de detectarlo, lanza una copia de la tarea. ésto nos da la posibilidad de, si
la primera ha tenido algún problema, minimizar los daños. Esto se conoce con el
nombre de ejecución especulativa.
Podría darse el caso que la primera tarea terminase después de haber lanzado la
copia, en ese caso el jobtracker eliminaría la copia generada para evitar trabajo
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innecesario. En caso contrario (que la copia termine antes que la original) sería la
original la que sería eliminada con la consecuente ganancia en tiempo.
Estas tareas especulativas solamente se ejecutan en el caso que todas las tareas de
un trabajo hayan sido lanzadas, es decir, en el momento que ya se pueden planificar
más tareas porque ya se han planificado todas y está a la espera de que todas
terminen.
Hay que tener en cuenta que sólo se lanza una tarea especulativa en caso de que
la original se hubiera estado ejecutando durante más de un minuto y su media de
progreso fuera significativamente inferior a la media del resto de tareas.
La ejecución especulativa sólo es útil en el caso que el cluster no esté a su máximo
rendimiento con otros trabajos ya que sino los entorpecería.
Comportamiento en caso de fallo
En el mundo real el código de usuario tiene bugs, los procesos fallan y las máquinas
se caen. Uno de los mayores beneficios para usar Hadoop es su habilidad para
gestionar dichos fallos y permitir que nuestra tarea se complete. A continuación
describiremos como se comporta MapReduce v1 en los siguientes casos.
Fallo de la tarea: Hay tres formas de que se produzca un fallo de tarea.
La más común es un fallo de implementación, en este caso la tarea Map o
Reduce, envía la excepción al tasktracker que se encarga de liberar el recurso y
dejar constancia del fallo en los logs del usuario. Otro tipo de fallo es producido
por una salida inesperada de la JVM, el tasktracker detecta que la tarea
ha fallado y la marca como fallada. Finalmente, tenemos las tareas colgadas
que se gestionan de una forma diferente, Hadoop considera un timeout de
diez minutos según el cual considera que una tarea se ha colgado, si esto se
produce el tasktraker marca la tarea como fallada y se cierra la JVM. Este
timeout es configurable para evitar el cierre de tareas de larga duración, si se
configura a 0, este valor se ignora pero nos arriesgamos a tener tareas colgadas
indefinidamente.
Cuando se notifica al jobtracker que una tarea ha fallado, este planifica su
ejecución de nuevo, a poder ser, en un tasktracker diferente. Si esta tarea falla
cuatro o más veces (configurable) ya no se reintentará más sino que el trabajo
completo se marcará como fallado.
Además, un intento de tarea también puede ser cancelado a causa de un
“duplicado expeculativo” o a causa de que el tasktracker haya fallado. Las
tareas cerradas de esta forma no se contabilizan como intentos de ejecutar la
tarea.
Fallo del tasktracker : Los tasktrackers van enviando latidos al jobtracker
que si no recibe ninguno en diez minutos, elimina al tasktracker de la lista de
ejecutar tareas. En ese caso, las tareas de Map que se hayan completado en
ese tasktracker se vuelven a ejecutar en otro tasktracker si pertenecen a un job
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inacabado. Esto es debido a que el output intermedio del Map se encuentra en
el sistema de ficheros local del tasktracker fallido y por lo tanto inaccesible.
El jobtracker tiene una lista negra de tasktrackers. Si más de cuatro tareas
del mismo trabajo fallan en un tasktracker en particular, entonces el jobtracker
le asigna una falta, cuatro faltas implica entrar en la lista negra. Obviamente
estos valores son configurables. Los fallos expiran a lo largo del tiempo (al
ritmo de uno por día) por lo que los tasktrackers de la lista negra, vuelven
a tener la oportunidad de ejecutar tareas. Otra manera de salir de esta lista
es reiniciando el tasktracker, considerando así que éste puede haber arreglado
sus problemas, por ejemplo reemplazando el hardware.
Fallo de jobtracker : Este fallo es el más crítico del entorno Hadoop, se
considera un SPOF12. Si esto ocurre todos los trabajos fallan, incluidos los
que aún no se estaban ejecutando. Sin embargo, hay pocas posibilidades de
que una máquina en particular falle. Después de reiniciar un jobtracker hay
que volver a enviar todos los trabajos. Hay una opción de configuración que
intenta recuperar esto en caso de fallo, pero es sabido que no es muy fiable y
por ello no se recomienda su utilización.
La buena noticia es que esta situación ha sido mejorada en YARN, dado que
uno de los objetivos de su diseño era eliminar los SPOFs de MapReduce.
A.2.4. Hadoop2 (YARN)
Cuando con MapReduce1 se comienza a trabajar con clusters de más de 4.000
nodos, el sistema MapReduce comienza a sufrir cuellos de botella y por lo tanto
dificulta la escalabilidad. Por lo que, sobre 2010 un equipo de Yahoo! comenzó a
diseñar una nueva versión de MapReduce. El resultado fue YARN13
En esta sección sólo entraremos en detalle de las cosas que cambian en YARN. Una
de los principales objetivos de YARN fue eliminar los SPOF de MapReduce1. Para
ello modificaron la arquitectura y su funcionamiento como veremos a continuación.
Arquitectura
YARN resuelve la problemática de Hadoop1 separando la responsabilidad del job-
tracker resolviendo así el SPOF y el cuello de botella que se creaba en grandes
clusters. La separación de estos dos roles es de la siguiente forma:
Resource Manager que es el encargado de gestionar los recursos del cluster, y el
Aplication Master , el ciclo de vida de las aplicaciones en ejecución del cluster.
A diferencia de lo que realizaba el jobtracker, aquí cada trabajo tiene un aplication
Master dedicado.
12Single Point Of Faliure o punto único de fallo.
13Yet Another Resource Negotiator.
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Los tasktrackers ya no existen y ahora se han sustituido por los NodeManagers
pero con un funcionamiento un poco diferente. Ahora cuando se envía un trabajo
al nuevo resource manager, este busca un nodo node manager para ejecutarla, en
este momento el node manager toma el rol de app master y libera de la carga de
gestión al resource manager. Es entonces cuando el app master busca otros node
managers para enviarles tareas y así poder realizar el trabajo.
Podría darse el caso de que la tarea fuera muy grande y por lo tanto un node manager
necesitase escalarla más, entonces este repetiría el proceso anterior conviertiéndose
en un nuevo app master añadiendo otra capa de profundidad buscando otros node
managers.
En la siguiente imagen podemos ver este nuevo funcionamiento.
Figura A.6: Arquitectura de YARN
Como podemos ver, esta nueva arquitectura permite una escalabilidad mucho mayor
y en caso de fallo sólo se perdería una parte del proceso y no todas los trabajos
como pasaba con el jobtracker.
Funcionamiento de YARN
A continuación veremos qué ocurre en Hadoop, con la nueva versión MapReduce v2,
cuando mandamos un trabajo. Como podemos ver en la imagen y que detallaremos
a continuación partiendo de un programa Mapreduce que se manda desde un cliente.
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Figura A.7: Cómo Hadoop ejecuta un trabajo MapReduce en YARN
1. El cliente ejecuta el trabajo de su programa MapReduce.
2. El programa debe pedir al ResourceManager una nueva aplicación.
3. El programa cliente copia los recursos necesarios en el HDFS.
4. Se envía la aplicación al ResourceManager.
5. El ResourceManager invoca un container que hará la función de MRAppMas-
ter14.
6. El MRAppMaster inicia el trabajo.
7. El MRAppMaster obtiene los datos de entrada y los divide en tareas de Map
y Reduce.
8. En función del número de tareas que haya obtenido, puede ejecutar las tareas
14Map Reduce Application Master
115
Data mining sobre logs procesados con Hadoop
él mismo15 o solicitar al ResourceManager los recursos necesarios para asignar
estas tareas a otros nodos.
9. El MRAppMaster invoca tantos containers como haya pedido al Resource-
Manager, que ejecutarán la tarea bajo el rol de YarnChild.
10. Los YarnChilds obtienen los recursos necesarios para la ejecución de la tarea
del HDFS.
11. Finalmente Los YarnChilds ejecutan la tarea Map o Reduce asignada.
En éste caso el estado de las tareas MapReduce también es descentralizado. Cada
uno de los YarnChild envía su progreso a su MRAppMaster y es el cliente el que
se lo solicita a éste. De esta manera en caso de fallo de un MRAppMaster sólo se
pierde este trabajo y no todos los progresos y trabajos como ocurría en caso de fallo
de jobtracker.
Comportamiento en caso de fallo
Vamos a detallar lo que sucede en caso de fallo en esta nueva arquitectura.
Fallo de tarea: En este caso el comportamiento es el mismo que en MapRe-
duce1. Salvo que es el AppMaster el encargado de gestionarlo todo en lugar
el jobtracker, disminuyendo así la carga de un único nodo.
Fallo de AplicationMaster: Si el ResourceManager detecta que un Apli-
cationMaster ha fallado a falta de latidos. El ResourceManager levanta una
nueva instancia del ApplicationMaster en un nuevo container y puede recu-
perar el estado de las tareas que ya han sido ejecutadas por el AppMaster
fallido. Esto sólo repercute en el cliente que sufre un pequeño retraso con los
progresos de su trabajo. Como podemos ver, esto es una ventaja muy grande
respecto MapReduce1 donde si éste fallaba se perdían todos los trabajos del
sistema y se tenían que volver a empezar.
Fallo de NodeManager: Si éste falla dejará de enviar latidos al AppMaster
y por lo tanto lo quitará de la lista de nodos disponibles. Y esto implica un
fallo de tarea o de AppMaster y por ello se producirá la recuperación descrita
en las dos secciones anteriores. Un AppMaster también tiene una lista negra
de NodeManagers al igual que ocurría anteriormente con el jobtracker de
MapReduce1.
Fallo de ResourceManager : Éste es un fallo serio ya que sin el, ni los
trabajos ni los containers se pueden ejecutar. Aunque ha sido diseñado para
recuperarse de fallos, gracias a que utiliza un mecanismo de guardado de su
estado de forma persistente. Después de un fallo de estas características, un
administrador puede levantar otro ResourceManager recuperando el estado
15Por defecto se considera que un trabajo es pequeño si consta de menos de 10 mappers, un
sólo reducer y con una entrada de menos tamaño que un bloque de HDFS.
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anteriormente guardado. Aunque no es perfecto, sí que es muchísimo mejor
que la anterior arquitectura de MapReduce1.
A.3 | Algunos ejemplos de empresas que usan Hadoop
Estas son algunas de las empresas más conocidas que utilizan Hadoop como herra-
mienta en su entorno de trabajo.
Adobe: Usan Hadoop y HBase en diferentes áreas, desde servicios sociales
hasta almacenamiento de información estructurada y procesamiento para uso
interno. Tienen alrededor de 30 nodos. Lo usan desde 2008.
Ebay: Usan Hadoop para optimización de las búsquedas, así como investiga-
ción. Tienen un cluster de 532 nodos.
Facebook: Usan Hadoop para almacenar copias internas de logs y como
fuente para análisis y machine-learning. Su mayor cluster es de 1100 maquinas
con 8800 cores y sobre 12 PB de almacenamiento.
Fox Audience Network: Usan Hadoop para análisis de logs, datamining y
machine-learning. Tienen 3 clusters de 70, 40 y 30 nodos.
Last.fm: Usan Hadoop para análisis de audio a gran escala sobre millones de
canciones. Tienen un cluster de 100 nodos.
LinkedIn: Usan Hadoop para su sección People you may know. Tienen alre-
dedor de 4300 nodos.
Spotify: Utilizan Hadoop para generación de contenido, agregación de datos,
informes y análisis. Usan un cluster de 690 nodos con en total 8280 cores con
38TB de RAM y 28 PB de almacenamiento.
Telefónica Research: Usan Hadoop para data mining, multimedia y bús-
quedas en Internet. Tienen un cluster de 6 nodos con 96 cores.
Se pueden encontrar muchas más en http://wiki.apache.org/hadoop/PoweredBy
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B – Estudio sobre HBase
Antes de proceder a explicar el funcionamiento interno de HBase, cabe remarcar
que éste no es un sustituto directo de las bases relacionales, ya que este está pensado
para grandes cantidades de datos y si no fuera el caso, soluciones como una base
de datos relacional SQL pueden ser mejores. Aún así, y cada vez más, HBase ha
mejorado sustancialmente su rendimiento en estos entornos.
Una prueba de la globalidad y utilidad de HBase es su uso en las grandes empresas
del sector, por ejemplo: Facebook lo usa en su plataforma de mensajería desde
2010, Yahoo! usa HBase para detectar duplicaciones de documentos en tiempo real,
Twitter utiliza HBase dentro de todo su cluster Hadoop, y entre otros usos, lo
utiliza para tener una copia de las tablas SQL para que sus ingenieros puedan
ejecutar tareas MapReduce sobre esos datos. Se pueden encontrar más detalles en
el siguiente enlace que nos muestra las empresas que hacen uso de HBase: http:
//wiki.apache.org/hadoop/Hbase/PoweredBy.
B.1 | Arquitectura
Como ya hemos dicho, HBase trabaja sobre wl HDFS de Hadoop y su arquitectura
está por encima de la ya comentada anteriormente para MapReduce.
Para entender un poco mejor cómo es en HBase explicaremos primero los dos com-
ponentes principales:
HBase Master (HMaster): Es el encargado de monitorizar y gestionar
todas las instancias del cluster de RegionServers y es la interfaz para todos
cambios de los metadatos.
RegionServer: Es el responsable de servir y gestionar las regiones donde se
almacena la información, las cuales explicaremos más adelante.
Típicamente HBase se ejecuta con un HMaster y múltiples RegionServers. Normal-
mente el HMaster está situado donde está el NameNode así como los RegionServers
comparten los nodos de los Datanodes. En el caso de tener una configuración de
varios HMasters todos compiten para gestionar el cluster, y si surge cualquier pro-
blema y no puede continuar con sus funciones, el resto de HMasters compiten de
nuevo para recuperar el rol vacante y así restaurar la disponibilidad del cluster.
A continuación podemos ver un diagrama de la arquitectura de HBase sobre Ha-
doop.
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Figura B.1: Arquitectura de HBase
Tablas en HBase
Las tablas en HBase están particionadas en múltiples regiones donde cada región
almacena un rango de las filas y éstas son asignadas por el HMaster a un Re-
gionServer. Debido a la naturaleza del sistema estas regiones no tienen porque ser
consecutivas, de esta manera se distribuye la carga.
HBase está orientado a columnas, lo cual significa que almacena la información por
columnas en lugar de por filas. Esto contribuye a que ciertos patrones de acceso a
los datos sean mucho menos costosos de lo que podrían ser con sistemas de bases
de datos relacionales orientados a filas. Por ejemplo, en HBase si no hay datos para
una column family dada, no almacena absolutamente nada, donde la mayoría de las
bases de datos relacionales almacenarían valores nulos de forma explícita.
Las column families, son agrupaciones de columnas que nos permiten un almace-
namiento inteligente de los datos para así facilitar la obtención de estos que estén
relacionados dentro de la misma familia, es decir, cuando obtienes datos en HBase,
puedes filtrar los resultados por las column families que necesites porque, como
hemos dicho, pueden haber millones de columnas en una sola fila. Esto HBase lo
hace de manera eficiente ya que cuando distribuye las regiones, procura que los
cortes que realiza para distribución entre los RegionServers respete la agrupación
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por familias y así favorecer este tipo de búsquedas.
HBase obtiene gran parte de su potencial a través de un buen diseño de la clave de
una fila. Por lo que es sumamente importante, al igual que con las column family,
que el diseño de nuestros datos esté orientado a un uso más eficiente de HBase.
HBase almacena las filas por orden alfabético de la key, si por ejemplo queremos
hacer consultas que obtienen grandes cantidades de datos consecutivos, es intere-
sante que ésta key los mantenga de esta manera ordenados. Ya que, de esta forma,
podrá hacer uso de dicha distribución para obtener los datos en forma de bloque y
evitar así excesivas comunicaciones con HMaster.
Figura B.2: Consecuencias del diseño de la key en HBase
Como podemos observar en este gráfico, una correcta distribución de la información
que contiene la key puede modificar notablemente el rendimiento de HBase. Vemos
cómo una clave con un diseño secuencial nos proporciona gran rendimiento para
lecturas secuenciales a costa de perder rendimiento en las escrituras. Ya que éstas
escriben secuencialmente los RegionsServers sin permitir la escritura paralela de los
datos.
En el caso opuesto, nos encontramos con una distribución aleatoria de la key, ya
sea mediante un hash u otras herramientas. Esto nos permite que el rendimiento
de las escrituras sea óptimo ya que favorecemos la paralelización de los procesos de
escritura en las diferentes regiones y por consecuencia en diferentes RegionServers.
Por contra, perdemos la secuencialidad de los datos y en caso de querer recuperarlos
de forma secuencial, éstos están distribuidos de tal forma que hay que buscarlos
individualmente en lugar de poder obtener grandes bloques de datos.
120
Data mining sobre logs procesados con Hadoop
Esto nos demuestra que el diseño de la key condiciona mucho el rendimiento de
HBase, y que por lo tanto hay que realizar un diseño de ésta lo mas adecuado
posible a nuestras necesidades.
Una celda de una columna en Hbase, está compuesta por tres valores de una tupla,
{Row, Column, Version}. El campo versión, es representado por un valor tipo long
correspondiente a la fecha de inserción. Esto permite a HBase la funcionalidad
de soportar versiones. Estas se producen a nivel de celda, es decir, que podemos
tener una fila con uno de sus campos el cual ha sido modificado varias veces y nos
permite saber exactamente que hubo antes en esa celda así como en qué momento
se modificó.
Para ganar en eficiencia estas inserciones se producen de manera descendente, al
igual que con la key, de manera que el primer valor que se encuentra de una celda,
es el último valor de ésta. Obviamente se puede configurar cuantas versiones se
desea que almacene HBase y todo ello repercutirá directamente en el número de
campos almacenados. Aún así, como simplemente se guarda la versión de uno de
los campos, este sobrecoste es mínimo. De esta manera, en HBase no existen los
updates, simplemente hay inserts y dependiendo del nivel de versiones que se desea
mantener se parecerá más a un update o no. Esto permite gran eficiencia ya que no
se debe preocupar de encontrar el dato o no, y además gracias al funcionamiento de
HBase, como hemos dicho antes, no es necesario que todas las filas tengan el mismo
número de columnas ni valores.
Si juntamos la selección de la key apropiada, con el tema de las versiones, vemos que
tenemos que tener especial cuidado al seleccionar dicha key ya que, sino, estaremos
modificando un registro en lugar de estar haciendo una inserción de una nueva línea.
HBase utiliza además ZooKeeper, que es un servicio de para mantener la configu-
ración y la sincronización distribuida de servicios, para gestionar la asignación de
regiones. Gracias a esto, HBase es capaz de recuperarse de fallos de RegionServers
mediante la carga de las regiones que este contenía en otros RegionsServers fun-
cionales manteniendo así la alta disponibilidad del sistema y la replicación definida
para los datos.
B.1.1. RegionServer
Vamos a entrar un poco más en detalle sobre el funcionamiento de los RegionServers,
detallaremos cómo se asignan éstos, dónde y cómo se guardan las regiones en cada
uno de los nodos.
Asignación
Para arrancar los RegionServers, se producen una serie de pasos para que todo
funcione correctamente.
1. El máster invoca al Manager de asignaciones para que arranque.
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2. El Manager de asignaciones mira los asignaciones de regiones en el fichero
META.
3. Si el RegionServer está operativo, la asignación se mantiene y no se produce
ningún cambio.
4. Si la asignación es inválida, se invoca al Balanceador que asigna esta región a
otro RegionServer que es seleccionado de manera aleatoria.
5. El fichero de META, si es necesario, es actualizado con la nueva asignación.
¿Pero qué ocurre si un RegionServer falla?
1. Las regiones inmediatamente se vuelven inaccesibles porque el RegionServer
ha caído.
2. El máster detecta este fallo.
3. La asignación de esas regiones se consideran inválidas y se vuelven a asignar
siguiendo el procedimiento descrito anteriormente para arrancar.
Como podemos ver, no importa quién lleve qué regiones, el sistema es distribuido
y cualquiera de los RegionServers puede llevar cualquier región. Además, periódi-
camente, cuando el sistema no está moviendo regiones y está inactivo se ejecuta un
Balanceador encargado de mover regiones para repartir la carga del cluster.
Localidad
Hemos visto la tolerancia a caídas de los RegionServers, ahora veremos cómo fun-
ciona el almacenamiento de regiones para ser tolerante a pérdidas de regiones.
Esta seguridad es gracias al funcionamiento de HDFS, y es éste el que se encarga
de mantenerlo. Por tanto, el nivel de replicación vendrá dado por la configuración
en el HDFS. Explicamos cómo y dónde se guardan las regiones detallando el fun-
cionamiento cuando se guarda una nueva:
1. La primera copia se guarda en el propio RegionServer.
2. La segunda copia se almacena aleatoriamente en otro rack.
3. La tercera copia se almacena en el mismo rack que el segundo pero en un nodo
diferente escogido aleatoriamente.
4. Todo el resto de copias se almacenan aleatoriamente en nodos del cluster.
Como podemos ver, la distribución de las diferentes copias intenta minimizar la
posibilidad de que dos regiones se corrompan a la vez.
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C – Entorno de desarrollo
Este anexo contiene información compartida con el proyecto Procesamiento de
datos masivo vía Hadoop, del alumno Daniel García Llorente.
Para poder ejecutar aplicaciones MapReduce se necesita un entorno Hadoop. En
este proyecto se han instalado y configurado herramientas Hadoop (MapReduce
v1), YARN y HBase. A continuación detallaremos los aspectos de configuración
más importantes de cada uno de ellos procurando no hacer esta sección demasiado
pesada.
Después de la implementación, cuando se hizo hincapié en la interfaz web, se selec-
cionó Cloudera con los servicios de HUE y Oozie con tal de satisfacer los requisitos1.
Queremos destacar que, aunque al final se ha utilizado Cloudera, es necesario cono-
cer cómo configurar Hadoop ya que, para realizar cambios en el framework Cloudera,
se utilizan las mismas configuraciones vía un entorno web.
Antes de comenzar la configuración de Hadoop o cualquiera de sus servicios, es
necesario que la máquina que ejercerá de nodo master tenga acceso vía ssh sin
contraseña a cada uno de los nodos del cluster, así como disponer de la versión 6 o 7
de Java de Oracle en todos los nodos. También se recomienda el uso de herramientas
de sincronización como rsync que nos permita replicar la configuración de forma
sencilla. Esta configuración se realizó en un entorno CentOS 6.4.
C.1 | Hadoop 1.2.1 (MapReduce 1)
Lo primero que debemos realizar es la descarga del paquete de Hadoop de su página
web y descomprimirlo en el directorio establecido para aplicaciones [13]. Detalla-
mos los ficheros más importantes que debemos tener en cuenta para una correcta
configuración de Hadoop. Éstos se encuentran dentro de la carpeta conf.
C.1.1. Ficheros de configuración
hadoop-env.sh
Este fichero contiene la configuración de las variables de entorno de Hadoop.
Las más importantes son las siguientes:
JAVA_HOME: Directorio donde se encuentra Java.
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HADOOP_HEAPSIZE: Tamaño disponible de Heap para que Hadoop
cree la JVM.
HADOOP_CLASSPATH: Es donde se le indica a Hadoop la localización
de las librerías necesarias para su ejecución.
Aquí tenemos un ejemplo de sus configuraciones:
Código C.1: Fichero de configuración hadoop-env.sh
export JAVA_HOME=/usr / l o c a l / jdk1 . 7 . 0








Este fichero contiene la configuración de Hadoop genérica. Los campos más
importantes son:
fs.default.name: URI del sistema de ficheros a utilizar, idealmente HDFS.
hadoop.tmp.dir: Directorio raíz donde se almacenaran los datos tempora-
les.
Éste es un ejemplo del contenido fichero:
Código C.2: Fichero de configuración core-site.xml
<con f i gu r a t i on>
<property>
<name>hadoop . tmp . d i r</name>
<value>/usr / l o c a l /hadoop−1.2.1/tmp</value>
</property>
<property>
<name>f s . d e f au l t . name</name>
<value>hdfs : // master :54310</ value>
</property>
</ con f i gu r a t i on>
mapred-site.xml
Este fichero contiene la configuración necesaria para trabajar con MapReduce
y su campo más importante es el siguiente:
mapred.job.tracker: Nodo y puerto donde se ejecuta el rol de jobtracker de
MapReduce.
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Y ésta sería su configuración más básica:
Código C.3: Fichero de configuración map-site.xml
<con f i gu r a t i on>
<property>
<name>mapred . job . t r a cke r</name>
<value>master :54311</ value>
</property>
</ con f i gu r a t i on>
hdfs-site.xml
Este fichero contiene la configuración necesaria para el funcionamiento de
HDFS y su campo más importante es el siguiente:
dfs.replication: Éste es el factor de replicación de los archivos en HDFS.
Y éste sería un ejemplo de su configuración más básica:
Código C.4: Fichero de configuración hdfs-site.xml
<con f i gu r a t i on>
<property>
<name>df s . r e p l i c a t i o n</name>
<value>3</value>
</property>
</ con f i gu r a t i on>
masters
Su nombre puede inducir a error, ya que este fichero no contiene el nombre
del master, sino que contiene los nombres DNS de las máquinas que ejercerán
de secondary NameNode. El master será quien ejecute el script de arranque
de Hadoop, lo que permite que, en caso de fallo, cualquier otro nodo pueda
ejercer el rol de master.
Este fichero es simplemente una lista de nombres DNS o IPs (uno por línea).
slaves
Este fichero contiene el nombre de todos los trabajadores (workers o slaves)
del cluster y sigue la misma estructura que el fichero anterior de masters.
Para más información sobre archivos de configuración podemos consultar la web
de configuración de Hadoop: http://hadoop.apache.org/docs/r1.2.1/cluster_
setup.html.
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C.1.2. Comandos básicos
En esta sección se listan los comandos más básicos para ser capaces de interactuar
con Hadoop. [14]








Subir un fichero al HDFS:
bin/hadoop dfs -copyFromLocal <ruta-fichero-local>
<ruta-fichero-destino-hdfs>
Descargar un fichero del HDFS:
bin/hadoop dfs -copyToLocal <ruta-fichero-hdfs>
<ruta-fichero-destino-local>
Otras interacciones con el HDFS:
bin/hadoop dfs -cat <ruta-fichero-hdfs-a-mostrar>
bin/hadoop dfs -ls <ruta-directorio-hdfs-a-listar>
bin/hadoop dfs -rm <ruta-fichero-hdfs-a-eliminar>
bin/hadoop dfs -rmr <ruta-directorio-hdfs-a-eliminar>
bin/hadoop dfs -mkdir <nombre-directorio-hdfs-a-crear>
Todas las opciones disponibles se puede encontrar en la página de comandos de
shell de HDFS: http://hadoop.apache.org/docs/r0.18.3/hdfs_shell.html.
C.2 | Hadoop 2.2.0
La instalación de Hadoop 2.2.0 no supuso una gran diferencia de la ya comentada,
dado que la configuración de YARN es análoga a la de MapReduce, exceptuando
algunos cambios en los nombres de las variables. No se entrará en detalle debido
a la similitud entre ambas, y porque este entorno se configuró simplemente con el
fin de testear su funcionamiento y no como entorno de desarrollo. Ello es debido a
que su versión estable fue publicada en Octubre de 2013 y, por lo tanto, la mayoría
de aplicaciones del ecosistema de Hadoop aún no se han adaptado a este nuevo
paradigma. A pesar de ello, dado que se ha realizado el estudio [15], hemos hablado
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anteriormente de su arquitectura para contemplar las mejoras respecto MapReduce1
y estar preparados para el inminente cambio del framework.
Los detalles de dicha configuración, así como los pasos a seguir para su instalación,




Lo primero que debemos realizar, es bajarnos el paquete de HBase de su página
oficial [16] y descomprimirlo en el directorio que tengamos para aplicaciones. Como
en el caso anterior, sólo hablaremos de los ficheros más importantes y las configu-
raciones necesarias. Estos ficheros se encuentran dentro de la carpeta conf.
C.3.1. Ficheros de configuración
hbase-env.sh
Este fichero contiene la configuración de las variables de entorno que va a
utilizar HBase, de la misma forma que Hadoop. Las más importantes son las
siguientes:
JAVA_HOME: Directorio donde se encuentra Java.
HBASE_HEAPSIZE: Tamaño disponible de Heap para que HBase cree
la JVM11.
HBASE_CLASSPATH: Es donde se le indica a HBase la localización es-
tán las librerias necesarias para su ejecución. Una de las necesarias es la
ruta a los archivos de configuración de Hadoop.
Aquí tenemos un ejemplo de sus configuraciones:
Código C.5: Fichero de configuración hbase-env.sh




Este es el fichero de configuración principal de HBase y sus campos mínimos
necesarios son los siguientes:
hbase.rootdir: Ruta del directorio que compartirán los RegionServers en el
sistema de ficheros.
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hbase.cluster.distributed: Modo de ejecución del cluster que define si el
es distribuido o no.
hbase.zookeeper.property.clientPort: Puerto al que se conectan los clien-
tes de HBase.
hbase.zookeeper.quorum: Listado de servidores de Zookeeper.
hbase.zookeeper.property.dataDir: Directorio donde se guardan los snaps-
hots
Y ésta sería su configuración más básica:
Código C.6: Fichero de configuración hbase-site.xml
<con f i gu r a t i on>
<property>
<name>hbase . r o o t d i r</name>
<value>hdfs : // hadoop :54310/ hbase</ value>
</property>
<property>












<name>hbase . zookeeper . property . dataDir</name>
<value>/usr / l o c a l / zookeeper</ value>
</property>
</ con f i gu r a t i on>
regionservers
Este fichero contiene el nombre de todos los nodos que harán de RegionServer.
Es análogo al fichero de slaves de Hadoop.
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C.3.2. Comandos básicos
En esta sección listaremos los comandos más básicos de HBase [17]. Hay que tener






Iniciar una shell HBase:
bin/hbase shell









put ‘NombreTabla’, ’idRow’, ’columnfamily:columna’, ’valor’
Ver datos de una tabla:
scan ‘NombreTabla’
Para más comandos de HBase shell, consultar la wiki oficial de HBase: http:
//wiki.apache.org/hadoop/Hbase/Shell.
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D – Script de obtención de resultados
Código D.1: Script de obtención de resultados en Google Scripts.
var ExperimentHeaders = [
"Null" ,
"256M" ,"256M" ,"256M" ,"256M" ,"256M" ,
"1G" ,"1G" ,"1G" ,"1G" ,"1G" ,
"2G" ,"2G" ,"2G" ,"2G" ,"2G" ,
"4G" ,"4G" ,"4G" ,"4G" ,"4G" ,
"8G" ,"8G" ,"8G" ,"8G" ,"8G" ,
"16G" ,"16G" ,"16G" ,"16G" ,"16G" ,
"32G" ,"32G" ,"32G" ,"32G" ,"32G"
] ;
var idExce l1 = ’1QpUwOIE85 -mThOVIr4e2xnEq7SOUQgLRv6GIM32lbPc’ ;
var idExce l2 = ’1TfxbVgx4TfBwv0LFJDQhWRk -Gn6RCJ3kkTzN7i87MsA’ ;
var g loba l IdExce lExper iment = idExce l2 ;
var g loba lSe lectedArrayTrans form = ExperimentHeaders ;
var global IdExper iment = ’3312340’ ;
var globalCrearNuevoExcel = fa l se ;
var globalNombreNuevoExcel = ’MahoutExperiment’ ;
var globalExperimentColumns = 5 ;
var globalExperimentRows = 7 ;
function recogerDatos ( ) {
var l a b e l s = GmailApp . getUserLabe l s ( ) ;
var labelName = ’Cluster LSI/Cluster LSI - Data Mining’ ;
var c o r r e o s = getThreadsCurrentExperiment ( labelName ,
g lobal IdExper iment ) ;
var r e s u l tL i n e sExc e l = [ ] ;
// Obtener el <body>de los correos
for (var i = 0 ; i < co r r e o s . l ength ; ++i ) {
var body = co r r e o s [ i ] . getMessages ( ) [ 0 ] . getPlainBody ( ) ;
var l i n e sEx c e l = ge tUse fu l lVa lue s ( body ) ;
r e s u l tL i n e sExc e l . push ( l i n e sEx c e l ) ;
}
Logger . l og ( r e s u l tL i n e sExc e l ) ;
var r e su l tL i n e sExc e l 2 = reo r gan i z e ( globalExperimentColumns ,
r e s u l tL i n e sExc e l ) ;
c r ea t eExce l ( r e su l tL i n e sExc e l 2 ) ;
}
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function ge tUse fu l lVa lue s ( body ) {
// Obtener la información de cada correo mediante expresión regular
var l i n e s = body . match (/ [^\ r \n]+/g ) ;
var r e s u l t = [ ] ;
var jobId = l i n e s [ 0 ] . r ep l a c e ( / [^\ . ]+\ . / , "" ) . r ep l a c e (/\ s .∗ $ / ,"" ) ;
r e s u l t . push ( transformNumberExperiment ( jobId ) ) ;
r e s u l t . push ( jobId ) ;
var startTime=getParsedValue ( l i n e s , 4 ) ;
r e s u l t . push ( startTime ) ;
var endTime=getParsedValue ( l i n e s , 5 ) ;
r e s u l t . push ( endTime ) ;
var userTime=getParsedValue ( l i n e s , 6 ) ;
r e s u l t . push ( userTime ) ;
var systemTime=getParsedValue ( l i n e s , 7 ) ;
r e s u l t . push ( systemTime ) ;
var Time=getParsedValue ( l i n e s , 8 ) ;
r e s u l t . push (Time) ;
var cpuTime=getParsedValue ( l i n e s , 9 ) ;
r e s u l t . push ( cpuTime ) ;
var vMem=getParsedValue ( l i n e s , 1 0 ) ;
r e s u l t . push (vMem) ;
var ex i t S t a tu s=getParsedValue ( l i n e s , 1 1 ) ;
r e s u l t . push ( ex i t S t a tu s ) ;
return r e s u l t ;
}
function transformNumberExperiment ( jobId ) {
return g loba lSe lectedArrayTrans form [ pa r s e In t ( jobId ) ] ;
}
function getParsedValue ( l i n e s , numLine ) {
return l i n e s [ numLine ] . r ep l a c e (/[^=]+=\ s /g , "" ) ;
}
function getThreadsCurrentExperiment ( labelName , currentExperiment ) {
var l a b e l = GmailApp . getUserLabelByName ( labelName ) ;
var c o r r e o s = l a b e l . getThreads ( ) ;
var r e s u l t = [ ] ;
// Filtrado de correos por el [label]
for (var i = 0 ; i < co r r e o s . l ength ; ++i ) {
i f ( conta in s ( c o r r e o s [ i ] . g e tF i r s tMessageSubjec t ( ) ,
currentExperiment ) ) {
i f ( conta in s ( c o r r e o s [ i ] . g e tF i r s tMessageSubjec t ( ) ,’Complete’ ) ) {




return r e s u l t ;
}
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function compare ( a1 , b1 ) {
var a = par s e In t ( a1 [ 1 ] ) ;
var b = par s e In t ( b1 [ 1 ] ) ;
i f ( a < b)
return −1;




function l l e na rVac i o ( so r t edResu l t sExce l , t o t a l ) {
var r e s u l t = [ ] ;
var s i z e = so r t edResu l t sExce l . l ength ;
Logger . l og ( so r t edResu l t sExce l ) ;
Logger . l og ( s i z e ) ;
var j = 0 ;
for (var i = 0 ; i < t o t a l ; i++) {
var itmp = i +1.0 ;
i f ( ( j < s i z e ) && ( parseF loat ( so r t edResu l t sExce l [ j ] [ 1 ] ) == itmp ) )
{
r e s u l t . push ( so r t edResu l t sExce l [ j ] ) ;
j = j +1;
Logger . l og ("Pushed" ) ;
}
else {
// Valores a añadir en la tabla en caso de no obtener la información
r e s u l t . push ( [ transformNumberExperiment ( itmp ) , itmp . t oS t r i ng ( ) ,"E
" ,"E" ,"E" ,"E" ,"E" ,"E" ,"E" ,"E" ] ) ;
}
}
return r e s u l t ;
}
function r e o r gan i z e ( numberForLine , r e s u l t sEx c e l ) {
var tmp = r e s u l t sEx c e l . s o r t ( compare ) ;
tmp = l l ena rVac i o (tmp , numberForLine∗globalExperimentRows ) ;
var j = 0 ;
var r e s u l t = [ ] ;
Logger . l og (tmp) ;
for (var i = 0 ; i < tmp . l ength ; i += numberForLine ) {
var miniResult = [ ] ;
miniResult = tmp [ i ] ;
for (var j = 1 ; j < numberForLine ; ++j ) {
miniResult = miniResult . concat (tmp [ i+j ] . s l i c e (1 ) ) ;
}
r e s u l t . push ( miniResult ) ;
}
return r e s u l t ;
}
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function conta in s ( s t r ing1 , s t r i n g 2 ) {
i f ( s t r i n g 1 . indexOf ( s t r i n g 2 ) > −1) {
return true ;
}
return fa l se ;
}
function c r ea t eExce l ( l i n e sEx c e l ) {
var s s = ’’ ;
i f ( globalCrearNuevoExcel ) {
s s = SpreadsheetApp . c r e a t e ( globalNombreNuevoExcel ) ;
} else {
s s = SpreadsheetApp . openById ( g lobal IdExce lExper iment ) ;
}
var shee t = s s . ge tShee t s ( ) [ 0 ] ;
for (var i = 0 ; i < l i n e sEx c e l . l ength ;++ i ) {
var l i n e = l i n e sEx c e l [ i ] ;
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