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ABSTRACT
      Predictive modeling of human visual search behavior and the underlying metacog-
nitive processes is now possible thanks to significant advances in bio-sensing device 
technology and machine intelligence. Eye tracking bio-sensors, for example, can mea-
sure psycho-physiological response through change events in configuration of the hu-
man eye. These events include positional changes such as visual fixation, saccadic 
movements, and scanpath, and non-positional changes such as blinks and pupil di-
lation and constriction. Using data from eye-tracking sensors, we can model human 
perception, cognitive processes, and responses to external stimuli.
In this study, we investigated the visuo-cognitive behavior of clinicians during the 
diagnostic decision process for breast cancer screening under clinically equivalent ex-
perimental conditions involving multiple monitors and breast projection views. Using 
a head-mounted eye tracking device and a customized user interface, we recorded eye 
change events and diagnostic decisions from 10 clinicians (three breast-imaging radi-
ologists and seven Radiology residents) for a corpus of 100 screening mammograms 
(comprising cases of varied pathology and breast parenchyma density).
We proposed novel features and gaze analysis techniques, which help to en-
code discriminative pattern changes in positional and non-positional measures of 
eye events. These changes were shown to correlate with individual image readers’ 
identity and experience level, mammographic case pathology and breast parenchyma 
density, and diagnostic decision.
Furthermore, our results suggest that a combination of machine intelligence and 
bio-sensing modalities can provide adequate predictive capability for the character-
ization of a mammographic case and image readers diagnostic performance. Lastly,
ii
features characterizing eye movements can be utilized for biometric identification
purposes. These findings are impactful in real-time performance monitoring and per-
sonalized intelligent training and evaluation systems in screening mammography.
Further, the developed algorithms are applicable in other application domains in-
volving high-risk visual tasks.
iii
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1. INTRODUCTION
Diagnosis in medical practice is a broader term describing the process of gath-
ering information about a patient, processing the acquired information, and finally
aggregating this information to classify the patients condition into one of many well-
defined category. The specificity of the latter category enables medical practitioners
to make more meaningful medical decisions about treatment and prognosis. In short,
medical diagnosis described in computational terms, is a subroutine, which involves
data acquisition, data processing, and class identification.
The medical diagnostic process generally begins with a process of information
gathering and information processing. Information about a patient is acquired by
probing patient history and a general physical exam. With technological and com-
putational advancements over time, medical practitioners now have access to more
sophisticated techniques, such as medical imaging, for obtaining previously unavail-
able direct information about the internal anatomy of a patients body. More formally,
medical imaging describes the process of acquiring a visual representation of the in-
ternal structures within a patients body (underneath the skin).
Medical imaging has revolutionized health care over the past several decades.
Advances in imaging technology have led to the development of numerous image
data acquisition modalities, such as X-ray radiography, magnetic resonance imaging
(MRI), medical ultrasonography, endoscopy, elastography, tactile imaging, thermog-
raphy, medical photography, computed tomography, and a large collection of nuclear
based functional imaging techniques (such as positron emission tomography). These
data allow for the characterization of anatomical state, metabolic processes, and
other functions pertaining to body tissues, the assessment of which, aid the prac-
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titioner in determining if an abnormality is present, where it is located, and other
important case specific characteristics.
Imaging technology requires specialized training for data acquisition, and more
importantly, for data interpretation. One area of speciality that focuses on the latter
is radiology. Radiology is a branch of medicine that specializes in application of
medical imaging technology in the diagnoses and treatment of injuries or diseases.
Medical images are typically acquired by a radiographer (or radiologic technologist),
while the image reading and interpretation is performed by a diagnostic radiologist
(or radiographer).
One area of medical diagnosis where the application of medical imaging has had
a significant impact is in cancer diagnosis and treatment. Cancer, in medicine, refers
to a class of genetic diseases characterized by an uncontrolled growth and subsequent
spread of abnormal cells. Cancerous cells (tumors) are caused by changes in the genes
that control cell function, particularly those that control cell growth and reproduc-
tion. These cancerous cells develop the potential, over time, to invade or spread to
other parts of the body (metastasis), a stage at which the patient prognosis becomes
terminal.
Breast cancer is one of the more prevalent forms of cancer among the female
population globally. Most patients who suffer from breast cancer remain unaware of
the disease because there are seldom any physically visible signs of the disease; a fact
that holds true for other forms of cancer. For this reason, breast cancer is primarily
diagnosed through an annually recommended mammographic screening procedure
performed by a radiologist. Mammography is a medical imaging technique that uses
low-energy X-Rays (approximately 30KV p) to capture images of the human breasts.
These images, known as mammograms, are then examined by radiologists for the
presence of cancerous growths.
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Table 1.1: Cancer prognosis five years after diagnosis by prognostic characteristics and age
(Five-Year relative survival). (From Mariotto et al. [166])
All ages (%) 20− 44 yrs (%) 45− 54 yrs (%) 55− 64 yrs (%) 65− 74 yrs (%) 75+ yrs (%)
All stages 89 (89− 90) 88 (87− 88) 90 (90− 91) 90 (90− 90) 91 (90− 91) 87 (87− 88)
ER positive 94 (94− 95) 93 (92− 93) 94 (94− 95) 94 (94− 94) 95 (94− 95) 96 (95− 97)
ER negative 79 (78− 79) 79 (78− 79) 80 (79− 81) 80 (79− 81) 79 (78− 81) 72 (70− 74)
Stage I 100 + 98 (97− 98) 99 (99− 99) 100 (99− 100) 100 + 100 +
ER positive 100 + 99 (98− 99) 100 (99− 100) 100 + 100 + 100 +
ER negative 97 (96− 97) 94 (93− 95) 96 (95− 97) 97 (95− 97) 98 (96− 99) 100 +
Stage II 93 (92− 93) 92 (91− 93) 94 (93− 94) 94 (93− 94) 93 (92− 93) 91 (89− 92)
ER positive 96 (96− 97) 96 (95− 96) 97 (96− 97) 97 (96− 97) 96 (95− 96) 96 (94− 97)
ER negative 84 (83− 85) 85 (84− 87) 86 (84− 87) 86 (84− 87) 83 (80− 85) 74 (70− 78)
Stage Ill 73 (73− 74) 75 (74− 77) 78 (77− 79) 75 (74− 76) 73 (71− 75) 58 (55− 61)
ER positive 81 (80− 82) 84 (82− 86) 85 (84− 87) 83 (82− 85) 79 (77− 81) 65 (62− 68)
ER negative 59 (57− 60) 59 (57− 62) 63 (61− 65) 59 (56− 62) 58 (54− 62) 45 (41− 50)
Stage IV 24 (23− 25) 32 (29− 35) 28 (25− 30) 23 (21− 25) 23 (21− 26) 16 (14− 19)
ER positive 31 (29− 32) 40 (36− 45) 35 (32− 38) 29 (27− 32) 31 (28− 34) 22 (19− 26)
ER negative 16 (14− 17) 21 (16− 25) 17 (14− 20) 16 (13− 19) 14 (10− 18) 10 (7− 14)
The mammographic screening process is not without flaw. Recent studies show
the process as being plagued with low sensitivity (68 − 92% range), with a notably
high type II error rate (false-negative) of 29% in visually detectable cancers [297,
138, 225]. Approximately 50% of these inaccuracies result from human error. While
type I errors (false-positives), can have adverse negative impact/effect on the mental
health and well-being of the patient, the occurrence of a type II error has a significant
impact on the patients prognosis. A missed detection of a cancerous growth in its
early stages, during which treatment outcomes result in higher chances of patient
survival (as high as 100%), will likely result in a detection during later stages of the
cancer (when it begins to manifest physically visible signs), which have a marked
lower patient survival rate often as low as 18% (see Table 1.1).
A significant amount of research effort is currently dedicated to addressing these
challenges. One body of research focuses on understanding the current diagnostic
process and developing tools to improve performance. Other areas of equal impor-
tance involve developing new processes that include advanced imaging techniques,
improved computer vision algorithms for image understanding, and combining hu-
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man beings and computing systems for more efficient and accurate results (computer-
aided diagnostic systems).
Understanding the current diagnostic process affords improved patient outcomes
in the short run. Intuitively, the mammographic screening process can be modelled
as a visual search problem: a radiologist’s task is search for a cancerous growth in
a mammographic image. This requires an investigation into the radiologist’s visual
behavior and underlying cognitive process during the screening process. To this end,
our research focuses on the application of visual sensory modalities (an eye track-
ing device), to capture radiologists’ visual behavior during the diagnostic screening
process. Once captured, we attempt to understand underlying visual and cognitive
behavioral processes during the screening process and how these two factors combi-
natorially affect diagnostic outcomes.
The main area of inquiry for this research is in the development of eye-tracking
algorithms to accurately quantify visuo-cognitive behavior of radiologists during the
mammographic screening process and ultimately improve diagnostic accuracy in
mammography. This research work has four objectives: (i) model radiologists’ over-
all search behavior; (ii) development of spatial and temporal descriptors of visual
search behavior during mammographic screening; (ii) evaluation of the efficacy of
these features in predicting factors associated with diagnostic performance.
The contributions of the results of this research to the field of computational
sciences is the development of eye tracking algorithms for interpreting the behavior
or radiologists during mammographic cancer screening and individualized computa-
tional models for predicting diagnostic performance. These contributions provide a
the foundation for intelligent computing systems that will assist radiologists in man-
aging performance. In addition, intelligent computing systems are applicable in the
educational environment to improve training methodology for Radiology residents.
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1.1 Overview of Mammography
The early detection of breast cancer affords the one diagnosed with a wider variety
of treatment options and an improved chance of survival. There are several medi-
cal imaging options available for use in examining human breasts. These include
X-Ray imaging, magnetic resonance imaging (MRI), and positron emission tomog-
raphy scan among others. The most commonly used method for breast imaging is
known as mammography. Mammography is a medical imaging technique that uses
low-energy X-Rays (approximately 30KV p) to capture a visual representation of the
human breast. These visual representations, which can be film or digital, are subse-
quently examined by a trained specialist (board certified radiologists) to determine
the presence of any cancerous growths.
There are two types of mammographic examinations performed by radiologists:
screening mammography and diagnostic mammography. Screening mammograms can
be used to check for breast cancer in women who are absent of physically visible
signs or symptoms of the disease. A screening mammogram generally involves four
views from two X-Ray images of each breast: the craniocaudal (CC) view and the
mediolateral oblique (MLO) view [119]. These x-ray images make it possible to detect
tumors that cannot be felt. Screening mammograms also capture microcalcifications
(tiny deposits of calcium) that sometimes indicate the presence of a cancerous growth.
In contrast, a diagnostic mammogram is administered to a patient who has previ-
ously demonstrated abnormality in previous clinical inquiry, such as the presence of
a lump, a thickening of the skin of the breast, nipple discharge, breast pain, or other
physically visible signs on the breast [119]. These abnormalities may be symptoms
of some other disease or benign condition however. Additionally, a diagnostic mam-
mogram may be administered to further evaluate changes found during a screening
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mammogram or to view breast tissue when a screening mammogram is otherwise
unobtainable due to special circumstances. As with screening mammography, diag-
nostic mammography also involves four image views from X-Rays images of both
breasts. In contrast, diagnostic mammography may offer a more in-depth view at
specific areas of the breasts that are of interest.
A large number of research studies have been conducted to assess the impact
of mammographic examinations on breast cancer [117]. The adoption of screening
mammography for example, has led to an increased early detection rate for breast
cancer and a subsequent reduction in morbidity and mortality rates [189]. In a study
to determine the efficacy of screening mammography, Kerlikowske et al. performed
a meta-analysis on studies reported between January 1966 to October 1993 [134].
They found that the screening mammography significantly reduced breast cancer
mortality in women aged 50 - 74 years after 7 to 9 years of follow-up, regardless of
screening interval or number of mammographic views used in each screening session.
However, Kerlikowske et al. found no reduction in breast cancer mortality in
women aged 40 - 49 years after 7 to 9 years of follow-up [134]. In a more recent study,
Narod et al. tracked 50, 436 Canadian women aged 40 − 49 years until the age of
60 for breast cancer morality [187]. They found a small but statistically insignificant
increase in the cumulative risk of death from breast cancer between women who
were assigned annual mammographic screening and women who were not assigned
annual screening before age 60. To assess the impact of mammographic screening on
breast cancer mortality in Europe, Broeders et al. performed a meta-analytic review
of observational studies published on the subject up till February 2011 [39]. They
concluded, based on studies where longitudinal individual data were used, that there
was a 25−31% breast cancer mortality reduction in women invited for screening, and
a 38− 48% reduction in women who were actually screened [39]. In similar review of
6
trend studies of breast cancer mortality in Europe, Moss et al. found a range of 28−
36% reduction in breast cancer mortality in those studies that compared mortality
in time periods before and after the introduction of mammographic screening [184].
Despite the well-studied benefits of screening mammography, the process is not
without a few major drawbacks that pose significant challenges to the scientific re-
search community. Most notable among these challenges is the occurrence of error
in the mammographic screening process. The sensitivity of screening mammography
varies because of the multitude of methods used in calculating and reporting [240, 23].
However, a general range for sensitivity in screening mammography generally fall be-
tween 68− 92% [297, 138, 225].
Human error, both perceptual error and interpretation error, in screening and
diagnostic mammography is recognized as a significant problem [147, 144, 19]. Bird
et al. performed an analysis of 320 cancers found in a population of women (age
range 59± 0.3), who had undergone mammographic screening between August 1985
and May 1990 [30]. In this study, they categorized missed lesions (false negatives) as
cases where: (a) lesion could be seen in retrospect; (b) undetected by first reader, but
subsequently correctly identified by second reader (double reading); and (c) a can-
cer correctly diagnosed during a mammography examination immediately preceding
the pathologic diagnosis, but retrospectively visible, but incorrectly interpreted as
negative, on prior mammograms. Bird et al. found that 77 cancers were missed at
screening mammography for reasons, which include: having a benign appearance; be-
ing present at previous screening; only visible in one of the mammographic views of
same breast; being located on the site of a previous biopsy; and, in 47% of the cases,
from being overlooked [30]. Similar studies conducted over the past few decades have
drawn similar conclusions, which on average show human error accounting for nearly
50% of all diagnostic errors [168, 29, 25, 26, 27].
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Over time, there have been notable attempts to improve the sensitivity of di-
agnostic performance in screening mammography, including the supplementation of
mammographic information through complimentary modalities such as ultrasound
and magnetic resonance imaging.
Independent double reading of screening mammograms, where two radiologists
perform readings of a screening mammogram independently to form a consensus, were
proposed and adopted. Many studies have shown the effectiveness of this method in
increasing the number of detected cancers [8, 266, 41, 66]. However, this process is
associated with an increased workload and cost burden on the radiology community.
To improve image quality, Rangaraj et al. analyzed the effectiveness of an adap-
tive neighborhood contrast enhancement technique to improve sensitivity in mammo-
graphic screening [230]. In this work, Rangaraj et al. evaluated the reciever operating
characteristics (ROC) for six experienced radiologists on a corpus of 300 screen-film
mammograms consisting of 222 digitized and enhanced mammograms, and 78 un-
processed mammograms. In their results, Rangaraj et al. conclude that radiologists’
performance on images with image enhancements was significantly better in compar-
ison with original film and digitized images [230].
Thanks to advancements in, and integration of, imaging and computing technol-
ogy, computer-aided detection and diagnostic systems (CAD), have been developed
to assist radiologists in the image acquisition, presentation, and diagnostic inter-
pretation stages of mammographic screening. Research shows that the use of CAD
systems have significantly improved the detection of breast cancer as measured by
an increase in the number of cancers detected and increases in radiologists’ recall
rate 21.2% [74, 38, 183, 265].
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1.2 Computer-Aided Detection and Diagnosis of Breast Cancer
Computer-aided detection and diagnosis, in a broad sense, integrates imaging,
image processing, computing, machine learning, and artificial intelligence, with the
primary aim of improving patient outcomes. The conventional definition for CAD,
as a diagnosis that is made by a radiologist who uses the output from an intelligent
computing system analysis of a preprocessed medical image as a “second opinion”
in the process of detecting lesions and making diagnostic inferences, however, no
longer suffices. Over the past several decades, CAD related research interest has
grown significantly and, because of the challenging nature of mammography, spurred
significant collaborative multidisciplinary research combining the areas of Radiology,
Engineering and Computer Science.
While the impact of research developments in CAD are well documented [265, 15,
35, 6, 172], and a number of commercial systems are already available in the United
States [231], research and development of new algorithms and technology is still very
active. The following subsections highlight the major areas of CAD research.
1.2.1 Computer-Aided Methods for Improved Detection of Masses and
Calcification Clusters
Calcifications are an accumulation of minerals (such as calcium) in body tissue,
which form as a result of abnormal calcium deposits in soft tissue, causing it to
harden. These calcium deposits can be found scattered throughout the tissues of
the mammary gland as macrocalcifications and microcalcifications. Microcalcifica-
tions (MCs) usually show up on mammograms as small bright spots. The presence
of clusters of microcalcifications are an important indicator of malignancy, and they
appear in 30− 50% of mammographic cases [128, 248]. Since microcalcifications ap-
pear brighter than surrounding tissue, a number of methods taking advantage of this
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fact have been proposed. One approach to using these properties is the use of image
enhancement methods to improve cluster identification. Mass lesions, however, are a
specific type of lesion that have volume and occupy a clearly defines space. Masses
found during mammographic screening are typically described according to shape,
edge characteristics, and density (the number of fat cells present and the density of
suspicious cells) [197]. Majority of mass detection algorithms take advantage of the
spatial characteristics of a masses as a differentiator from non-masses.
Nishikawa et al. for example, developed a novel processing algorithm to automat-
ically detect microcalcification clusters [191]. Their algorithm involves three main
stages: denoising, filtering, and final classification. First, a difference-image filtering
technique, using linear filters, is applied to suppress normal anatomical structure of
the breast contained within the image, which for microcalcification cluster identi-
fication are considered noise. In the second stage, a gray-level threshold based on
a full-image histogram is applied, followed by morphological erosion, and finally an
adaptive localized gray-level thresholding is used. Resulting in a set of candidate mi-
crocalcification cluster locations. A final selection is achieved through a combination
of spectral analysis, Minkowski distance based clustering analysis, and image prop-
erties (size, shape, pixel intensity etc.). Their algorithm was able to detect 87% of
true clusters when tested on a set of 78 mammograms (50% of which contain clusters
of microcalcifications) [191].
McLoughlin et al. proposed a noise model based on an estimation of the quan-
tum noise inherent in X-ray imaging [174]. In this work, McLoughlin et al. assume
that baseline noise-level in mammograms is as a result of the limited X-ray quanta.
Following from this, the quantum noise is estimated as a function of gray level using
a square-root model based approach. The local image contrast is improved by decou-
pling noise–gray level dependencies [174]. More recently , Panda et al. [202] developed
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an image processing algorithm to automatically detect microcalcifications and mass
lesions. In their work, Panda et al. proposed a three step process of region of interest
identification (ROI), two-dimensional wavelet transformation, and feature generation
based on Otsu threshold [200], used to automatically perform clustering-based image
thresholding [245]. In summary, the methods discussed above apply standard image
processing techniques for pre- and post image processing for subsequent detection.
In [304], Yu et al. presented system designed to detect clustered microcalcifi-
cations in digitized mammograms. The proposed two-staged system involved the
application of statistical and wavelet features for segmentation, followed by detec-
tion of microcalcification by a neural network implementation using a total of 31
features extracted from the first step. They report a 90% sensitivity in the detection
of microcalcification clusters in a database of 40 mammograms [304].
Campanini et al. developed a novel method in which the mammographic image
is encoded as using a multiresolution overcomplete wavelet representation, and sub-
sequently processed through a two-stage machine learning algorithm consisting of a
two sequential support vector machines and a final ensemble classifier [43]. In this
work, they reported a sensitivity of up to 80% from the DDSM database. Jen et al.
[122] developed a two step method for detecting tumorous masses. First, they apply
gray level quantization on segmented images for feature extraction, and subsequently
they apply principal component analysis to determine weights on each of the features
extracted. Jen et al. report a sensitivity of 88% and 86% on two separate datasets.
Choi et al. [47] proposed a novel computer-aided detection framework to improve
sensitivity of mass detection by combining an unsupervised and supervised machine
learning algorithms to improve identification of regiouns-of-interest (ROI), combined
with an ensemble classifier. Their results suggest a 70% reduction in false-positive
detections, but a 4.6% loss in sensitivity [47].
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1.2.2 Computer-Aided Detection of Architectural Distortions and Bilateral
Asymmetry Anomalies in Mammograms
A second general area of research in computer-aided detection and diagnosis of
breast cancer is in the identification of structural abnormalities in anatomy of the
breasts, which are not physically conspicuous as is the case with microcalcifications
and mass lesions. The first type of anomaly in this group are architectural distortions.
Architectural distortions rank as the third most common sign of non-palpable breast
cancer found in mammograms [229], which due to subtlety and apparent arbitrary
physical characteristics, are often missed during mammographic screening [136]. Ac-
cording to the Breast Imaging Reporting and Data System (BI-RADS), architectural
distortion is defined as a distortion in the normal architecture of breast in the ab-
sence of a physically visible mass [198]. “This includes spiculations radiating from a
point and focal retraction or distortion at the edge of the parenchyma” [198].
Architectural distortion accounts for 12−45% of missed breast cancers in screen-
ing mammography [297]. In a review of 234 screen-detected and interval cancer cases
(aged 44−84 years) of screening and diagnostic mammogram cases between 1991 and
1996, Broeders et al. concluded that detection of architectural distortion and non-
spiculated high-density masses can lead to an improvement in the prognosis of breast
cancer patients [40]. Deducing from this, there have been a number of attempts to
characterize and quantify architectural distortion. Guo et al. investigated the use of
Hausdorff fractal dimensions with an support vector machine classifier to character-
ize architectural distortions [81]. They achieved an accuracy of 72.5% in identifying
architectural distortions in a set of 40 regions of interest (ROIs). Tourassi et al. used
fractal dimension to characterize architectural distortions patterns in ROIs. The area
under the receiver operating characteristics (ROC) curve was 0.89 on a dataset of
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1500 ROIs (112 with architectural distortions).
The second type of anomaly is generally referred to as bilateral asymmetry. Ra-
diologists use a perceived difference in symmetry between the left and right mammo-
grams of a given patient as an indicator to diagnose breast cancer [69]. According to
BI-RADS bilateral asymmetry indicates a difference in volume or density of breast
tissue in the absence of a distinct mass, or more prominent ducts, in correspond-
ing areas between the left and right breasts of the same patient [198]. In a study
of 252 asymptomatic women who had normal mammography but went on to de-
velop breast cancer [243], Scutt et al. found measures of bilateral asymmetry to
be strong predictors of breast cancer. In [181], Miller and Astley new methods to
detect bilateral asymmetry by comparing pairs of corresponding anatomical struc-
tures, which are detected using automatic segmentation of breast tissue types. In
a more recent work [44], Casti et al. investigated differences structural informa-
tion of automatically detected regions using spherical semivariogram descriptors and
correlation-based similarity metrics in spacial and wavelet domains. Using features
extracted from gray-scale values and magnitude and phase response of Gabor filters,
they evaluate the performance of their method with linear discriminant analysis,
Bayesian classifier, and artificial neural network with radial basis functions, on 188
two-view mammograms. They reported an accuracy of up to 0.94, and a sensitivity
and specificity score of 1 and 0.88 respectively.
1.2.3 Computer-Aided Detection For Real-Time Support in Mammography
In this section, we discuss alternative applications of computer-aided detection re-
search in mammography. Computer-aided detection methods discussed to this point
remain decoupled from the mammographic screening and diagnostic process, where
computing methods are applied before or after the mammographic process to verify
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or question diagnostic decision. In contrast, some research studies have proposed the
use of computer-aided systems in parallel to enhance the mammographic process.
Karssemeijer et al. [129] developed an interactive mammographic screening system,
which enabled the image reader to probe regions of interest on the image for relevant
CAD information. Using a corpus of 60 cases, they tested their system on two ra-
diologists and four non-radiologists and found a significant increase in performance,
from 28.27% without CAD to 38.03% with the use of the interactive CAD system.
Samulski et al. developed a similar customized workstation in which readers were able
to probe mammographic image locations for relevant CAD information [238]. They
tested their system with four screening radiologists, who were asked to review 120
cases. A significant (p = 0.012) improvement in detection performance was reported
with an improvement in average sensitivity from 25.1% without CAD, to 34.8% in
CAD-assisted sessions.
Content-based image retrieval methods have been applied as diagnostic tools to
aid radiologists by providing data from previous cases, which are relevant to a cur-
rent case based on computed similarities of image content. Qi and Snyder applied
simple image pixel properties (including shape, size, and intensity) to quantify sim-
ilarity between images [264]. Tourassi et al. [269] evaluated the use of information-
theoretic image similarity measures in content-based retrieval and detection of masses
in screening mammograms. They compared the precision and detection accuracy of
eight entropy-based similarity measures on a database of 1820 mammographic ROIs.
Their results showed image similarity measures can be used for semantic similarity,
and the presence of a masses.
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1.3 Image Perception Research in Screening Mammography
In previous sections, we introduced research work in computer-aided detection
in mammography. To summarize, the class of research discussed focused on compu-
tational understanding of mammograms for the purpose of improving performance
outcomes in mammography. A second important class of research focuses instead on
computational understanding of the observer component for the purpose of improving
diagnostic performance in mammography [142]. We define diagnostic performance of
the human in mammography as a measure of how well the subject is able to predict
the presence or absence of a cancer, and for the latter, how well the extent or mag-
nitude of the disease or condition is measured. Deducing from this, we can conclude
that perception and cognition serve as the primary drivers of the diagnostic process,
and ultimately predict diagnostic performance. Therefore to understand and improve
diagnostic performance (i.e. to reduce human error), it follows that we must examine
both the perceptual and the cognitive processes during mammography. Since the two
sources of human error screening mammography: perceptual error and interpretation
error, account for nearly 50% of missed diagnosis [147, 19], a large body of research
has been directed toward understanding how these errors occur and applying this
knowledge to provide feedback during the diagnostic process, and to improve training
methodology.
Nodine et al. [193] investigated the correlation between number of years of ex-
perience, training, and mammography expertise. In this study, they investigated
the effect of perceptual and cognitive skills in both detection and interpretation in
mammography by analyzing the performance of three categories of image readers
(expert radiologists, Radiology residents, and mammography technologists). Nodine
et al. found that experts had the best performance, and residents had a significantly
15
lower performance, which however, was equivalent to that of mammography tech-
nologists. They concluded that poor performance by residents resulted from a lack
of perceptual-learning experience during mammography training, and recommended
a systematic mentor-guided training and feedback to improve image perception and
decision making [193]. The use of specialized technologies, such as eye tracking de-
vices, to record eye position position data during mammography, enable us to develop
psycho-physiological models useful in understanding how visual and cognitive errors
occur, and ways to reduce their occurrence.
1.4 Eye Tracking
Eye tracking refers to a process of measuring the movement of the eye relative
to the head. Eye tracking devices are bio-sensors that measure psycho-physiological
response through changes in configuration of the human eye. These changes include
positional measures such as visual fixation, saccadic movements, and scanpath, and
non-positional measures such as blinks and pupil dilation and constriction. Using
data from eye-tracking sensors, we can model human perception, cognitive processes,
and responses to external stimuli.
Eye tracking technology has experienced improvement in precision, capability,
and affordability. This trend has fostered the popularity of eye tracking both as a
research tool and an interaction modality in a large variety of disciplines. Further-
more, eye tracking is one of the best noninvasive methods which provide a window
into users’ visual and cognitive processes relating to response and intent [64] [163].
1.4.1 Visual Perception
The human eye perceives light rays through the cornea. the cornea is the clear,
transparent front covering which, acting as a lens, admits light and begins the re-
fractive process. It also keeps foreign particles from entering the eye. The pupil is an
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Figure 1.1: An illustration of the human eye (From Rhcastilhos [53]).
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adjustable aperture in the center of the iris that controls the intensity of light per-
mitted to strike the lens. The iris turns the image upside down in the lens and then
projects it onto the back of the eyeballthe retina. The lens focuses light through the
vitreous humor, a clear gel-like substance that fills the back of the eye and supports
the retina.
The retina is filled with light-sensitive cells, called cones and rods, which trans-
duce the incoming light into electrical signals sent through the optic nerve to the
visual cortex for further processing. Cones are sensitive to high spatial frequency
(visual detail) and provide color vision. Rods however, are very sensitive to light,
and therefore support vision under dim lighting conditions
A small area at the bottom of Figure 1.1, known as the fovea, which spans less
than 2◦ of visual field, has an extremely dense concentration of cones, while they are
very sparsely distributed in the periphery of the retina. This results in our having
full acuity only in this small area, roughly the size of a thumb nail at arms length.
This has the implication that in order to see a selected object sharply, like a word
in a text, we therefore have to move our eyes, so that the light from the word falls
directly on the fovea; a process known as foveating. Only when we foveate on a word
or object can we read or see it sharply.
For video-based measurement of eye movements, both the pupil and the cornea
are very important. Though less known, the cornea covers the outside of the eye,
and reflects light. The reflection visible in a person’s eyes comes from the cornea.
When tracking the eyes, we are interested in a single reflection. Because visible light
produces numerous reflections, to avoid all natural light reflections, we record in
infrared by illuminate the eye with one (or more) infrared light sources.
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Figure 1.2: An illustration of the human eye muscles that generate the vertical up-
down movements (superior and inferior rectus), the horizontal outward-inward movements
(lateral and medial rectus), and the torsional rotating movement (superior and inferior
oblique)(From OpenStax College, [52]).
1.4.2 Eye Events
Eye events refer to voluntary or involuntary change in the configuration of the
eye, which may or may not constitute actual movement of the eye (e.g. pupil dilation
or constriction), but which help the subject to acquire, fixate or track visual stimuli.
The eyes are able to move through the coordinated activity of a system of six muscles
(see Figure 1.2.
The movement of the human eye is controlled by three pairs of muscles, depicted
in Figure 1.2. The combined and coordinated actions of these muscles (depicted in
Figure 1.3) are responsible for horizontal (yaw), vertical (pitch), and torsional (roll)
eye movements, respectively, and hence control the three-dimensional orientation of
the eye inside the head. According to Donders law [273], orientation uniquely decides
the direction of gaze, independent of how the eye was previously orientated. Large
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(a) Eye movement of lateral rectus
muscle (From Lynch [157]).
(b) Eye movement of medial rectus
muscle (From Lynch [158]).
(c) Eye movement of inferior rectus
muscle (From Lynch [159]).
(d) Eye movement of superior rectus
muscle (From Lynch [160]).
(e) Eye movement of superior
oblique muscle (From Lynch [161]).
(f) Eye movement of inferior oblique
muscle (From Lynch [162]).
Figure 1.3: Superior view of muscles responsible for horizontal (yaw), vertical (pitch), and
torsional (roll) eye movements.
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sections of the brain control these muscles to direct the gaze to the desired locations
in space.
Humans and other primates (including other vertebrates) primarily engage in
seven types of voluntary and involuntary eye movement: fixation, saccade, glissade,
smooth pursuit, microsaccade, tremor, and drift (see Table 1.2) [115]. A fixation refers
to a state where the eyes remain still (within a small radius) over a period of time,
such as is the case when the eyes pause on a given word while reading. Fixating on a
point or region is generally considered as a measure of attention to a given position
or region of interest, even though this is not always the case. While there is no
universally excepted method for detecting fixations, there are established parameters
based on ocular physiology, which permit a reasonable criteria for detecting and
extracting fixations from gaze data. A typical algorithm to determine a fixation event
uses the mean X and Y eye position coordinates measured over a minimum period
of time during which the eye does not move more than some maximum amount.
This algorithm requires that a point-of-gaze must continuously remain within a small
area (approximately within 1-degree visual angle) for some minimum amount of time
(approximately 100ms).
The eye is not completely still during a fixation, but exibits three distinct types of
micro-movements: tremor, microsaccades, and drifts [169]. A tremor is a small move-
ment of approximately 90 Hz. The exact role of tremors is still a subject of research;
it is generally believed to be imprecise muscle control. Drifts are slow movements
that shift the eye away from the centre of fixation, while the counter movement, a
microsaccades, serves to quickly return the eye back to the center of fixation.
The rapid motion of the eye from one fixation to another, from word to word
while reading, for instance, is called a saccade. Saccades are considered the fastest
movement the body can produce; typically taking 3080 ms to complete. It is a gen-
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Table 1.2: Basic measures of positional eye movement events.
Description Duration (ms) Amplitude Velocity
Fixation 200− 300 N/A N/A
Saccade 30− 80 4− 20◦ 30− 500◦/s
Glissade 10− 40 0.5− 2 20− 140◦/s
Smooth Pursuit N/A N/A 10− 30◦/s
Microsaccade 10− 30 10− 40′ 15− 50◦/s
Tremor N/A < 1′ 20′/s (peak)
Drift 200− 1000 1− 60′ 6− 25′/s
erally held view that human beings are perceptively blind during most of a saccadic
event; a phenomena illustrated in Figure 1.4.
Figure 1.4: Eye movements during the first 2 seconds of viewing a picture. (based on data
from Yarbus [298]).
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An important characteristic of saccades is that they rarely take the shortest path
between two points, but instead undergo one of several shapes and curvatures. Since a
saccade is described in terms of the gaze data between detected fixations, a saccadic
event can be computed as gaze points connecting the completion of one fixation
to the beginning of the next fixation. The saccadic movement is not mechanically
precise, that is they do not stop directly at the intended target, but instead the
eye wobbles before coming to a stop. This post-saccadic movement is referred to as
glissadic movements or glissade.
The movement of the eye is characteristically different in the case of following
or tracking a moving object such as a bird flying across the sky. This type of eye
movement is usually slower and referred to as smooth pursuit. The difference between
the saccadic and the smooth pursuit movements is that the latter is driven by and
requires a moving target, while the former can be made independent of any visiual
stimulus. The term scanpath refers to the path (in two-dimensions) of the eye as it
moves through a spatial scene. It can be described as the route of oculomotor events
through space within a certain timespan. This definition assumes that the path has a
beginning and end, and therefore a length. The scanpath can be characterized in one
of two ways: (1) the raw gaze scanpath, and (2) the fixation-based scanpath. The raw
gaze scanpath refers to all physical movements of the eye within a certain timespan,
which encompasses saccades, glissades, microsaccades, etc. However, the fixation-
based scanpath is the path formed when all fixations within a certain timespan are
connected through a straight line.
1.4.3 Eye Tracking Research in Radiology
There is a wealth of research in the domain of radiology, specifically mammogra-
phy, in which eye tracking sensors are used as a tool to gain a better understanding of
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visual behavior during the mammographic process. Most research on visual percep-
tion in mammography fall under one of two categories: (1) expertise, or (2) diagnostic
error.
Research on visual perception and expertise in mammography focuses on how
expertise is developed and attempts to characterize visual behavior associated with
expertise. This area of research uses eye tracking to measure and quantify observable
factors, which differentiate Radiology experts, such as duration and scanpath, from
non-experts.
In a seminal work analyzed visual behavior during the reading of chest radio-
graphs [150], Kundel and La Follette examined eye movements of a total of 24 sub-
jects (including untrained laymen, medical students, Radiology residents, an staff
radiologists) for trends that correlated with experience and expertise. Kundel and
La Follette found an evolution of search patterns from a localized central pattern of
untrained laymen, to a more circumferential pattern exibited by experienced staff
radiologists, based on visual observation of the scanpath. Although Kundel and La
Follette reported visibly noticeable differences in the scanpath with an increase in ex-
perience and expertise, the aggregate measures of fixations fail to characterize these
differences.
In a study, analyzing scan strategies in mammography [139], Krupinski examined
the eye-event data of six image readers (3 staff mammographers and 3 Radiology
residents) for differences in the search behavior of experienced and inexperienced
radiologists during a mammographic reading. Using measurements of gaze duration
and dwell time, Krupinski found differences between experienced and inexperienced
image readers, reporting that more experienced image readers had shorter dwell times
and longer gaze duration. However, the findings reported in [139] utilize simple aggre-
gate eye-event features on a relatively small population and corpus of mammographic
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images. Krupinski also reported that although there were notable differences between
groups, these differences were not statistically significant.
To investigate human factors associated with the proficiency of diagnostic pathol-
ogy, Krupinski et al. [143] conducted a study examining the eye movements of nine
image readers, belonging to one of three experience groups (medical students, Pathol-
ogy residents, and pathologists). In this study, each of the nine slide readers took
part in a single 45 minute virtual slide reading session, during which they examined
20 breast core biopsy slides while their eye movements were recorded. They found
that experienced pathologists had the longest saccade length on average (measured
in seconds) compared with residents, who in turn had longer saccade lengths on
average compared with medical students.
In addition, they found that the average saccade velocity (measured as length per
second) for experienced pathologists was significantly lower than residents, who’s av-
erage saccade velocity was higher than the average velocity for medical students.
They also reported that the decreasing trend in saccade velocity with years of ex-
perience was consistent within the experienced pathology group, with the most ex-
perienced pathologist having a significantly lower average saccade velocity than the
less experienced pathologists. The findings by Krupinski et al. suggest distance and
velocity measures of eye movements during visual search may also be important fac-
tors in differentiating between experienced and inexperienced image readers. These
findings are also based on simple aggregate eye-event features, which require a priori
knowledge about the image stimulus (regions of interest).
Manning et al., examined groups of image observers of varied levels of expertise
to investigated the influence of training and experience on visual search behavior
and diagnostic performance during the interpretation chest nodule [164]. Eye-event
data of four observer groups: eight experienced radiologists, five experienced radiog-
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raphers before and after six months training in chest image interpretation, and eight
undergraduate radiography students were recorded during detection and localisation
of significant pulmonary nodules in posterior-anterior views of the chest. Manning et
al. analyzed measures of fixation, saccade, coverage, and gaze duration, and reported
finding experienced radiologists have significantly longer saccadic amplitude, a fewer
number of fixations, and shorter duration of gaze than all other groups. They also
reported the experienced group of radiologists and radiographers after training hav-
ing a better detection performance, as measured with an Alternate Free Response
Operating Characteristic technique, than the remainder groups. While Manning et
al. observed distinct differences in search strategies between the experienced and in-
experienced observers, there was no direct link between eye-event features used and
task performance.
In a more recent work, Krupinski et al. examined and characterized visual be-
haviour of four pathology residents as they progressed through residency training
(at the beginning of their first, second, third, and fourth years of residency) [141].
Krupinski et al. recorded eye-event data for each resident while viewing a series of
20 digitized breast biopsy whole slide images at each of the above mentioned stages
in their residency training. During the experiments, each resident was tasked to ex-
amine the image and select three areas that they would want to zoom in on for
further examination and diagnostic detail at a higher resolution. Using numberos-
ity and movement measures of fixation, saccade, dwell time, and region of interest
(ROI), Krupinski et al. reported finding that as the residents progressed through
residency training, there was a decrease in the overall time taken to make decisions
about where to zoom, a significant decrease in total fixations, and a decrease in time
spent examining areas with no diagnostic value; indicating improved overall search
efficiency. The findings presented in [141] are significant in establishing that visual
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behavior changes as residents progress through training and gain more experience.
However, the study was based on a small population (x = 4). The important find-
ings in this study were also based on simple eye-event features, which require a priori
knowledge about the image stimulus (regions of interest).
In a study on breast cancer detection, Tourassi et al. investigated the relationship
between radiologists gaze, diagnostic decision, and image content of mammograms
during mammographic cancer screening [267]. They examined eye-event data from
six image readers (three breast imaging radiologists and three Radiology residents),
and image content of 20 screening mammograms. Using machine intelligence algo-
rithms, they developed predictive models combining image content, visual behavior,
cognition, and risk of diagnostic error. Their results suggest that machine learning
can be utilized in combination with image content and the image reader’s visual
behavior to develop user-dependent models for predicting risk of diagnostic error in
breast cancer lesion detection and characterization with an accuracy of 59%. The
findings reported by Tourassi et al. [267] indicate a major step in linking image con-
tent, human perception, human cognition, and human error in mammographic breast
cancer detection. However, this work is based on a small population (x = 6) and a
very small sample size (n = 20). In addition, the predictive models generated in this
work are also dependent on a priori knowledge about the image stimulus (regions of
interest).
Although many investigators have examined visual search behavior in the radiol-
ogy, and more specifically mammography, the features utilized in these investigations
have hitherto been limited to: (1) simple aggregates of positional, duration, or nu-
merosity measures of eye-events; (2) based on a posteriori knowledge of regions of
interest within the stimulus image.
While these features provide informative insights into visual search behavior dur-
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ing the mammographic screening process, they do so in a limited fashion. They also
fail to capture observable differences such as the differences in gaze path trajectory
between experienced and inexperienced image readers as for example is reported in
[164], and are therefore insufficient to fully characterize the visual search process.
In this work, we developed novel eye-event primitives and extended existing algo-
rithms, inspired from other domains including sketch recognition, data mining, and
information retrieval to improve prediction of mammographic case characteristics
(such as case pathology and breast parenchyma density), radiologists characteristics
(including individual identity and experience level), and risk of diagnostic error.
We have developed an eye-event feature, fractal dimension, which requires no
prior knowledge of regions of interest in stimulus image. The fractal dimension, which
characterizes the space filling capacity of a pattern, provides a statistical index of
complexity of radiologist’s scanpath during mammographic screening. This index,
we hypothesize, can accurately characterize the characteristics of a mammographic
case, the image reader’s identity and experience, and the risk of diagnostic error.
Bhat and Hammond have shown a related measure, Shannon’s entropy, to be a good
measure to distinguish between text and shape in sketch recognition [28].
We implemented an existing machine learning algorithm, time series shapelet
analysis, originally developed for the data mining and information retrieval research
domain, and applied it on eye-event data recorded during mammographic screen-
ing. In addition, we extended the time series shapelet algorithm in a manner that
optimizes its utility for eye tracking data.
We applied sketch gesture recognition techniques to extract geometric-based fea-
tures from eye-event data to characterize visual search behavior during the mam-
mographic screening process. These features, we hypothesize, provide a more fine-
grained characterization of scanpath by aggregating the spatial (shape), directional,
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and kinetic properties of its constituent saccadic movements. We compared fea-
tures described above with a previously developed method, which applies timeseries
shapelet analysis to extract discriminative information to from changes in pupil di-
lation from eye-event data.
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2. FRACTAL ANALYSIS OF RADIOLOGISTS VISUAL SEARCH BEHAVIOR
IN SCREENING MAMMOGRAPHY∗
The goal of this study was to test the efficacy of radiologists visual search complex-
ity, computed using fractal dimension, as a predictor of image characteristics, case
pathology, and image reader experience level when viewing 4-view mammographic
cases, as they typically do in clinical practice. The study was performed for the task
of mammographic screening as typically done in clinical practice. Eye-tracking data
and diagnostic decisions for 100 mammographic cases, collected from seven Radiol-
ogy residents and three board certified radiologists, formed the corpus used for this
study. Visual search complexity, using gaze data extracted from eye-tracking data,
was estimated using fractal dimension computed using the Minkowski-Bouligand
box-counting method. Mass conspicuity, assessed according to the subtlety rating,
and parenchymal density, were provided in the DDSM truth files. Individual factor
and group-based interaction ANOVA analyses were investigated.
The characteristics of a mammographic case, including case pathology and breast
parenchymal density, image reader experience level, and individual differences each
factor as independent predictors of a radiologists visual scanning pattern complexity
in screening mammography. No higher order effects were found to be significant.
An aggregate characterization of visual search behavior, captured in visual search
complexity, is dependent on case properties and image reader characteristics.
∗Description of methods and experimental results are reprinted with permission from “Fractal
analysis of radiologists’ visual scanning pattern in screening mammography,” by Folami T Ala-
mudun, Hong-Jun Yoon, Kathy Hudson, Garnetta Morin-Ducote, and Georgia Tourassi, 2015. Pro-
ceedings of SPIE, 9416, pp. 94160T-94160T-8, Copyright 2015 by SPIE.
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2.1 Introduction
Breast cancer is the most frequently diagnosed form of cancer and the second lead-
ing cause of cancer-related deaths among women worldwide. The mortality rate for
this disease is largely dependent on early diagnosis through mammographic screen-
ing [80]. Statistics show that through early detection through mammographic screen-
ing, while the disease is localized, patients have a 98.5% relative survival rate versus
25% when the cancer is metastasized, a point at which the disease becomes incur-
able [247].
However, previous studies show the mammographic screening process is suscep-
tible to different types of error resulting in misdiagnosis, with 50% of misdiagnosis
resulting from human visual error [30, 297, 25, 26]. The topic of diagnostic error has
received a lot of attention in recent years. To this end, the medical research commu-
nity has focused on the perceptual and cognitive processes related to decision making
to better understand the causes of error. In radiology, misdiagnosis is attributed to
visual search and interpretation errors [31, 140].
For over half a century, a large number of studies have focused on the radiologists
visual scan pattern during the image reading process. Findings from these studies
indicate prevalence of errors in two general categories: (1) how radiologists find what
they are looking for (visual search); and (2) how radiologists interpret what they
are looking at (image interpretation) [139, 175, 176, 177, 178, 186]. A large body
of eye-tracking research has also focused on gaining a better understanding of the
relationship between visual search and diagnostic decision by analyzing radiologists
eye movements recorded during the diagnostic process 15–21 [62, 145, 146, 150, 147,
149, 165].
In a study of scanning strategies in mammography [139], Krupinski found differ-
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ences between experienced and inexperienced image readers when comparing dwell
times extracted from eye position data gathered while viewing mammographic cases.
Kundel et al. investigated the occurrence of a global perceptual process, as evidenced
in the saccadic movements during the initial viewing of an image, in the analysis of a
mammographic image and its importance in the identification of abnormalities [148].
They found that more experienced radiologists develop this global perceptual process
as a search strategy than their less experienced counterparts [148].
A More recent research study by Voisin et al. showed the efficacy of eye-tracking
in predicting diagnostic performance [281]. Voisin et al. conducted laboratory studies
and applied machine learning techniques to predict error during the diagnostic char-
acterization of mammographic lesions by combining features from radiologists gaze
behavior, and textural image characteristics [281]. In a related study on breast can-
cer detection, Tourassi et al. investigated the relationship between radiologists gaze,
diagnostic decision, and image content of mammograms during mammographic can-
cer screening [267]. Their results suggest that machine learning can be utilized in
combination with image content and the image reader’s gaze characteristics to de-
velop user-dependent models for predicting errors in breast cancer lesion detection
and characterization.
Although many investigators have examined radiologists visual scanning patterns
for screening mammograms, the discovered patterns are typically summarized with
respect to features such as total time examining a case, time to initially hit true
lesions, total dwell time, number of hits, etc. While informative, these features fail
to capture the gaze path trajectory and therefore they cannot fully capture the com-
plexity of the visual search process. In addition, earlier studies were based on single
view mammograms, which is not consistent with clinical practice. Mammographic
screening entails simultaneous viewing of 4 coordinated breast views. The purpose
32
of this study was to address the limitations of the earlier investigations and attempt
to characterize the complexity of the radiologists visual search activity when viewing
4-view mammographic cases as a function of three factors: (i) breast parenchymal
density, (ii) case pathology, and (iii) radiologists experience level. Our study focuses
primarily on mass detection, which is associated with a higher detection error rate
than microcalcifications [30, 297, 26, 186].
2.2 Materials and Methods
2.2.1 Image Database
Table 2.1: Specifications of the 100 four-view screening mammograms used in the study.
Ground Truth Patient Age
Breast
Density
Mass
Subtlety
Total
Abnormalities
No. of
Cases
Normal
Range: 3668
(56.2 ± 10.6)
Range: 14
(Median: 2)
N/A N/A 25
Benign
Range: 3482
(56.9 = 13.4)
Range: 13
(Median: 2)
Range: 35
(Median: 5)
Range: 13
(Median: 1)
25
Malignant
Range: 3783
(64.3 ± 12.4)
Range: 14
(Median: 2)
Range: 15
(Median: 5)
Range: 13
(Median: 1)
50
To perform this study, 100 screen-film mammograms were selected from a corpus
of mammographic cases digitized with a high resolution LUMISYS scanner (50m per
pixel, 12 bit) from the University of South Floridas Digital Database for Screening
Mammography (DDSM) [110]. Each DDSM case contains 4 images, the craniocaudal
(CC) and mediolateral oblique (MLO) view images of both the left and the right
breasts as well as associated ground truth established via biopsy, additional imaging,
or 2-year follow-up, radiologists assessment using the BI-RADSTM lexicon [198], and
patient age.
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Each of the 100 cases was manually selected to cover a broad range of mass mar-
gin and shape characteristics. Of the 100 cases selected, 50 included biopsy-proven
malignant masses, 25 cases included biopsy-proven benign masses, and the remain-
ing 25 cases were normal as determined during a 2-year cancer-free follow-up patient
evaluation. Therefore, all mass cases selected for the study included clinically action-
able masses. Mammograms with masses deemed as benign-without-callback were
excluded. The overwhelming majority of the mass cases (72 out of 75) did not in-
clude any microcalcifications. Mass conspicuity was assessed according to the subtlety
rating provided in the DDSM truth files. These ratings ranged from 1 (suggesting
a subtle lesion) to 5 (suggesting an obvious lesion). A complete list of the DDSM
cases used in this study is provided in the Appendix. Table 2.1 provides details on
the selected cases, including information on the patients age and breast parenchymal
density. The parenchymal density is also provided in the DDSM truth files, and it
ranged between 1 (fatty) to 4 (dense), according to the BI-RADSTM lexicon [198].
2.2.2 Data Collection Protocol
Ten readers of variable experience levels from an academic institution were re-
cruited to conduct blind review of the selected mammograms (see Table 2.2). Each
reader was asked to report the location of any suspicious mass and provide a corre-
sponding BI-RADS rating as typically done in clinical practice. Of the ten readers,
three were experienced MQSA-certified radiologists each with at least nine years
of dedicated mammographic experience, four radiology residents with at least three
mammography rotations, and three radiology residents with at most two mammog-
raphy rotations (see Table 2.2). Institutional review board approval was obtained
prior to the study. Human subject recruitment and data collection was done accord-
ing to a protocol approved by the Oak Ridge Site-Wide Internal Review Board. All
34
participants signed an informed consent form.
Table 2.2: Summary of characteristics of study participants.
Reader Type Experience Level No. of Participants
Expert Radiologist > 10 yrs of practice 2
Expert Radiologist < 10 yrs of practice 1
Advanced Resident > 2 mammo rotations 4
New Resident ≤ 2 mammo rotations 3
Total 10
A customized graphical user interface (GUI) was developed in-house for study
participants to view each mammographic case and record their findings. Two medi-
cal grade monitors were used (dual-head 5MP mammo-grade Totoku LCD monitors
calibrated to the DICOM display standard). The four mammographic views (LCC,
RCC, LMLO, RMLO) were initially displayed at low resolution (two views per mon-
itor) to fit the screen. To assess breast symmetry, the users could select the MLO
views to be displayed on the left monitor and the CC views to be displayed on the
right monitor (Figure 2.1a). The readers were also able to select and view a single
breast at full spatial resolution with the MLO view displayed on the left monitor and
the CC view displayed on the right monitor (e.g., Figure 2.1b). Table 2.3 enumerates
all possible “hanging protocols” implemented in the GUI.
Please note that based on the allowable protocols RMLO could never appear on
the right monitor while LCC could never appear on the left monitor. In addition, the
GUI provided the functionality of zooming in/out, panning, and magnifying glass
for detailed reading of each mammographic view. During the reading sessions, each
reader was outfitted with an H6 head-mounted eye-tracker, with a 60 Hz sampling
rate, and eye-head integration from Applied Science Laboratories (ASL, Bedford,
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(a) Dual Display showing default arrangement.
(b) Dual display showing MLO and CC views of the right breast.
Figure 2.1: Image reader outfitted with eye-tracking apparatus reviewing a mammographic
case.
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Massachusetts, USA). The eye-tracker recorded each readers eye position data to
within 0.5◦ of accuracy.
Table 2.3: Possible configurations for a combined two-dimensional data representation.
Left Monitor Right Monitor
Label Left Image Right Image Left Image Right Image
C1 Right (RMLO) Right (RCC) Left (LMLO) Left (LCC)
C2 Right (RMLO) Right (RCC) Left (LCC) Left (LMLO)
C3 Right (RCC) Right (RMLO) Left (LMLO) Left (LCC)
C4 Left (LMLO) Right (RMLO) Right (RCC) Left (LCC)
C5 Right (RMLO) Left (LMLO) Left (LCC) Right (RCC)
C6 Right (RMLO) Left (LMLO) Right (RCC) Left (LCC)
Readers were instructed to take as much time as needed to view each case until
they were satisfied with the viewing phase. Readers were informed about the pres-
ence of both normal and abnormal cases but no information was provided to them
regarding the expected prevalence. Once the reader was prepared to give a diagnostic
assessment of the case, the eye-tracking recording process was halted pending comple-
tion and reporting of case specific findings, and the reader was ready to proceed with
viewing the next case. The readers task was to mark and rate any suspicious findings.
Each mark was classified and rated for likelihood of malignancy on a BIRADS-based
scale, which consists of five levels (2, 3, 4A, 4B, 4C, and 5) of increasing probability
of malignancy [198]. Cases with no markings were assigned a BIRADS rating of 1.
After completion of case reporting, the reader was instructed to proceed with the
next case. Prior to the every reading session, each reader was carefully calibrated
using the 9-point calibration protocol provided by ASL and trained on five training
cases selected from the DDSM database. The set of cases used for training were
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excluded from the set of cases used in the study.
The cases were presented in a randomized order for each reader using a distinct
randomization scheme for each reader. Readers were also permitted to complete the
study in multiple sessions based on preference and scheduling conflicts. For example,
of the ten readers, two completed case readings for the study in one day (over two
sessions), four completed case readings for the study in two days (over at most three
sessions), and the remainder completed case readings in three days (over at most 4
sessions).
2.2.3 Data Processing and Feature Extraction
Table 2.4: Enumeration of dual display viewing arrangements and corresponding images
on each monitor.
No. Dual Display Viewing Arrangement Left Monitor Right Monitor
1 Same mammographic view (CC) RCC LCC
2 Same mammographic view (MLO) RMLO LMLO
3 Same breast viewing (Right) RMLO RCC
4 Same breast viewing (Left) LMLO LCC
5 Four-view (default) RMLO & LMLO RCC & LCC
As described in the previous section, gaze data for each reader and each case
were collected from four mammographic views spread across two monitors. Raw gaze
data was preprocessed using the EyeNAL analysis program from Applied Science
Laboratory, which converts raw gaze data to a time-ordered sequence of fixations
f1, f2, ..., fn, along with other measures associated with fixation (such as fixation
duration and inter-fixation degree). These fixations represent a grouping of at least
three temporally sequenced raw gaze-position points within 0.5◦ of visual angle of
each other, and a minimum threshold of 100ms total gaze time.
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The scanpath, derived by connecting time-ordered fixations or gaze points while
viewing each case, resulted in a dense graph representing the visual search process. To
measure the complexity of this graph we used the scalar quantity fractal dimension
D. Fractal dimension is a mathematical tool for objective measurement of complex
structures or patterns which cannot be readily described or quantified through appli-
cation of Euclidean geometry. The scanpath (visual search) can be treated as a fractal
pattern. Its fractal dimension is a non-integer D with the range: (n − 1 < D ≤ n)
where n = 2 is the pattern dimensionality. Using the MinkowskiBouligand box-
counting method [108], we estimated D from the scanpath for each case examined
by each image reader. Suppose N() is the number of boxes of length  required to
cover the scanpath G, we define Dbox for the two-dimensional graph as:
Dbox(G) := lim
→∞
logN()
log(1/)
(2.1)
2.2.4 Image Representation and Visual Search
During the reading session, readers typically jump from one of the five possible
dual display viewing arrangements (see Table 2.4) to another resulting in a unique
non-homogeneous two-dimensional image coordinate space of eye position data for
each display view arrangement. To perform fractal analysis of gaze patterns, raw
eye position data from each of the unique coordinate spaces was combined to create
a single two-dimensional coordinate space, representing eye-position data for each
individual case. Table 2.3 enumerates six possible configurations for data represen-
tation (i.e., configurations Ci, i = 1, 2, ...., 6) for aggregating gaze data into a single
coordinate space based on the allowable hanging protocols. The default data repre-
sentation is the one that corresponds on the default hanging protocol applied at the
39
beginning of each as illustrated in Figure 2.1a.
We converted raw eye position data for the duration of each case in two steps.
First, we mapped gaze position onto a mammographic image-dependent pixel coordi-
nate space to handle zoom, image translation, and other artifacts from eye tracking.
Subsequently, each mammographic image, along with respective eye position data
were mapped onto a unified pixel coordinate space through a simple translation and
scaling (see Equation 2.2).

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y´
1
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A cos θ −A sin θ dxi
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0 0 1
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x
y
1
 (2.2)
where A represents a scaling factor,
θ represents an angle of rotation (set to zero for our purposes), and
dxi and dyi represent translation parameters for the i
th mammographic image.
Initial analysis was performed on the data representation corresponding to the
default image arrangement (see configuration C6 in Table 2.3). Further, we investi-
gated the effects, if any, of using alternative configurations for data representation
(see C1C5 in Table 2.3), illustrated in Figure 2.2, on the computed fractal dimension
and if any discovered effects alter our initial findings.
2.3 Results
2.3.1 Diagnostic Performance
We grouped each of the 10 participating readers into one of three experience levels:
new trainee resident (NR), advanced trainee resident (AR), and expert radiologist
(E) as illustrated in Table 2.2. We mapped the diagnostic decision for each case to
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Figure 2.2: Gaze data collected for a single reader synthesized in the 6 possible configura-
tions for data representation.
Table 2.5: Mass detection performance: mass-present (M) vs. mass-absent (N) for new
residents (NR), advanced resident (AR), and expert (E) radiologists.
NR1 NR2 NR3 AR1 AR2 AR3 AR4 E1 E2 E3
True Positive 59 71 62 49 47 49 38 75 72 72
True Negative 12 3 5 18 14 17 17 5 10 9
False Positive 13 22 20 7 11 8 8 20 15 16
False Negative 16 4 13 26 28 26 37 0 3 3
Sensitivity (%) 0.79 0.95 0.83 0.65 0.63 0.65 0.51 1.00 0.96 0.96
Specificity (%) 0.48 0.12 0.20 0.72 0.56 0.68 0.68 0.20 0.40 0.36
Accuracy (%) 0.71 0.74 0.67 0.67 0.61 0.66 0.55 0.80 0.82 0.81
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one of the three case pathologies illustrated in Table 2.1 based on the BIRADs rating
provided. We designated cases without markings (i.e. no scores were given) as normal
(N); we grouped BIRADS ratings 2 and 3 as benign (B); and we grouped BIRADS
ratings 4A, 4B, 4C, and 5 as malignant (M). We formed three groupings by breast
parenchyma density by combining heterogeneous and dense cases in the same density
grouping (due to the small sample size of density 4).
To determine mass detection performance, we compared the BIRADs ratings pro-
vided by each reader with the ground truth. We grouped benign and malignant cases
under a single class label: mass-present (M), and normal cases under a second class
label: mass-absent / normal (N). We report the average diagnostic performance using
this two-class grouping (mass-present vs. mass-absent) for each individual radiolo-
gist in Table 2.5. From Table 2.5, we computed the average accuracy by experience
level: 70.7% ± 3.5% (new residents), 62.25% ± 5.5% (advanced residents), and
81% ± 1.0% (experts). The accuracy of the expert radiologists was significantly
higher than that of the advanced residents (two-tailed p-value=0.002) and the new
residents (two-tailed p-value=0.008). No significant difference accuracy was observed
between new residents and advanced residents (two-tailed p-value=0.077). Readers
appeared to execute the clinical task by operating with very different decision criteria
in terms of emphasizing sensitivity vs. specificity.
2.3.2 Fractal Dimension of Image Reader’s Visual Search
The fractal dimension of image readers scanpath (hereinafter referred to as vi-
sual search) ranged between 1.08 and 1.51. In Figure 2.3, we present the average
fractal dimension across all cases grouped by case specific properties: case pathology
(normal, benign, and malignant), breast density (fatty, fibroglandular, and heteroge-
neous/dense), and image reader experience level (new Radiology resident, advanced
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Figure 2.3: Averaged complexity of visual search across case and reader properties: (a)
case pathology (normal, benign, and malignant); (b) breast density (fatty, fibroglandular,
and heterogeneous/dense); and (c) image reader experience level: new Radiology residents
(NR); advanced Radiology residents (AR), and expert radiologists (E).
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Radiology resident, and expert radiologist).
2.3.2.1 Effect of Case Pathology on Fractal Dimension of Visual Search
The average fractal dimension for normal cases (1.35 ± 4.9e−3) was significantly
higher (p = 0.01) than the average fractal dimension for mass-present cases, which
contain a benign mass (1.33 ± 4.5e−3), and similarly higher (p = 0.004) than the
average fractal dimension for mass-present cases, which contain a malignant mass
(1.33 ± 2.7e−3). However, there were no significant differences (p = 0.98) in
the average fractal dimension between both types of mass-present cases (malignant
. benign).
2.3.2.2 Effect of Mammographic Density on Fractal Dimension of
Visual Search
In Figure 2.3b, we observe that the fractal dimension increases monotonically
with mammographic density. The average fractal dimension (1.315 ± 6e−3) for
low-density mammographic cases is significantly lower (p = 2e−4) compared with
the average fractal dimension (1.34 ± 3e−3) for medium-density mammographic
cases. The average fractal dimension for low-density images was also significantly
lower (p = 8e−8) compared with the average fractal dimension (1.353 ± 4e−3) for
high-density (heterogeneous/dense) cases. The average fractal dimension for medium-
density mammographic cases was also significantly lower than the average fractal
dimension for high-density mammographic cases (p = 2e−2).
2.3.2.3 Effect of Readers Experience Level on Fractal Dimension of
Visual Search
Figure 2.3c illustrates the averaged fractal dimension for image readers grouped
by experience level. We observed that the average fractal dimension for experienced
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radiologists (1.36 ± 4e−3) was significantly higher (p = 3.4e−5) than the average
fractal dimension for new Radiology residents (1.33 ± 4e−3), and significantly higher
(p = 1e−9) than the average fractal dimension for advanced Radiology residents
(1.32 ± 3e−3). The average fractal dimension for advanced Radiology residents was
significantly lower (p = 0.01) than the average fractal dimension for new Radiology
residents.
2.3.3 Analysis of Variations in Fractal Dimension of Visual Search
The average fractal dimension of visual search during mammographic screening
varied with the characteristics of each case (pathology and density) and with individ-
ual image reader as observed in Figure 2.3. Therefore, we performed ANOVA tests on
the average fractal dimension computed for each case to determine if there was a de-
pendency with case pathology, breast density, or the image reader’s experience level.
To analyze the interaction between gaze complexity, case pathology, case density,
and image reader experience level, we applied a four-factor fixed-effects ANOVA
with three levels for case pathology (normal, benign, and malignant), three levels
for breast parenchyma density (fatty, fibroglandular, and heterogeneous/dense), and
three levels for experience (new trainee Radiology resident (NR), advanced trainee
Radiology resident (AR), and expert radiologist (E)), across 10 individual readers.
In Table 2.6, we report the results of ANOVA using average fractal dimension esti-
mated for the six image configurations illustrated in Table 2.3. The ANOVA results
showed that all four factors were independent predictors of a radiologists visual search
complexity. However, none of the higher order effects were found to be significant.
These results were consistent across all six configurations for data representation (see
Table 2.3).
Overall, the results from our ANOVA tests show that the pathology and density
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Table 2.6: Multi-factor ANOVA test results for possible image configurations
Image Representation
Source
C1
(p > F )
C2
(p > F )
C3
(p > F )
C4
(p > F )
C5
(p > F )
C6
(p > F )
Pathology 4e−9 2e−8 1e−7 4e−8 4e−9 1e−8
Density 6e−14 7e−14 2e−13 1e−13 8e−14 9e−15
Experience 2e−7 2e−5 7e−8 2e−7 5e−7 9e−12
Individual 8e−60 5e−60 1e−62 2e−65 3e−69 2e−69
Pathology : Density 0.92 0.93 0.91 0.86 0.92 0.88
Pathology : Experience 0.31 0.32 0.21 24 0.29 0.32
Pathology : Individual 0.16 0.1 0.14 0.11 0.7 0.11
Density : Experience 0.62 0.83 0.72 0.78 0.8 0.85
Density : Individual 0.06 0.11 0.11 0.06 0.1 0.03
Pathology : Density : Experience 0.58 0.91 0.87 0.88 0.91 0.48
Pathology : Density : Individual 0.53 0.85 0.77 0.8 0.85 0.32
of a mammographic case both have a significant effect (p < 1.7e−3 and p < 3e−6
respectively) on visual search complexity as calculated using fractal dimension. The
ANOVA tests also show that individual factors (individual differences and level of
experience) both have a significant effect (p < 1e−3, p < 9e−10 respectively) on
fractal dimension. These findings indicate that the trends observed in Figure 2.3 and
highlighted in Section 2.3.2 are statistically significant. When two or more factors
are combined, we find that their combined effects are not statistically significant.
Since results from the ANOVA tests did not depend on the configuration used for
data representation, we developed a case-dependent data representation to compute
the fractal dimension of the visual search for each case. This approach computed
fractal dimension for visual search based on the predominant display arrangement
used by the reader for each case. With the thus computed case-dependent fractal
dimension of visual search complexity, we applied five-factor fixed-effects ANOVA
test by including image reader’s diagnostic interpretation as the fifth factor along
with pathology, density, experience, and individual differences (as described in Sec-
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Table 2.7: Multi-factor ANOVA test results for case based image configurations.
Source DF F p > F
pathology 2 3.91 2.04e−02
density 2 11.55 1.14e−05
experience 2 6.72 1.27e−03
diagnosis 2 4.57 1.06e−02
individual 7 22.62 < 1e−15
pathology*density 4 3.18 1.33e−02
pathology*experience 4 1.44 0.2
pathology*diagnosis 4 0.84 0.5
pathology*individual 14 0.88 0.59
density*experience 4 0.46 0.76
density*diagnosis 4 1.25 0.29
density*individual 14 1.04 0.41
experience*diagnosis 4 1.19 0.31
diagnosis*individual 14 0.77 0.71
pathology*density*experience 8 0.46 0.88
pathology*density*diagnosis 8 0.63 0.75
pathology*density*individual 28 0.43 1
pathology*experience*diagnosis 8 0.93 0.49
pathology*diagnosis*individual 24 0.86 0.66
density*experience*diagnosis 8 1.65 .12
density*diagnosis*individual 26 0.59 .95
pathology*density*diagnosis*experience 11 2.39 7e−3
pathology*density*diagnosis*individual 13 1.08 .37
Total 999
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tion 2.3.2). The results from ANOVA tests were consistent with our previous findings. 
In addition however, the results showed that diagnostic decision was an independent 
predictor of the fractal dimension of visual search (p < 0.01).
Table 2.8: Pairwise comparisons of groups of case pathology, breast density, and radi-
ologists experience level.
Pair 1 Pair 2 p-value
Pathology Normal Pathology - Benign 0.01
Pathology Normal Pathology - Malignant 4e−3
Pathology Benign Pathology - Malignant .98
Density Fatty Density - Fibroglandular 5e−3
Density - Fatty Density - Heterogeneous/Dense 3e−3
Density - Fibroglandular Density - Heterogeneous/Dense 4e−3
Experience - New Resident Experience - Advanced Resident 0.01
Experience - New Resident Experience - Expert 3e−5
Experience - Advanced Resident Experience - Expert 1e−9
Post-ANOVA t-tests with Bonferroni p-value adjustment were also performed
and reported in Table 2.8. The fractal dimension of image reader’s visual search was
significantly different between normal cases and mass-present cases. However, the
malignancy status of a mass (benign tumor vs. malignant tumor), did not affect the
fractal dimension of visual search. Further, fractal dimension of visual search was
found to be significantly different between mammograms of fatty breasts and mam-
mograms of both fibroglandular and heterogeneous/dense breasts. There was also a
significant difference in the fractal dimension of visual search between mammograms
of fibroglandular breasts and heterogeneous/dense breasts. We also observed that
the fractal dimension of visual search was significantly different between all three ex-
perience groups: new Radiology residents, advanced Radiology residents, and expert
radiologists.
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Finally, statistical tests were performed to study the pairwise differences among
the gaze networks of the 10 readers (Table 2.9). We noted several significant pairwise
differences suggesting that there was substantial inter-reader variability in the fractal
dimension of visual search, often among readers of similar experience level.
Table 2.9: Pairwise comparisons of individual readers (new resident resident (NR), advanced
resident resident (AR), and expert (E)).
NR1 NR2 NR3 AR1 AR2 AR3 AR4 E1 E2
NR2 < 1e−3
NR3 1 < 1e−3
AR1 < 1e−3 0.77 0.01
AR2 .57 1e−3 1 .27
AR3 < 1e−3 .32 < 1e−3 1e−3 < 1e−3
AR4 .89 < 1e−3 1 0.08 1 < 1e−3
E1 5e−3 .29 .12 1 .75 < 1e−3 .39
E2 .92 < 1e−3 .34 < 1e−3 .02 < 1e−3 .1 < 1e−3
E3 2e−3 < 1e−3 < 1e−3 < 1e−3 < 1e−3 < 1e−3 < 1e−3 < 1e−3 .22
2.4 Discussion and Conclusions
This study investigated the efficacy of visual gaze complexity for characterizing
search behavior of Radiology residents as well as expert radiologists during the di-
agnostic process for breast cancer in screening mammography. For this study fractal
dimension was used as the metric for quantifying the complexity of the visual search
patterns. Using a relatively large number of cases, comprising varied pathology and
breast parenchyma density, and image readers with varied levels of experience and
expertise, the findings presented in this study establish generalizable trends. These
trends include the following:
1. The characteristics of a mammographic case (pathology, and breast parenchyma
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density) are independent factors in predicting complexity of visual search be-
havior.
2. The characteristics of the image reader (individual, and level of experience) are
independent factors in predicting complexity of visual search behavior.
3. The pathology and breast parenchyma density of a mammographic case, expe-
rience level of the image reader, and the resulting diagnostic decision combine
as predictors of complexity of visual search behavior during mammographic
screening.
4. The visual search complexity while viewing cases with normal pathology are
significantly different from cases with malignant pathology.
5. The visual search complexity increases monotonically with increasing breast
parenchyma density of a mammographic image. Effectively, low-density mam-
mographic images correspond to lower visual search complexity, while medium-
density images correspond to a higher visual search complexity, and high-
density images correspond to the highest visual search complexity. This finding
is consistent with results obtained by Al Mousa et al. [185], who reported sig-
nificant increases in visual search parameters when comparing low- and high-
density mammograms.
6. On average, the visual search complexity of Radiology residents (both new
trainees and advance trainees groups) is significantly lower than the average
complexity of experienced radiologists.
7. There are notable differences in visual search complexity between individual
radiologists.
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This study is novel in its replication of the dual monitor viewing and decision
tasks characteristic of screening mammography in clinical practice. It presents a
single quantity, fractal dimension, capturing the complexity of visual search behavior
during the mammographic screening process. This metric can be leveraged in the
future to develop better models for predicting individualized radiologist error risks
for a specific case in review. These findings also present future opportunities for
personalized decision support and training support technology in Radiology.
Despite the thorough replication of clinical practice, there are notable limitations
with this study. While fractal dimension successfully characterizes spatial complexity
of visual search, it does not incorporate any temporal information which, intuitively,
contain information relevant to readers visual search behavior and diagnostic perfor-
mance as noted in [143, 141]. We are currently working on developing novel strategies
to capture such information. In addition, our study focused specifically on the de-
tection of mammographic masses. It is important to investigate the same issue for
other mammographic lesions as well.
Lastly, our study utilized a popular but fairly old dataset of digitized mammo-
grams. A separate study is needed to confirm how our findings would translate in
digital mammography. A prior study suggested significant differences in visual scan
behavior between screen-film and digital mammograms [176]. However, that earlier
study was based on two-view mammograms (single breast viewing). Furthermore,
the differences observed in that study involved traditional metrics such as time to
first hit and total dwell time. Our study implemented a clinically realistic viewing
scenario and a more spatially comprehensive metric of visual search. Furthermore,
by providing the full list of the publicly available cases we used we enable other
researchers to perform comparative studies.
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3. SHAPELET ANALYSIS OF OCULAR CHANGES FOR MODELING
VISUO-COGNITIVE BEHAVIOR IN SCREENING MAMMOGRAPHY∗
3.1 Introduction
3.1.1 Breast Cancer Screening
Globally, breast cancer is one of the more prevalent forms of cancer within the
female population. This form of cancer is the most frequently diagnosed, and the
second leading cause of cancer-related deaths among women worldwide [80]. The
mortality rate for this cancer is largely dependent on early detection and proper
intervention [80]. Through early detection, while the disease is localized, patients
have a high (98.5%) relative survival rate. In contrast, survival rates are dramatically
lower (25%) when the cancer is metastasized; a point at which the disease becomes
incurable [247].
Most patients suffering from breast cancer remain unaware of the disease because
it seldom shows any physically visible signs; a common phenomena characteristic of
most types of cancer. For this reason, breast cancer is primarily detected and diag-
nosed through a specialized process known as mammography. Mammography is a
medical imaging technique, which uses low-energy X-Rays (approximately 30KV p)
to capture visual representations of the human breasts. These visual representations,
known as mammograms, are subsequently examined for the presence of cancer re-
lated anomaly. The examination of mammograms, which can be film or digital, is
performed by a specialist (board certified radiologists), who is trained in detecting
∗Description of methods and experimental results are reprinted with permission from “Shapelet
analysis of pupil dilation for modeling visuo-cognitive behavior in screening mammography,” by
Folami T Alamudun, Hong-Jun Yoon, Tracy Hammond, Kathy Hudson, Garnetta Morin-Ducote,
and Georgia Tourassi, 2016. Proceedings of SPIE, 9787, pp. 97870M-97870M-13, Copyright 2016 by
SPIE.
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cancerous anomalies.
There are two types of mammographic examinations performed by radiologists:
screening mammography and diagnostic mammography. Screening mammograms are
performed to check for the presence of breast cancer in women who are absent of
physically visible signs or symptoms of the disease. A screening mammogram gen-
erally involves four views from two X-Ray images of each breast: the craniocaudal
(CC) view and the mediolateral oblique (MLO) view [119]. These x-ray images make
it possible to visually detect tumors, which cannot be detected through physical ex-
amination. Screening mammograms also capture microcalcifications (tiny deposits of
calcium), which are often an indication that a cancerous growth is also present.
In contrast, a diagnostic mammogram is administered to a patient who has previ-
ously demonstrated abnormality in previous clinical inquiry, such as the presence of
a lump, a thickening of the skin of the breast, nipple discharge, breast pain, or other
physically visible signs on the breast [119]. These abnormalities may be symptoms
of some other disease or benign condition however.
3.1.2 Performance in Breast Cancer Screening
The mammographic screening process is not without flaw. Recent studies show
the process as being plagued with low sensitivity (68 − 92% range), with a notably
high type II error rate (false-negative) of 29% in visually detectable cancers. Approx-
imately 50% of these diagnostic inaccuracies result from human error. While type
I errors (false-positives) at 28.3% can have adverse negative impact/effect on the
mental health and well-being of the patient, the occurrence of a type II error has a
significant impact on the patients prognosis [67].
Despite the well-studied benefits of screening mammography, the process is not
without major drawbacks, which pose significant challenges to the scientific research
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community. Most notable among these challenges is the occurrence of error during the
mammographic screening process. The sensitivity of screening mammography varies
because of the multitude of methods used in calculating and reporting [240, 23].
However, the generally accepted range for sensitivity in screening mammography
falls between 68− 92% [297, 138, 225].
Previous studies have shown that the diagnostic interpretation of mammograms
is susceptible to different types of human error, which result in missed diagno-
sis [30, 297, 26]. Studies also showed that human errors resulting from both percep-
tual and interpretation error, are significant factors responsible for low performance
in screening and diagnostic mammography [147, 144, 19]. In an investigation of di-
agnostic error in screening mammography, Bird et al. analyzed of 320 cancers found
in a population of women (average age: 59 ± 0.3), who underwent mammographic
screening between 1985 and 1990 [30]. In their study, they categorized missed lesions
(false negatives) as cases where: (a) lesion was retrospectively visible; (b) unde-
tected by first reader, but subsequently correctly identified by second reader (double
reading); and (c) a cancer correctly diagnosed during a mammography examination
immediately preceding the pathologic diagnosis, but retrospectively visible, but in-
correctly interpreted as negative, on prior mammograms. They found that 77 cancers
were missed at screening mammography for reasons, which include: having a benign
appearance; being present at previous screening; only visible in one of the mammo-
graphic views of same breast; being located on the site of a previous biopsy; and,
in 47% of the cases, from being overlooked [30]. Additional studies conducted over
the last few decades have drawn similar conclusions, with the general consensus that
human error accounts for nearly 50% of all diagnostic errors [168, 29, 25, 26, 27].
Over time, attempts have been made to improve the sensitivity of diagnos-
tic performance in screening mammography. Notably, the inclusion of complimen-
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tary modalities such as ultrasound and magnetic resonance imaging to supplement
mammographic information. Independent double reading of screening mammograms,
where two radiologists perform readings of a screening mammogram independently
to form a consensus, were proposed and adopted. Many studies have shown the effec-
tiveness of this method in increasing the number of detected cancers [8, 266, 41, 66].
However, this process is associated with an increased workload and an associated
cost burden (since it presumably entails twice the amount of work).
The two predominant sources of human error in screening mammography are
perceptual error and interpretation error [147, 19]; making both sources the subject
of a large body of research inquiry. These inquiries are directed primarily to un-
derstanding how both errors occur, applying this knowledge in the form of feedback
during the diagnostic process, and toward improved training methodology. This class
of research focuses on computational understanding of the observer component for
the purpose of improving diagnostic performance in mammography [142, 267, 5].
Since diagnostic performance is a measure of the image readers’ ability to detect
the presence and extent of a cancerous growth, we can infer that factors associated
with perception and cognition may also provide quantifiable predictive measures of
diagnostic performance. Nodine et al. [193] previously investigated the correlation
between number of years of experience, training, and mammography expertise. In
this study, Nodine et al. investigated the effect of perceptual and cognitive skills in
both detection and interpretation in mammography by analyzing the performance
of three categories of image readers (expert radiologists, Radiology residents, and
mammography technologists). They found that experts had the highest performance
outcomes in comparison with residents, who had a significantly lower performance
equivalent to that of mammography technologists. Nodine et al. concluded that poor
performance by residents resulted from a lack of perceptual-learning experience dur-
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ing mammography training, and recommended a systematic mentor-guided training
and feedback to improve image perception and decision making [193].
3.1.3 Mental Workload and Task Performance
A goal-oriented search task, similar to the search for a mass within a mammo-
graphic image for example, is cognitive in nature [118] and requires the coordination
of multiple resources. The mental resource capacity required to perform this search
process successfully and efficiently can be measured as the amount of information,
which can be maintained and processed in working memory (mental workload or
cognitive workload).
Wickens’ theory of multiple resources [286] distinguishes between three indepen-
dent measures of the aforementioned resources. These include:
1. The processing stage, which entails perception of, or output response, to stim-
ulus.
2. The modality of perception, which entails visual or auditory input modalities,
or manual or vocal output response.
3. Verbal or spatial codes of perception and central processing.
The construct of the multiple resource theory is consistent with Baddeley’s model
of working memory [13], which incorporates the concept of separate spatial and
verbal components. Baddeley defines the term working memory as a brain system,
which provides temporary storage and manipulation of the information necessary
for such complex cognitive tasks as language comprehension, learning and reasoning.
Working memory requires simultaneous storage and processing of information by its
three constituent subcomponents:
1. The attentional-controlling central executive system.
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2. The visuospatial sketch pad for manipulating images.
3. The phonological loop for storing and processing auditory information.
Intuitively, mental workload can be conceptualized as characterizing the rela-
tionship between task-imposed quantitative demands for resources, and the oper-
ator’s ability to supply the requisite resources [286]. It characterizes interactions
between the processing requirements for completing a task and human resource ca-
pacity needed [107]. However, mental resource capacity is limited, varies from one
task to another and between individuals [125, 54, 274]. These individual differences
in task specific mental resource capacity are consistently found to be correlated with
task performance and expertise [286].
Wickens [285] highlighted four workload assessment techniques along with their
inherent limitations. These include: primary task measures; secondary task tech-
nique; subjective measures; and physiological measures. Of these, the use of psycho-
physiological measures, which are both unobtrusively and continuously available in
real time, individually [20, 1, 167, 190, 3, 228] or in some combination [287, 34],
provide a promising path to obtaining measures of mental workload, which correlate
with task performance in screening mammography.
3.1.4 Measures of Eye-Movement and Mental Workload
The autonomic nervous system (ANS), a division of the peripheral nervous sys-
tem, is an unconscious control system, which controls the function of certain bodily
organs. It regulates factors such as heart rate, digestion, respiratory rate, pupillary
response, arousal etc. in response to external and internal changes. In this regard,
the ANS is described as the primary mechanism that controls the fight-or-flight
response [121]. Some organs of the ANS, such as the eye (pupil), epidermis (ec-
crine sweat glands), and the cardiovascular organs (various measures of heart rate),
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have been investigated as measures of mental workload in task performance predic-
tion [2, 20, 120, 36, 14, 82].
Under conditions of controlled illumination, research has shown pupil dilation
as a reliable measure of cognitive and emotional states, including mental workload.
Hess and Polt [112] concluded that changes in the size of the pupil during arithmetic
multiplication problems can be used as a direct measure of mental workload. They
reported an increase of 22% when participants computed a more difficult multiplica-
tion problem (16 times 23), compared to an increase of 11% when computing a less
challenging problem (7 times 8). Beatty [20] reviewed a large corpus of experimental
data and concluded that pupil dilation is a reliable indicator of mental workload,
changes in pupil size were positively correlated with changes in mental workload,
and that this trend is common across tasks and individuals. However, Beatty [21]
also reported differences in individual pupillary response to same task.
Iqbal et al. performed quantitative analysis on the correlation between pupil size
and mental workload demand during the execution of interactive tasks, which were
designed to represent daily computer-based tasks found in the workplace [120]. Using
the average percentage change in pupil diameter, Iqbal et al. were able to differentiate
between difficult tasks and less demanding tasks as determined through a subjective
ratings of mental workload from NASA Task Load Index (NASA-TLX) survey ques-
tionnaire, and task processing times. In a follow-up study, Bailey and Shamsi [14]
reported similar findings indicating that mental workload changes throughout the ex-
ecution of tasks, with pronounced decreases at boundaries indicating task or sub-task
initiation and completion. Additional studies have also reported an overall decrease
in pupil diameter with increased drowsiness and fatigue during auditory vigilance
tasks [154, 303].
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3.1.5 Performance Prediction in Screening Mammography
The purpose of the current study is to develop an understanding of the rela-
tionship between positional and non-positional measures of changes in the image
readers eye during mammographic screening, such as pupil dilation an established
measure of mental effort (cognitive workload), the pathological characteristics of a
mammographic case, diagnostic decision, and task performance. We focus on exam-
ining how mental workload (indexed using measures of pupillary response) during
changes the reading of mammographic cases. How these measures vary with both
mammographic case pathology, and the image reader’s diagnostic performance. To
answer these questions, we take advantage of data mining feature extraction algo-
rithms to develop a new index of pupillary response and compare our results with
more traditional pupillary response measures. Our ability to answer these questions
will provide deeper insight into the effect of mental workload on task performance in
screening mammography.
3.2 Materials and Methods
3.2.1 Image Dataset
Table 3.1: Specifications of the 100 four-view screening mammograms used in the study.
Ground Truth Patient Age
Breast
Density
Mass
Subtlety
Total
Abnormalities
No. of
Cases
Normal
Range: 36− 68
(56.2 ± 10.6)
Range: 1− 4
(Median: 2)
N/A N/A 25
Benign
Range: 34− 82
(56.9 ± 13.4)
Range: 1− 3
(Median: 2)
Range: 3− 5
(Median: 5)
Range: 1− 3
(Median: 1)
25
Malignant
Range: 37− 83
(64.3 ± 12.4)
Range: 1− 4
(Median: 2)
Range: 1− 5
(Median: 5)
Range: 1− 3
(Median: 1)
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To perform this study, 100 screen-film mammograms were selected from a corpus
of mammographic cases digitized with a high resolution LUMISYS scanner (50m per
pixel, 12 bit) from the University of South Floridas Digital Database for Screening
Mammography (DDSM) [110]. Each DDSM case contains 4 images, the craniocaudal
(CC) and mediolateral oblique (MLO) view images of both the left and the right
breasts as well as associated ground truth established via biopsy, additional imaging,
or two-year follow-up, radiologists assessment using the BI-RADSTM lexicon [198],
and patient age.
Each of the 100 cases was manually selected to cover a broad range of mass mar-
gin and shape characteristics. Of the 100 cases selected, 50 included biopsy-proven
malignant masses, 25 cases included biopsy-proven benign masses, and the remaining
25 cases were normal as determined during a two-year cancer-free follow-up patient
evaluation. Therefore, all mass cases selected for the study included clinically action-
able masses. Mammograms with masses deemed as benign-without-callback were
excluded. The overwhelming majority of the mass cases (72 out of 75) did not in-
clude any microcalcifications. Mass conspicuity was assessed according to the subtlety
rating provided in the DDSM truth files. These ratings ranged from 1 (suggesting
a subtle lesion) to 5 (suggesting an obvious lesion). A complete list of the DDSM
cases used in this study is provided in the Appendix. Table 3.1 provides details on
the selected cases, including information on the patients age and breast parenchymal
density. The parenchymal density is also provided in the DDSM truth files, and it
ranged between 1 (fatty) to 4 (dense), according to the BI-RADSTM lexicon [198].
3.2.2 Experimental Procedure
Ten readers of variable experience levels from an academic institution were re-
cruited to conduct blind review of the selected mammograms (see Table 3.2). Each
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Table 3.2: Summary of characteristics of study participants.
Reader Type Experience Level No. of Participants
Expert Radiologist > 10 yrs of practice 2
Expert Radiologist < 10 yrs of practice 1
Advanced Resident > 2 mammo rotations 4
New Resident ≤ 2 mammo rotations 3
Total 10
reader was asked to report the location of any suspicious mass and provide a corre-
sponding BI-RADS rating as typically done in clinical practice. Of the ten readers,
three were experienced MQSA-certified radiologists each with at least nine years
of dedicated mammographic experience, four radiology residents with at least three
mammography rotations, and three radiology residents with at most two mammog-
raphy rotations (see Table 3.2). Institutional review board approval was obtained
prior to the study. Human subject recruitment and data collection was done accord-
ing to a protocol approved by the Oak Ridge Site-Wide Internal Review Board. All
participants signed an informed consent form.
A customized graphical user interface (GUI) was developed in-house for study
participants to view each mammographic case and record their findings. Two medi-
cal grade monitors were used (dual-head 5MP mammo-grade Totoku LCD monitors
calibrated to the DICOM display standard). The four mammographic views (LCC,
RCC, LMLO, RMLO) were initially displayed at low resolution (two views per mon-
itor) to fit the screen. To assess breast symmetry, the users could select the MLO
views to be displayed on the left monitor and the CC views to be displayed on the
right monitor (e.g., Figure 3.1a). The readers were also able to select and view a
single breast at full spatial resolution with the MLO view displayed on the left mon-
itor and the CC view displayed on the right monitor (e.g., Figure 3.1b). Table 3.3
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(a) Dual Display showing default arrangement.
(b) Dual display showing MLO and CC views of the right breast.
Figure 3.1: Image reader outfitted with eye-tracking apparatus reviewing a mammographic
case.
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enumerates all possible “hanging protocols” implemented in the GUI. Please note
that based on the allowable protocols RMLO could never appear on the right monitor
while LCC could never appear on the left monitor. In addition, the GUI provided the
functionality of zooming in/out, panning, and magnifying glass for detailed reading
of each mammographic view. During the reading sessions, each reader was outfitted
with an H6 head-mounted eye-tracker, with a 60 Hz sampling rate, and eye-head in-
tegration from Applied Science Laboratories (ASL, Bedford, Massachusetts, USA).
The eye-tracker recorded each readers eye position data to within 0.5◦ of accuracy.
Table 3.3: Possible configurations for a combined two-dimensional data representation.
Left Monitor Right Monitor
Label Left Image Right Image Left Image Right Image
C1 Right (RMLO) Right (RCC) Left (LMLO) Left (LCC)
C2 Right (RMLO) Right (RCC) Left (LCC) Left (LMLO)
C3 Right (RCC) Right (RMLO) Left (LMLO) Left (LCC)
C4 Left (LMLO) Right (RMLO) Right (RCC) Left (LCC)
C5 Right (RMLO) Left (LMLO) Left (LCC) Right (RCC)
C6 Right (RMLO) Left (LMLO) Right (RCC) Left (LCC)
Readers were instructed to take as much time as needed to view each case until
they were satisfied with the viewing phase. Readers were informed about the pres-
ence of both normal and abnormal cases but no information was provided to them
regarding the expected prevalence. Once the reader was prepared to give a diagnostic
assessment of the case, the eye-tracking recording process was halted pending comple-
tion and reporting of case specific findings, and the reader was ready to proceed with
viewing the next case. The readers task was to mark and rate any suspicious findings.
Each mark was classified and rated for likelihood of malignancy on a BIRADS-based
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scale, which consists of five levels (2, 3, 4A, 4B, 4C, and 5) of increasing probability
of malignancy [198]. Cases with no markings were assigned a BIRADS rating of 1.
After completion of case reporting, the reader was instructed to proceed with the
next case. Prior to the every reading session, each reader was carefully calibrated
using the 9-point calibration protocol provided by ASL and trained on five training
cases selected from the DDSM database. The set of cases used for training were
excluded from the set of cases used in the study.
The cases were presented in a randomized order for each reader using a distinct
randomization scheme for each reader. Readers were also permitted to complete the
study in multiple sessions based on preference and scheduling conflicts. For example,
of the ten readers, two completed case readings for the study in one day (over two
sessions), four completed case readings for the study in two days (over at most three
sessions), and the remainder completed case readings in three days (over at most
four sessions).
3.2.3 Data Pre-Processing
Pupil dilation and eye movement data were monitored and recorded using an
H6 head-mounted eye-tracker, with a 60 Hz sampling rate, and eye-head integration
from Applied Science Laboratories (ASL). The participants were free to spend as
much time reviewing each case. Participants were also free to halt the experiment
at the completion of any case n, to resume the next case n+1 at a later time or
date based on convenience. Since the time duration for review varied by case and by
radiologist, the time window during which the signal of interest was extracted was
calculated based on start and stop log entry events. Pupil diameter, fixations, saccade
length, and raw eye position related data were made available through accompanying
ASL software. The sensor measurement representing the pupil diameter for each case
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recording was first linearly interpolated to account for eye-blinks, then downsampled
by a factor of ten, and subsequently filtered using an adaptive Hampel [213] filter to
remove noise artifacts resulting from equipment induced noise, drift, eye tremors, an
other sources.
3.2.4 Measurements and Feature Extraction
3.2.4.1 Pupillary Response Measures
Figure 3.2: Sympathetic and parasympathetic innervation of the pupil. (1) sympathetic
fibers arise from the hypothalamus, (2) the stellate ganglion, (3) synapse at the superior
cervical ganglion, (4) sympathetic plexus around internal carotid artery, (5) oculomotor
nerve (Cranial nerve 3) fibers synapse at the ciliary ganglion (blue), (6) Short ciliary nerves
from ciliary ganglion carrying parasympathetic supply to sphincter pupillae (green), (7)
Trigeminal fibers (Cranial nerve 5) relay in ciliary ganglion and carry sympathetic supply
(yellow), (8) Long ciliary nerve fibers (from the ophthalmic branch of cranial nerve 5)
carrying sympathetic supply to the dilator pupillae, (9) Sphincter pupillae (circular fibers)
and Dilator pupillae (radial fibers) muscles of the pupil. (From Rajan [227])
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The structure of the eye can be compared to a camera: containing a lens for
light refraction and focus, and an adjustable aperture for controlling the amount of
light admitted. This aperture, the pupil, undergoes large changes, which are con-
trolled by the parasympathetic nervous system (PNS) through the circular muscle
(constriction), and the sympathetic nervous system (SNS) through the radial muscle
(dilation) 3.2. However, internal physiological responses within the body are also re-
flected as minute changes in the size of the pupil. These small-scale, rapid changes in
the diameter of the pupil are reflective of the dynamic changes in the central nervous
system (CNS) that underlie human cognition (see Figure 3.3). Historically, these
changes are indexed by computing the percentage change in pupil dilation (∆P )
from a baseline pupil measurement (Pb). Pb was computed as the average pupil size
for the first 500ms of pupil recording after initial light reflex.
3.2.4.2 Time Series Shapelet
Typical classification techniques used in machine learning are not efficient at
handling real-valued ordered time series data, where temporal ordering and trends
of data are as useful in providing discriminative information as discrete values. Such
changes are difficult and often impossible to capture using well-known methods such
as nearest neighbor algorithm, where features are individual data points and temporal
characteristics are not preserved. These challenges result in the need for a type of
data primitive, which (a) capture temporal changes of observed data, (b) generate
temporal attributes effective for establishing sufficient criteria for class membership
and thus usable as a feature for classification, and (c) can be utilized during post-
analyzed for model characteristics responsible for determining class membership.
One such concept was introduced recently by Ye and Keogh [299]. In their work
on data mining images in historical documents, Ye and Keogh [299] developed a
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Figure 3.3: Change (mm) in pupil diameter from a 1s baseline preceding picture onset
when viewing erotic, neutral, or violent scenes. Inset: For scrambled pictures, the light
reflex did not differ as a function of original picture content. (Reprinted with permission
from Henderson et al. [111])
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novel temporal primitive called time series shapelets. They define shaplets as time
series sub-sequences, which are maximally representative of a class. We can think of
shapelets as features that capture temporal changes in data, which can improve a
model’s ability to discern between two or more classes.
To illustrate the concept of time series shapelets, Ye and Keogh considered a
two-class classification problem of identifying two commonly confused plants, Urit-
ica dioica (often called common nettle or stinging nettle) and Verbena uriticifolia
(white vervain). Converting each sample into a one-dimensional representation, cre-
ates a data representation that can be used for classification using one of many
existing techniques. Traditional techniques for encoding discriminative information
are known to perform poorly on this type of problem [299], primarily because the
differences between the two classes are captured in the temporal changes in their re-
spective data representation.However, a shapelet subsequence allows us to compare
temporal characteristics of both classes to successfully discriminate between the two.
Using Ye and Keogh’s methods [299], we use timeseries shapelet analysis to charac-
terize temporal properties in image readers’ pupil dilation during a mammographic
screening.
3.2.4.3 Measures of Eye Movement
The movement of the human eye is controlled by three pairs of muscles. The
combined and coordinated actions of these muscles (depicted in Figure 3.4) are re-
sponsible for horizontal (yaw), vertical (pitch), and torsional (roll) eye movements,
respectively, and hence control the three-dimensional orientation of the eye inside
the head. According to Donders law [273], orientation uniquely decides the direction
of gaze, independent of how the eye was previously orientated. Large sections of the
brain control these muscles to direct the gaze to the desired locations in space.
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Figure 3.4: An illustration of the human eye muscles that generate the vertical up-
down movements (superior and inferior rectus), the horizontal outward-inward movements
(lateral and medial rectus), and the torsional rotating movement (superior and inferior
oblique)(From OpenStax College, [52]).
Humans and other primates (including other vertebrates) primarily engage in
seven types of voluntary and involuntary eye movement: fixation, saccade, glissade,
smooth pursuit, microsaccade, tremor, and drift (see Table 3.4) [115]. We recorded
gaze data for each image reader from the four mammographic views (RMLO, LMLO,
RCC, LCC) spread across two monitors (for each mammographic case). First, we
processed raw gaze data to extract fixations. A fixation refers to a state where the
eyes remain still (within a small radius) over a period of time, such as is the case
when the eyes pause on a given word while reading. Fixating on a point or region
is generally considered as a measure of attention to a given position or region of
interest, even though this is not always the case.
While there is no universally excepted method for detecting fixations, there are
established parameters based on ocular physiology, which permit a reasonable cri-
teria for detecting and extracting fixations from gaze data. A typical algorithm to
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Table 3.4: Basic measures of positional eye movement events.
Description Duration (ms) Amplitude Velocity
Fixation 200− 300 N/A N/A
Saccade 30− 80 4− 20◦ 30− 500◦/s
Glissade 10− 40 0.5− 2 20− 140◦/s
Smooth Pursuit N/A N/A 10− 30◦/s
Microsaccade 10− 30 10− 40′ 15− 50◦/s
Tremor N/A < 1′ 20′/s (peak)
Drift 200− 1000 1− 60′ 6− 25′/s
determine a fixation event uses the mean X and Y eye position coordinates measured
over a minimum period of time during which the eye does not move more than some
maximum amount. This algorithm requires that a point-of-gaze must continuously
remain within a small area (approximately within 1◦ visual angle in our algorithm)
for some minimum amount of time (approximately 100ms for our algorithm). From
this measure we computed the following features: rate of fixation (FR), and the av-
erage duration of fixations (FD) on a per case basis.
The eye is not completely still during a fixation, but exhibits three distinct types
of micro-movements: tremor, microsaccades and drifts [169]. A tremor is a small
movement of approximately 90 Hz. The exact role of tremors is still a subject of
research; it is generally believed to be imprecise muscle control. Drifts are slow
movements that shift the eye away from the centre of fixation, while the counter
movement, a microsaccades, serves to quickly return the eye back to the center of
fixation. However, these smaller, faster movements were not computed or utilized in
this study.
The rapid motion of the eye from one fixation to another, from word to word
while reading, for instance, is called a saccade. Saccades are considered the fastest
movement the body can produce; typically taking 3080ms to complete. It is a gen-
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erally held view that human beings are perceptively blind during most of a saccadic
event.
An important characteristic of saccades is that they rarely take the shortest path
between two points, but instead undergo one of several shapes and curvatures. Since
a saccade is described in terms of the gaze data between detected fixations, we
computed saccadic events as gaze points connecting the completion of one fixation
to the beginning of the next fixation. From the saccadic measure, we computed the
following feature: saccadic amplitude (SA). The scanpath is described as the eye-
movement pattern that describes the route of occulomotor events through space
within a defined timespan (such as the duration of a mammographic reading). From
this measure, we compute the following feature: length of scanpath (SPL).
The saccadic movement is not mechanically precise, that is they do not stop
directly at the intended target, but instead the eye wobbles before coming to a stop.
This post-saccadic movement is referred to as glissadic movements or glissade. The
movement of the eye is characteristically different in the case of following or tracking
a moving object such as a bird flying across the sky. This type of eye movement is
usually slower and referred to as smooth pursuit. The difference between the saccadic
and the smooth pursuit movements is that the latter is driven by and requires a
moving target, while the former can be made independent of any visual stimulus.
This type of movement isn’t evidenced in our experiment and was neither computed
nor utilized.
3.3 Analysis and Results
3.3.1 Statistical Pattern Analysis
As preliminary analyses, we examined the eye activity responses recorded during
the experiment. We grouped each of the twn participating readers into one of three
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Figure 3.5: Percentage change in pupil dilation. (a) case pathology (normal, benign, and
malignant); (b) breast density (fatty, fibroglandular, and heterogeneous/dense); and (c)
image reader experience level: new Radiology residents (NR); advanced Radiology residents
(AR), and expert radiologists (Expert).
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experience levels: new trainee resident (NR), advanced trainee resident (AR), and 
expert radiologist (E) as illustrated in Table 3.2. We mapped the diagnostic decision 
for each case to one of the three case pathologies illustrated in Table 3.1 based on 
the BIRADS rating provided. We designated cases without markings (i.e. no scores 
were given) as normal (N); we grouped BIRADS ratings 2 and 3 as benign (B); and 
we grouped BIRADS ratings 4A, 4B, 4C, and 5 as malignant (M). We formed three 
groupings by breast parenchyma density by combining heterogeneous and dense cases 
in the same density grouping (due to the small sample size of density 4).
In Figure 3.5 we present an index of changes in pupillary response (average per-
centage change in pupil diameter) across all cases grouped by case specific properties: 
case pathology (normal, benign, and malignant), breast density (fatty, fibroglandu-
lar, and heterogeneous/dense), and readers experience level (new Radiology resident, 
advanced Radiology resident, and expert radiologist).
Table 3.5: Summary of eye movement features.
Feature Pathology Density Experience
Normal Benign Malignant Fatty Fibro. Dense New R. Adv. R. Expert
Pupil
Dilation
1.5± 0.6 2.5± 0.6 2.75± 0.4 1.5± 0.7 2.8± 0.4 2.5± 0.5 0.8± 0.7 2.4± 0.4 4.2± 0.6
Pupil
Size
32.9± 0.4 32.9± 0.4 32.8± 0.3 32.6± 0.5 32.9± 0.3 33.2± 0.3 36.8± 0.5 34.3± 0.3 27.7± 0.4
No.
Fixations
118± 6 99± 6 97± 3 83± 7 112± 4 120± 5 82± 6 107± 4 125± 5
Fixation
Rate
2.7± 0.1 2.6± 0.1 2.5 2.6± 0.1 2.5 2.6 2.6± 0.1 2.8 2.5± 0.1
Fixation
Duration
230± 3 220± 3 230± 2 220± 4 230± 2 230± 3 240± 4 240± 2 200± 3
Saccade
Amplitude
5.5± 0.1 5.5± 0.1 5.6± 0.1 5.8± 0.2 5.5± 0.1 5.4± 0.1 5.8± 0.1 5.2± 0.1 5.5± 0.1
Saccade
Duration
102± 4 106± 4 106± 2 108± 5 105± 3 101± 3 90± 4 79± 3 144± 4
Scanpath
(1k pixels)
17.7± 0.4 17.3± 0.4 17.8± 0.2 18.4± 0.5 17.2± 0.2 17.2± 0.3 22.5± 0.4 17.2± 0.3 13.1± 0.4
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3.3.1.1 Effect of Case Pathology on Change in Pupil Dilation
In Figure 3.5a, we observe that the percentage change in pupil dilation (pcpd)
increases monotonically with the BIRADS rating of the mammographic cases. The
lowest averages pcpd were recorded when readers viewed normal cases (µ = 1.54, σ =
0.64), while the highest averages pcpd were recorded when readers viewed cases with
benign or malignant status (benign cases: µ = 2.47, σ = 0.63; malignant cases:
µ = 2.74, σ = 0.38). An independent-samples t-test was conducted to compare the
differences in recorded pcpd average between the three case pathology pairings. We
observed a significant difference between the average pcpd for normal and malignant
cases (t(748) = −1.97, p = 0.05). We observe no significant differences between
the normal and benign (t(498) = −1.68, p = 0.09), and the benign and malignant
(t(748) = −0.01, p = 0.99) case pairings. These results suggest that the underlying
pathology of a mammographic case dictates the average percentage change in pupil
dilation during mammographic screening. This difference is more pronounced be-
tween cases of normal and malignant pathology. Specifically, our results suggest that
cognitive processing by an image reader (indexed using percentage change in pupil
dilation) is significantly higher during mammographic the reading of malignant cases,
compared with cognitive processing during the reading of normal cases.
3.3.1.2 Effect of Mammographic Density on Change in Pupil Dilation
Figure 3.5b illustrates the average percentage change in pupil dilation grouped
by mammographic density. We observe that the average pcpd for low-density mam-
mographic cases (fatty cases: µ = 1.48, σ = 0.73) is lower when compared with
the average pcpd for medium-density mammographic cases (fibroglandular cases:
µ = 2.75, σ = 0.38); heterogeneous/dense cases: µ = 2.53, σ = 0.5). However,
differences in average pcpd between low-density and higher density cases are not
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statistically significant (fatty and fibroglandular: t(718) = −1.75, p = 0.08; fatty
and heterogeneous/dense: t(528) = −1.38, p = 0.17). Differences between higher
density (medium-density and high-density) cases were not statistically significant
(fibroglandular and heterogeneous/dense: t(748) = 0.23, p = 0.82).
3.3.1.3 Effect of Experience Level on Change in Pupil Dilation
Figure 3.5c illustrates the average percentage change in pupil dilation for im-
age readers grouped by experience level. We observe that the average pcpd increases
monotonically with image readers’ experience level. The average pcpd recorded for ex-
pert radiologists (µ = 4.24, σ = 0.55) was significantly higher (t(498) = −5.18, p = 3e−
7) than the recorded averages for new Radiology residents (µ = 0.08, σ = 0.67),
and similarly higher (t(798) = 2.77, p = 0.006) than more advanced Radiol-
ogy residents (µ = 2.44, σ = 0.43). We also observe that the average pcpd for ad-
vanced Radiology residents was significantly higher than new Radiology residents
(t(698) = 3.44, p = 6e− 4).
These results suggest expert radiologists demonstrate higher cognitive processing
during mammographic reading, when compared with Radiology residents. Our results
also suggest that more experienced Radiology residents demonstrate higher cognitive
processing than do newer, less experienced Radiology residents.
Interestingly, when we analyzed pupil size (normalized for individual differences),
which is an index for cognitive load (how difficult the task is), we observe that the
average pupil size decreases monotonically with image readers’ experience level. This
trend suggests that expert radiologists, experiencing lower cognitive demands, find the
task of mammographic screening easier, when compared with Radiology residents,
who exhibit higher levels of cognitive demand.
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3.3.2 Predictive Models Utilizing Aggregate Measures of Eye Events
To assess the predictive performance of features derived from measures of eye
event, we created three test cases. The first test case was to ascertain the efficacy of
aggregate measures of eye events to predict the pathology of a mammographic case
during screening. That is, predict what the image reader is looking at (ground truth
pathology) using eye movement features during screening. The second case tested
the efficacy of aggregate measures of eye events to predict the image readers’ inter-
pretation of the mammographic case. That is, predict the image readers’ diagnostic
interpretation of the case. The third test case examines the efficacy of aggregate mea-
sures of eye events to predict diagnostic accuracy during screening. That is, predict
image reader performance.
We conducted performance tests on the eye movement feature set by developing
a within-subject predictive model using a Random Forest classifier for each test
case [37]. All predictive models were evaluated using a k-fold cross-validation scheme
(k = 10). K-fold cross-validation involved partitioning the data into complementary
subsets, performing the analysis on one subset (called the training set), and validating
the analysis on the other subset (called the validation set or testing set). Multiple (k)
rounds of cross-validation are performed using different partitions, and the validation
results are averaged over the rounds in order to reduce variability. The aggregated
predictive values over all rounds serves as the final performance evaluation of the
predictive model. All training and testing evaluations were performed using WEKA
software package [84], an open source machine learning software for building and
testing predictive models.
In Table 3.6, we present results for area under receiver operating characteristics
(ROC) curve (AUC) on predicting ground-truth pathology, readers’ diagnostic inter-
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pretation, and readers’ diagnostic performance using eye movement features for each
image reader. Although the distribution of correct versus incorrect diagnoses varied
among image readers, each data set provided sufficient samples from each class to
allow modeling the risk of diagnostic error for all study participants individually.
Table 3.6: Results for predicting ground-truth pathology, reader interpretation, and reader
performance using eye movement features (Feye).
Ground Truth Diagnosis Performance
ReaderID Experience Feye ZeroR Feye ZeroR Feye ZeroR
001 Adv. Resident 0.64 0.47 0.69 0.46 0.62 0.46
002 Expert 0.59 0.47 0.59 0.45 0.57 0.47
003 New Resident 0.51 0.47 0.62 0.45 0.59 0.46
004 Expert 0.47 0.47 0.43 0.47 0.57 0.46
005 Adv. Resident 0.4 0.47 0.57 0.47 0.51 0.46
006 Adv. Resident 0.58 0.47 0.75 0.46 0.53 0.48
007 Expert 0.65 0.47 0.6 0.47 0.34 0.45
008 New Resident 0.55 0.47 0.53 0.39 0.5 0.5
009 New Resident 0.57 0.47 0.57 0.44 0.55 0.45
010 Adv. Resident 0.46 0.47 0.76 0.47 0.59 0.45
Average 0.54 0.47 0.61 0.45 0.54 0.46
3.3.3 Predictive Models from Time Series Shapelets
To further investigate the statistically significant nature of the effect of eye move-
ment features on mammographic case properties, we performed within-subject time
series shapelet analysis on percentage change in pupil dilation to improve on pre-
dictive performance. First, we developed a dictionary of 50 maximally informative
shapelets of varied lengths (1s − 3s) using the methods presented in [299]. Next,
using each unique shapelet as a search term, we computed the term frequencyinverse
document frequency [156, 249] (tf − idf) score, a commonly used term weighting
scheme in information retrieval systems, for each shapelet in the dictionary. Using
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Table 3.7: Results for predicting ground-truth pathology, reader interpretation, and reader
performance using time series shapelets from percentage change in pupil size.
Ground Truth Diagnosis Performance
ReaderID Experience Shapelets ZeroR Shapelets ZeroR Shapelets ZeroR
001 Adv. Resident 0.81 0.47 0.79 0.46 0.88 0.46
002 Expert 0.81 0.47 0.81 0.45 0.91 0.47
003 New Resident 0.91 0.47 0.87 0.45 0.86 0.46
004 Expert 0.81 0.47 0.78 0.47 0.89 0.46
005 Adv. Resident 0.85 0.47 0.85 0.47 0.86 0.46
006 Adv. Resident 0.84 0.47 0.82 0.46 0.84 0.48
007 Expert 0.85 0.47 0.79 0.47 0.9 0.45
008 New Resident 0.84 0.47 0.76 0.39 0.84 0.5
009 New Resident 0.83 0.47 0.73 0.44 0.89 0.45
010 Adv. Resident 0.86 0.47 0.76 0.47 0.89 0.45
Average 0.84 0.50 0.80 0.45 0.87 0.46
this method, we represent each mammographic case reading as a vector of tf − idf
scores of length 50. representing each shapelet (feature). This method of represen-
tation using vectors in a common vector space is known as the vector space model
and is fundamental to a host of information retrieval operations ranging from scoring
documents on a query, document classification and document clustering [237].
Because the number of features was comparatively high (50) in proportion to the
number of data samples (mammographic cases) per image reader (100), along with
the associated increase in memory and computation costs, we performed dimension-
ality reduction (feature subset selection) for each image reader’s data set. We used
a wrapper feature subset evaluation method [137], which searches for an optimal
subset of 10 or fewer features by evaluating feature subsets using a learning scheme.
The search function was performed using the simple genetic algorithm described by
Goldberg in [78]. The accuracy of the learning scheme for each subset of features
was estimated using a Random Forest [37] classifier with 10-fold cross-validation.
The final set of features selected for use in the optimal subset were those features,
which were selected in at least half of the ten folds in the wrapper subset evalua-
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tion. All training and testing evaluations were performed using the WEKA software
package [84].
3.3.4 Classification Results
For the performance comparison purposes, we include the results of a ZeroR
classifier. The ZeroR classifier is a simple majority rule or mode rule classifier, which
always returns the majority or modal class for all input test samples independent of
the feature values of the input sample. The results of the ZeroR classifier is equivalent
to random chance and serves as baseline for both feature-based and shapelet-based
classifiers.
3.3.4.1 Predicting Ground-Truth Case Pathology
In this test, we examine the accuracy with which the image reader’s eye movement
features predict the pathology of the case being reviewed. On average, the feature-
based classifier predicted the pathology of the case being viewed with 54% accuracy.
The performance of the feature-based classifier was significantly higher (p = .02)
than the baseline classifier (47%). However, the average performance results from the
shapelet-based classifier (84%) was significantly higher (p = 4e− 6) than the results
from the feature-based classifier, and significantly higher (p = 2e−11) than the results
from the baseline classifier. These results, illustrated in Figure 3.6, are congruent with
previous findings, which indicate that pupillary responses are sensitive to the nature
of a given task.
3.3.4.2 Predicting Image Reader’s Diagnostic Interpretation
This test examines the accuracy with which the image reader’s eye movement
features predict the diagnostic interpretation of the case. The average classification
performance of the feature-based classifier in predicting diagnostic interpretation
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Figure 3.6: Aggregated performance results for predicting ground truth pathology, readers’
diagnostic interpretation, and readers’ performance.
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(61%) was significantly higher (p = 6e− 4) than results obtained from the baseline
classifier (45%). The average classification performance the shapelet-based classifier
(80%) was significantly higher (p = 3e − 4) than the performance results using the
feature-based classifier, and higher (p = 9e− 10) than the performance results from
the baseline classifier. The results from both classifiers, illustrated in Figure 3.6,
indicate that pupillary responses can predict the image reader’s impression or in-
terpretation of the case being viewed with an accuracy significantly above random
chance.
3.3.4.3 Predicting Image Reader’s Diagnostic Performance
The purpose of this test was to measure the accuracy of predicting diagnostic
performance using eye movement features. This test measures the ability of the clas-
sifier to predict whether or not the image reader will make the right diagnosis or
not. The average accuracy obtained from the feature-based classifier in predicting
image readers’ performance (54%) was significantly higher (p = .02) than results
obtained from the baseline classifier (46%). The results from the shapelet-based clas-
sifier (88%) was significantly higher (p = 5e− 7) than the performance results from
the feature-based classifier, and higher (p = 5e − 11) than the performance results
from the baseline classifier. The results from both classifiers, illustrated in Figure 3.6,
show that pupillary responses can be used as a predictor for image reader’s diagnostic
performance.
3.3.5 Discussions
Prior research findings have shown that pupillary changes capture information
about what is perceived, cognitive/mental processing, and cognitive/mental load.
Deducing from these prior observations, we tested the efficacy of pupillary features
as predictors of task performance. Our initial analysis (see Figure 3.5) showed sig-
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nificant effects from eye movement features. These effects did not translate to high
predictive performance on average using aggregate features, which are typical in
machine learning algorithms. However, our results indicate that applying time series
shapelet analysis on a single feature (change in pupil dilation), results in a significant
improvement in predictive accuracy. Our findings in this study indicate:
1. The characteristics of a mammographic case (pathology and breast parenchyma
density) are independent factors in predicting eye movement and pupillary
changes during mammographic screening.
2. The experience level of the image reader is a significant factor in predicting eye
movement and pupillary changes during mammographic screening.
3. The performance of aggregate features from eye-movement and pupillary changes
marginally outperforms random chance at predicting case characteristics and
diagnostic performance.
4. Measures such as time series shapelets, which capture temporal changes in eye
movement and pupillary changes, perform significantly better than random
chance at predicting case characteristics and diagnostic performance.
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4. BIOMETRIC IDENTIFICATION OF IMAGE READER AND EXPERTISE
IN RADIOLOGY
In this study, we present two methods for developing biometrics for identification
of individual image readers and their corresponding experience levels from pupillary
activity recorded while the latter performed a series of goal oriented tasks. This study
focuses on the task of breast cancer detection in screening mammography clinically
equivalent experimental conditions. Using a head-mounted eye-tracker, pupil and
eye-movement data, and diagnostic interpretations for 100 mammographic cases of
varying pathology were recorded for ten image readers with experience levels ranging
from board certified radiologist to first year Radiology resident.
Saccadic eye-movements and pupillometric data were extracted from sensor record-
ings. We developed two methods to analyze these data for the purpose of extracting
biometric identifiers and identifiers of experience level. The first method applied
time-series shapelet analysis to build a dictionary of highly discriminative shapelets
from pupillary change data. The second method applied sketch recognition algo-
rithms to extract a set of geometric-based and gesture based features from saccadic
eye-movement data. Each method was assessed independently by constructing pre-
dictive models for identifying the individual image reader and his/her experience
level. We present the results from each method and analyze observed differences
between both results.
Saccadic eye-movements, encoded using sketch gesture recognition features, are
strong predictors of both individual identity and their corresponding experience level.
Pupillary changes, encoded using time-series shapelets, bore out similar results as
an equally effective predictor of individual identity and experience level. In addition,
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pupillary changes proved useful in predicting the characteristics of a mammographic
case, including case pathology and breast parenchyma density, image reader expe-
rience level. However, further analysis is needed to form conclusions on the effec-
tiveness of a predictive model for mammography case characteristics and diagnostic
performance using saccadic features from sketch recognition.
4.1 Introduction
Survival of breast cancer disease is largely dependent on early detection through
the mammographic screening process. Studies show that through early detection,
while the disease is localized, patients have a 98.5% relative survival rate versus 25%
when the cancer is metastasized, a point at which the disease becomes incurable [247].
Early detection of breast cancer is made possible through mammographic can-
cer screening and diagnosis. Mammography is specialized medical imaging that uses
low-dose X-ray to capture images of the interior tissues of the breast. While a mam-
mogram can be used as a screening tool to detect early breast cancer in asymptomatic
women, it can also be used to detect and diagnose breast disease in women experi-
encing symptoms such as a lump, pain, skin dimpling or nipple discharge. The former
usage, screening mammography, is essential to early detection of breast cancers be-
cause it detects changes in the breast up to two years before any physically detectable
symptoms appear. In contrast, diagnostic mammography is used to evaluate a pa-
tient with abnormal clinical findings, such as a breast lump or nipple discharge,
detected through physical examination performed by the individual or a medical
professional. Diagnostic mammography may also be performed after an abnormal
screening mammogram, to evaluate the area of concern on the screening exam.
Both types of mammographic examination are performed by trained Radiologists.
Radiologists are specialist physicians who utilize an array of advanced medical imag-
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ing techniques to diagnose and, in some cases, treat patients with different types of
diseases or injuries. Acquisition of expertise in radiology requires specialized train-
ing, consisting of 5 - 7 years of Radiology residency and fellowship, experience and a
natural intuition for the task. Expert radiologists exhibit notably outstanding char-
acteristics, such as increased speed and higher overall accuracy with which he/she
makes decisions on the pathology of an image, which differentiate them from non-
experts. However, the type and quantity of training and the experience necessary for
expertise has been the subject of research in artificial intelligence [45].
Although the exact relationship between experience and expertise remains un-
clear, one approach to establishing a quantitative relationship between the number
of years of experience and the attainment of expertise in mammography, is through
identifying differences in visual search behavior between experts and non-expert im-
age readers [193].
In a study of six image readers (three with 8 - 15 years of experience reading
mammograms as board certified radiologists, and three with 3 - 4 years of experience
reading mammograms as Radiology residents) Krupinski [139] compared cumulative
cluster dwell times on 20 mammographic cases between both experience groups. A
comparison of the median values for experienced and inexperienced image readers
revealed that experienced readers tend to have shorter dwell times. Their findings
suggest that temporal measures of visual search behavior may be important factors
in differentiating experience level of image readers.
Kundel and LaFolette [150] evaluated the eye movements of 24 subjects, which in-
cluded laymen, medical students, and experienced radiologists while viewing normal
and abnormal chest radiographs. They reported an evolution of observers’ scanpaths
for chest radiographs from a localized central patterns of first-year medical students
to circumferential patterns of the experienced radiologist. They noted that, in addi-
85
tion to the distinct nature of experienced radiologists’ scanning patterns, experienced
radiologists also moved their eyes to the target faster, and were more accurate in in-
terpreting what they saw. Kundel and LaFolette’s findings suggest that geometric
properties of the scanning patterns formed during visual search may be important
factors in differentiating between experienced and inexperienced image readers.
To investigate human factors associated with the proficiency of diagnostic pathol-
ogy, Krupinski et al. [143] conducted a study examining the eye movements of nine
image readers, belonging to one of three experience groups (medical students, Pathol-
ogy residents, and pathologists). In this study, each of the nine slide readers took
part in a single 45 minute virtual slide reading session, during which they examined
20 breast core biopsy slides while their eye movements were recorded. They found
that experienced pathologists had the longest saccade length on average (measured
in seconds) compared with residents, who in turn had longer saccade lengths on
average compared with medical students.
In addition, they found that the average saccade velocity (measured as length per
second) for experienced pathologists was significantly lower than residents, who’s av-
erage saccade velocity was higher than the average velocity for medical students.
They also reported that the decreasing trend in saccade velocity with years of expe-
rience was consistent within the experienced pathology group, with the most experi-
enced pathologist having a significantly lower average saccade velocity than the less
experienced pathologists. Krupinski et al’s findings suggest that distance and veloc-
ity measures of eye movements during visual search may also be important factors
in differentiating between experienced and inexperienced image readers.
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4.2 Related Work
4.2.1 Sketch Gesture Recognition
Sketch is considered as a natural form of communication involving free form
shapes, letters and numbers, which encode contextual meaning [204, 131]. Sketches
can be considered as a special class of gestures. The fundament in sketch recognition
involves encoding patterns contained within a sketch gesture in a manner that per-
mits accurate interpretation and inference based on the intent of the author of the
sketch gesture [104, 87]. Sketch recognition utilizes machine intelligence to capture
and interpret intent of the author making the sketch gesture. The correct interpreta-
tion of gesture intent lets us to integrate sketch gestures into interfaces and systems,
which in turn allow us to perform intelligent manipulation and computation on the
recognized input.
There have been numerous algorithmic contributions in the field of sketch ges-
ture recognition. The majority of sketch recognition algorithms fall into one of
three broad categories [96]: geometry-based recognition algorithms [210], vision-based
(appearance-based) recognition algorithms [127, 201], gesture-based (motion-based)
recognition algorithms [234, 153], or their combination [55].
Geometric-based algorithms apply geometric relationships and constraints to de-
scribe primitive (basic) shapes [92, 94, 88, 89, 124, 102, 86, 262, 95]. Paulson and
Hammond [210] developed a primitive sketch recognition and beautification system
( Paleosketch). Paleosketch was designed to recognize sketches based on a bottom
up approach of identifying low-level primitive shapes as components, which combine
to form a recognizable high-level shape. In addition, the Paleosketch system returns
a beautified version of the recognized shape. To achieve an accurate primitive sketch
recognition in Paleosketch, Paulson and Hammond developed and tested two novel
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features in the pre-recognition stage: the normalized distance between direction ex-
tremes (NDDE ) and the direction change ratio (DCR) [100]. NDDE computes the
the difference between the point of highest direction value and the lowest value
normalized by stroke lengt. This metric differentiates curved shapes (high NDDE
values) from poly-lines, which have lower NDDE values. DCR computes the ratio of
maximum change in direction to the average change. This metric is useful for dif-
ferentiating between poly-lines, which have a higher DCR and curves, which have a
much lower value in comparison.
Appearance-based recognition algorithms rely on the appearance of a sketched
shape; ignoring timing and ordering constraints of data points [226]. These algo-
rithms rely on recognition techniques, such as template-matching, on the snapshot
of a sketched shape (usually in the form of a bitmap) to distinguish between shapes.
Kara and Stahovich [127] used a multi-layer recognition scheme to develop a train-
able, hand-drawn symbol recognition system capable of recognizing hand-drawn
symbols. The symbol recognition system uses a scaled bitmap image representa-
tion for sketched input. The bitmap image is then converted into polar coordinates
to achieve rotational invariance. Unseen examples are classified based on the best
aggregated similarity score returned by an ensemble of four classifiers (Hausdorff
distance [235], modified Hausdorff distance [63], Tanimoto coefficient [73], and Yule
coefficient[271]. They reported an accuracy of 95.7% and 94.7% on user-dependent
and user-independent tests respectively.
Gesture-based (motion-based) recognition algorithms rely primarily on the path
of motion of a stroke. These types of algorithms were initially conceptualized for the
identification of a small set of application specific gesture commands [234, 153, 305,
246, 46, 155]. Gesture-based algorithms are able to characterize shapes based on how
individual strokes are drawn (the path of each stroke) and not necessarily the shape of
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the stroke, even though the latter can be correlated. In [234], Rubine presented a pen
input gesture-based recognition system (GRANDMA), which enabled recognition of
single stroke gestures through simple trainable linear classifiers. In this work, Rubine
proposed and evaluated 13 features on classifying ten different gesture datasets, each
comprised of 15 classes, and reported an average accuracy of 98%. In a followup work,
Long et al. [153] proposed nine additional features to those developed by Rubine
in [234]. Long et al. used multi-dimensional scaling models to identify correlated
features in Rubine’s feature set. Through their analysis, they identified an optimal
feature set of 11 of Rubine’s original 13 features, thereby eliminating two features.
In addition, Long et al. proposed 11 new features, which combined with Rubine’s
features result in improved prediction of similarity between sketch gestures. Since
gaze data primarily capture motion of the eyes, we expect gesture-based (motion-
based) recognition algorithms will provide the highest utility for recognition purposes.
Sketch recognition algorithms were previously applied to solve challenging pat-
tern recognition problems in other domains [263, 290, 99]. Dixon and Hammond
in 2010 [59, 56, 60, 101] and Pramanik and Bhattacharjee in 2012 [222] use sketch
recognition to identify faces in images from sketched drawings. In this work, they ex-
tracted geometric features from hand-drawn sketches and similar features from a set
of images containing the same individual as a bases for comparison. Using k nearest
neighbor (K-NN) classifier, they reported an average of 86% similarity with the top
five matches using their method, which was much higher than averages from the two
alternatives presented (eigenface: 43%, and sketch transform method: 80%).
Cig and Sezgin [51] developed an eye gaze movement interaction system, which
can interpret eye movement patterns as auxiliary commands to augment pen-based
gestures as a mode selection mechanism (drag, minimize, scroll etc.) during sketch
interaction. The presented method tracks eye movements during pen gestures, com-
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putes two features (gesture - gaze distance metric, and within-cluster variance of gaze
positions), and uses these features to predict one of 5 tasks. Their results show that
manipulation commands, which require auxiliary mode switching elements (such as
multi-finger gestures), can be deduced with 88% accuracy using natural gaze behavior
during pen interactions.
In [201], Ouyang and Davis presented a robust, multiple domain sketch recogni-
tion system, which uses vision based decomposition methods to classify hand-drawn
symbols. Their system represents symbols as a set of feature images, in contrast to
geometric or temporally ordered data points. These image features capture properties
of the constituent strokes in a sketch symbol, such as orientation and the location
of end points. Each sketch symbol is then classified using a deformable template
matching algorithm based on image deformation model (IDM), which is robust to
shifts and local noise distortions. Their system was evaluated and compared with 7
similar systems on datasets from three distinct domains (pen digits, HHReco[116],
and circuit diagrams). They reported an average performance accuracy of 97.9%,
with support vector machine with a radial basis function (SVM-RBF) kernel having
the second best performance average (95.4%).
Several high level systems [97, 257, 105, 258, 98, 57, 256, 255, 254, 188, 276] use
geometric algorithms to recognize shapes using the low level features that we use to
recognize saccades. Valentine et al. presented Mechanix, an intelligent, interactive,
on-line tutoring system, which allows engineering students to enter planar truss and
free-body diagram solutions to homework problems [278, 72, 215, 275, 277, 9, 133,
106, 11, 10, 223, 12]. Mechanix uses recognition algorithms to segment [294, 289, 293,
291, 292] and recognize [206] primitive shapes (artifacts containing at most a single
stroke). These low level primitive shapes are then systematically organized to form
complex shapes using geometric-constraint-based recognition algorithms[90, 93, 103,
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208]. These procedures give the Mechanix system the impressive ability to verify and
compare student submissions against instructor provided template solutions and give
students feedback in real-time.
This work is not the first time such features have been applied to human motions
other than pen [205, 209, 179, 17, 259, 77, 216, 261, 260], but it is the first time they
have been applied to recognize eye motions.
4.2.2 Eye Movement as a Biometric
Biometrics refer to authentication techniques that rely on easily verifiable physical
characteristics of an individual. Biometric identifiers are categorized as measurable
physiological and behavioral properties of the individual. Physiological characteristics
are measures related to some property of the physical body, including but not limited
fingerprint, footprint, palmprint, palm veins, face recognition, DNA, iris recognition,
and retina. Behavioral characteristics are measures specific the behavior of a person
(behaviometrics), including but not limited to typing rhythm, gait, hand-writing,
and voice. Eye movements do not easily lend themselves to forgery, since they are
largely dependent on brain activity and extra-ocular muscle characteristics, which
are tied to the individual. This property makes eye movement an attractive option
for biometric identification.
In [195], Noton and Stark, were first to observe that individuals tend to repeat
certain scanpath trajectories during repeated viewings of a given pattern. In their
experiments, Noton and Stark tested this theory, coined scanpath theory, and found
that the general scanpath displayed by a subject during a first viewing of a pat-
tern was repeated in the initial eye movements of approximately two-thirds (65%)
of subsequent viewings. In addition, Noton and Stark observed that the scanpath
produced by an individual for a given stimulus pattern is unique and varied for each
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subject [195]. These findings were also supported by subsequent research inquiry
focused primarily on reading related information processing [232, 241].
Eye-movements were first explored as a potential biometric identifier in [130]. In
this work, Kasprowski and Ober used a combination of eye reaction time (the period
of time between introduction of stimulus and eye reaction), and stabilization time
(the time taken for the eye to fixate on a new location after stimulus), as features to
build a predictive model. Using data from nine subjects, they tested four different
classification models using 10-fold cross-validation (k-nearest neighbor, naive Bayes,
C4.5 decision tree, and support vector machines) and reported the best average false
acceptance rate of 1.48% achieved with KNN (k=3).
Subsequently, researchers have explored various eye-movement measures includ-
ing: gaze trajectory [58, 75], gaze velocity [301], and pupil size [22] with reasonable
success. Galdi et al. developed a gaze analysis based (GAS) soft-biometric predicated
on user behavior during observation of a particular object, such as facial images [75].
The GAS system uses a fixed area of interest (AOI) based feature vector, which is de-
rived using order-independent cumulative duration of fixation on the respective area
of interest. The algorithm creates a profile of the observer by averaging correspond-
ing AOI values over a set of images (16). The system is able to identify a test sample
from an observer by computing the profile with the lowest Euclidean distance from
the test sample. Galti et al. assessed the accuracy of their system on 88 test subjects
and reported encouraging results in terms of receiver operating characteristic curves
(ROC), equal error rate (EER), and cumulative match curve (CMC).
Yoon et al. explored the use of gaze as a biometric by examining the scanpath of 12
subjects viewing 50 images of patterns with varied spatial characteristics. They mod-
eled gaze velocities using Hidden Markov Models to create unique profiles for each
individual. Using a leave-one-out cross-validation evaluation, they reported an aver-
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age performance accuracy in user identification ranging between 53% and 76% [301].
Holland and Oleg evaluated eye movement-based measures as features for bio-
metric identification. They recorded the eye movements of 32 participants (26 male
/ 6 female) using a head mounted eye tracking device. Each participant’s eye move-
ments were recorded while performing a challenging reading task. From the recorded
data, they extracted basic eye movement features and scanpath measures including:
fixation count, fixation duration, saccade amplitude and velocity. Applying an infor-
mation fusion method, they combined these features and reported a 27% error rate
in identifying subjects [114].
4.3 Materials and Methods
4.3.1 Image Database
Table 4.1: Specifications of the 100 four-view screening mammograms used in the study.
Ground Truth Patient Age
Breast
Density
Mass
Subtlety
Total
Abnormalities
No. of
Cases
Normal
Range: 36 68
(56.2 10.6)
Range: 1 4
(Median: 2)
N/A N/A 25
Benign
Range: 34 82
(56.9 13.4)
Range: 1 3
(Median: 2)
Range: 3 5
(Median: 5)
Range: 1 3
(Median: 1)
25
Malignant
Range: 37 83
(64.3 12.4)
Range: 1 4
(Median: 2)
Range: 1 5
(Median: 5)
Range: 1 3
(Median: 1)
50
For the proposed study, we selected 100 screen-film mammograms from a corpus
of mammographic images, digitized using a high resolution LUMISYS scanner (50m
per pixel, 12 bit), sourced from the University of South Floridas Digital Database for
Screening Mammography (DDSM) [110]. The DDSM database contains roughly 2,500
normal and abnormal cases. Each case within the DDSM database is accompanied by
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associated patient information, craniocaudal (CC) and mediolateral oblique (MLO)
view mammographic images of both the left and the right breasts. Abnormal cases
are accompanied by duplicate images containing pixel level ground truth markings
of abnormalities, and ground truth subtlety values using the BI-RADS lexicon [198]
established via biopsy, additional imaging, or two-year follow-up.
Each of the 100 cases used in this experiment was manually selected to cover a
broad range of mass margin and shape characteristics. Of these 100 cases selected,
50 included biopsy-proven malignant masses, 25 cases included biopsy-proven benign
masses, and the remaining 25 cases were normal as determined during a two-year
cancer-free follow-up patient evaluation. Masses with associated microcalcifications
and malignant cases with benign lesions present were excluded during selection. Mass
conspicuity was assessed according to the subtlety rating provided in the DDSM
truth files. These ratings range from 1 (suggesting a subtle lesion) to 5 (suggesting
an obvious lesion). A complete list of the DDSM cases used in this study is provided in
the Appendix. Table 4.1 provides details on the selected cases, including information
on the patients age and breast parenchymal density. The parenchymal density is
also provided in the DDSM truth files, and ranges between 1 (fatty) to 4 (dense),
according to the BI-RADS lexicon [198].
4.3.2 Experimental Procedure
Institutional review board approval was obtained prior to the study. We recruited
ten readers of variable experience levels from an academic institution to conduct
blind review of 100 four-view screening mammograms of varying pathology (see Ta-
ble 4.2). Each reader was asked to report the location of any suspicious mass and
provide a corresponding BI-RADS rating as typically done in clinical practice. Of the
ten readers, three were experienced MQSA-certified radiologists each with at least
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Table 4.2: Summary of characteristics of study participants.
Reader Type Experience Level No. of Participants
Radiologist > 10 yrs of practice 2
Radiologist < 10 yrs of practice 1
Advanced Resident > 2 mammo rotations 4
New Resident ≤ 2 mammo rotations 3
Total 10
twelve years of dedicated mammographic experience, four radiology residents with
at least two mammography rotations, and three radiology residents with at least
one mammography rotation (see Table 4.2). Human subject recruitment and data
collection was done according to a protocol approved by the Oak Ridge Site-Wide
Internal Review Board. All participants signed an informed consent form.
A customized graphical user interface was developed in-house for study partici-
pants to view each mammographic case and record their findings. Two medical grade
monitors were used (dual-head 5MP mammo-grade Totoku LCD monitors calibrated
to the DICOM display standard). The four mammographic views (left, right, cranio-
caudal (CC), and mediolateral oblique (MLO) views) were initially displayed at low
resolution (two views per monitor) to fit the screen. The GUI provided the function-
ality of zooming in/outs, panning, and magnifying glass for detailed reading of each
mammographic view. During the reading sessions, each reader was outfitted with an
H6 head-mounted eye-tracker, with a 60 Hz sampling rate, and eye-head integration
from Applied Science Laboratories (ASL, Bedford, Massachusetts, USA). The eye-
tracker recorded each readers eye position data to within 1 deg of accuracy. Prior to
the study, each reader was carefully calibrated using the 9-point calibration proto-
col provided by ASL and trained using five training cases selected from the DDSM
database.
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Readers were instructed to take as much time as needed to view each case until
they were satisfied with the viewing phase. Once the reader was prepared to give
a diagnostic assessment of the case, the eye-tracking recording process was halted
pending completion and reporting of case specific findings and they were ready to
proceed with viewing the next case. The readers task was to mark and rate any
finding suspicious for malignancy and any benign findings that they would normally
report in clinical practice. Each mark was classified into a type of mammographic
finding and rated for probability of malignancy on a BIRADS-based scale, which
consists of five levels (2, 3, 4A, 4B, 4C, and 5) of increasing probability of malignancy.
Cases with no markings were assigned a BIRADS rating of 1. On reading each case,
the reader was instructed to proceed with the next case. After completing all the
cases presented, data collection was discontinued and eye tracking equipment was
removed. The experimenter subsequently debriefed and thanked the image reader
for participating.
4.3.3 Eye Events
Eye events refer to voluntary or involuntary change in the configuration of the eyes
such as movements, which help the subject to acquire, fixate or track visual stimuli.
The movement of the human eye is controlled by pairs of muscles, who’s combined
and coordinated effect (depicted in Figure 4.1) is responsible for horizontal (yaw),
vertical (pitch), and torsional (roll) eye movements, respectively; enabling them to
control the three-dimensional orientation of the eye.
The three antagonistic pairs of muscles, which control eye movements are: the
lateral and medial rectus muscles, the superior and inferior rectus muscles, and the
superior and inferior oblique muscles. These muscles are responsible for movements
of the eye along three different axes: horizontal adduction toward the nose or ab-
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duction away from it; vertical elevation or depression; and intorsion or extorsion
movements that bring the top of the eye toward or away from the nose respectively.
The horizontal movement of the eyes are controlled entirely by the medial and lat-
eral rectus muscles. The medial rectus muscle is responsible for horizontal adduction
(towards the nose), the lateral rectus muscle for abduction (away from the nose).
The vertical movements require the coordinated action of the superior and inferior
rectus muscles, as well as the oblique muscles. The relative contribution of the rectus
and oblique muscle groups depend on the horizontal position of the eye prior to the
execution of this movement. In the primary position (eyes straight ahead), both of
these groups contribute to vertical movements. The elevation of the eye results from
actions of the superior rectus and inferior oblique muscle groups, while a depression
of the eye results from actions of the inferior rectus and superior oblique muscle
groups. However, when the eye is abducted, the rectus muscles become primary in
the execution of vertical movement. Elevation results from the actions of the superior
rectus muscle group, while a depression results from the actions of the inferior rectus
muscle group. Conversely, when the eye is adducted, the oblique muscles become
primary in the execution of vertical movement. Elevation results from the actions of
the inferior oblique muscle group, while a depression results from the actions of the
superior oblique muscle group. The oblique muscles are also primarily responsible
for torsional movements [224].
According to Donders law [273], orientation uniquely decides the direction of gaze,
independent of how the eye was previously orientated. Large sections of the brain
control these muscles to direct the gaze to the desired locations in space. Humans
and other primates (including other vertebrates) primarily engage in seven types of
voluntary and involuntary eye movement: fixation, saccade, glissade, smooth pursuit,
microsaccade, tremor, and drift (see Table 4.3) [115]. We recorded gaze data for
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(a) Eye movement of lateral rectus
muscle (From Lynch [157]).
(b) Eye movement of medial rectus
muscle (From Lynch [158]).
(c) Eye movement of inferior rectus
muscle (From Lynch [159]).
(d) Eye movement of superior rectus
muscle (From Lynch [160]).
(e) Eye movement of superior
oblique muscle (From Lynch [161]).
(f) Eye movement of inferior oblique
muscle (From Lynch [162]).
Figure 4.1: Superior view of muscles responsible for horizontal (yaw), vertical (pitch), and
torsional (roll) eye movements.
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each image reader from the four mammographic views (RMLO, LMLO, RCC, LCC)
spread across two monitors (for each mammographic case). First, we processed raw
gaze data to extract fixations. A fixation refers to a state where the eyes remain still
(within a small radius) over a period of time, such as is the case when the eyes pause
on a given word while reading. Fixating on a point or region is generally considered
as a measure of attention to a given position or region of interest, even though this
is not always the case.
Table 4.3: Summary of basic eye events
Description Duration (ms) Amplitude Velocity
Fixation 200− 300 N/A N/A
Saccade 30− 80 4− 20◦ 30− 500◦/s
Glissade 10− 40 0.5− 2 20− 140◦/s
Smooth Pursuit N/A N/A 10− 30◦/s
Microsaccade 10− 30 10− 40′ 15− 50◦/s
Tremor N/A < 1′ 20′/s (peak)
Drift 200− 1000 1− 60′ 6− 25′/s
Although there are no universally excepted methods for computing fixations,
there are parameters based on ocular physiology, which permit a reasonable criteria
for detecting and extracting fixations from gaze data. A typical algorithm to deter-
mine a fixation event uses the mean X and Y eye position coordinates measured
over a minimum period of time during which the eye does not move more than some
maximum amount. This algorithm requires that a point-of-gaze must continuously
remain within a small area (approximately within 1◦ visual angle in our algorithm)
for some minimum amount of time (approximately 100ms for our algorithm). From
this measure we computed the following features: rate of fixation (FR), and the av-
erage duration of fixations (FD) on a per case basis.
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The eye is not completely still during a fixation, but exhibits three distinct types
of micro-movements: tremors, microsaccades, and drifts [169]. A tremor is a small
movement of approximately 90 Hz. The exact role of tremors is still a subject of
active research; it is generally believed to be imprecise muscle control. Drifts are
slow movements that shift the eye away from the centre of fixation, while the counter
movement, a microsaccades, serves to quickly return the eye back to the center of
fixation. However, these smaller, faster movements were not computed or utilized in
this study.
The rapid motion of the eye from one fixation to another, from word to word
while reading, for instance, is called a saccade. Saccades are considered the fastest
movement the body can produce; typically taking 3080 ms to complete. It is a gen-
erally held view that human beings are perceptively blind during most of a saccadic
event; a phenomena illustrated in Figure 1.4.
An important characteristic of saccades is that they rarely take the shortest path
between two points, but instead undergo one of several shapes and curvatures. Since
a saccade is described in terms of the gaze data between detected fixations, we
computed saccadic events as gaze points connecting the completion of one fixation
to the beginning of the next fixation. From the saccadic measure, we computed the
following feature: saccadic amplitude (SA). The scanpath is described as the eye-
movement pattern that describes the route of occulomotor events through space
within a defined timespan (such as the duration of a mammographic reading). From
this measure, we compute the following feature: length of scanpath (SPL).
The saccadic movement is not mechanically precise, that is they do not stop
directly at the intended target, but instead the eye wobbles before coming to a stop.
This post-saccadic movement is referred to as glissadic movements or glissade. The
movement of the eye is characteristically different in the case of following or tracking
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a moving object such as a bird flying across the sky. This type of eye movement is
usually slower and referred to as smooth pursuit. The difference between the saccadic
and the smooth pursuit movements is that the latter is driven by and requires a
moving target, while the former can be made independent of any visual stimulus.
This type of movement isn’t evidenced in our experiment and was neither computed
nor utilized.
4.3.4 Encoding Saccadic Movements
Once fixation and saccadic movement data were collected, we applied sketch
recognition feature extraction algorithms to characterize the shape and curvatures of
individual saccadic movements. Since the gaze scanpath is an aggregate shape consist-
ing of individual saccadic movements, aggregating features extracted from saccadic
movements will, in principle, provide an accurate characterization of the scanpath.
Saccadic movements between displays (jumping from one display to another), thus
between mammographic image views, were excluded from our computation. In ad-
dition, we computed similar features on the fixation scanpath. Features from the
fixation scanpath were first computed independently for each mammographic view,
then subsequently aggregated.
Gesture-based algorithms [151] are able to characterize shapes based on how
individual strokes are drawn (the path of each stroke) and not necessarily the shape of
the stroke, even though the latter can be correlated. Gestures can be user specific and
even be used to differentiate users [68]. In [234], Rubine developed one of the earliest
and arguably most recognized gesture recognition methods used for sketches. Using a
set of stroke level features, Rubine trained a linear classifier for recognition of single
stroke sketch gestures, and reported a high accuracy in differentiating between a
small number of gestures (shapes) drawn as specified. Rubine’s experiments reported
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Figure 4.2: Sample saccadic movements recorded during a mammographic reading.
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a total of 13 features as being important in the recognition of sketch gestures.
We selected 31 gesture-based and vision-based features, similarly to those exam-
ined in [211], which were previously demonstrated as being efficiently computable
in real-time given a large input size, robust to noise, capable of encoding seman-
tically meaningful information about a shape, and provide sufficient discriminative
information to differentiate between shapes.
4.3.5 Rubine’s Gesture Recognition Features
Figure 4.3: A sample saccade from a mammographic case reading. The x, y, and time values
were sampled at 60Hz from a head-mounted eye tracking device.
Gesture-based algorithms are able to characterize shapes based on how individual
strokes are drawn (the path of each stroke) and not necessarily the shape of the stroke,
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even though the latter can be correlated. In [234], Rubine developed one of the earliest
and arguably most recognized gesture recognition methods used for sketches. Using a
set of stroke level features, Rubine trained a linear classifier for recognition of single
stroke sketch gestures, and reported a high accuracy in differentiating between a
small number of gestures (shapes) drawn as specified. Rubine’s experiments reported
a total of 13 features as being important in the recognition of sketch gestures. We
describe each of the 13 features presented by Rubine.
First, in order to describe each feature, we will define the following terms as taken
from [87]:
n the total number of data points in a saccade
p0 the first data point in a saccade
pi the i
th data point in a saccade
pn−1 the last data point in a saccade
(x0, y0, t0) the x, y, and time value for the first data point in a saccade
(xn1, yn1, tn1) the x, y, time value for the last data point in a saccade
(xi, yi, ti) the x, y, time value for the i
th data point in a saccade
xmin the minimum x value of the saccade (identical to the minimum x value
of the bounding box)
xmax the maximum x value of the saccade (identical to the maximum x value
of the bounding box)
ymin the minimum y value of the saccade (identical to the minimum y value
of the bounding box)
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ymax the maximum y value of the saccade (identical to the maximum y value
of the bounding box)
α the starting angle of the saccade
β the angle between the first (p0) and last (pn−1) point
θi the angle of the line between the i
th and the (i + k)th point, for some
constant offset k
d the length of the bounding box encapsulating the entire saccade
4.3.5.1 Features 1 & 2 (f1 & f2)
Encode the starting angle of the saccade using a horizontal line as reference.
Feature f1 represents Rubine’s first feature, which captures the cosine of the starting
angle of the saccade, while feature f2 represents Rubine’s second feature, which
captures the sine of the starting angle of the saccade.
f1 = cos(α) =
(x2 − x0)√
[(y2 − y0)2 + (x2 − x0)2]
(4.1)
f2 = sin(α) =
(y2 − y0)√
[(y2 − y0)2 + (x2 − x0)2]
(4.2)
4.3.5.2 Features 3 & 4 (f3 & f4)
Encode the bounding box of the saccade. Feature f3 represents Rubine’s third
feature, which captures the length of the diagonal of the bounding box of the saccade.
105
Figure 4.4: Rubine’s features capture a multitude of properties associated with the shape
of a saccade. Here, we visualize several of them
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Feature f4 represents Rubine’s forth feature, which captures the angle of the diagonal
of the bounding box. This feature measures the shape of the bounding box of a
saccade.
f3 =
√
[(ymax − ymin)2 + (xmax − xmin)2] (4.3)
f4 = arctan
[
(ymax − ymin)
(xmax − xmin)
] (4.4)
4.3.5.3 Feature 5 (f5)
Captures the distance between the start and the end point of the stroke. Feature
f5 represents Rubine’s fifth feature, which is useful for differentiating closed saccades,
such as circles from non-closed saccades, such as lines.
f5 =
√
(xn−1 − x0)2 + (yn−1 − y0)2 (4.5)
4.3.5.4 Features 6 & 7 (f6 & f7)
Encode the angle between the horizontal line and the line formed by the first and
the last point of the saccade (see β in Figure 4.4). Feature f6 represents Rubine’s
sixth feature, which captures the cosine, while Feature f7 represents Rubine’s seventh
feature, which captures the sine of the angle between the horizontal line and the line
formed by the first and the last point of the saccade.
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f6 = cos(β) =
(xn−1 − x0)
f5
(4.6)
f7 = sin(β) =
(yn−1 − x0)
f5
(4.7)
Feature 8 (f8). Measures the total length of the path of a saccade. Feature
f8 represents Rubine’s eighth feature, which is commonly described as the saccade
length and is calculated by computing the euclidean distance between consecutive
points, and summing all of these distances together.
f8 =
n−1∑
i=1
√
∆x2i + ∆y
2
i (4.8)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1.
This feature helps to differentiate between saccades with similar bounding boxes,
but where one saccade has significantly more movement.
Figure 4.5: The θi value for a point pi on a saccade.
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4.3.5.5 Features 9, 10, & 11 (f9, f10 & f11)
Encode the rotation of a saccade. Recall the definitions from above for the change
in x and the change in y: ∆xi = xi−xi−1 and ∆yi = yi− yi−1. The angle between
two points θi (see Figure 4.4 and Figure 4.5) is defined as:
θi = arctan
(
∆xi∆yi−1 −∆xi−1∆yi
∆xi∆xi−1 + ∆yi∆yi−1
)
(4.9)
Note that the arctan function ranges between pi/2 and pi/2 and is not continuous.
Feature f9 represents Rubine’s ninth feature, which computes the total rotational
change in a saccade. This feature is computed by summing together the angles be-
tween each point on the saccade.
f9 =
n−2∑
i=1
θi (4.10)
Feature f10 represents Rubine’s tenth feature, which computes the total absolute
rotational change in a saccade. This tenth feature is computed by summing together
the absolute value of the angles between each point on the saccade. This feature
encodes the degree to which the stroke moves around.
f10 =
n−2∑
i=1
|θi| (4.11)
Feature f11 represents Rubine’s 11
th feature, which computes the smoothness of
the stroke. This feature is computed by summing the square of the absolute values
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of the angles between each point on the saccade. This feature encodes the degree of
sharpness of turns during the saccadic movement. A saccade that has the appearance
of a V for example, and an arc will provide similar values for features f9 and f10, but
will provide different values for feature f11. This differentiability correctly identifies
saccadic shapes having sharp corners (such as squares) from saccadic shapes with
softer corners (such as circles).
f11 =
n−2∑
i=1
|θi|2 (4.12)
4.3.5.6 Features 12 & 13 (f12 & f13)
Encode the velocity of a saccadic movement. Each stroke point comes with a time
stamp, where ∆ti = ti − ti−1.
f12 =
n−1
max
i=1
[
∆x2i + ∆y
2
i
∆t2i
]
(4.13)
Feature f12 represents Rubine’s twelfth feature, which computes the maximum
speed reached during a saccadic movement.
Feature f13 represents Rubine’s 13
th feature, which computes the total time du-
ration of a saccade from start to finish.
f13 = tn−1 − t0 (4.14)
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4.3.6 Long’s Gesture Recognition Features
In [153], Long et al. developed a gesture recognition system similar to Rubine’s.
Long et al. used multi-dimensional scaling models to identify correlated features in
Rubine’s feature set and, through their analysis, identified an optimal feature set
of 11 of Rubine’s original 13 features, thereby eliminating two of Rubine’s features
in their final feature set. In addition, Long et al. proposed 11 new features, which
combined with Rubine’s features result in improved prediction of similarity between
sketch gestures.
Feature 14 (f14). Calculates the aspect ratio of the angle of the diagonal of the
bounding box. Feature f13 represents Long’s 12
th feature, which is determined by
calculating how much the angle of the diagonal of the bounding box deviates from
45◦.
f14 = |45◦ − arctan
[
(ymax − ymin)
(xmax − xmin)
]
| (4.15)
4.3.6.1 Feature 15 (f15)
Represents Long’s 13th feature, which calculates the curviness of a saccade in a
somewhat similar fashion as Rubine’s tenth feature (f10), with the difference that it
computes angles whose values are less than 19◦.
f15 =
n−2∑
i=1

|θi|, if θi < 19◦
0, otherwise
(4.16)
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4.3.6.2 Feature 16 (f16)
Represents Long’s 14th feature, which is a measurement of relative rotation, with
the total rotation scaled by the saccade length. It is computed by dividing the total
angle traversed by the total stroke length.
4.3.6.3 Feature 17 (f17)
Represents Long’s 15th, which is described as a density metric, comparing the
saccade length (f8) with the distance between the endpoints (f5).
f17 =
n−1∑
i=1
√
∆x2i + ∆y
2
i√
[(xn−1 − x0)2 + (yn−1 − y0)2]
(4.17)
4.3.6.4 Feature 18 (f18)
Represents Long’s 16th feature, which is described as another density metric,
measuring the ratio of the saccade length (f8) to the length of the diagonal of the
bounding box (f3).
f18 =
n−1∑
i=1
√
∆x2i + ∆y
2
i√
[(ymax − ymin)2 + (xmax − xmin)2]
(4.18)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1.
4.3.6.5 Feature 19 (f19)
Represents Long’s 17th feature, which refers to a measure of non-subjective open-
ness. Long considered (f3) to be a subjective measure of openness of a saccade,
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because it specifies the distance between the start and end points. By comparing the
openness (f3) of a shape to the size of the bounding box (f5), the ratio provides a
more relative measure of the distance between the two endpoints or the openness of
a shape of the saccade.
f19 =
√
[(xn−1 − x0)2 + (yn−1 − y0)2]√
[(ymax − ymin)2 + (xmax − xmin)2]
(4.19)
4.3.6.6 Feature 20 (f20)
Represents Long’s 18th feature, which simply computes the area of the bounding
box.
4.3.6.7 Feature 21 (f21)
Represents Long’s 19th feature, which computes the log of the area of the bound-
ing box. Taking the logarithm helps to compress extreme values of area of the bonding
box to a less extreme distance metric.
4.3.6.8 Feature 22 (f22)
Represents Long’s 20th feature, which computes the ratio of the total rotational
change (f9) to the rotational motion (f10).
f22 =
∑n−2
i=1 θi∑n−2
i=1 |θi|
(4.20)
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4.3.6.9 Feature 23 (f23)
Represents Long’s 21st feature, which computes log of the length of the saccade
(f8). As noted earlier, taking the log of of values results in a compression, making
large values more similar to each other and small values more distinct.
f23 = log[
n−1∑
i=1
√
∆x2i + ∆y
2
i ] (4.21)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1.
4.3.6.10 Feature 24 (f24)
Represents Long’s 22th feature, which computes log of the aspect ratio of the
bounding box (f13).
f24 = log[|45◦ − arctan
[
(ymax − ymin)
(xmax − xmin)
]
|] (4.22)
4.3.7 Paulson and Hammond’s Gesture Recognition Features
Geometric-based algorithms apply geometric relationships and constraints to de-
scribe primitive (basic) shapes. In [210, 212], Paulson and Hammond developed a
primitive sketch recognition and beautification system (Paleosketch). Paleosketch
was designed to recognize sketches based on a bottom up approach of identifying
low-level primitive shapes as components, which combine to form a recognizable
high-level shape. In addition, the Paleosketch system returns a beautified version
of the recognized shape. To achieve an accurate primitive sketch recognition in Pa-
leosketch, Paulson and Hammond developed and tested two novel features in the
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pre-recognition stage: the normalized distance between direction extremes (NDDE )
and the direction change ratio (DCR) [207]. In addition to Paulson and Hammond’s
proposed features, we included the average direction of the saccade (f25), and the
normalized curvature of the saccade (f26). These features have been shown to help
detect children’s ages as well as corners [135].
4.3.7.1 Paulson’s 1st Feature (f27)
Computes the Normalized distance between direction extremes (NDDE). NDDE
cacluclates the difference between the point of highest direction value and the lowest
value normalized by saccade length (f8). This metric differentiates curved shapes
(high NDDE values) from poly-lines, which have lower NDDE values.
f27 =
n−2
max
i=1
∆yi
∆xi
− n−2min
i=1
∆yi
∆xi∑n−1
i=1
√
∆y2i + ∆x
2
i
(4.23)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1.
4.3.7.2 Paulson’s 2nd Feature (f28)
Computes the direction change ratioDCR computes the ratio of maximum change
in direction to the average change. This metric is useful for differentiating between
poly-lines, which have a higher DCR and curves, which have a much lower value in
comparison.
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f28 =
n−2
max
i=1
∆yi
∆xi
n−2∑
i=1
[
∆yi
∆xi
]
/n− 2
(4.24)
where ∆xi = xi − xi−1 and ∆yi = yi − yi−1.
4.3.8 Alamudun and Hammond’s Vision-Based Gesture Recognition Features
4.3.8.1 Retinal Activation
Retinal activation explains the tendency of the image readers’ saccadic scanpath
to follow a specific direction related to cortical maps. Cortical maps are collections
(areas) of the brain identified as being responsible for processing a specific type of
information. Neurons in the visual cortex are grouped together based on similar re-
sponse properties that represent stimulus features such as edge orientation, direction
of motion, and position in space. The intuition in the retinal activation feature is
capturing individual behavioral adaptations resulting in a preferred overall direction
of scanning. This value is computed as the average direction point to point movement
in a saccade (f29), found its cardinal orientation (f30) and mapped this direction to
one of 12 evenly spaced angles (30◦, similar to five minute marks on a clock).
4.3.9 Time Series Shapelets
Machine learning classification algorithms have generated a significant amount of
interest, and recent advances have provided efficient and accurate algorithms that
solve difficult classification problems. However, much of the existing algorithms are
designed for insulate numerical or symbolic values, where the relationship between
numeric values (temporal, geometric properties etc) are not exploited.
This approach to solving classification problems works well for a restricted class of
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problems, but generalize poorly. In the case of real-valued, ordered time series data, it
becomes necessary to take into account such relationships as the temporal ordering
and trends within the data, because they provide additional, and in most cases,
critical discriminate information. These temporal information are not captured by
aggregate (global) features, which are characteristic of machine learning classification
algorithms.
Furthermore, while rigorous tweaks and optimizations to existing techniques may
give satisfactory results in many cases, such as nearest neighbor algorithm, where
features are individual data points and temporal characteristics are not preserved.
A lot of improvement can be made by developing algorithms specific to the nature
of the data. The resulting algorithms can not only provide more optimal and more
accurate solutions, but in addition, the resulting output of these algorithms will be
more interpretable since it encapsulates important temporal trends in the data.
These challenges point to the need for a different type of data primitive, which
(a) capture temporal changes of observed data, (b) generate temporal attributes
effective for establishing sufficient criteria for class membership and thus usable as
a feature for classification, and (c) can be utilized during post-analyzed for model
characteristics responsible for determining class membership.
One such primitive was recently introduced by Ye and Keogh [299]. In their work
on data mining images in historical documents, Ye and Keogh developed a novel
temporal primitive called a time series shapelet. They define shaplets as time series
sub-sequences, which are maximally representative of a class. Intuitively, shapelets
are features that capture temporal changes in data, and which can improve a model’s
ability to discern between two or more classes.
To illustrate the concept of time series shapelets, Ye and Keogh considered a
two-class classification problem of identifying two commonly confused plants, Uritica
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dioica (often called common nettle or stinging nettle) and Verbena uriticifolia (white
vervain). Converting each sample into a one-dimensional representation,creates a
data representation that can be used for classification using one of many existing
techniques. Traditional techniques are shown to perform poorly on this type of prob-
lem [299] predominantly because the differences between the two classes are captured
in the temporal changes in their respective data representation. However, a shapelet
subsequence enables the comparison of temporal characteristics of both classes to
successfully discriminate between the two. Using Ye and Keogh’s methods [299], we
use timeseries shapelet analysis to characterize temporal properties in image readers’
pupil dilation during a mammographic screening [4].
4.4 Analysis and Results
4.4.1 Univariate Feature Analysis
We performed a univariate analysis to understand the underlying structure and
characteristics of each feature, and ascertain its utility as part of a predictive model
for biometric identification. First, we examined the distribution using a histogram to
analyze the frequency distribution, and an aggregate plot showing the average and
standard deviation for each feature. Figures 4.6 - 4.11 render a visualization of the
30 features extracted from our dataset. The histograms in Figures 4.6(a) - 4.11(a)
show the range and distribution of values for each feature. This further illustrated
in Figures 4.6(b) - 4.11(b), which show the averaged value and standard deviation
of each feature value for each image reader. Notably, Figures 4.6(b) - 4.11(b) show
some variation in the average value of each feature across the ten image readers.
Since the response (dependent) variable is nominal, we measured the value of each
feature using a combination of model-based and gain ratio-based ranking. To com-
pute the model-based rankings, we used the Random Forest classifier [37] algorithm
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Figure 4.6: Illustrates the distribution of a subset of features in our dataset. (a) Histogram
showing distribution of features across all image readers. (b) Average and standard devia-
tion of features for each image reader.
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Figure 4.7: Illustrates the distribution of a subset of features in our dataset. (a) Histogram
showing distribution of features across all image readers. (b) Average and standard devia-
tion of features for each image reader.
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Figure 4.8: Illustrates the distribution of a subset of features in our dataset. (a) Histogram
showing distribution of features across all image readers. (b) Average and standard devia-
tion of features for each image reader.
121
Figure 4.9: Illustrates the distribution of a subset of features in our dataset. (a) Histogram
showing distribution of features across all image readers. (b) Average and standard devia-
tion of features for each image reader.
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Figure 4.10: Illustrates the distribution of a subset of features in our dataset. (a) His-
togram showing distribution of features across all image readers. (b) Average and standard
deviation of features for each image reader.
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Figure 4.11: Illustrates the distribution of a subset of features in our dataset. (a) His-
togram showing distribution of features across all image readers. (b) Average and standard
deviation of features for each image reader.
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to build 30 predictive models of image reader identity (one for each feature). Each
predictive model was evaluated using a k-fold cross-validation scheme (k = 10).
K-fold cross-validation involves partitioning the data into complementary subsets,
performing analysis on one subset (called the training set), and validating the analy-
sis on the other subset (called the validation set or testing set). Multiple (k) rounds
of cross-validation are performed using different partitions, and the validation re-
sults are averaged over the rounds in order to reduce variability. The aggregated
(mean) predictive value over all rounds serves as the final performance evaluation of
the predictive model. Features were ranked by sorting according to their respective
predictive accuracy in descending order.
Information gain is the expected reduction in entropy resulting from a partition-
ing of the dataset based on the values of a given feature. It quantifies the amount
of information deducible about the response variable, based on the values of a given
feature. However, information gain is not normalized and can therefore be biased in
favor of large-valued features. The information gain ratio (IGR) resolves these limi-
tations, reducing bias towards large-valued attributes, by incorporating the number
and size of partitions into account when choosing an attribute. This process corrects
the information gain by taking the intrinsic information of a split into account. We
computed information gain for each feature with respect to the target class (image
reader) and rank them in descending order.
In Table 4.4, we present the top ten features selected from both ranking algo-
rithms. Next, we selected those features that appear in the top ten ranking for both
gain ratio-based and model-based ranking methods. Lastly, we further reduce the
feature set by eliminating highly correlated features.
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Table 4.4: Top ten results from model-based and gain ratio-based ranking.
No. Feature Gain Ratio Predictive Model
1 f1
2 f2 X
3 f3 X
4 f4
5 f5
6 f6
7 f7
8 f8 X X
9 f9 X X
10 f10 X X
11 f11 X X
12 f12 X X
13 f13
14 f14
15 f15
16 f16 X
17 f17 X X
18 f18 X X
19 f19
20 f20
21 f21
22 f22
23 f23
24 f24
25 f25
26 f26 X
27 f27
28 f28
29 f29
30 f30 X X
Table 4.5: Final feature subset.
No. Feature Description
1 F30 Retinal Activation
2 f12 Saccade Duration
3 f17 Density Metric 1
4 f10 Sum of absolute angles
5 f18 Density Metric 2
6 f8 Saccade Length
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Table 4.6: Detailed performance metrics of predictive model for biometric identification
using sketch-based features from eye movement.
Class Accuracy F-Measure ROC Area ZeroR
A1 0.94 0.87 0.989 0.1
E1 0.85 0.87 0.991 0.1
N1 0.93 0.94 0.992 0.1
E2 0.85 0.88 0.991 0.1
A2 0.83 0.87 0.987 0.1
A3 0.89 0.92 0.992 0.1
E3 0.83 0.84 0.987 0.1
N2 0.9 0.88 0.997 0.1
N3 0.91 0.9 0.997 0.1
A4 0.96 0.95 0.998 0.1
Weighted Avg. 0.89 0.89 0.99 0.1
4.4.2 Classification Results
We conducted performance tests using the sketch-based eye movement feature
subset presented in Table 4.5 by developing a within-subject predictive model using
a Random Forest classifier for each test case [37]. Each predictive model was evaluated
using a k-fold cross-validation partitioning scheme (k = 10). Multiple (k) rounds of
cross-validation are performed using different partitions, and the validation results
are averaged over the rounds in order to reduce variability. The aggregated results
over all rounds serves as the performance evaluation of the predictive model, and a
good approximation of how the model will perform in the real world. All training
and testing evaluations were performed using WEKA software package [84], an open
source machine learning software for building and testing predictive models. For
comparison purposes, we include the results of a ZeroR classifier. The ZeroR classifier
is a simple majority rule or mode rule classifier, which always returns the majority or
modal class for all input test samples independent of the feature values of the input
sample. The results of the ZeroR classifier is equivalent to random chance and serves
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as baseline for both sketched-based and shapelet-based classifiers.
In Table 4.6, we report performance statistics (area under receiver operating char-
acteristics (ROC) curve (AUC), accuracy, and f-measure) on predicting the identity
of the image reader using eye movement features. The confusion matrix provided in
Table 4.7 illustrates the instances of error when predicting the actual class label.
Table 4.7: Confusion matrix for predictive model using sketch-based features from eye
movement.
N=1000 PREDICTED CLASS
A
C
T
U
A
L
C
L
A
S
S
A1 E1 N1 E2 A2 A3 E3 N2 N3 A4
A1 94 0 1 1 0 0 2 2 0 0
E1 0 85 1 7 0 0 3 2 2 0
N1 2 0 93 0 0 1 3 1 0 0
E2 3 8 0 85 2 0 0 1 1 0
A2 2 2 2 2 83 3 5 0 1 0
A3 1 0 4 0 3 89 0 3 0 0
E3 4 2 3 3 1 0 83 1 3 0
N2 1 4 0 0 1 0 0 90 1 3
N3 3 0 2 0 0 0 1 0 91 3
A4 2 1 0 0 0 0 0 1 0 96
Next, we applied the same cross-validation partitioning scheme, and conducted
performance tests using sketch-based eye movement features to predict the experi-
ence level of each image reader. In Table 4.8, we report the performance statistics
for predicting the image readers’ experience level, and the corresponding confusion
matrix in Table 4.9.
4.4.3 Comparison with Alternative Methods
In this section, we compare the performance of a biometric identification model
using eye movement features, with an alternative shapelet-based feature set. To this
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Table 4.8: Detailed performance metrics of predictive model for experience-level using
shapelet-based features from pupillary changes.
Class Accuracy F-Measure ROC Area ZeroR
NR 0.90 0.9 0.99 0.4
AR 0.93 0.93 0.99 0.4
E 0.91 0.91 0.98 0.4
Weighted Avg. 0.91 0.91 0.99 0.4
Table 4.9: Confusion matrix of predictive model for experience level using sketch-based
features from eye movement.
n = 1000 PREDICTED CLASS
ACTUAL
CLASS
NR AR E
NR 270 17 13
AR 15 370 15
E 15 13 272
end, we performed a time-series shapelet analysis on percentage change in pupil
dilation to identify shaplets that provide discriminative information about individ-
ual image readers. First, we developed a dictionary of 300 maximally informative
shapelets of varied lengths (1s− 3s) using the methods presented in [299].
Next, using each unique shapelet as a search term, we computed the term fre-
quencyinverse document frequency [156, 249] (tf − idf) score, a commonly used term
weighting scheme in information retrieval systems, for each shapelet in the dictionary.
Using this method, we represented each mammographic case reading as a vector of
tf − idf scores of length 300 (a score representing each shapelet). This method of
representation using vectors in a uniform vector space is known as the vector space
model and is fundamental to a host of information retrieval operations ranging from
scoring documents on a query, document classification and document clustering [237].
Because the number of features was comparatively high (300) in proportion to
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Table 4.10: Detailed performance metrics of predictive model for biometric identification
using shapelet-based features from pupillary changes.
Class Accuracy F-Measure ROC Area ZeroR
A1 0.54 0.507 0.885 0.1
E1 0.61 0.663 0.941 0.1
N1 0.67 0.663 0.946 0.1
E2 0.37 0.363 0.822 0.1
A2 0.65 0.634 0.943 0.1
A3 0.97 0.937 0.997 0.1
E3 0.52 0.505 0.905 0.1
N2 0.53 0.541 0.937 0.1
N3 0.38 0.406 0.871 0.1
A4 0.46 0.469 0.869 0.1
Weighted Average 0.57 0.569 0.912 0.1
the number of data samples (total number of mammographic case readings is 1000),
along with the associated increase in memory and computation costs, we performed
dimensionality reduction (feature subset selection) for each image reader’s data set.
We used a wrapper feature subset evaluation method [137], which searches for an
optimal subset of ten or fewer features by evaluating feature subsets using a learn-
ing scheme. The search function was performed using the simple genetic algorithm
described by Goldberg in [78]. The accuracy of the learning scheme for each subset
of features was estimated using a Random Forest [37] classifier with 10-fold cross-
validation. The final set of features selected for use in the optimal subset were those
features, which were selected in at least half of the ten folds in the wrapper subset
evaluation. All training and testing evaluations were performed using the WEKA
software package [84].
4.5 Discussion
Based on the ranking scores discussed in detail in Section 4.4.1, the final set of
features (see Table 4.5) include four measures related to motion: the retinal activa-
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Table 4.11: Confusion matrix of predictive model for biometric identification using shapelet-
based features from pupillary changes.
N=1000 PREDICTED CLASS
A
C
T
U
A
L
C
L
A
S
S
A1 E1 N1 E2 A2 A3 E3 N2 N3 A4
A1 54 0 7 1 9 2 4 13 0 10
E1 0 61 0 14 6 0 9 0 8 2
N1 10 0 67 0 1 3 0 15 0 4
E2 7 10 0 37 9 0 11 1 18 7
A2 7 4 0 9 65 0 3 6 4 2
A3 0 0 1 0 0 97 0 1 0 1
E3 6 5 0 14 3 0 52 0 11 9
N2 13 0 23 0 2 3 0 53 0 6
N3 2 2 0 24 10 0 15 0 38 9
A4 14 2 4 5 0 2 12 7 8 46
tion, and the duration, length, and rotational change of the shape formed by the
saccade, and two measures of visual appearance: ratio of saccade length to overall
size (f16 ), and the ratio of saccade length to the actual inter-fixation distance (f17 ).
The highest ranked feature, retinal activation, explains the tendency of the image
readers’ saccadic scanpath to follow a specific direction related to cortical maps.
Cortical maps are collections (areas) of the brain identified as being responsible for
processing a specific type of information. Neurons in the visual cortex are grouped
together based on similar response properties that represent stimulus features such
as edge orientation, direction of motion, and position in space. We speculate that the
retinal activation feature is related to individual behavioral adaptations resulting in
increased sensitivity of specific regions in the visual cortex. However, a more detailed
study and experimental data is required to validate this speculative statement.
Previous studies in mammography have identified some measures of direction,
duration, and lengths of saccadic movements as containing discriminative information
about the experience of an image reader [150, 193, 143]. To the best of our knowledge,
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these features were never applied in predictive models as biometric identifiers or for
predicting experience level in mammography. Additionally, the characterization using
gesture recognition methods have never been explored until now.
Intuitively, both density metrics (f16 and f17 ) capture the spatial efficiency of
the saccadic movement. While f16 measures the linear efficiency of the scanpath,
f17 measures the two-dimensional spatial efficiency of the scanpath. Both features
give a piecewise decomposition of the geometric properties of the scanpath formed
by the image reader during the screening process. Previous studies have suggested
that measures of overall scanpath formed during the viewing of a mammographic
case are related to the individual and experience [150, 195]. The scanpath has also
been studied as a biometric for individual identification under varied image viewing
conditions unrelated to mammography [301, 114].
4.6 Conclusions
In this study, we proposed and evaluated two methods for extracting features,
which contain meaningful information about the individual image reader and their
level of expertise in screening mammography. These features characterize changes
in positional and non-positional changes in the eyes. First, we applied sketch ges-
ture recognition algorithms to extract geometric-based features from positional eye-
movement data. These features give a fine-grained characterization of the scanpath by
aggregating the spatial (shape), directional, and kinetic properties of its constituent
saccadic movements. The second method applies timeseries shapelet analysis to ex-
tract discriminative information to from changes in pupil dilation from pupillometric
data.
Using a corpus of eye movement and pupillary data from 100 mammographic
cases reviewed by ten image readers recorded under clinically equivalent experimental
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conditions, the findings presented in this study establishes the following generalizable
trends:
1. During the mammographic screening task, positional and non-positional mea-
sures of changes in the eye can provide sufficient discriminative information
about the identity of the image reader
2. Positional and non-positional measures of changes in the eye provide sufficient
discriminative characterization of the image readers’ experience level during
mammographic screening.
3. Compared to non-positional measures (shapelet-based pupilary features), posi-
tional measures of change in the eye (sketch-based features) performed better
at predicting the identity and experience level of the image reader.
4. Both positional and non-positional measures perform significantly better than
random chance at predicting the image readers’ identity and experience level.
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5. DISCUSSION
In this work, we developed novel eye-event primitives and extended existing algo-
rithms, inspired from other domains including sketch recognition, data mining, and
information retrieval to improve prediction of mammographic case characteristics
(such as case pathology and breast parenchyma density), radiologists characteristics
(including individual identity and experience level), and risk of diagnostic error.
5.1 Fractal Dimension of Scanpath
We have developed an eye-event feature, fractal dimension, which requires no
prior knowledge of regions of interest in stimulus image. The fractal dimension, which
characterizes the space filling capacity of a pattern, provides a statistical index of
complexity of radiologist’s scanpath during mammographic screening. This index,
we hypothesized, can accurately characterize the characteristics of a mammographic
case, the image reader’s identity and experience, and the risk of diagnostic error.
Based on results from our analysis of a corpus of eye-event data from 10 im-
age readers with varied levels of experience and expertise, recorded during diagnos-
tic screening of 100 digitized screen film mammographic images, comprising varied
pathology and breast parenchyma density, our findings indicate that the application
of fractal dimension to characterize the complexity of gaze scanpath, results in a new
eye-event feature, which can be used in predictive modelling. The findings presented
in this study support our hypothesis and establish the following generalizable trends:
1. The characteristics of a mammographic case (pathology, and breast parenchyma
density) are independent factors in predicting complexity of visual search be-
havior.
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2. The characteristics of the image reader (individual, and level of experience) are
independent factors in predicting complexity of visual search behavior.
3. The pathology and breast parenchyma density of a mammographic case, expe-
rience level of the image reader, and the resulting diagnostic decision combine
as predictors of complexity of visual search behavior during mammographic
screening.
4. The visual search complexity while viewing cases with normal pathology are
significantly different from cases with malignant pathology.
5. The visual search complexity increases monotonically with increasing breast
parenchyma density of a mammographic image. Effectively, low-density mam-
mographic images correspond to lower visual search complexity, while medium-
density images correspond to a higher visual search complexity, and high-
density images correspond to the highest visual search complexity. This finding
is consistent with results obtained by Al Mousa et al. [185], who reported sig-
nificant increases in visual search parameters when comparing low- and high-
density mammograms.
6. On average, the visual search complexity of Radiology residents (both new
trainees and advance trainees groups) is significantly lower than the average
complexity of experienced radiologists.
7. There are notable differences in visual search complexity between individual
radiologists.
5.2 Time Series Shapelet Analysis of Eye-Events
Prior findings show that pupillary changes capture information about what is
perceived, cognitive/mental processing, and cognitive/mental load. Deducing from
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these prior research findings, we tested the efficacy of pupillary features as predictors
of task performance. Our initial analysis showed significant effects from eye movement
features. These effects did not translate to high predictive performance on average
using aggregate data primitives, which are typical in machine learning algorithms.
We implemented an existing machine learning algorithm, time series shapelet
analysis, originally developed for the data mining and information retrieval research
domain, and applied it for eye tracking research in mammography. In addition, we
extended the time series shapelet analysis algorithm in a manner that optimizes its
utility for eye tracking data. The shapelet analysis algorithm with our novel exten-
sions, we hypothesized, more accurately characterize pupillary changes and result
in better predictive models. This technique is generalizable and can be utilized for
analyzing data in other domains.
Based on results from our analysis of a corpus of eye-event data from 10 im-
age readers with varied levels of experience and expertise, recorded during diagnos-
tic screening of 100 digitized screen film mammographic images, comprising varied
pathology and breast parenchyma density, our findings indicate that the applica-
tion of time series shapelet analysis to characterize a single type of eye-event (pupil
dilation), achieves a significant improvement in predictive accuracy. The findings pre-
sented in this study support our hypothesis and establish the following generalizable
trends
1. The characteristics of a mammographic case (pathology and breast parenchyma
density) are independent factors in predicting eye movement and pupillary
changes during mammographic screening.
2. The experience level of the image reader is a significant factor in predicting eye
movement and pupillary changes during mammographic screening.
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3. The performance of aggregate features from eye-movement and pupillary changes
marginally outperform random chance at predicting the characteristics of a
mammographic case and the image reader’s diagnostic performance.
4. Measures such as time series shapelets, which capture temporal changes in eye
movement and pupillary changes, perform significantly better than random
chance at predicting the characteristics of a mammographic case and the image
reader’s diagnostic performance.
5.3 Gesture Recognition of Saccadic Eye Movements
In this study, we proposed and evaluated new techniques for extracting eye-event
features, which contain meaningful information about the individual image reader
and their level of expertise in screening mammography. First, we applied sketch
gesture recognition algorithms to extract geometric-based features from eye-event
data using a head-mounted eye tracking sensor. These features, we hypothesized,
are capable of providing a more fine-grained characterization of the scanpath by
aggregating the spatial (shape), directional, and kinetic properties of its constituent
saccadic movements. We compared features described above with a second, previously
discussed method, which applies timeseries shapelet analysis to extract discriminative
information to from changes in pupil dilation from eye-event data.
Based on results from our analysis of a corpus of eye-event data from 10 im-
age readers with varied levels of experience and expertise, recorded during diagnos-
tic screening of 100 digitized screen film mammographic images, comprising varied
pathology and breast parenchyma density, our findings indicate that saccadic move-
ments can be accurately characterized using sketch gesture recognition algorithms.
The findings presented in this study support our hypothesis and establish the fol-
lowing generalizable trends:
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1. During the mammographic screening task, positional and non-positional mea-
sures of changes in the eye can provide sufficient discriminative information
about the identity of the image reader
2. Positional and non-positional measures of changes in the eye provide sufficient
discriminative characterization of the image readers’ experience level during
mammographic screening.
3. Compared to non-positional measures (shapelet-based pupilary features), posi-
tional measures of change in the eye (sketch-based features) performed better
at predicting the identity and experience level of the image reader.
4. Both positional and non-positional measures perform significantly better than
random chance at predicting the image readers’ identity and experience level.
Generally we found distinct differences in the search strategies between the expe-
rienced and inexperienced image readers and we discussed the significance of these
findings. We believe our overall results support some recent observations and the-
oretical models of expert performance. These findings may prove to be helpful for
performance assessment in educational programmes both within the image interpre-
tation for non-radiology practitioners and other domains.
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APPENDIX A
REMOVAL OF SUBJECT-DEPENDENT AND ACTIVITY-DEPENDENT
VARIATION IN PHYSIOLOGICAL MEASURES OF STRESS∗
A.1 Abstract
The ability to monitor stress levels in daily life can provide valuable information
to patients and their caretakers, help identify potential stressors, determine appropri-
ate interventions, and monitor their effectiveness. Wearable sensor technology makes
it now possible to measure non-invasively a number of physiological correlates of
stress, from skin conductance to heart rate variability. These measures, however,
show large individual differences and are also correlated with the physical activity of
the subject. In this paper, we propose two multivariate signal processing techniques
to reduce the effect of both forms of interference. The first method is an unsupervised
technique that removes any systematic variation that is orthogonal to the dependent
variable, in this case physiological stress. In contrast, the second method is a super-
vised technique that first projects the data into a subspace that emphasizes these
systematic variations, and then removes them from the data. The two methods were
validated on an experimental dataset containing physiological recordings from multi-
ple subjects performing physical and/or mental activities. When compared to z-score
normalization, the standard method for removing individual differences, our methods
can reduce stress prediction errors by as much as 50%.
∗Reprinted with permission from “Removal of subject-dependent and activity-dependent vari-
ation in physiological measures of stress,” by F. Alamudun; J. Choi; R. Gutierrez-Osuna; H. Khan;
B. Ahmed, 2012. 6th International Conference on Pervasive Computing Technologies for Healthcare
(PervasiveHealth), pp. 115-122, Copyright 2012 by IEEE.
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A.2 Introduction
The increased occurrence of stress-related illnesses in the United States has re-
sulted in an increased demand for diagnosis, treatment, and management from hospi-
tals and healthcare practitioners [18]. Unfortunately, this trend is unsustainable given
traditional healthcare models. For this reason, there has been a push for proactive
healthcare technologies that reduce the burden on the healthcare system [203]. This
is particularly important in stress management due to its nature: stress monitoring
requires extensive patient observation (in his/her natural environment) in order to
identify stress triggers and effective interventions. Towards this end, recent advances
in wearable sensors allow capturing of various bio-signals non-invasively with minimal
impact on patients routines. Such bio-sensors provide health-management options,
extending observation and diagnosis beyond the confines of clinical facilities.
A variety of physiological signals have been shown to correlate with stress levels
[42, 33], including electrodermal activity (EDA), heart rate (HR), various indexes
of heart rate variability (HRV), blood volume pressure (BVP), pupil dilation, mus-
cle tension, and respiration. However, much of this work has been performed under
controlled laboratory settings, and only a few studies have investigated ambulatory
stress monitoring [109, 251, 132]. When monitoring in ambulatory domains, sub-
tle physiological responses to psychological stress can be easily masked by various
interferences, from changes in posture and physical activity (e.g., walking) to envi-
ronmental factors (e.g., temperature). An added challenge: physiological baselines
and physiological responses to stressors are highly individual. As a result, mapping
physiological signals into stress indexes may require substantial calibration data from
each patient.
To address these issues, the work presented here explores two multivariate tech-
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niques to reduce the effects that physical activity and individual differences have on
physiological stress responses. The first technique is based on an orthogonal signal
correction (OSC) algorithm originally developed by Wold et al. [288] to remove sys-
tematic noise in near-infrared (NIR) spectroscopy. The second method is based on
the classical Fishers linear discriminant analysis (LDA). In this method, we use LDA
to identify the main directions of variance for each interference (individual difference
or physical activity), and then subtract them from the original data matrix through
least squares.
The paper is organized as follows. First we provide a brief background review of
bio-signals and prior work on wearable platforms. Next, we describe the two signal-
denoising methods. We then provide a brief overview our experimental protocol for
eliciting psycho-physiological responses under physical and mental stressors. Finally,
results from the experimental comparison of the two denoising methods are provided,
followed by a discussion of results and directions for future work.
A.3 Background
A.3.1 Stress and the Human Body
Stress describes the physiological changes that occur in response to a category of
perceived physical or psychological threats. Under normal conditions, stress helps to
keep the body alert and composed to avert any threats. However, if the frequency
or the duration of the stressor is excessive, brief or prolonged, stress responses can
lead to long-term health complications for an individual [42]. Stress has been linked
to numerous cardiovascular diseases, immunosuppression and hypertension and to
psychological disorders such as anxiety, difficulty assimilating new information and
increased dependence on and abuse of alcohol and drugs [113, 173, 272].
There are two elements involved in the human reaction to stress, the hypothalamic-
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pituitary-adrenal (HPA) axis, and the sympathetic nervous system (SNS), which
along with the parasympathetic nervous system (PNS) form branches of the au-
tonomic nervous system (ANS) [42]. The ANS is that part of the nervous system
that controls involuntary functions. The parasympathetic and sympathetic branches
counteract each other and serve to balance each other at the same time: the sympa-
thetic branch controls the activation of stress or flight or fight response, whereas the
parasympathetic branch promotes relaxation and energy conservation.
A.3.2 Physiological Stress Response
The organs of the body (including cardiac and respiratory organs) are connected
to both autonomic branches with the exception of the skin. Skins blood vessels and ec-
crine sweat glands are exclusively enervated by the sympathetic nervous system [33].
For this reason, changes in the active and passive electrical properties of the skin are
an ideal measure of sympathetic activation and therefore of stress. These changes
are commonly referred to as electrodermal activity (EDA). There exists a large body
of research on EDA, including its use as a measure of stress [218, 244, 126, 221].
However, relying solely on measures of skin conductance as a sole marker for sym-
pathetic nervous system activation is insufficient for stress monitoring. For example,
skin conductance also increases in response to physical exertion due to increased
eccrine sweat gland activation [239]. Other physiological measures, such as cardiac
activation and respiration rate, although influenced by both autonomic branches,
provide complementary information that may be useful in discriminating the stress
response in an organism [48, 49, 284, 219, 283].
A.3.3 Factors Affecting Physiological Stress Response
With a few exceptions[221, 236, 250] most previous research on stress detection
has focused on controlled laboratory environment or semi-controlled ambulatory set-
184
tings, where subjects are constrained to a sedentary posture. While these studies
provide the fundamentals for understanding the psycho-physiology of stress, they
do not account for factors that are encountered in real-world scenarios where sub-
jects seldom maintain the same posture or have restricted movement. In ambulatory
settings, an individual adapts internally in response to changes in level of physical ex-
ertion and posture. According to Olufsen et al. [199], the cardiovascular responses to
postural change from sitting to standing and from standing to varied levels of move-
ment involve interactions between the autonomic nervous system, which regulates
heart rate, perspiration and pupil dilation, and cerebral autoregulation.
Van Steenis et al. quantified posture-related changes in heart rate [279]. In this
work, the authors reported a significant increase in heart rate as a subject transitions
from supine to sitting, from sitting to standing, and from standing to walking. In
their work on long-term monitoring using EDA, Kappeler-Setz et al. [126] measured
the effect of movement in a single limb on skin conductance response on fingers and
feet, and concluded that these effects were minor. However, in a study on the effect of
full body movement on EDA, Schumm et al. [242] concluded that the faster a person
is walking the more the peak distribution of skin conductance response approaches
a uniform distribution. They also concluded that at walking speeds in excess of 6
km/h (3.72 mph) the probability of detecting EDA in response to specific events is
significantly decreased.
A number of research studies [48, 49, 295] have concluded that these differences
make it difficult to translate information from one subject to inferences about the
state of another subject. As an example, Wu et al. [295] reported a 61.8% drop
in predictive accuracy, from 96.5% for subject-dependent models down to 36.9%
for subject-independent models, when classifying arousal levels using a set of bio-
signals (skin conductance level, respiration, ECG, and EEG). In summary, changes
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in physical activity and individual differences across subjects can mask the effect
of psychological stress on physiological signals. To address these issues, the work
presented here describes two multivariate methods that may be used to subtract
these interferences from raw physiological signals. If successful, these methods may
pave the way towards the development of subject-independent stress monitoring in
ambulatory settings.
A.4 Reducing Individual Differences and Effects from Physical Activity
In real-world scenarios two sources of variance can contaminate the physiologi-
cal signals during stress monitoring: individual differences in physiological baseline
and physiological stress response, and physiological responses due to physical activ-
ity. The methods proposed in this work assume that both influences can be treated
as systematic noise sources that are independent from the observation of interest.
Specifically, we propose two multivariate filtering strategies: orthogonal signal cor-
rection (OSC) and linear discriminant correction (LDC). The first method (OSC)
assumes that systematic noise components are orthogonal to the variation of interest
(stress response) and applies a filter to remove all components orthogonal to the
latter. The second method (LDC) uses Fishers linear discriminant analysis (LDA)
to model each individual systematic noise component iteratively and then subtracts
it from the raw physiological response. The result of both methods is a physiological
signal where psychological stress is more salient.
A.4.1 Orthogonal Signal Correction
The concept of orthogonal signal correction (OSC) was originally introduced by
Wold et al. [288] as a pre-processing step for removal of systematic noise such as
baseline variation and multiplicative scatter effects in near-infrared (NIR) spectra.
The method was later generalized by Fearn [71] to other NIR applications. In our
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work, OSC is applied to remove sources of systematic variation from physiological
response data that are uncorrelated with (orthogonal to) the applied stress stim-
uli. Thus, by treating variation introduced by sources other than stress stimuli as
structured noise, an OSC filter can be used as a pre-processing step to remove such
noise.
This process is accomplished by constraining the removal of components from
the physiological response data to only those components that are orthogonal to the
applied stress stimuli. For this purpose, we decompose the physiological response
data into correlated and uncorrelated factors:
X = XC +XC (A.1)
where X is a matrix of physiological responses,
Y is a vector of target variables (applied stress stimuli),
XC is the response correlated with the applied stress stimuli, and
XC is the response uncorrelated with the applied stress stimuli (XC ⊥ Y ).
The OSC algorithm expresses the data matrix X in bilinear form:
X = tpT + E (A.2)
where X is the (N ×K) matrix of unfiltered data,
E is the (N ×K) matrix of noise (in our case the “filtered” data),
t is a (N × L) score matrix, and
p is a (K × L) matrix of loadings.
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The number of samples and variables of the “training set” (calibration set) are
N and K respectively, and L is the number of components (latent variables). The
objective of OSC is to find t and p subject to the orthogonality constraint:
t ⊥ Y (A.3)
Wold et al. [288] use an iterative procedure to calculate t:
t = (1− Y (Y TY )−1Y T )t (A.4)
which is orthogonal to Y since:
Y T t = Y T (1− Y (Y TY )−1Y T )t (A.5)
(Y T − Y TY (Y TY )−1Y T )t = 0 (A.6)
where t is initialized using the first principal component of X.
After each iteration, the convergence is checked by comparing the difference be-
tween the newly predicted t and the previous t. The target value for t is obtained
when this difference converges to a value below a predetermined threshold. From
here, the loading vector p is calculated as:
p = (XT t(tT t)−1 (A.7)
After convergence, the uncorrelated (i.e., noise) and correlated (i.e., signal) compo-
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nents can be obtained by Equation A.1 and A.2 as:
XC = tp
T (A.8)
XC = X −XC (A.9)
A.4.2 Linear Discriminant Correction
Fishers linear discriminant analysis (LDA) is a transformation that seeks to de-
termine a low-dimensional projection where the separation between two or more
classes is maximized [65]. Thus, LDA can be used to find a projection where subject-
to-subject differences (or effects from physical activity) are maximized. Once this
low-dimensional projection is found, it can be subtracted in a multivariate fashion
from the full data matrix by means of least-squares regression. As a result, the de-
flated data matrix will not contain any of the variability in the LDA projection. This
process is applied iteratively to each noise source. We refer to the resulting algorithm
as the linear discriminant correction (LDC) method.
In what follows, we describe the process of removing subject-to-subject differ-
ences; the process for removing physical activity is identical. As before, we assume
that the physiological response matrix X (for multiple subjects) can be decomposed
as:
X = XC +XC (A.10)
where XC is the filtered response correlated with the applied stimuli and
XC is the uncorrelated response (e.g., individual differences).
To estimate XC , we apply LDA to matrix X using the subjects identity ωID =
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1, 2,m as class labels (m being the number of subjects):
(X,ωID)
LDA−→ tωID , pωID (A.11)
where pωID is a matrix of loadings (or eigenvectors)
and tωID denotes the score matrix (projection of the data onto the eigenvectors):
tωID = XpωID (A.12)
The score matrix is a subspace in which individual differences across subjects are
maximized. Next, we predict the full data matrix X from tωID as:
X = βωIDtωID (A.13)
where βωID is a vector of regression coefficients, which can be estimated by:
βωID = argmin
β
||X − βωIDtωID || (A.14)
βωID = (t
T
ωID
tωID)
−1tTωIDX (A.15)
Hence, XC becomes:
βωID = βωIDXtωID) (A.16)
By subtracting XC from X, we then obtain a matrix XC where individual differences
across subjects have been minimized:
XC = X −XC (A.17)
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The same process is repeated to remove the effect of physical activity: we perform
LDA to project XC onto a subspace in which physical activity differences are maxi-
mized, and then subtract this information as we did in Equations A.11 – A.17.
Figure A.1: Wearable sensor prototype. (a) Subject wearing complete system with visible
holster unit, two electrodes placed on the proximal phalanges of middle and index finger,
the wireless EDA node is placed on the wrist band. (b) The HRM is located on the center
of the chest. (c) Respiration sensor and transmitter is located on the left side of the chest
(from [3]) et al. [3]).
A.5 Materials and Methods
We evaluated the proposed noise-cancellation methods on experimental data from
a pool of participants. In the experiment, we recorded the participants reaction to
three mental tasks, each of which elicited different arousal levels, while varying the
participants physical activity.
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A.5.1 Wearable Sensor System
For these experiments, we used a wearable sensor system that has been developed
by our group over the course of the past three years [48, 49, 50]. The system consists
of a heart rate monitor, a respiration sensor and an EDA sensor. Heart rate was
measured with a Polar WearLink+ heart-rate-monitor (HRM) (Polar Electro Inc.),
whereas respiratory activity was measured with a pressure-based respiration sensor
(SA9311M, Thought Technology Ltd) integrated in the HRM chest strap. Finally,
we measured EDA in a constant-voltage configuration using two electrodes on the
proximal phalanges of the index and the middle finger of the non-dominant hand.
Small AgCl electrodes (E243; In Vivo Metric Systems Corp.) were used for this
purpose.
Sensor signals are wirelessly transmitted to a holster unit containing an embedded
Linux microcontroller (Marvell PXA270 400 MHz, 64 MB RAM; Gumstix, Inc.), a
heart rate receiver module (RMCM01; Polar Electro Inc.) and a wireless transceiver
to communicate with the respiration and EDA sensor. The sensor hub is also respon-
sible for power management of the holster unit, a 3000 mAh Li-Po battery, which
allows for data to be continuously collected for over thirteen hours. Figure A.1 shows
the sensor configuration and placement.
A.5.2 Experimental Setup
The experimental protocol consisted of four sessions (sitting, standing, slow walk-
ing, and fast walking), each representing a unique posture or physical activity level;
see Table A.1. Fourteen volunteers (age range: 18 - 35) were asked to participate in the
experiment after giving informed consent. Subjects reported that they were in good
health; none reported excessive drinking or smoking habits. They were requested
not to undertake unusual activities such as heavy training or abnormal drinking a
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Figure A.2: Experimental protocol The CWT, CIT and DB tasks lasted 5, 3 and 2 minutes
respectively with a 2 minute break between tasks. Each task was repeated during all four
sessions.
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Table A.1: Summary of experimental protocol.
Session Session Description
I - Sitting
Subjects were required to remain seated in an upright position
on an immobilized chair. The chair was adjusted to the size of
each subject prior to start of the experiment.
II - Standing Subjects were required to remain standing in an upright position.
III - Slow walking
Subjects were placed on a treadmill and asked to maintain a constant
slow walking pace of 1.24 mph.
IV - Fast walking
Subjects were placed on a treadmill and asked to maintain a constant
fast walking pace of 2.17 mph.
day prior to the experimental sessions. Subjects were also asked to avoid caffeinated
products 6 hours prior to the experimental sessions. The experimental protocol and
procedures in this study were approved by the Texas A&M University Institutional
Review Board.
From the fourteen subjects who volunteered for the study, 12 were male and 2
were female. Data from two of the subjects (one male, one female) was excluded
due to sensor noise and wireless connectivity issues during data collection. The sec-
ond female subject was also excluded to maintain homogeneity in the dataset (i.e.,
gender).
An overview of the experimental protocol is shown in Figure A.2. For each session,
subjects were asked to perform three tasks: one eliciting high stress, one eliciting low
stress, and a controlled relaxation task; presentation of each task was randomized for
each subject. After each task, subjects had a 2 minute break period for recovery. For
the high-stress task, subjects were subjected to 5 minutes of a mobile version of the
Stroop color word conflict test (CWT). In the conventional CWT, the participant
is shown one of four words (Red, Green, Blue, Yellow) displayed in a different ink
color, and asked to respond based on the ink color; e.g., in the example shown in
Figure A.3(b) the correct answer is Green.
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Figure A.3: Android smartphone platform based tasks. (a) CWT task word name prompt.
(b) CWT task ink color prompt. (c) CIT task. (d) DB task.
We introduced two variations to make the CWT more challenging and minimize
learning effects [123]. First, rather than always asking participants to respond to the
ink color, 50% of the times they had to respond to the word; see Figure A.3(a).
This forces participants to switch strategies and makes the test significantly more
challenging, Second, the location of the answer buttons at the bottom of the screen
is randomized with each word presentation, and a loud bell is played every time
the participant choose an incorrect answer. This CWT task was administered via
an AndroidTM mobile device (Figure A.3). The second task was designed to elicit a
lower stress reaction in comparison to the first task. Subjects were subjected to three
minutes of a color identification test (CIT). During this task, subjects were asked
to confirm a displayed color; see Figure A.3(c). This task was also presented on an
AndroidTM mobile device. For the third task, participants were asked to perform a
deep breathing (DB) relaxation exercise for two minutes; instructions were provided
as shown in Fig 3(d).
Upon completion of each task, subjects were asked to provide a self-reported eval-
uation of arousal level. All other factors such as room temperature, humidity and
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sunlight/light intensity were kept constant for all subjects throughout the experi-
mental procedure.
Using data collected from 11 subjects who participated in the experiment, we
extracted a total of 7 features including 2 features from EDA and 5 features from
HRV [295]. Respiratory features were not included in the study since they provide a
misleadingly high discrimination between deep breathing and CWT. A summary of
each feature is provided in Table A.2. Each feature was calculated using a 60s mov-
ing window with a 10s shift. All features were normalized to z-scores, the standard
method for handling individual differences in skin conductivity [24].
Table A.2: Features extracted from psycho-physiological sensors.
Sensor Feature Description
EDA
µSCL Average skin conductance level
σSCL Standard deviation in skin conductance level
Heart Rate
LFHRV Low frequency power in HRV (0.04 - 0.15 Hz)
HFHRV High frequency power in HRV (0.15 - 0.5 Hz)
LF : HFHRV Ratio of LF to HF power content in HRV
AV NN Average of R-R intervals
SDNN Standard deviation of successive R-R intervals
A.6 Results
As a first step in analyzing the physiological responses, we compared the average
skin conductance level (SCL) and the average R-R intervals (AVNN) for each of the
performed tasks. Results are shown in Figure A.4. As anticipated, (1) the CWT in-
voked an increase in heart rate (a reduction in R-R interval) and a significant increase
in average skin conductance, (2) the CIT task invoked a lower response in compari-
son with the CWT task, and (3) the DB relaxation task invoked a reduction in heart
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Figure A.4: Android smartphone platform based tasks. (a) CWT task word name prompt.
(b) CWT task ink color prompt. (c) CIT task. (d) DB task.
rate (an increase in R-R interval) and a reduction in average skin conductance. These
results provide evidence for the validity of our experimental protocol.
To analyze the effect of physical activity on a subjects physiological response to
each task, we compared the skin conductance level (SCL) and R-R intervals (AVNN)
for each of the performed tasks. Results shown in Figure A.5 indicate that there was a
negligible difference in average heart rate between the sitting and standing postures.
As expected, there was a significant increase in average heart rate and average skin
conductance level when the subject was mobile (slow walking or fast walking).
Finally, we analyzed the effectiveness of the proposed noise-cancellation methods
in improving the stress detection across subjects and across physical activity lev-
els. For this purpose, we divided our analysis into three cases: subject-independent,
activity-independent, and subject-and-activity independent. On each case, we set up
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Figure A.5: Comparison of (a) average NN interval (AVNN) and (b) average skin conduc-
tance level (SCL) across all subjects.
a binary classification problem, with the CWT condition as the stress class and the
DB condition as the no-stress class. To generate a balanced dataset (CWT lasted for
5 min whereas DB lasted for 2 min), we randomly selected (without replacement) an
equal number of analysis windows from each session. This random sampling process
was repeated 50 times; classification rate reported here is the average across the 50
runs.
In the subject-independent case we studied whether the stress level of one subject
(CWT: stress; DB: no stress) could be predicted from the response of another sub-
ject to the same set of tasks, given that both subjects maintained the same type of
physical activity. We used a leave-one-subject-out cross validation approach whereby
data from each subject was used for testing a model trained on the remaining sub-
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Figure A.6: Average classification rate for subject-independent case (µ = 0.67, σ = 0.19).
jects. For each subject, four quadratic classifiers were trained to discriminate between
the CWT and DB tasks, one classifier per session (sitting, standing, slow walk, fast
walk), for a total of 44 models (11 subjects 4 activities). Figure A.6 shows the aver-
age prediction results for each subject, averaged over the four sessions. These results
reveal significant individual differences, with classification performance ranging from
35% (s10) to 82% (s5). In the self-assessment report, s10 indicated that he found
the DB task highly stressful during the first session and slightly stressful during the
third and fourth sessions. In contrast, subject s5 indicated that he found the CWT
task highly stressful and the DB task very relaxing. Thus, difference in classification
performance across subjects may be explained (in part) by the fact that subjects can
have a radically different experience when performing the same task.
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Figure A.7: Average classification rate for activity-independent case (µ = 0.66, σ = 0.14).
In the activity-independent case we studied whether the stress level of one subject
to a set of tasks (CWT: stress; DB: no stress) could be predicted from his/her prior
responses to the same set of tasks under different levels of physical activity. We used
a within-subject leave-one-session-out cross validation approach, where data from
one session was used for testing while data from the remaining sessions was used
for training. Thus, a total of 44 models (11 subjects 4 activities) were also trained.
Classification results were averaged across the eleven subjects, and are summarized
in Figure A.7. As measured by the average classification rate, individual differences
and physical activity have comparable effects.
In the subject-and-activity independent case, we studied whether the stress level
of one subject (CWT: stress; DB: no stress) could be predicted from the response of
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Figure A.8: Average classification rates for subject-and-activity independent case.
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another subject, regardless of the physical activity levels. For cross validation, data
from each subject (all activity levels) was used for testing a model trained on the
remaining subjects (all activity levels). This resulted in 11 classifiers, one per subject.
Results are shown in Figure A.8 for classification performance on z-scores vs. those
obtained following application of the two noise-cancellation methods.
From Figure A.8, we observe that the average classification results prior to noise-
cancellation (µ = 53.63, σ = 2.9) are significantly lower than those in the previous
two cases, which illustrates the compounding effects of individual differences and
physical activity on mental stress detection. Application of the OSC and LDC noise-
cancellation methods results in a 48% reduction in error rate (from 46.54% for z-
scores to 23.73% on OSC/LDC). OSC was optimized using 2 components, a tolerance
value of 99.99, and 100 iterations. The LDC method was implemented using the first
2 eigenvectors for posture variation and the first 3 eigenvectors for subject variation.
To visualize the effect of the noise correction method, we compared the struc-
ture of the physiological response for all subjects before and after LDC correction
using principal component analysis. From Figure A.9, we observe the distribution
of the stress class (CWT) and the no-stress class (DB) using the first two principal
components. The application of the noise correction method results in an increased
distance between the mean of the two classes.
A.7 Discussion and Conclusions
Differences in physiology across subjects and changes in physical activity can
overshadow the subtler physiological responses to mental stressors. In this work, we
have presented two pre-processing algorithms that may be used to ameliorate the
effect of these two types of interferences, making it easier to detect the effects of
stressors. The first method, known as orthogonal signal correction, was originally de-
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Figure A.9: Principal component analysis of task response (a) before correction and (b)
after LDC noise correction.
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veloped in the field of chemometrics. OSC attempts to remove any source of variance
that is orthogonal to the dependent variable (i.e. stress levels). OSC can be thought
of as an unsupervised technique since the specific noise sources need not be identified.
In contrast, the second method operates by modeling each unique noise source and
then removing it from the data matrix. This approach, which we have termed linear
discriminant correction, is based on Fishers linear discriminant analysis.
We validated both methods on experimental data from a number of participant
performing three distinct tasks mental tasks (color word test, color identification
test, and deep breathing, each of them under four different levels of physical activity
(sitting, standing, slow walking, fast walking). For each participant, we computed
seven measures related to heart rate variability, electrodermal activity, and respira-
tory rate, and used the resulting feature vector as independent variables to predict
the stress levels (low vs. high stress). In the presence of both sources of variance
(individual differences and physical activity) classification performance on z-scores
was 53.5%, slightly above chance levels. Following application of noise-cancellation
methods, classification performance raised to 75.6% and 76.3%, for OSC and LDC,
respectively.
These results indicate that either method can bring noticeable improvements in
stress prediction when physiological recordings are affected by changes in physical ac-
tivity and subject-to-subject differences. Among the two methods, OSC only requires
information about the dependent variable (stress levels), whereas LDC requires in-
formation about the noise sources in order to estimate their directions of variance.
This confers each method its own advantages. OSC is a more general method because
it can remove any source of variance not related to the dependent variable. On the
other hand, as demonstrated by the results in Figure A.6, obtaining ground-truth for
stress levels is problematic since subjects can have a radically different experience
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when performing the same task (i.e., some of our subjects perceived deep breathing
as being highly stressful). In contrast, LDC only requires ground-truth for subject
identity, which can be encoded in the instrument, and physical activity, which can be
measured with additional sensors (e.g., accelerometers). The experiments reported
in this work were performed in a laboratory setting. Work is underway to evalu-
ate the proposed cancellation methods in ambulatory settings where subjects are
allowed to carry on with their daily activities. Results from these experiments will
provide a stronger validation on the effectiveness of our methods for real-world stress
monitoring applications.
In this paper, we have focused on individual differences and physical activity. Ad-
ditional research is required to investigate the effect of additional sources of variance
that influence physiological stress response such as age, gender, body composition,
circadian rhythms etc. Accounting for these and other sources of variance will also
need to be considered for real-world applications.
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APPENDIX B
TIME SERIES SHAPELET ANALYSIS
Typical classification techniques used in machine learning are not efficient at
handling real-valued ordered time series data, where temporal ordering and trends
of data are as useful in providing discriminative information as discrete values. Such
changes are difficult and often impossible to capture using well-known methods such
as nearest neighbor algorithm, where features are individual data points and temporal
characteristics are not preserved. These challenges result in the need for a type of
data primitive, which (a) capture temporal changes of observed data, (b) generate
temporal attributes effective for establishing sufficient criteria for class membership
and thus usable as a feature for classification, and (c) can be utilized during post-
analyzed for model characteristics responsible for determining class membership.
Shapelets are a time series data mining primitive able to determine similarity
between classes based on small common shapes occurring at any point in a series.
Finding a shapelet requires generating a set of candidates, defining a distance mea-
sure between a shapelet and each time series, and defining a measure of the dis-
criminatory power of a shapelet[299]. We describe Ye and Keogh’s algorithm [299]
below.
To generate a subsequence S of length l of a time series T of length m is a
contiguous sequence of l points in T , where l ≤ m. Any time series of length m
contains (m − l) + 1 distinct subsequences of length l. We denote the set of all
subsequences of length l for series Ti to be Wi,l and the set of all subsequences of
length l for data set T to be:
Wl = W1,l, . . . , Wn,l.
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The set of all candidate shapelets for data set T is:
W = Wmin, Wmin+1, . . . , Wmax,
where min ≥ 3 and max ≤ m. Note that W is very large, with O(m3) candidate
shapelets. Ye and Koegh [299, 300] have proposed efficient pruning of W to improve
the time complexity of the exhaustive search, however we only present the generic
shapelet finding algorithm here.
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ShapeletSelection (T, min, max)
1 best = 0;
2 bestShapelet = ;
3 C = classLabels(T );
4 W = generateCandidates(T, min, max);
5 for l = min to max do
6 for all subsequence S in Wl do
7 DS = findDistances(S, Wl);
8 quality = assessCandidate(S, DS );
9 if quality > best then
10 best = quality;
11 bestShapelet = S;
12 end if
13 end for
14 end for
15 return bestShapelet;
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APPENDIX C
MAMMOGRAPHIC CASES FROM THE DIGITAL DATABASE FOR
SCREENING MAMMOGRAPHY
The following table gives the reference number of the digital database for screening
mammography (DDSM) cases used in our study.
Table C.1: Volume and corresponding case number for malignant cases from DDSM
No. Volume Case Number No. Volume Case Number
1 cancer 01 case3022 26 cancer 02 case0070
2 cancer 01 case0001 27 cancer 02 case0073
3 cancer 01 case0003 28 cancer 02 case0082
4 cancer 01 case0004 29 cancer 02 case0089
5 cancer 01 case0006 30 cancer 02 case3023
6 cancer 01 case0014 31 cancer 05 case0031
7 cancer 01 case0016 32 cancer 05 case0085
8 cancer 01 case0017 33 cancer 05 case0128
9 cancer 01 case3010 34 cancer 05 case0140
10 cancer 01 case3012 35 cancer 05 case0142
11 cancer 01 case3018 36 cancer 05 case0143
12 cancer 01 case3033 37 cancer 05 case0146
13 cancer 01 case3057 38 cancer 05 case0148
14 cancer 01 case3073 39 cancer 05 case0149
15 cancer 02 case0018 40 cancer 05 case0155
16 cancer 02 case0027 41 cancer 05 case0156
17 cancer 02 case0032 42 cancer 05 case0157
18 cancer 02 case0034 43 cancer 05 case0158
19 cancer 02 case0035 44 cancer 05 case0160
20 cancer 02 case0038 45 cancer 05 case0161
21 cancer 02 case0040 46 cancer 05 case0164
22 cancer 02 case0041 47 cancer 05 case0165
23 cancer 02 case0042 48 cancer 05 case0168
24 cancer 02 case0043 49 cancer 05 case0170
25 cancer 02 case0059 50 cancer 05 case0175
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Table C.2: Volume and corresponding case number for benign cases from DDSM
No. volume case number
1 benign 01 case0217
2 benign 01 case0240
3 benign 01 case0243
4 benign 01 case0245
5 benign 01 case0248
6 benign 01 case0249
7 benign 01 case3093
8 benign 01 case3098
9 benign 01 case3099
10 benign 01 case3100
11 benign 01 case3113
12 benign 01 case3118
13 benign 01 case3128
14 benign 01 case3132
15 benign 01 case3140
16 benign 04 case0251
17 benign 04 case0252
18 benign 04 case0253
19 benign 04 case0273
20 benign 04 case0274
21 benign 04 case0282
22 benign 04 case0283
23 benign 04 case0303
24 benign 04 case0304
25 benign 04 case0306
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Table C.3: Volume and corresponding case number for normal cases from DDSM
No. volume case number
1 normal 09 case3601
2 normal 09 case3602
3 normal 09 case3603
4 normal 09 case3604
5 normal 09 case3606
6 normal 09 case3607
7 normal 09 case3608
8 normal 09 case3609
9 normal 09 case3611
10 normal 09 case3612
11 normal 09 case3613
12 normal 09 case3615
13 normal 09 case3618
14 normal 09 case3619
15 normal 09 case3621
16 normal 10 case3660
17 normal 10 case3661
18 normal 10 case3662
19 normal 10 case3663
20 normal 10 case3664
21 normal 10 case3665
22 normal 10 case3666
23 normal 10 case3667
24 normal 10 case3668
25 normal 10 case3670
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