Abstract-The problem of constructing a binary search tree for a set of binary words has wide applications in computer science, biology, mineralogy, etc. Shannon considered a similar statement in his optimal coding theorem. It is NP-complete to construct a tree of minimum cost [4]; therefore, the problem arises of finding simple algorithms for constructing nearly optimal trees. We show in this correspondence that there is a simple algorithm for constructing search trees sufficiently close to the optimal tree on average. By means of this algorithm we prove that for the optimal tree the average number of bits to be checked is near to its natural lower bound, i.e., the binary logarithm of the number of given words: their difference is less than 1 04.
I. INTRODUCTION
The algorithm of search in a given set of binary words can be represented as a binary tree. The leaves of this tree correspond to the given words, and the internal nodes of the tree correspond to the indexes of positions to be checked. To identify a word we have to move along the edges of the tree from the root to one of the leaves. The direction of movement in nodes is selected depending on the corresponding bit in the given word. Fig. 1 demonstrates two search trees in the set of words f000; 010; 110; 111g. We will explain how we could perform a search using the upper tree. Initially, the first position of the examined word is checked. If it is equal to 0, then we go to the left branch of the tree and check the second position. Otherwise, we check the third position of a word. Thus, two checks are always sufficient to determine a given word. The binary search trees are commonly used in computer science, information theory, biology, mineralogy, etc. Therefore, the problem of constructing such trees has attracted the attention of many authors [1] - [3] . Naturally, there is a problem of obtaining a search tree for a given set of binary words of the same length. The constructed tree is assessed by the cost of search, which is defined as the average number of bits required for identifying a word. It is natural to look for a tree with the minimum average number of bits to be checked, the so-called optimal tree. This problem is close to the problem of constructing the code with the minimum average codeword length. The latter is well known in information theory. For example, the average number of bits to be checked for identifying a word in the upper tree in Fig. 1 theory that the cost of each tree cannot be less than log 2 m, where m is the number of given words. Thus, the upper tree is optimal. The problem of finding an optimal search tree for a given set of words is known to be NP-hard [4] . Informally, it means that this problem is hard to compute when the quantity of words is large enough. Therefore, the problem of discovering a fast algorithm that constructs nearly optimal search trees emerges.
We show in this correspondence that even a quite simple randomized algorithm which constructs a search tree, gives as a rule a nearly optimal result. More precisely, on average (on the whole set of initial data), the cost of search using a tree constructed by the above algorithm does not exceed log 2 m + 1:04. Hence, the cost of search by means of an optimal tree does not exceed this bound either. Thus, the Shannon theorem which estimates the cost of coding is fulfilled on average when a code tree is constructed from a random set of words. The constant 1:04 is an additional cost (instead of 1 in the Shannon estimate). This good upper bound is obtained from the observation that a typical check of a bit in a random set of words divides this set into two parts of nearly equal size. Hence the number of checks is near log 2 m.
Using the main result, we find the estimate of a cost of a search tree which holds on almost every set of initial data.
II. THE MAIN RESULT
Assume a set of m binary words of length n (m 0; n 1) is given.
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Li, where Li is the number of bits required for identification of the ith word. We call C(L) the cost of a search tree L, i.e., the average amount of bits required for identifying a word by the tree L.
We denote by S n;m the set of initial data, or, in other words, the collection of all the sets of m binary words of length n. It is clear that the requirement can be met only when n log 2 m.
We assume now that an algorithm F builds a tree F (S) from a set S 2 S n;m . We will further consider randomized algorithms, and so it will be convenient to denote the expectation of the cost of the tree C(F (S)) (with respect to the measure induced by the algorithm) by the average cost C(F (S)) of algorithm F on the input S. Let us define now the average cost tn;m(F ) of the algorithm F as the arithmetical mean of average costs of the algorithm F calculated on all inputs from the collection S n;m t n;m (F ) = 1
where Card Sn;m means the cardinality of the set Sn;m.
We now consider the (possibly) simplest randomized algorithm constructing a search tree, which will be denoted by R. It can be described as follows.
Description of the Algorithm R:
This algorithm makes a binary search tree from an arbitrary set of m binary words of length n. If the given set contains only one word then the algorithm returns the simplest tree consisting of one leaf and stops.
Otherwise, the randomly chosen position is put into correspondence with the root of the tree. This check divides the entire set of words into two parts. For each of these parts the search tree is constructed by the same method.
The main result of this correspondence is the following theorem. 
From this result the following corollary is immediate.
Corollary 1: Let F opt be the algorithm building an optimal tree for each data set. Then The following corollary gives an estimate for the cost of the search tree constructed by R for almost all data sets. Moreover, we obtain the same estimate for the cost of the optimal search tree.
Corollary 2:
Assume that all sets S from the collection of initial data S n;m (m 2; n log 2 m) have the same probability. Then, for every > 0 the following inequality holds: Proof: This corollary is an obvious consequence of the Markov inequality [3] .
III. PROOFS
We start by establishing the recurrence that holds for the average cost t n;m (R) of the algorithm R. Then, we find a number of exact values of tn;m(1) that are further employed. In what follows we show two technical lemmas and use them to prove Theorem 1. At the end we present a bulky proof of the first technical lemma.
We first obtain the recurrence for tn;m(R). 
where c n;m;k is the probability that exactly k words from the given m words begin with 1. This probability is given in (3) 
) elements, or otherwise this set is empty. Thereby we obtain (3).
Consider the algorithm R applied to the input S. We suppose that where T0S and T1S are subsets of the set S consisting of words of S with 0 and 1 in the selected position, respectively. Moreover, the selected bit is excluded from these words. By averaging this equality over S n;m we obtain the following: The proof is complete.
In the following proofs, we use a number of exact values of the average cost t n;m (1) , which are shown in Table I . Here, we explain the main idea of the calculation. For pairs n; m in Table I the situation is considerably simpler than in Fig. 1 .
For these cases all search trees are isomorphic. Hence their average cost is equal and independent of the constructing algorithm. Now we estimate tn;4(R) using Lemma 1. 
Proof: We prove that t n;4 16=7 for n 2 by induction on n.
The base of induction is obvious: t 2;4 = 2 < 16=7. To prove the step we have to show that the inequality (4) remains valid when n increases. Evidently, (2) can be rewritten as 
Now we can represent tn;4(R) using (5). Replace tn01;0(R), t n01;1 (R), t n01;2 (R), and t n01;3 (R) with the values taken from Table I and tn01;4(R) with the upper bound given by the induction hypothesis. Then the induction step can be proved by the following inequality: which is a simple consequence of the inequality 0271 2 n01 + 42 0. The latter is valid when n 3. The proof is complete. Now we give two technical lemmas to be used in the proof of Theorem 1. The first result establishes a polynomial upper bound for some clumsy function. The proof is relegated to the end of the correspondence. Now we prove a combinatorial result that will be used to simplify weighted sums. 
where c n;m;k are defined in (3) . Proof: To prove this statement we equate coefficients of x m02 in the polynomial identity We can now prove Theorem 1.
Proof: We prove this theorem by induction on n. Inequality (1) is readily checked for m = 1; 2; 3 using the values of t n;m (1) from Table I . In the same way we check the inequality for m = 4, using the upper bound for tn;4(R) given by Theorem 2. The preceding reasoning establishes the base of induction for n = 1; 2.
We now prove the step. The induction hypothesis implies that for all k satisfying 1 k log 2 (n 0 1) inequality (1) holds for t n01;k (R). We show that inequality (1) holds for all m satisfying 5 m log 2 n.
We first establish the following inequality for all k from 0 to m: To prove it we note that t n01;0 (R) = 0; t n01;m (R) A 1 . Therefore, for k = 0 and k = m, (7) can be easily checked. For k ranging from 1 to m 0 1 (7) can be verified by substituting the upper bound (1) for t n01;k (R) and applying Lemma 2 to the result.
We conclude that (2) The proof is complete.
To conclude, we prove Lemma 2. The proof is similar to that of the well-known [2] upper bound for the entropy H (p) 4p(1 0 p).
Proof of Lemma 2:
Denote by g(k) the difference A 0 Bk(m 0 k) 0 f (k). To clarify the proof we depict in Fig. 2 vanishes. The proof is a direct calculation of g(m=2). 
