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Resumo
No presente trabalho, apresentamos inicialmente o Teorema de Hilbert e no se-
guimento desse teorema abordamos o Problema de Hilbert & Cohn-Vossen e sua
respectiva soluc¸a˜o em R3: O teorema de Efimov. Ademais, mostramos problemas
relacionados a` ele, alguns dos quais ainda permanecem abertos.
Palavras-chave: Hilbert & Cohn-Vossen, Efimov, espac¸os tridimensionais, curva-
tura negativa.
Abstract
In this work, we first present the Hilbert Theorem and following this theorem we
approach the Hilbert & Cohn-Vossen Problem and its respective solution in R3: The
Efimov Theorem. In addition, we show problems related to it, some of which are still
open.
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Introduc¸a˜o.
Em 1901, Hilbert provou o seguinte teorema:
Na˜o existe uma imersa˜o iso´metrica do plano hiperbo´lico em R3.
Sabe-se que toda superf´ıcie completa, simplesmente conexa e de curvatura cons-
tante negativa e´ isome´trica a um plano hiperbo´lico. Enta˜o o teorema de Hilbert
afirma que nenhuma superf´ıcie regular de curvatura Gaussiana constante e negativa
pode ser imersa de forma isome´trica no espac¸o Euclidiano R3.
O trabalho desenvolvido por Hilbert atraiu outros geoˆmetras que comec¸aram a se
fazer perguntas em relac¸a˜o as hipo´teses do teorema.
Em 1936, Cohn-Vossen [14] sugeriu a validez do Teorema de Hilbert caso a cur-
vatura na˜o fosse constante. Esse problema foi conhecido como Conjectura de Hilbert
& Cohn-Vossen.
O fato de que a curvatura Gaussiana e´ limitada superiormente e´ essencial, pois
pode-se pensar no hiperbolo´ide de uma folha, que e´ uma superf´ıcie regular completa
em R3 com curvatura Gaussiana negativa mas que na˜o e´ limitada superiormente por
uma constante negativa.
Em 1955, E.Heinz [10] demonstrou que na˜o existem gra´ficos inteiros (completos)
imersos em R3 com curvatura Gaussiana limitada superiormente por uma constante
negativa, ou seja, deu uma soluc¸a˜o parcial do problema de Hilbert & Cohn-Vossen.
Em 1964, Efimov [4] foi quem solucionou totalmente esse problema, estabelecendo
o seguinte resultado:
Na˜o existem superf´ıcies completas imersas em R3 com curvatura Gaussi-
ana limitada superiormente por uma constante negativa.
No cap´ıtulo 1, se provara´ um teorema que estende o cla´ssico Teorema de Hilbert
para superf´ıcies de curvatura constante negativa imersas nas formas espaciais H3, R3 e
S3. Baseado no curso que Ga´lvez apresentou no Impa em 2009 [6], sera˜o apresentados
resultados preliminares de suma importaˆncia para a prova do mesmo.
O cap´ıtulo 2 e´ baseado no artigo de T. Klotz Milnor [11], que fez uma exibic¸a˜o
altamente detalhada e organizada da demonstrac¸a˜o do Teorema de Efimov.
i
ii Introduc¸a˜o
Por fim, no cap´ıtulo 3, conclu´ımos o trabalho dando informac¸o˜es sobre problemas
relacionados ao Teorema de Efimov, alguns dos quais ainda permanecem abertos.
Cap´ıtulo 1
O Teorema de Hilbert
Nesse cap´ıtulo sa˜o apresentados alguns resultados com o objetivo de demonstrar
o Teorema de Hilbert estendido a` formas espaciais.
1.1 Preliminares
Antes de introduzir resultados sa˜o necessa´rios alguns conceitos preliminares.
Definic¸a˜o 1. Uma Me´trica Riemanniana em uma variedade diferencia´vel M e´
uma correspondeˆncia que associa a cada ponto p ∈M um produto interno 〈, 〉p (isto e´,
uma forma bilinear sime´trica, positiva definida) no espac¸o tangente TpM , que varia
diferenciavelmente no seguinte sentido: Se x : U ⊂ Rn −→ M e´ um sistema de
coordenadas locais em torno de p, com x(x1, x2, ..., xn) = q ∈ x(U) e
∂
∂xi









= gij(x1, ..., xn)
e´ uma func¸a˜o diferencia´vel em U .
As func¸o˜es gij sa˜o expresso˜es da me´trica Riemanniana no sistema de coordenadas
x : U ⊂ Rn −→M . Uma variedade diferencia´vel com uma dada me´trica Riemanniana
e´ chamada de Variedade Riemanniana.
Segue abaixo o conceito de Variedades Riemannianas completas e de curvatura
seccional de uma variedade.
Definic¸a˜o 2. Uma variedade Riemanniana M e´ dita geodesicamente completa se
∀p ∈M , a aplicac¸a˜o exponencial expp, esta´ definida ∀v ∈ TpM , equivalentemente, se
as geode´sicas γ(t) que partem de p esta˜o definidas para todos os valores do paraˆmetro
t ∈ R.
1
2 CAPI´TULO 1. O TEOREMA DE HILBERT
Definic¸a˜o 3. Dado um ponto p ∈M e um plano σ ⊂ TpM o nu´mero real K(x, y) =
(x, y, x, y)/|x∧ y|2 = K(σ) onde {x, y} e´ uma base qualquer de σ, e´ chamado curva-
tura seccional de σ em p, onde (x, y, x, y) = g(R(x, y)x, y) e R o respectivo tensor
de curvatura.
O seguinte teorema garante a unicidade de Variedades Riemannianas completas
simplesmente conexas com curvatura seccional constante. Sabe-se que Rn, Sn, Hn sa˜o
variedades completas e simplesmente conexas de curvatura seccional constante 0, 1 e
−1, respectivamente, ver [2].
A partir das definic¸o˜es acima e do Teorema de Cartan pode-se provar o seguinte
Teorema de Classificac¸a˜o da teoria de Geometria Riemanniana:
Teorema 4. Seja Mn uma variedade Riemanniana completa e de curvatura seccional
constante c. Enta˜o o recobrimento universal M˜ de M , com a me´trica do recobriemnto,
e´ isome´trico a:
a) Hn, se c = −1;
b) Rn, se c = 0;
c) Sn, se c = 1.
Observac¸a˜o 5. As variedades Riemannianas completas simplesmente conexas e de
curvatura seccional constante sa˜o chamadas de Formas Espaciais. No livro [2] se
faz um estudo bem detalhado do teorema citado acima e se apresentam H3,R3 e S3.
Denota-se por M3(c) a forma espacial com curvatura seccional constante c dada
por:
• H3, se c = −1.
• R3, se c = 0.
• S3, se c = 1.
Definic¸a˜o 6. Sejam Mm e Nn variedades diferencia´veis. Uma aplicac¸a˜o diferencia´vel
ϕ : M −→ N e´ uma imersa˜o se dϕp : TpM −→ Tϕ(p)N e´ injetiva para todo p ∈ M .
Se ale´m disto, M tiver uma me´trica 〈, 〉 e
〈dϕp(v), dϕp(w)〉ϕ(p) = 〈v, w〉p , v, w ∈ TpM
dizemos que ϕ e´ uma imersa˜o isome´trica.
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Seja ϕ : Ω −→ M3(c) uma imersa˜o isome´trica, onde Ω e´ uma superf´ıcie Rieman-
niana orienta´vel com me´trica induzida I = 〈, 〉.
Dados paraˆmetros locais (x, y) ∈ U, (U,X) =vizinhanc¸a coordenada, escrevemos
a primeira e a segunda forma fundamental de ϕ como sendo:
I = Edx2 + 2Fdxdy +Gdy2
II = edx2 + 2fdxdy + gdy2,
onde E(x, y) = E,F (x, y) = F,G(x, y) = G, e(x, y) = e, f(x, y) = f e g(x, y) = g sa˜o
os coeficientes da primeira e da segunda forma fundamental, respectivamente.
Ao decorrer do trabalho, N : Ω −→ S2 sera´ a aplicac¸a˜o de Gauss e consequen-
temente dNp : TpΩ −→ TpΩ, p ∈ Ω sua diferencial. E ainda A = −dN sera´ o
endomorfismo de Weingarten da imersa˜o.
Para quaisquer campos X, Y ∈ X(Ω), com X(Ω) denotando o conjunto de campos
vetoriais em Ω, define-se a terceira forma fundamental III da imersa˜o como sendo:
III(X, Y ) := 〈dN(X), dN(Y )〉 (1.1.1)
Observe que III e´ a me´trica induzida sobre Ω por N , quando N e´ um difeomorfismo
local. Como N e´ unita´rio, escolhendo um sistema de coordenadas (u, v) segue que:
Nu = a11Xu + a21Xv
Nv = a12Xu + a22Xv (1.1.2)
Ale´m disso,
K = det(aij) =
eg − f 2
EG− F 2 (1.1.3)
Enta˜o segue de (1.1.2) e de (1.1.3) que
Nu ∧Nv = KXu ∧Xv (1.1.4)
E segue de (1.1.4) que N e´ difeomorfiismo local se, e somente se, K 6= 0. Aplicando
o mo´dulo dos dois lados da igualdade (1.1.4) vemos que







Em que dAI e dAIII sa˜o os elementos de a´rea para as me´tricas I e III, respectiva-
mente. Ou seja, a curvatura total para I coincide com a a´rea esfe´rica da superf´ıcie.
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Denotamos por k1 e k2 as curvaturas principais da imersa˜o ϕ, sendo k1 e k2 os
autovalores de A. Vamos denotar por




onde K e´ a curvatura da imersa˜o e H e´ a curvatura me´dia da imersa˜o.
Essas duas grandezas sa˜o extr´ınsecas e dependem de como Ω e´ imersa em M3(c).
No entanto, vamos denotar por K(I) a curvatura da me´trica I, ou seja a curvatura
Gaussiana que e´ uma grandeza intr´ınseca.
Uma relac¸a˜o entre grandezas intr´ınsecas e extr´ınsecas para a imersa˜o ϕ : Ω −→
M3(c) e´ a Equac¸a˜o de Gauss escrita da forma:
K(I) = K + c.
1.2 Superf´ıcies com curvatura na˜o positiva
Da teoria de superf´ıcies, uma curva regular conexa s em uma vizinhanc¸a coor-
denada (U,X(x, y)) e´ uma curva assinto´tica quando sua segunda forma fundamental
associada e´ nula, ou seja, quando
edx2 + 2fdxdy + gdy2 = 0. (1.2.1)
Seja Ω uma superf´ıcie com curvatura na˜o positiva, enta˜o todos os seus pontos
sa˜o hiperbo´licos (eg − f 2 < 0). Assim, pode-se mostrar que sempre existem curvas
assinto´ticas e para que as curvas coordenadas da parametrizac¸a˜o sejam curvas as-
sinto´ticas e´ necessa´rio que e = g = 0. De fato, se isso ocorre, da equac¸a˜o (1.2.1) segue
que fdxdy = 0 e as curvas coordenadas sa˜o soluc¸o˜es dessa equac¸a˜o, como quer´ıamos.
Na prova do Teorema de Hilbert se faz necessa´rio os pro´ximos resultados, para
que se possa estabelecer a existeˆncia global de uma rede de Tschebyscheff, para isso
vejamos sua definic¸a˜o:
Definic¸a˜o 7. As curvas coordenadas de uma parametrizac¸a˜o constituem uma rede de
Tschebyscheff se, os comprimentos dos lados opostos de qualquer quadrila´tero formado
por elas sa˜o iguais.
Proposic¸a˜o 8. As curvas coordenadas de uma parametrizac¸a˜o constituem uma rede







1.2. SUPERFI´CIES COM CURVATURA NA˜O POSITIVA 5
Proposic¸a˜o 9. Se as curvas coordenadas constituem uma rede de Tschebyscheff enta˜o
e´ poss´ıvel reparametrizar a vizinhanc¸a coordenada de tal maneira que os novos coefi-
cientes da primeira forma fundamental sa˜o
E = 1, F = cosω, G = 1,
onde ω e´ o aˆngulo formado pelas curvas coordenadas.
Da teoria de superf´ıcies, a Equac¸a˜o de Gauss a partir dos s´ımbolos de Christoffel
e´ escrita da seguinte forma:
(Γ212)u − (Γ211)v + Γ112Γ211 + (Γ212)2 − Γ211Γ222 − Γ111Γ212 = −EK(I) (1.2.2)





























11G = Fu − 12Gv
Portanto, pode-se provar o seguinte resultado:
Teorema 10. Sejam ψ : Ω −→M3(c) uma imersa˜o de curvatura extr´ınseca K cons-
tante e negativa. Enta˜o existem coordenadas locais (u, v) e uma func¸a˜o diferencia´vel
ω(u, v) ∈ (0, pi) tal que




1. Se Ω e´ simplesmente conexa, enta˜o existem func¸o˜es globais u, v : Ω −→ R tais
que (u, v) sa˜o coordenadas locais nas condic¸o˜es acima em uma vizinhanc¸a de
cada ponto.
2. Se Ω e´ simplesmente conexa e I e´ completa, enta˜o a aplicac¸a˜o (u, v) : Ω −→ R2
e´ um difeomorfismo global.
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Demonstrac¸a˜o. Sejam (u, v) coordenadas locais de tal forma que podemos escrever :
I = Edu2 + 2Fdudv +Gdv2
II = 2fdudv, f > 0. (1.2.5)
Sejam Γkij os s´ımbolos de Christoffel da conexa˜o de Levi-Civita com a me´trica I.






































EuG+ EGu − 2FFu
2(EG− F 2)
=
EuG− 2FFu + EuF − EuF + EGu
2(EG− F 2)
=
EuG− 2FFu + EuF
2(EG− F 2) +
EGu − EuF
2(EG− F 2)







EvG+ EGv − 2FFv
2(EG− F 2)
=




2(EG− F 2) +
EGv − 2FFv + FGu
2(EG− F 2)
= Γ112 + Γ
2
22 (1.2.10)
Pela equac¸a˜o de Mainardi-Codazzi
0 = −ev + fu + eΓ112 + f(Γ212 − Γ111)− gΓ211





= Γ111 − Γ212 (1.2.11)




= Γ222 − Γ112. (1.2.12)
Agora de (1.1.3) e de (1.2.5) segue que K = −f 2/D. Mas K e´ uma constante negativa
por hipo´tese, enta˜o derivando em relac¸a˜o a u, segue que
0 =

















Substituindo (1.2.9) e (1.2.11) em (1.2.13) temos
Γ111 − Γ212 = Γ111 + Γ212 ⇒ Γ212 = 0 (1.2.14)







⇒ Γ222 − Γ112 = Γ112 + Γ222 ⇒ Γ112 = 0. (1.2.15)























segue que Ev = Gu = 0, ou seja
o sistema de coordenadas escolhido e´ uma rede de Tschebyscheff. Agora fac¸amos a
seguinte mudanc¸a de coordenadas
u˜ =
∫ √
E(u)du e v˜ =
∫ √
G(v)dv
podemos reescrever I e II como sendo
I = du˜2 + 2Fdu˜dv˜ + dv˜2
II = 2fdu˜dv˜. (1.2.16)
Note que, como a curvatura e´ uma constante negativa, podemos fazer o seguinte:
K = − f
2
1− F 2 ⇒ (1− F
2)K = −f 2
⇒ K − F 2K = −f 2 ⇒ K = −f 2 + F 2K
⇒ 1 = −f






+ F 2. (1.2.17)
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I = du2 + 2 cosωdudv + dv2
II = 2 sinωdudv, (1.2.18)
com 0 < ω < pi e 1 − F 2 > 0. Ale´m disso, se Ω e´ simplesmente conexa, temos que
u, v : Ω −→ R2 e´ um difeomorfismo local. Portanto, se considerarmos a nova me´trica
Riemanniana
III = du2 − 2 cosωdudv + dv2
enta˜o
I + III = 2(du2 + dv2)
que e´ completa, pois I e´ completa. Portanto
u˜, v˜ : (Ω, du2 + dv2) −→ R2
e´ uma isometria local e deve ser um difeomorfismo global.
1.3 O Teorema de Hilbert
Considere Ω uma superf´ıcie com uma me´trica Riemanniana completa, tal que Ω
tenha curvatura Gaussiana constante e negativa K(I). Assim, segue do teorema de
Cartan-Hadamard, ver [2], que se Ω e´ simplesmente conexa, enta˜o Ω e´ isome´trica a
um plano hiperbo´lico com curvatura 1/K(I).
Sabemos da equac¸a˜o de Gauss que K(I) = K + c, ou seja, se uma superf´ıcie
tem curvatura Gaussiana constante e negativa enta˜o tal superf´ıcie tambe´m deve ter
curvatura extr´ıseca constante negativa em R3 e S3. Ja´ em H3, se K(I) < −1 teremos
tambe´m que a curvatura extr´ınseca e´ negativa.
O teorema de Hilbert que apresentaremos nesse cap´ıtulo se refere a imerso˜es de
superf´ıcies completas com curvatura Gaussiana constante e negativa em formas espa-
ciais.
Para demonstrar tal teorema faz-se uso do seguinte Lema, que e´ uma consequeˆncia
da Equac¸a˜o de Gauss:
Lema 11. A partir da equac¸a˜o de Gauss ωuv = −(K + c) sinω.
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Demonstrac¸a˜o. As curvas coordenadas no teorema (10) formam uma rede de Ts-
chebyscheff enta˜o, pela proposic¸a˜o (9) temos E = G = 1 e F = cosω. Calculando os
S´ımbolos de Christoffel nas Equac¸o˜es de Compatibilidade (1.2.3) temos:{
Γ111 + Γ
2
11 cosω = 0
Γ111 cosω + Γ
2
11 = −ωu sinω
⇒
{
Γ111 = −Γ211 cosω
−Γ211 cos2 ω + Γ211 = −ωu sinω{
Γ112 + Γ
2
12 cosω = 0





Γ112 = −Γ212 cosω
−Γ212 cos2 ω + Γ212 = 0{
Γ122 + Γ
2
22 cosω = −ωv sinω





Γ122 − Γ122 cos2 ω = −ωv sinω
Γ222 = −Γ122 cosω
Assim, {
Γ111 = −Γ211 cosω
Γ211(1− cos2 ω) = −ωu sinω
⇒
{
Γ111 = −Γ211 cosω
Γ211 = − ωusinω{
Γ112 = −Γ212 cosω





Γ122(1− cos2 ω) = −ωv sinω
Γ222 = −Γ122 cosω
⇒
{
Γ122 = − ωvsinω
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Como K(I) = K + c, enta˜o
ωuv = −(K + c) sinω.
Teorema 12 (Hilbert). Seja Ω uma superf´ıcie completa com curvatura Gaussiana
constante e negativa K(I), com K(I) < −1 para c = −1. Enta˜o na˜o existe imersa˜o
isome´trica f : Ω −→M3(c) .
Demonstrac¸a˜o. Usando o teorema (10), podemos garantir a existeˆncia de paraˆmetros
globais (u, v) ∈ R2 tais que
I = du2 + 2 cosωdudv + dv2,
II = 2
√−K sinωdudv (1.3.3)
onde ω e´ a func¸a˜o aˆngulo tal que 0 < ω < pi.
Pelo Lema (11) , temos:
ωuv = −(K + c) sinω, (1.3.4)
com c0 = −(K + c) > 0.
Queremos mostrar que a equac¸a˜o ωuv = c0 sinω na˜o tem soluc¸a˜o em R2, ou seja
tendo isso provamos o teorema.
Anteriormente vimos que:
• 0 < ω(u, v) < pi;
• c0 = −(K + c) > 0.
Enta˜o a partir de (1.3.4) (ωu(u, v))v e´ positivo e assim ωu(u, v) e´ crescente para v.
Dessa forma, considerando v > 0 temos:
ωu(u, v) > ωu(u, 0). (1.3.5)





ωu(u, 0)du =⇒ ω(b, v)− ω(a, v) > ω(b, 0)− ω(a, 0). (1.3.6)
Visto que ωu na˜o pode ser identicamente nula, a menos translac¸a˜o, podemos supor
que ωu(0, 0) 6= 0. Ale´m disso, ω(−u,−v) tambe´m satisfaz (1.3.4). Enta˜o podemos
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supor sem perda de generalidade que ωu(0, 0) > 0, substituindo ω(u, v) por ω(−u,−v)
se necessa´rio.
Considere agora u1, u2, u3 ∈ R tais que 0 < u1 < u2 < u3 e ωu(u, 0) > 0, ∀u ∈
[0, u3]. Definimos
 = min{ω(u3, 0)− ω(u2, 0), ω(u1, 0)− ω(0, 0)} > 0,
com  > 0.











ωu(u, 0)du⇒ ω(u3, v)− ω(u2, v) > ω(u3, 0)− ω(u2, 0) ≥ .
Consequentemente, se u ∈ [u1, u2] e v ≥ 0,
0 < ω(u, v) < pi ⇒  < ω(u, v) < pi − .








ωv(u2, v)− ωv(u1, v)dv
= ω(u2, v − ω(u2, 0)− (ω(u1, v)− ω(u1, 0))
= ω(u2, v)− ω(u2, 0)− ω(u1, v) + ω(u1, 0) (1.3.7)















= c0(u2 − u1)v sin . (1.3.8)
De (1.3.7) e (1.3.8) segue que ω(u2, v) − ω(u1, v) > ω(u2, 0) − ω(u1, 0) + c0(u2 −
u1)v sin .
Agora, tomando o limite v −→ ∞ temos ω(u2, v) − ω(u1, v) −→ ∞, mas isso e´
um absurdo visto que 0 < ω(u, v) < pi.
Cap´ıtulo 2
O Teorema de Efimov
2.1 Introduc¸a˜o
No cap´ıtulo anterior apresentamos o Teorema de Hilbert para formas espaciais.
Atrave´s da linha de racioc´ınio de Hilbert houve matema´ticos que se dedicaram
mais a fundo nesse aspecto. Um deles foi Stefan Cohn-Vossen que conjecturou a ideia
de que seria poss´ıvel estender o resultado de Hilbert a superf´ıcies de curvatura na˜o
constante, mas limitada superiormente por uma constante negativa. Esse problema
foi conhecido como Conjectura de Hilbert & Cohn-Vossen.
Heinz [10] demonstrou em 1955 o seguinte teorema:
Seja z(x, y) uma func¸a˜o de classe C2 definida no disco aberto x2+y2 < R2,
com K(x, y) ≤ −α < 0 e K a curvatura Gaussiana do gra´fico associado a
func¸a˜o z = z(x, y). Enta˜o R ≤ e(3/α) 12 , onde e e´ o nu´mero de Euler.




2 significa que o raio R fica limitado pela
constante α que limita a curvatura superiormente. Ora, mas se o gra´fico fosse inteiro
implicaria que o raio R seria ilimitado, contradic¸a˜o. Portanto, na˜o existem gra´ficos
inteiros (completos) imersos em R3 com curvatura Gaussiana limitada superiormente
por uma constante negativa. Assim, o Teorema de Heinz resolve parcialmente a
conjectura de Hilbert & Cohn-Vossen.
Em 1964, Efimov resolve totalmente tal conjectura.
Ao decorrer desse cap´ıtulo queremos dar caminhos necessa´rios para demonstrar
o principal teorema do trabalho que e´ o Teorema de Efimov, que afirma que na˜o
existem superf´ıcies completas C2-imersas em R3 com curvatura Gaussiana limitada




A prova do Teorema de Efimov esta´ baseada em dois fatos de suma importaˆncia.
Toda superf´ıcie nas hipo´teses de Efimov satisfaz uma certa propriedade de convexi-
dade, para a me´trica induzida pela aplicac¸a˜o de Gauss, o que implica certas limitac¸o˜es
na a´rea da superf´ıcie com a me´trica induzida pela imersa˜o.
Definic¸a˜o 13. Uma variedade Riemanniana M completa, simplesmente conexa e
com curvatura seccional na˜o-positiva e´ chamada de Variedade de Hadamard.
Teorema 14 (Teorema de Hadamard,[2]). Se Mn e´ uma variedade de Hadamard com
K(p, σ) ≤ 0, ∀p ∈ M,∀σ ∈ TpM . Enta˜o M e´ difeomorfa a Rn, mais precisamente,
exp : TpM −→M e´ um difeomorfismo.
Corola´rio 15. Toda variedade de Hadamard tem a´rea infinita.
Demonstrac¸a˜o. Sejam p ∈ M, v ∈ TpM . Pelo teorema de existeˆncia e unicidade
de equac¸o˜es diferenciais ordina´rias, garante-se a existeˆncia de uma u´nica geode´sica
γ passsando por p com velocidade v, ou seja, γ(0) = p e γ′(0) = v. Como exp :
TpM −→ M e´ um difeomorfismo local, enta˜o ela induz um produto interno em TpM .
Escreve-se, em coordenadas cartesianas (x, y), a primeira forma fundamental como
sendo I = Edx2 + Fdxdy + Gdy2. Para escrever I em coordenadas polares fac¸a
x = r cos θ, y = r sin θ, assim:
dx = dr cos θ − r sin θdθ
dx2 = dr2 cos2 θ − 2r sin θ cos θdrdθ + r2 sin2 θdθ2. (2.2.1)
Analogamente,
dy = dr sin θ + r cos θdθ
dy2 = dr2 sin2 θ + 2r sin θ cos θdrdθ + r2 cos2 θdθ2. (2.2.2)
Ale´m disso, veja que E(r, θ) = cos2 θ + sin2 θ = 1, G(r, θ) = r2(cos2 θ + sin2 θ) = r2 e
F = −r sin θ cos θ + r sin θ cos θ = 0. Observe ainda que lim
r→0





Enta˜o reescrevendo I segue que:
I = dr2 cos2 θ + r2 sin2 θdθ2 + dr2 sin2 θ + +r2 cos2 θdθ2
= dr2 + r2dθ2 = dr2 +Gdθ2 (2.2.3)
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Como K ≤ 0 em Ω, enta˜o a equac¸a˜o anterior implica que (
√
G)rr ≥ 0, ou seja,√






G)r = 1 e isso implica que√
G ≥ r,∀r. Em particular G ≥ r2 e assim segue que I = dr2 + Gdθ2 e´ maior ou
igual que I = dr2 + rdθ2. Mas feito isso, exp e´ uma aplicac¸a˜o de recobrimento e
consequentemente se Ω e´ simplesmente conexa, exp e´ um difeomorfismo. Mas note














Definic¸a˜o 16. Considere Γ um arco circular na˜o geode´sico na esfera S2 e p1 um ponto
interior de Γ. Podemos construir geode´sicas que passam pelo centro de Γ e por cada
pi ∈ Γ. Seja γ1 a geode´sica que passa pelo centro de Γ e por p1. Em seguida, percorra
nessa geode´sica uma distaˆncia  de Γ, com  suficientemente pequeno. Enta˜o teremos
um segmento de geode´sica de comprimento . Agora fac¸a isso para todas as geode´sicas
γi, enta˜o essa ”faixa”constru´ıda em volta de Γ e´ chamado Retaˆngulo Geode´sico
externo a Γ e sera´ denotado por R(Γ, ). Veja a figura (2.1)
Figura 2.1: Retaˆngulo externo de um arco na˜o geode´sico de S2.
Definic¸a˜o 17. Dado um conjunto X 6= ∅ e uma func¸a˜o d : X ×X −→ [0,+∞). A
func¸a˜o d e´ chamada distaˆncia sobre X se satisfaz as seguintes propriedades:
1. d e´ na˜o negativa e separa pontos distintos, ou seja, para quaisquer a, b ∈ X,
d(a, b) = 0⇔ a = b;
2. d e´ sime´trica, ou seja, para qualquer par (a, b) ∈ X ×X, d(a, b) = d(b, a);
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3. d satisfaz a desigualdade triangular, ou seja, para quaisquer a, b, c ∈ X, d(a, b) ≤
d(a, c) + d(c, b).
O par (X, τd) e´ chamado espac¸o me´trico, sendo τd a topologia me´trica induzida por
d.
Definic¸a˜o 18. Seja p ∈ Ω e r > 0. Definimos como disco geode´sico, de raio r > 0,
suficientemente pequeno, e centro p, o conjunto Dr(p) = {q ∈ Ω/d(p, q) < r}. O disco
geode´sico sera´ dito completo se podemos partir de p em todas as direc¸o˜es ao longo de
um raio geode´sico semi-aberto de comprimento r em Ω.
2.3 O Teorema de Efimov
Considere Ω como uma superf´ıcie imersa em R3. Podemos supor Ω orientada, caso
contra´rio basta tomar seu recobrimento duplo orienta´vel. Como ja´ foi observado nos
preliminares do cap´ıtulo 1, a terceira forma fundamental III e´ a me´trica induzida
pela aplicac¸a˜o de Gauss sobre Ω. Se dita aplicac¸a˜o de Gauss e´ um difeomorfismo local
e por 1.1.4, essa aplicac¸a˜o de Gauss sera´ um difeomorfismo local quando a curvatura
da imersa˜o e´ na˜o nula. Seja enta˜o ψ : Ω −→ R3 uma C2−imersa˜o com curvatura
Gaussiana K limitada superiormente por uma constante negativa, N : Ω −→ S2 a
aplicac¸a˜o de Gauss associada e III a terceira forma fundamental da imersa˜o, que
nesse caso e´ me´trica Riemanniana.
Denotemos por dIII a distaˆncia associada a me´trica III. Nesse caso (Ω, τdIII ) e´
um espac¸o me´trico. Denotaremos por (Ω˜, τdIII ) o seu respectivo completamento como
espac¸o me´trico. Se Ω for completo enta˜o Ω˜ = Ω. E´ va´lido observar que N e´ isometria
local e S2 e´ completa, enta˜o podemos estender N , de forma cont´ınua a N˜ : Ω˜ −→ S2.
A` t´ıtulo de notac¸a˜o, se U ⊂ Ω denotaremos U pelo fecho de U em Ω e se U ⊂ Ω˜
denotaremos U˜ pelo fecho de U em Ω˜. Definimos ∂Ω˜ = Ω˜\Ω.
Definic¸a˜o 19. Chamamos Ω˜ de coˆncavo em p ∈ ∂Ω˜ se p estiver em U˜ , onde U ⊂ Ω
e´ um conjunto aberto, tal que:
a) N˜ e´ injetiva em U˜ ;
b) N(U) conte´m o interior de um retaˆngulo externo em N˜(p).
Definic¸a˜o 20. Chamamos Ω de pseudo-convexo se @p ∈ ∂Ω˜, com Ω˜ coˆncavo. Em
outras palavras, Ω e´ pseudo-convexo se Ω˜ na˜o e´ coˆncavo em nenhum ponto.
Definic¸a˜o 21. Um subconjunto H 6= ∅ de Ω e´ chamado de convexo se quaisquer
dois de seus pontos puderem ser ligados por um u´nico arco geode´sico contido em H,
cujo comprimento e´ igual a distaˆncia em Ω entre esses dois pontos.
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Vamos assumir a veracidade do seguinte lema, o qual, devido a` extensa˜o da sua
prova, sera´ demonstrado de forma resumida na sec¸a˜o (2.4).
Lema 22 (Lema Principal). Sejam F : D −→ R2 uma imersa˜o e λ1, λ2 os autovalores
de dF . Se λ1, λ2 ∈ R e satisfazem
−α ≤ λ1 < λ2 ≤ α
para alguma constante α. Enta˜o D com a distaˆncia d∗D na˜o e´ um espac¸o me´trico
completo.
Como ja´ foi comentado nos preliminares desse cap´ıtulo, o Teorema de Efimov esta´
baseado em dois fatos importantes. Vamos chamar esses fatos de Lema A e Lema B.
Denotaremos por convenieˆncia (Ω, III) ≡ (Ω, τdIII ).
Lema 23 (Lema A). Seja Ω uma superf´ıcie orientada, completa, imersa em R3 com
K ≤ −k < 0, onde K e´ a curvatura Gaussiana e k uma constante positiva. Se
(Ω, III) e´ obtida usando em Ω a me´trica induzida pela aplicac¸a˜o de Gauss N : Ω −→
S2. Enta˜o (Ω, III) e´ pseudo-convexa.
Demonstrac¸a˜o. Suponha que (Ω, III) na˜o e´ pseudo-convexa, enta˜o (Ω, III) e´ coˆncava
em algum ponto p ∈ (Ω˜, III)\(Ω, III). Assim, pela definic¸a˜o (19), segue que p ∈
U˜ ⊂ Ω˜(III) para algum subconjunto aberto U ⊂ (Ω, III), N˜ e´ injetiva em U˜ e N(U)
conte´m o interior de um retaˆngulo externo R(Γ, ) a N˜(p).
Substituindo U por um conjunto menor, se necessa´rio, podemos assumir que N(U)
e´ precisamente o interior do retaˆngulo R(Γ, ), ou seja N(U) = R(Γ, ), com  > 0 e
Γ um arco na˜o geode´sico. Girando Ω em torno de R3, se necessa´rio, podemos supor
sem perda de generalidade que N˜(p) leva o ponto p ao po´lo norte (0, 0, 1) de S2 e que
Γ esta´ no hemisfe´rio y ≥ 0 em S2. Note que o arco na˜o geode´sico Γ que conte´m N˜(p)
e´ tangente a um grande c´ırculo (y = 0) em N˜(p).
Finalmente, substituindo R(Γ, ) por um retaˆngulo menor, se necessa´rio, podemos
















ou seja o aˆngulo formado entre N(q) e (0, 0, 1) e´ menor que 45◦.
Assim, a projec¸a˜o vertical pi de U no plano z = 0 e´ uma imersa˜o. Usando a inversa
local de pi−1 de pi, qualquer vizinhanc¸a suficientemente pequena em U pode ser descrita
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⇒ 2 > 1+f 2x+f 2y ⇒ f 2x+f 2y < 1.
Portanto f 2x+f
2
y < 1 para toda a vizinhanc¸a em questa˜o. Substituiremos o interior
N(U) do retaˆngulo externo R(Γ, ) pela regia˜o plana que e´ o domı´nio da definic¸a˜o
para um mapa coberto pelo Lema Principal. Para isso, sejam H o hemisfe´rio norte e
µ : H −→ R3 uma aplicac¸a˜o linear dada por














1− x2 − y2 > 0.
Geometricamente, µ leva (x, y, z) pela projec¸a˜o radial no plano z = 1, em seguida
projeta essa imagem verticalmente no plano z = 0 e rotaciona essa imagem com um
aˆngulo de 45◦ no sentido anti-hora´rio.
Figura 2.2: Construindo a imersa˜o F.
Assim, µ e´ um difeomorfismo sobre sua imagem e aplica N(U) = R(γ, ) em uma
regia˜o aberta D de R2. Logo, µ(N˜(p)) = (0, 0), µ(γ) tangencia o eixo y em (0, 0) e
esta´ no plano x ≤ 0.
Finalmente a aplicac¸a˜o F : D −→ R2, com F = pi ◦N−1 ◦µ−1 que leva D de volta
ao plano xy e´ claramente uma imersa˜o em R2. Vamos aplicar o Lema Principal na
imersa˜o F.
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As restric¸o˜es sobre a curvatura Gaussiana K em Ω produzem as seguintes in-
formac¸o˜es sobre F : D −→ R2.
Afirmac¸a˜o 24. Os autovalores λ1 e λ2 de dF sa˜o reais e com sinais opostos e uni-
formemente limitados em D , ou seja existe uma constante α > 0 tal que
−α ≤ λ1 < λ2 ≤ α.
Demonstrac¸a˜o. Usando a descric¸a˜o local z = f(x, y) para alguma vizinhanc¸a de q =
(x, y, z) ∈ U temos que:
µ ◦N(x, y, z) = µ ◦N(x, y, f(x, y)) = µ
(
(−fx,−fy, 1)√






























Portanto qualquer inversa local de F−1 = µ ◦N ◦ pi−1 pode ser expressa por
F−1(x, y) = µ ◦N ◦ pi−1(x, y) = µ ◦N(x, y) = fy(x, y),−fx(x, y).






⇒ det(dF−1) = −fyxfxy + fyyfxx = fyyfxx − f 2xy.
Pela conhecida fo´rmula da curvatura Gaussiana para gra´ficos, ver [2], no ponto
(x, y, f(x, y)), temos:




Mas por hipo´tese, K ≤ −k < 0. Enta˜o fxxfyy − f 2xy < 0. Por definic¸a˜o os autovalores
t1 e t2 de dF
−1 sa˜o as ra´ızes da equac¸a˜o det(dF−1 − tI) = 0, enta˜o
det(dF−1 − tI) =
∣∣∣∣ fyx − t fyy−fxx −fxy − t
∣∣∣∣ = 0⇔ t2 = f 2xy − fxxfyy > 0
ou seja, t1 e t2 teˆm sinais opostos.
Portanto, usando 2.3.1 e a hipo´tese sobre a curvatura, temos que:
det(dF−1) = t1t2 < 0⇒ K(1 + f 2x + f 2y )2 ≤ −k < 0
⇒ |t1t2| = |t1|2 = |t2|2 ≥ k ⇒ |t1| = |t2| ≥
√
k.
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, onde λ1 e λ2 sa˜o reais e
tem sinais opostos. Ale´m disso note que:
|t1| ≥
√
k ⇒ t1 ≤ −
√













k ⇒ t2 ≤ −
√














≤ λ1 < λ2 ≤ 1√
k
. (2.3.2)
Enta˜o basta considerar α = 1√
k
que a afirmac¸a˜o e´ va´lida para uma vizinhanc¸a de q
em U , mas como a desigualdade (2.3.2) na˜o depende de F−1 temos o afirmado.
Resta notar uma propriedade de F implicada pela completude de Ω. Para esse
fim, sejam c e r constantes positivas. Considere D ⊆ D como o conjunto
D = {(x, y); 0 < x2 + y2 ≤ r2 e x ≥ −cy2},
onde D e´ a regia˜o aberta de R2, simplesmente conexa que na˜o conte´m a origem,
descrita acima.
Seja g∗ a me´trica Riemanniana em D induzida pela imersa˜o F . Fac¸amos D ser
um espac¸o me´trico onde se pode medir a distaˆncia d∗D(q, q
′) de q a q′, com q, q′ ∈ D.
A distaˆncia d∗D(q, q
′) e´ definida tomando o ı´nfimo dos g∗− comprimento de arcos em
D ligando q e q′.
Afirmac¸a˜o 25. D com a me´trica d∗D e´ um espac¸o me´trico completo.
Para provar essa afirmac¸a˜o considere g∗ uma me´trica Riemanniana em U que
corresponde a me´trica g∗ em D sob o difeomorfismo µ◦N . E´ claro que g∗ e´ a me´trica
em U induzida pela me´trica Euclidiana dx2+dy2 do plano xy com a imersa˜o pi. Vamos
supor agora que o subconjunto U = N−1◦µ−1(D) esteja num espac¸o me´trico medindo
a distaˆncia d∗U(q, q
′), com q, q′ ∈ U e d∗U(q, q′) sendo o ı´nfimo dos g∗− comprimento
de arco em U ligando q e q′. Para terminar essa demonstrac¸a˜o devemos estabelecer a
seguinte afirmac¸a˜o:
Afirmac¸a˜o 26. U com a me´trica d∗U e´ um espac¸o me´trico completo.
De fato, veja que U e´ um conjunto fechado de Ω, pois caso contra´rio haveria um
ponto de acumulac¸a˜o q ∈ U em Ω\U . Como a aplicac¸a˜o de Gauss N : Ω −→ S2 e´
cont´ınua, enta˜o segue que N(q) pertence ao fecho de N(U) em S2. Mas N(q) na˜o
pode estar em N(U), pois N˜ : U˜ −→ S2 e´ injetiva e q 6∈ U . Pela construc¸a˜o de D, o
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u´nico ponto de acumulac¸a˜o de N(U) = µ−1(D) que esta´ em S2\N(U) e´ o polo norte
N˜(p). Da´ı
N˜(p) = N(q) = N˜(q)⇒ p = q,
mas isso na˜o pode ocorrer visto que p ∈ ∂(˜Ω, III) e q ∈ Ω\U.
Como U e´ suconjunto fechado de uma superf´ıcie completa Ω, segue que U e´ com-
pleto. Ale´m disso, U e´ ainda completo se medirmos a distaˆncia dU(q, q
′) entre pontos
de U como o ı´nfimo dos I−comprimento de arcos em U ligando q e q′. Da´ı segue que
U e´ uma subvariedadede Ω com fronteira C1 por partes.
Para mostrar que U esta´ completo na me´trica d∗U , precisamos agora apenas da
observac¸a˜o elementar que
d∗U(q, q




Mostremos (2.3.3). Seja s∗ um g∗−comprimento de arco para γ, sendo γ um arco
ligando q e q′. Note que qualquer arco γ em U dado por
z = f(x(s∗), y(s∗))





1 + (x′fx + y′fy)2ds∗. (2.3.4)
Como f 2x + f
2
y ≤ 1, enquanto que x′2 + y′2 = 1, temos:
f 2x + f
2
y = (x
′2 + y′2)(f 2x + f
2
y ) = x
′2f 2x + x
′2f 2y + y
′2f 2x + y
′f 2y
= (x′fx + y′fy)2 − 2x′fxy′fy + y′2f 2x + x′2f 2y
= (x′fx + y′fy)2 + (y′fx − x′fy)2 (2.3.5)
E assim segue que
(x′fx + y′fy)2 = f 2x + f
2
y − (y′fx − x′fy)2 ≤ f 2x + f 2y ≤ 1 (2.3.6)
Substituindo a equac¸a˜o (2.3.6) em (2.3.4) temos
s∗ ≤ s(s∗) ≤
√




para todo q, q′ ∈ U, como quer´ıamos.
Portanto se {an}n∈N e´ uma sequeˆncia de Cauchy na distaˆncia d∗U e dU(q, q′) ≤√
2d∗U(q, q
′), enta˜o{an}n∈N e´ uma sequeˆncia de Cauchy na distaˆncia dU e portanto deve
convergir na me´trica dU . Mas usando (2.3.3) novamente temos d
∗
U(q, q
′) ≤ dU(q, q′),
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a convergeˆncia na me´trica dU implica convergeˆncia na me´trica d
∗
U . Portanto U com a
me´trica d∗U e´ um espac¸o me´trico completo, como quer´ıamos. O que conclui a afirmac¸a˜o
(26).
Para finalizar a prova da afirmac¸a˜o (25) veja que agora tendo que U com a me´trica
d∗U e´ um espac¸o me´trico completo, temos tambe´m que D com a me´trica d
∗
D e´ um
espac¸o me´trico completo, pois a me´trica Riemanniana g∗ em U , corresponde a` me´trica
Riemanniana g∗ em D , sob o difeomorfismo µ◦N. Portanto, as afirmac¸o˜es (24) e (25)
dizem que os autovalores associados a diferencial da imersa˜o sa˜o reais com sinais
opostos e que D com a me´trica d∗D e´ um espac¸o me´trico completo contradizendo o
Lema Principal. Portanto o Lema A fica demonstrado.
Apo´s demonstrar o Lema A, a fim de provar o Lema B, vamos considerar daqui
para a frente Ω uma superf´ıcie isometricamente imersa na esfera e N : Ω −→ S2 tal
imersa˜o. Ale´m disso, vamos sempre supor que Ω e´ pseudo-convexo. Observe que se
γ uma geode´sica em Ω. Se l(γ) < pi enta˜o γ e´ um arco minimizante em S2 entre
quaisquer dois dos seus pontos e ale´m disso N |γ e´ injetiva.
Lema 27. Se Dr(p) e´ um disco geode´sico completo em Ω, com r > pi. Enta˜o Ω e´
uma esfera e N : Ω −→ S2 e´ uma isometria.
Demonstrac¸a˜o. Primeiramente observe que do fato de r > pi segue que Dr(p) ⊃
Dpi(p). Agora vamos supor que Dr(p) seja um disco completo, com r > pi. Vejamos
que N |Dpi(p) e´ injetiva. De fato, sejam q1, q2 ∈ Dpi(p) tal que q1 6= q2. Construa
arcos geode´sicos αi ligando p a qi, i = 1, 2. As curvas N ◦ αi sa˜o grandes c´ırculos
de S2, com comprimento menor que pi, pois pela construc¸a˜o αi tem comprimento
menor que pi. Pela observac¸a˜o anterior segue que N |αi e´ injetiva. Da´ı se q1 = p ou
q2 = p⇒ N(q1) 6= N(q2)⇒ N |Dpi(p) e´ injetiva.
Ale´m disso N(Dpi(p)) = S2\{−N(p)}. De fato, se γ e´ arco geode´sico partindo de
p com l(γ) < pi, enta˜o N leva γ numa porc¸a˜o do grande c´ırculo partindo de N(p)
com o mesmo comprimento de γ. Mas vimos acima que N |Dpi(p) e´ injetiva. Enta˜o
N(Dpi(p)) = S2\{−N(p)}. Como N e´ cont´ınua, temos N(∂Dpi(p)) = −N(p). Observe
que ∂Dpi(p) e´ conexo e N e´ localmente injetiva. Enta˜o ∂Dpi(p) e´ um u´nico ponto.
Portanto segue que N : Ω −→ S2 e´ uma isometria.
Lema 28. Se Dr(p) e´ um disco geode´sico completo, com r > pi/2, enta˜o Ω e´ uma
esfera e N : Ω −→ S2 e´ uma isometria.
Demonstrac¸a˜o. Sejam r > pi/2 e Dr(p) um disco geode´sico em Ω. O objetivo nessa
demonstrac¸a˜o e´ aumentar o raio r para um outro raio r˜ tal que r˜ > pi, pois tendo isso
basta aplicar o lema (27) que temos o resultado.
Suponhamos por absurdo que pi/2 < r ≤ pi. Sem perda de generalidade, supo-
nhamos ainda que r e´ ma´ximo, ou seja, @ Dr˜(p), com r > r˜. Enta˜o ∃ p̂ tal que p̂ ∈
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∂Dr(p), p̂ ∈ Ω˜ e p̂ 6∈ Ω. Mas vimos acima N(Dr(p)) e´ injetiva em S2 de mesmo raio
r. Isso implica que ˜̂p ∈ ∂N(Dr(p)).
Seja γ um arco aberto de Γ que conte´m N˜(p̂), onde Γ e´ um c´ırculo na˜o geode´sico.
A escolha desse Γ e´ tal que a maior das regio˜es abertas em S2 delimitada por Γ esteja
contida em N(Dr(p)). Agora tome  pequeno o suficiente e fac¸a U = N
−1(R(γ, )).
Assim, pela definic¸a˜o (19) segue que Ω˜ e´ coˆncavo em p. Mas isso e´ um absurdo visto
que por hipo´tese Ω e´ pseudo-convexo.
Afirmac¸a˜o 29. Se Ω na˜o e´ a uma esfera, enta˜o qualquer arco geode´sico γ ligando p1
e p2, com p1, p2 ∈ int(Ω) tem comprimento l(γ) < pi.
Demonstrac¸a˜o. Suponhamos por absurdo que l(γ) ≥ pi. Sem perda de generalidade,
vamos supor que l(γ) = pi, pois basta substituir γ por um porc¸a˜o dele mesmo. Seja
N ◦ γ uma parametrizac¸a˜o da parte y ≤ 0 do equador de S2, ou seja, N ◦ γ e´ um
semic´ırculo ma´ximo de S2.
Definimos como −faixa em torno de N ◦ γ como a unia˜o de todos os discos
geode´sicos abertos D(pi) em S2, com pi pontos de N ◦ γ.
Como γ e´ compacto em Ω e l(γ) = pi enta˜o existe  > 0 e uma vizinhanc¸a V0 de
γ em Ω tal que N |V0 e´ localmente injetiva sobre a − faixa de N ◦ γ.
Figura 2.3: A parte hachurada da figura acima e´ a −faixa de N ◦ γ.
Tomando  suficientemente pequeno, podemos supor que N(V˜0) ⊂ Ω, lembrando
que V˜0 e´ o fecho de V0 em Ω˜.
Dado um nu´mero θ ≥ 0, considere as rotac¸o˜es poss´ıveis de S2 da −faixa em
torno do eixo x. Vamos chamar de θ−regia˜o o interior do conjunto dos pontos de S2
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atingidos durante essas rotac¸o˜es. Assim, por exemplo a 0-regia˜o de N ◦ γ em S2 e´
justamente −faixa. Ale´m disso, se 0 < θ′ ≤ θ enta˜o θ-regia˜o ⊃ θ′−regia˜o.
Considere como θ̂ o supremo de todos os valores de θ no intervalo [0, pi
2
] para os
quais alguma vizinhanc¸a Vθ de γ em Ω seja aplicado por N de forma biun´ıvoca na
θ−regia˜o de N ◦ γ em S2.
Agora observe que o caso que θ̂ > pi/2−  na˜o ocorre. De fato, pois se θ̂ > pi/2− 
enta˜o ∃Dr(p), onde p = (0,−1, 0) e r > pi/2 tal que Dr(p) esta´ contido em uma
θ−regia˜o, ou seja existe Dr(p) em Ω centrado em N−1(p) que na˜o e´ uma esfera, mas
isso contradiz o lema (28).
Ale´m disso, o caso θ̂ ≤ pi/2−  tambe´m na˜o ocorre. De fato, suponha por absurdo
que θ̂ ≤ pi/2 − , enta˜o existe Vθ̂ em Ω. Mas note que o fecho de Vθ̂ em Ω˜ conte´m
algum ponto p tal que p ∈ ∂Ω˜. Isso implica que p 6∈ N˜0 pois N(V0) e´ a −faixa e
V˜0 ⊂ Ω. Logo, N˜(p) deve estar a uma distaˆncia maior do que  de ambos extremos
de N ◦ γ. Ora, mas isso significa que N˜(p) pertence a uma parte da fronteira de Nθ̂
que esta´ sobre um arco na˜o geode´sico. Enta˜o segue que Ω˜ e´ coˆncavo em p, mas isso
e´ um absurdo visto que por hipo´tese Ω e´ pseudo-convexo.
Afirmac¸a˜o 30. Se Ω na˜o e´ uma esfera e se γ e´ um arco geode´sico em Ω ligando os
centros dos discos geode´sicos de Dr(a) e Dr(b) em Ω, enta˜o:
i) l(γ) + 2r ≤ pi;
ii) Existe um conjunto aberto convexo H em Ω contendo Dr(a) ∪ γ ∪Dr(b) ;
iii) γ e´ a u´nica geode´sica em Ω ligando a e b. Ale´m disso, tem-se l(γ) = d(a, b)
Demonstrac¸a˜o. Vamos supor ao longo da demonstrac¸a˜o que a 6= b, pois o caso em
que a = b a verificac¸a˜o dos itens (i),(ii) e (iii) e´ imediata.
Para provar o item (i) vamos supor por absurdo que l(γ) + 2r > pi, da´ı podemos
estender γ a alguma outra geode´sica que tenha comprimento pi, mas isso contradiz a
afirmac¸a˜o (29), logo l(γ) + 2r ≤ pi.
Vejamos agora o item (ii). Observe que exceto movimentos na esfera, podemos
considerar N ◦γ como sendo a parametrizac¸a˜o de uma parte frontal y < 0 do equador
de S2 com o ponto me´dio (0,−1, 0) ∈ R3. Pelo item (i), N e´ injetiva em Dr(a) ∪ γ ∪
Dr(b) e o leva ao hemisfe´rio frontal de S2.
No entanto, a seguir faremos a suposic¸a˜o adicional de que os fechos D˜r(a) e D˜r(b)
em Ω˜ esta˜o no interior de Ω. Note que N e´ injetiva restrita a D˜r(a) ∪ γ ∪ D˜r(b).
Provando (ii) sob estas hipo´teses, estabeleceremos (ii) no caso geral.
Considere  > 0, N : V () −→ Ω, com V () sendo uma vizinhanc¸a de γ. Como N
e´ difeomorfismo local, segue que N e´ injetiva para uma − faixa ao redor de N ◦ γ.
Seja  > 0 o supremo de todos os valores de  que pertencem ao intervalo (0, r) para
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o qual V () exista. Pela regularidade das func¸o˜es envolvidas segue que V () existe
em Ω.
Afirmamos que  = r. De fato, suponha por absurdo que  < r. Enta˜o existe
p ∈ ∂Ω˜ em algum lugar do fecho me´trico de V (). Ale´m disso, N˜(p) esta´ situado em
um segmento de c´ırculo na˜o geode´sico da fronteira de N(V ()). Mas enta˜o Ω˜ seria
coˆncavo em p, contradizendo o fato de que Ω e´ pseudo-convexo. Da´ı conclu´ımos que
 = r.
Figura 2.4: A parte hachurada da figura acima, agora e´ a r−faixa de N ◦ γ.
O pro´ximo passo da prova e´ construir uma famı´lia crescente de vizinhanc¸as Nθ
em Ω, com 0 < θ < θ < pi/2, de modo que N(N) e´ a r-faixa em torno de N ◦ γ e
enta˜o Nθ e´ convexa. A construc¸a˜o segue.
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Seja C o cilindro el´ıptico reto de R3 formado pela unia˜o de todas as linhas paralelas
ao eixo x entre as bordas de N(Dr(a)) e N(Dr(b)).
Figura 2.5: A parte hachurada da figura acima e´ o cilindro C .
Defina os planos horizontais em R3 tangentes a C de cima e de baixo por P+0 e
P−0 respectivamente.
Seja y0 < 0 a coordenada y no centro de N(Dr(a)) e N(Dr(b)). Para qualquer θ
no intervalo (0, pi
2
], seja P+θ e P
−
θ os planos de R3 que formam um aˆngulo θ com o
plano z = 0 e que sa˜o tangentes a C ao longo de uma reta y = constante ≥ y0 com





coincidem e sa˜o verticais.
Devido a regularidade de N , e´ claro que existe um u´nico valor de θ de θ no
intervalo (0, pi
2
] tal que P+θ e P
−
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os grandes c´ırculos em S2 que sa˜o tangentes aos bordos circulares de N(Dr(a)) e
N(Dr(b)). Antes de definir vizinhanc¸as em Nθ em Ω para valores θ em [θ, θ], algumas
construc¸o˜es adicionais sera˜o necessa´rias em S2.
Sejam a+θ e b
+
θ os pontos onde P
+
θ intercepta os fechos de N(Dr(a)) e N(Dr(b))
respectivamente, a−θ e b
−
θ os pontos onde P
−
θ intercepta os fechos de N(Dr(a)) e
N(Dr(b)) respectivamente. Seja γ
a





θ e seja γ
b





θ . Finalmente para qualquer valor θ em [0, θ], a regia˜o aberta
na face frontal de S2 abaixo de P+θ , acima de P
−
θ , a direita de γ
a
θ e a esquerda de γ
b
θ sera´
chamada de θ−vizinhanc¸a de N ◦γ em S2. Observe enta˜o que a 0−vizinhanc¸a de N ◦γ
e´ a r−faixa e a θ−vizinhanc¸a conte´m qualquer θ′−vizinhanc¸a, onde 0 ≤ θ′ ≤ θ ≤ θ.
Agora seja θ˜ > 0 o supremo de todos os valores de θ no intervalo [0, θ] tal que
alguma vizinhanc¸a Nθ de y em Ω e´ mapeada por N em uma θ−vizinhanc¸a de N ◦ γ
em S2. Por esse fato, Nθ˜ existe. Mas se θ˜ < θ, deve existir algum ponto p no fecho
me´trico de Nθ em Ω˜ que esta´ em ∂Ω˜. Como supomos que Ω conte´m os fechos D˜r(a)
e D˜r(b) em Ω˜, N˜(p) deve ter distaˆncia maior que r dos pontos extremos de N ◦ γ.
Portanto N˜(p) deve estar ao longo do arco de um c´ırculo na˜o geode´sico γ = P+
θ˜
∩ S2
ou γ = P−
θ˜
∩S2, cujo centro em S2 esta´ do lado oposto de γ da θ˜−vizinhanc¸a de N ◦γ.
Assim, se θ˜ < θ, enta˜o Ω˜ deve ser coˆncavo em p, contradic¸a˜o. Assim segue que θ˜ = θ.
Considere H como o conjunto Nθ em Ω. Enta˜o H e´ convexo pois a θ−vizinhanc¸a
de N◦γ em S2 e´ convexa, onde N e´ uma isometria injetiva de H em uma θ−vizinhanc¸a
de N ◦ γ.
Assim, para completar a prova de (ii), precisamos apenas resolver o caso em que
os fechos me´tricos de Dr(a) e Dr(b) em Ω˜ na˜o esta˜o completamente dentro de Ω.
Mas observe que para cada valor de ρ em (0, r), os discos geode´sicos completosDρ(a)
e Dρ(b) tem fechos me´tricos em Ω˜ que esta˜o dentro de Ω. Os argumentos an-
teriores aplicam-se para fornecer conjuntos abertos convexos Hρ em Ω contendo





O conjunto aberto H e´ convexo e conte´m Dr(a) ∪ γ ∪Dr(b) como quer´ıamos.
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Figura 2.6: Construc¸a˜o do subconjunto convexo H.
Finalmente observe que para provar (iii) basta ver que segue de (i) e (ii), ou seja de
(i) e (ii) temos l(γ) = d(a, b) < pi e assim N(a) e N(b) pertencem ao mesmo hemisfe´rio
aberto em S2 e a unicidade ocorre pois se existisse outra geode´sica γ′ ligando a e b
ter´ıamos l(γ′) > pi, que e´ um absurdo.
Com os resultados anteriores estamos prontos para demonstrar o seguinte lema:
Lema 31 (Lema B). Seja Ω uma superf´ıcie munida de uma me´trica Riemanniana.
Se N : Ω −→ S2 e´ uma imersa˜o isome´trica de classe C1 e Ω e´ pseudo-convexo enta˜o:
a) N e´ injetiva em Ω;
b) N(Ω) = S2 ou N(Ω) e´ convexa. (Em particular, Ω e´ simplesmente conexa.)
c) Ω tem a´rea finita. Se N(Ω) = S2 enta˜o a a´rea finita e´ 4pi e e´ menor ou igual a
2pi caso contra´rio.
Demonstrac¸a˜o. Observe primeiramente que se Ω e´ a esfera enta˜o temos (a),(b) e (c)
va´lidos. Portanto no desenvolvimento dessa demonstrac¸a˜o vamos supor que Ω na˜o e´
a esfera.
Sejam p, q ∈ Ω tais que p 6= q. Como Ω e´ conexo podemos construir um arco
parametrizado γ em Ω ligando p a q. Temos ainda que γ e´ compacto e N e´ uma
isometria local. Dessa forma, escolha  > 0 suficientemente pequeno de tal forma que
cada ponto de γ seja o centro de um disco geode´sico completo e com raio . Agora fixe
um conjunto finito de pontos p = p0, p1, ..., pn = q em γ tais que d(pj−1, pj) < , ∀j =
1, ..., n. Seja Dj o disco geode´sico completo centrado em pj e com raio . Observe que
por construc¸a˜o o centro de Dj esta´ dentro de Dj−1, ou seja pj ∈ Dj−1. Assim, note
que em Ω, p0 pode ser ligada a p1 por uma u´nica geode´sica γ1, com l(γ1) = d(p0, p1).
Usando o processo de induc¸a˜o, suponhamos que ∀j = 1, ..., n − 1, podemos ligar p0
a pj por uma u´nica geode´sica γj ⊂ Ω tal que l(γj) = d(p0, pj). Resta-nos mostrar o
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caso j = n+ 1. Mas sabemos pela afirmac¸a˜o (30) que existe um conjunto H aberto e
convexo contendo γj, D0 e Dj. Como pj+1 ∈ Dj enta˜o existe um conjunto H aberto e
convexo contendo γj+1, D0 e Dj+1 e pelo item (iii) da afirmac¸a˜o (30) segue que existe
uma u´nica geode´sica γj+1 ligando p0 e pj+1 tal que l(γj+1) = d(p0, pj+1). Portanto
por induc¸a˜o p = p0 pode ser ligado a q = pn por uma u´nica geode´sica γn tal que
l(γ) = d(p, q). E da´ı conclu´ımos que Ω e´ convexa.
Para mostrar (a) basta tomar γ como a geode´sica que liga p a q como a geode´sica
no desenvolvimento do argumento feito acima. Mas como N |γ e´ injetiva temos N(p) 6=
N(q) portanto N e´ injetiva em Ω. Ale´m disso, para demonstrar (b) como N e´ injetiva
em Ω e Ω e´ convexa enta˜oN(Ω) e´ a imagem isome´trica de uma superf´ıcie convexa o que
implica que qualquer conjunto em S2 deve ser simplesmente convexa (em particular
Ω e´ simplesmente conexo.)
Antes de demonstrar (c) vejamos a seguinte afirmac¸a˜o:
Afirmac¸a˜o 32. Se E e´ um subconjunto convexo de S2, enta˜o E esta´ contido em um
hemisfe´rio de S2.
De fato, seja q um ponto arbitra´rio de S2 cuja distaˆncia r de E e´ maximal.
• Se r ≥ pi/2 a afirmac¸a˜o esta´ demonstrada.
• Na˜o ocorre o caso 0 < r < pi/2. De fato, suponha por absurdo que 0 < r < pi/2
enta˜o vamos admitir que existe um u´nico p ∈ E tal que a distaˆncia de p a q seja
r. Tome D′ como um disco geode´sico de raio  < r/2 e centro p. Temos que o
conjunto compacto E − (D′ ∩ E) tem uma distaˆncia ρ > r de q.
Translade o ponto q a uma distaˆncia δ do ponto p, onde δ = min{ρ−r, pi/2−r}
ao longo do grande c´ırculo que passa por p e q na esfera. Seja q̂ ∈ S2 o ponto
final do percurso enta˜o q̂ esta´ a uma distaˆncia maior do que r do conjunto
E ∩D′, pois D′ esta´ no hemisfe´rio (aberto) de S2 que tem todos os seus pontos
mais pro´ximos de q do que de q̂.
Assim, a escolha de δ nos diz que a distaˆncia entre q̂ e o subconjunto E−(D′∩E)
e´ tambe´m maior que r. Assim, q̂ esta´ mais distante de E do que de q, mas isso
na˜o ocorre visto que escolhemos q como sendo a distaˆncia ma´xima de E. Enta˜o
existe pelo menos dois pontos p1, p2 ∈ E a uma distaˆncia r de q.
Considere agora o arco geode´sico em S2 que minimiza a distaˆncia entre p1 e p2.
Exceto em seus pontos extremos, este arco esta´ fora de E (pois 0 < r < pi/2).
Mas, pro´ximos de p e q podemos considerar respectivamente pontos q1, q2 ∈ E
e assim escolher o arco geode´sico minimizante que liga q1 e q2 mas que tenha
pontos fora de E. Ora, mas E e´ convexo, portanto isso na˜o ocorre, como
quer´ıamos.
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• Na˜o ocorre o caso r = 0. Como S2 na˜o e´ um subconjunto convexo de S2, enta˜o
existe um ponto q ∈ S2 mas q 6∈ E ,ou seja, S − E 6= ∅. Agora considere o
hemisfe´rio (aberto) H com centro em q e defina um triaˆngulo geode´sico T em
H, cujo interior de T contenha q. Observe que E e´ denso em S2 enta˜o podemos
supor sem perda de generalidade que os ve´rtices p1, p2, p3 ∈ T pertencem a E.
Assim, podemos escolher p1, p2, p3 ∈ E de modo que o triaˆngulo geode´sico que
eles determinam tem q no interior de H. Assim, o arco geode´sico mais curto
em S2 ligando p1 a q se estende a um arco geode´sico mais curto em S2 de p1
ao ponto p̂ do arco geode´sico minimizante ligando p2 e p3. Como E e´ convexo,
enta˜o por essa construc¸a˜o q ∈ E, mas isso e´ um absurdo pois supomos q 6∈ E.
O item (c) fica demonstrado com a afirmac¸a˜o acima, pois N e´ imersa˜o isome´trica
e e N(Ω) ⊂ S2 e´ convexo.
Depois de todos os resultados acima estamos prontos para demonstrar o principal
resultado do cap´ıtulo:
Teorema 33 (Efimov). Na˜o existem superf´ıcies completas C2-imersas em R3 com
curvatura Gaussiana limitada superiormente por uma constante negativa.
Demonstrac¸a˜o. Suponha que Ω e´ orienta´vel. Precisamos dessa suposic¸a˜o para usar o
Lema A. Mas caso Ω na˜o seja orienta´vel, basta tomar o seu recobrimento orienta´vel.
Ale´m disso, vamos supor que Ω e´ completa na me´trica Riemanniana g induzida por
ψ, onde ψ : Ω −→ R3 e´ uma imersa˜o. Seja K a curvatura Gaussiana da imersa˜o. Por
hipo´tese temos K ≤ −k < 0. Fixado uma orientac¸a˜o para Ω, tome a correspondente
aplicac¸a˜o normal de Gauss N associada a imersa˜o. Portanto estamos nas condic¸o˜es
do Lema A e da´ı segue que (Ω, III) e´ pseudo-convexo.
Observe que (Ω, III) na˜o e´ completa. De fato, se (Ω, III) fosse completa, enta˜o
pelo Teorema de Bonnet Myers, ver [2], (Ω, III) seria compacta. Pore´m (Ω, I) e´ vari-
edade de Hadamard que implicaria que (Ω, I) ≡ Rn, que por sua vez na˜o e´ compacto.
Portanto (Ω, III) na˜o e´ completa. Enta˜o pelo item (b) do Lema B, segue que N((Ω))
na˜o e´ toda a esfera. Portanto, segue pelo item (c) do Lema B que N(Ω) tem a´rea
menor ou igual a 2pi.
Fixe agora um ponto qualquer p ∈ S e seja σ(r) a a´rea em Ω (na me´trica I) do
disco geode´sico Dr(p), com centro em p e raio r > 0. Considere ainda σ
∗(r) a a´rea
em Ω (na me´trica III). Assim, pela conclusa˜o do para´grafo anterior, temos que
σ∗(r) ≤ 2pi. (2.3.7)
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Enta˜o pelas equaco˜es (2.3.7), (2.3.8), (2.3.9) e pelo fato que K ≤ −k enta˜o |K| ≥ k
e segue que







⇒ 2pi ≥ kσ(r)
⇒ σ(r) ≤ 2pi
k
. (2.3.10)
Sabemos pelo item (b) do Lema B que (Ω, III) e´ simplesmente conexa implicando
assim que Ω e´ simplesmente conexa para I. Da´ı, (Ω, I) e´ variedade de Hadamard e
tem a´rea infinita, ver corola´rio (15), o que contradiz (2.3.10).
2.4 O Lema Principal
O Lema Principal do Teorema de Efimov afirma que se existe uma imersa˜o de
uma certa regia˜o especial em R2, tal que seus autovalores associados a` diferencial
da imersa˜o sa˜o reais e verificam uma certa desigualdade, enta˜o existe um conjunto
dentro dessa regia˜o especial que na˜o e´ um espac¸o me´trico completo com a distaˆncia
na me´trica induzida pela dita imersa˜o.
Devido a` extensa prova do Lema Principal, ver [11], dedicamos essa sec¸a˜o a apre-
senta´-la de forma resumida.
Comec¸amos construindo a regia˜o especial D .
Primeiramente fixe constantes c > 0 e r. Sejam P a para´bola y2 = −cx e C o
c´ırculo x2 + y2 = r2. Considere D o conjunto
D = {(x, y) ∈ R2/0 < x2 + y2 ≤ r2, y2 ≥ −cx}
e escolha D ⊂ R2 qualquer regia˜o aberta, simplesmente conexa, contendo D, mas na˜o
definido na origem, ou seja (0, 0) 6∈ D .
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Figura 2.7: Regia˜o aberta D simplesmente conexa que conte´m D.
No Lema Principal, uma regia˜o muito espec´ıfica D e´ indicada para simplificar a
prova. A conclusa˜o do Lema permanece va´lida sob va´rias alterac¸o˜es no formato de
D. Mas e´ essencial que D seja coˆncavo na origem que na˜o pertence a D. O seguinte
exemplo destina-se a enfatizar esse ponto.
Exemplo 34. Considere a aplicac¸a˜o F : A −→ R2, dada por














∣∣∣∣ 1− λ 0− 1
x2
−1− λ
∣∣∣∣ = (1−λ)(−1−λ) = −(1−λ2).
Mas as ra´ızes de det(dF −λ) = −(1−λ2) sa˜o λ1 = 1 e λ2 = −1 , ou seja, a derivada
dF tem dois autovalores reais que satisfazem
−α ≤ λ1 ≤ λ2 ≤ α⇒ −2 ≤ −1 ≤ 1 ≤ 2.
E ale´m disso det(dF ) = −1 6= 0 e isso implica que dF e´ injetiva, de onde segue que
F e´ uma imersa˜o. Observe ainda que essa imersa˜o F leva a regia˜o convexa
R := (x, y) ∈ R2/(x− 1)2 + y2 ≤ 1, x > 0
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(a) Figura1 (b) Figura2
em um subconjunto fechado do plano.
As curvas em R que va˜o para a origem sa˜o aplicadas por F em curvas que tendem
a infinito, o que implica que os comprimentos de suas imagens em F (R) divergem
para a me´trica Euclidiana usual. Logo R munido com a distaˆncia d∗D associada a
me´trica Riemanniana g∗ induzida por F e´ um espac¸o completo.
Seja γ : [a, b] −→ R2 um arco na˜o necessariamente regular. Considere P([a, b]) o
conjunto de todas as partic¸o˜es de [a, b]. Uma partic¸a˜o P = {a = t0 < t1 < ... < tn =
b} ∈ P([a, b]) determina uma sequeˆncia de pontos γt0 , γt1 , ..., γtn no trac¸o de γ que
definem uma poligonal com comprimento dado por




Observe que se P1, P2 ∈P([a, b]) e P1 e´ um refinamento de P2 enta˜o V (P1) ≥ V (P2).
Definic¸a˜o 35. Nas condic¸o˜es anteriores, dizemos que γ e´ um arco retifica´vel
quando o conjunto
{V (P ) : P ∈P([a, b])}
e´ limitado superiormente. Nesse caso definimos o comprimento de arco γ como
sendo o nu´mero
L = sup{V (P );P ∈P([a, b])}
Definic¸a˜o 36. Uma func¸a˜o ξ e´ dita ser de variac¸a˜o limitada em um arco γ : [a, b] −→
R2 se existe um nu´mero real positivo M > 0 tal que para todas as partic¸o˜es P = {a =
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Se define a Variac¸a˜o total de ξ em γ denotado por lξ(γ) como sendo o menor limite
superior da varic¸a˜o de ξ entre todas as partic¸o˜es P ∈P, ou seja
lξ(γ) = sup{Vξ(P );P ∈P[a, b]}
Suponha F : D −→ R2 uma imersa˜o e considere em D a me´trica g∗ induzida pela
me´trica usual do plano, denotando por d∗ a sua distaˆncia associada. Dessa forma o
g∗-comprimento de um arco γ em D e´ o comprimento Euclidiano de F ◦ γ.
Dados q, q′ ∈ D arbitra´rios, considere d∗D : D × D −→ R a func¸a˜o que associa o
par (q, q′) ao ı´nfimo dos g∗-comprimentos de arcos retifica´veis em D ligando q a q′.
Como d∗D e´ uma distaˆncia e D ⊂ D temos
d∗(q, q′) ≤ d∗D(q, q′), ∀q, q′ ∈ D.
Apesar da existeˆncia independente de D como espac¸o me´trico, reservamos os
s´ımbolos U e ∂U para denotar o fecho e a fronteira de U ⊂ D respectivamente.
Assim, por exemplo, D pode ser visto como uma variedade com limite D ∩ ∂D.
Definic¸a˜o 37. Um arco γ em D, parametrizado por g∗-comprimento de arco, que
liga dois pontos p e q, com p, q ∈ D e´ chamado de arco g∗-minimizante se na˜o
existe outro arco em D que liga p e q que tenha um g∗-comprimento menor que o
g∗-comprimento de γ.
Definic¸a˜o 38. Um arco ρ : [0,∞) −→ D e´ chamado de raio distinguido se a
restric¸a˜o de ρ ao intervalo finito [0, s] e´ um arco g∗-minimizante em D.
Definic¸a˜o 39. Dado algum valor real θ, considere a func¸a˜o linear
ξ = x cos θ + y sin θ
em R2. Seja γ um arco retifica´vel e lξ(γ) a variac¸a˜o total de ξ em γ. Assim, veja que
se θ = 0 teremos lx(γ) que e´ a variac¸a˜o total de x em γ. E se θ = pi/2 teremos ly(γ)
que e´ a variac¸a˜o total de y em γ.
Agora, se γ ∈ D vamos denotar por l∗ξ(γ) como sendo a variac¸a˜o total de ξ em
F ◦ γ, de tal forma que
l∗ξ(γ) = lξ(F ◦ γ).
Em particular, note que l∗x(γ) = lx(F ◦γ) e l∗y(γ) = ly(F ◦γ). Ale´m disso l∗ξ(γ) ≤ l∗(γ).
Suponha que λ1 e λ2 de dF sa˜o reais, e satisfazem a inequac¸a˜o
−α ≤ λ1 < λ2 < α, (2.4.1)
em D para alguma constante α.
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Definic¸a˜o 40. Definimos uma quase-distaˆncia dˆ como uma func¸a˜o real D × D
com todas as propriedades usuais de distaˆncia, exceto que d(p, q) = 0 ⇔ p = q, ou
seja, podemos ter dˆ(p, q) = 0, mesmo tendo p 6= q. Ale´m disso, definimos o quase-





para todas as partico˜es finitas a = t0 < t1 < ... < tn = b de [a, b].
Lema 41. Se a sequeˆncia de arcos βj : [0, 1] −→ D converge uniformemente na
distaˆncia d∗D para um arco β : [0, 1] −→ D, necessariamente cont´ınuo, e se dˆ e´ uma
quase-distaˆncia com a propriedade de que dˆ(p, q) ≤ d∗D(p, q), ∀p, q ∈ D, enta˜o
lˆ(β) ≤ lim inf lˆ(βj).
Corola´rio 42. Se a sequeˆncia de arcos βj : [0, 1] −→ D converge uniformemente na
distaˆncia d∗D para um arco β : [0, 1] −→ D, necessariamente cont´ınuo, enta˜o
l∗ξ(β) ≤ lim inf l∗ξ(βj).
com ξ = x cos θ + y sin θ.
Corola´rio 43. Se a sequeˆncia de arcos g∗−minimizantes γj : [a, b] −→ D converge
uniformemente na me´trica d∗D para um arco γ : [a, b] −→ D, enta˜o γ e´ um arco
g∗−minimizante.
Apo´s esses resultados dados acima, estamos em condic¸o˜es de demonstrar o seguinte
lema.
Lema 44. Se D e´ completo na distaˆncia d∗D enta˜o existe um raio distinguido em D.
Demonstrac¸a˜o do lema (44). Suponha que D e´ completo usando a distaˆncia d∗D. Que-
remos contruir um raio distinguido ρ : [0,∞) −→ D. Para isso considere p0 = (r, 0) ∈
D arbitra´rio, tal que p0 seja o ponto inicial do raio distinguido ρ, ou seja ρ(0) = p0 e
r > 0 seja o raio do cilindro C usado na construc¸a˜o de D.
Seja D(k) = {(x, y) ∈ D;x2 + y2 ≥ r2/2k} um conjunto compacto para cada
k ∈ N∗. Ale´m disso, vamos denotar a distaˆncia em D(k) por d∗D(k) de tal forma que
d∗D(k)(q, q
′) = inf{l∗(γ); γ e´ um arco diferencia´vel por partes ligando q a q′ em D(k)}.
Como C(k) = {(x, y) ∈ D;x2 + y2 = r2/2k} e´ compacto para cada k ∈ N∗,
enta˜o podemos garantir a existeˆncia de pk ∈ C(k) tal que d∗D(k)(p0, pk) = ck, com
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ck sendo o mı´nimo dessa distaˆncia. O arco γ : [0, l
∗(γ)] −→ D(k) sera´ chamado de
g∗−minimizante em D(k) se γ for parametrizado pelo g∗−comprimento de arco e se
l(γ) e´ igual a distaˆncia d∗D(k) entre seus pontos finais.
Vamos construir para cada k ∈ N∗ um arco g∗−minimizante em D(k) de p0 a pk.
Fixando k e olhando para a definic¸a˜o de d∗D(k) encontramos uma sequeˆncia de arcos
βj : [0, l(βj)] −→ D(k)
de p0 a pk, tal que cada βj seja parametrizado por g




Como D(k) e´ compacto podemos garantir a existeˆncia de uma subsequeˆncia de
βj|[0,ck] que converge uniformemente para um arco γk : [0, ck] −→ D(k) de p0 a pk.
Como lim
j→∞
l∗(βj|[0,ck]) = ck segue do lema (41)
l∗(γk) ≤ lim
j→∞
l∗(βj|[0,ck]) = ck (2.4.2)
Ora, mas γk e´ um arco ligando p0 a pk e como ck e´ mı´nimo temos que
l∗(γk) ≥ ck (2.4.3)
Portanto, segue das equac¸o˜es (2.4.2),(2.4.3) que l∗(γk) = ck. Para mostrar que γk e´
g∗−minimizante resta-nos mostrar que γk e´ parametrizado por g∗−comprimento de
arco. Para isso, considere s ∈ [0, ck] e aplique novamente o lema (41) em γ|[0,s] e em
βj|[s, ck], enta˜o segue que
l∗(γ|[0,s]) ≤ lim
j→∞
l∗(βj|[0,s]) = s (2.4.4)
l∗(γ|[s,ck]) ≤ lim
j→∞
l∗(βj|[s,ck]) = ck − s (2.4.5)
Mas vimos acima que l∗(γk) = ck, e portanto l∗(γ|[0,s]) + l∗(γ|[s,ck]) = ck e isso junta-
mente com (2.4.5) implica em
l∗(γ|[0,s]) = l∗(γ|[0,s]) + l∗(γ|[s,ck])− l∗(γ|[s,ck])
= ck − l∗(γ|[s,ck]) ≥ ck − ck + s
= s (2.4.6)
Agora veja que, das equac¸o˜es (2.4.4) e (2.4.6) segue que l∗(γ|[0,s]) = s. Portanto γk e´
um arco g∗−minimizante em D ligando p0 a pk, como quer´ıamos.
Definimos γmk := γk|[0,cm], para cada m = 1, 2, 3, ..., k. Pela definic¸a˜o de γmk vemos
que γmk ⊂ D(m).
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Sabemos que D(1) e´ compacto, enta˜o podemos garantir a existeˆncia de uma
subsequeˆncia n1 ⊂ N, tal que o arco γ1k : [0, c1] −→ D(1), k ∈ n1, converge uni-
formemente para o arco ρ1 : [0, c1] −→ D(1), quando k −→ ∞. Ora, mas apli-
cando o corola´rio (43), segue que ρ1 e´ um arco g
∗−minimizante em D. De forma
ana´loga, como D(2) e´ compacto, existe uma subsequeˆncia n2 ⊂ n1, tal que o arco
γ2k : [0, c2] −→ D(2), k ∈ n2, converge uniformemente para o arco ρ2 : [0, c2] −→ D(2),
quando k −→∞. Ale´m disso, ρ2 e´ uma extensa˜o de ρ1 e assim segue que ρ2 e´ tambe´m
um arco g∗−minimizante em D.
Por induc¸a˜o, podemos afirmar que a extensa˜o ρm : [0, cm] −→ D(m) de ρ1, para
cada m = 3, 4, ..., k, tambe´m e´ um arco g∗−minimizante em D.
Veja que 0 < c1 < c2 < · · ·. Seja c∞ < ∞ o limite da sequeˆncia {cm} quando
m −→ ∞. Defina ρ : [0, c∞) dada por ρ(s) = ρm(s), com m suficientemente grande
para que cm ≥ s. Dessa forma, segue que ρ e´ um arco g∗−minimizante entre quaisquer
dois pontos.
Devemos lembrar que o objetivo da demonstrac¸a˜o e´ mostrar que ρ e´ um raio
distinguido e para isso, resta-nos mostrar que c∞ = ∞. Suponha por absurdo que
c∞ = l∗(ρ) <∞. Note ainda que
d∗D(p0, p1) < d
∗
D(p0, p2) < ... < d
∗
D(p0, pm) < ... < c∞.
Dessa forma, os pontos ρ(cm) = ρm(cm) = pm formariam uma sequeˆncia de Cauchy
na me´trica d∗D, isso ocorre pois d
∗
D(pr, pt) = d
∗
D(ρ(cr), ρ(ct)) = |cr − ct|. Como D
e´ completo enta˜o a sequeˆncia ρ(cm) deve convergir para um ponto de D. Todavia,
por construc¸a˜o, os pontos ρ(cm) convergem para a origem de R2, mas isso e´ um
absurdo, visto que D e´ coˆncavo na origem. Portanto conclu´ımos que c∞ = ∞. e
consequentemente que ρ e´ um raio distinguido.
Lema 45 (Lema da Comparac¸a˜o). Seja γ um arco ligando p e q, g∗−minimizante
em D. Ale´m disso, considere ψ um arco simples (que na˜o possui autointersec¸o˜es),
diferencia´vel e por partes, ligando p e q. Enta˜o
l∗ξ(γ) ≤ l∗ξ(ψ),
com ξ = x cos θ + y sin θ, θ ∈ R fixo.
Lembre-se que nos resultados abaixo estamos nos referindo a ξ = x cos θ+ y sin θ.
Definic¸a˜o 46. Se γ e´ uma arco diferencia´vel em D e e´ tangente, em cada ponto, a
alguma direc¸a˜o principal, enta˜o γ e´ chamado de arco pro´prio. Ale´m disso, se C e´
um arco diferencia´vel formado por uma quantidade finita de arcos pro´prios e ξ|C e´
crescente, enta˜o C e´ chamado de ξ−cadeia.
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Proposic¸a˜o 47. Seja p ∈ D tal que ξ(p) ≥ 0, enta˜o existe uma ξ−cadeia que tem
in´ıcio em p e termina num ponto da ∂D.
Lema 48. Para qualquer ξ−cadeia C, temos
l∗ξ(C) ≤ αlξ(C),
com α sendo a constante da desigualdade (2.4.1).




Definic¸a˜o 50. Considere γ um arco parametrizado em D . γ e´ dito pre´-horizontal se
F ◦ γ produzir um segmento de reta em R2 que seja paralelo ao eixo x e ale´m disso
que γ seja parametrizado por comprimento de arco.
Veja que se fixarmos um raio distinguido ρ ∈ D e denotarmos u = t(s) pela
variac¸a˜o total de y sobre F ◦ γ|[0,s] (isso vale pois u = t(s) = ly(F ◦ ρ|[0,s]) = l∗y(ρ[0,s])),
garantimos a existeˆncia de uma func¸a˜o t : [0,∞) −→ R que e´ diferencia´vel. Em
particular, segue do lema (49) que, t(s) −→∞ quando s −→∞.
Denote por P0 a porc¸a˜o da para´bola P no interior de D, mas disjunta do c´ırculo
C. Seja P+0 e P
−
0 as componentes de P0 sobre e sob o eixo x, respectivamente.
Lema 51. Suponha que D e´ completo na distaˆncia d∗D e seja ρ um raio distinguido
fixado. Considere Ω como sendo o subconjunto de R+, formado por todos os valores
de u tais que a sec¸a˜o pre´-horizontal hu satisfac¸a as seguintes condic¸o˜es:
a) intersecta ρ transversalmente e,
b) intersecta ∂D transversalmente em um ponto b+(u) sobre P+0 e outro b
−(u)
sobre P−0 .
Enta˜o Ω e´ aberto e (R+)∗ − Ω tem medida finita.
Definic¸a˜o 52. Definimos hu como sendo o arco pre´-horizontal ma´ximo em D con-




ou seja, H(u) e´ a unia˜o de todos os arcos pre´-horizontais hu′, quando u
′ > u ∈ Ω. E
dado um intervalo I ⊂ (Ω∩(u,∞)), HI sera´ a unia˜o de todos os arcos pre´-horizontais
hu′, para os valores de u
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onde z e´ uma func¸a˜o que associa cada u ∈ Ω a l∗(hu). Assim, temos que a g∗−a´rea
de H(u) e´






E a a´rea Euclidiana de H(u) sera´ denotada por σ(u).
Definic¸a˜o 53. Cada ponto p no eixo das abcissas determina duas retas L+ e L− que
sa˜o tangentes a para´bola P, ver figura (2.8). Para cada p denote por G a regia˜o finita,
fechada e limitada por L+, P e L−.
Figura 2.8: Conjunto G
Definic¸a˜o 54. Para cada u ∈ Ω, considere p = p(u), o ponto mais pro´ximo da
origem de R2, tal que a regia˜o G = G(u) contenha hu. Denotaremos por A(u) a a´rea
Euclidiana da regia˜o G(u), ver figura (2.9).
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Figura 2.9: Conjunto G(u)
Lema 55. A func¸a˜o σ∗ : Ω −→ R+, tal que σ∗(u) = area(H(u)) e´ estritamente




Proposic¸a˜o 56. Suponha que W ⊂ R+ e´ um conjunto aberto e que R+ −W tem
medida finita. Enta˜o na˜o existe uma func¸a˜o f : W −→ R+ tal que




com u, u1 ∈ W e t > 0 uma constante.
Pode-se agora provar o seguinte Lema, que e´ o resultado principal da sec¸a˜o.:
Lema 57 (Lema Principal). Sejam F : D −→ R2 uma imersa˜o e λ1, λ2 os autovalores
de dF . Se λ1, λ2 ∈ R e satisfazem
−α ≤ λ1 < λ2 ≤ α
para alguma constante α. Enta˜o D com a distaˆncia d∗D na˜o e´ um espac¸o me´trico
completo.
Demonstrac¸a˜o. Usando todas as definic¸o˜es anteriores de D,D e F : D −→ R2 nessa
sec¸a˜o, suponhamos por absurdo que D com a distaˆncia d∗D seja um espac¸o me´trico
completo. Enta˜o pelo lema (44) sabemos que existe um raio distinguido ρ ∈ D,
fixemos esse raio ρ.
Seja Ω, definido no lema (51). Como | det(dF )| ≤ α2 em cada ponto de D e
lembrando que H(u) ⊂ G(u), ∀u ∈ Ω, temos que
σ∗(u) ≤ α2 ≤ α2A(u), (2.4.8)
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onde σ∗(u), σ(u) e A(u) esta˜o definidas em (52).
Agora seja X = X(u) a func¸a˜o estritamente decrescente em Ω que associa a coor-
denada x a cada p = p(u), enta˜o existe X0 que e´ limite superior de X(u). Usaremos
as seguintes notac¸o˜es: A = A(u), A1 = A(u1), σ = σ(u), σ1 = σ(u1), σ
∗ = σ∗(u), σ∗1 =
σ∗(u1), z = z(u), z1 = z(u1), h = hu, h1 = hu1 , G = G(u), G1 = G(u1), X = X(u), X1 =
X(u1), com u1, u ∈ Ω e u1 > u. Seja γ o arco de ρ ligando ρ(t−1(u1)) entre ρ(t−1(u)),
enta˜o segue de fato que u1 − u = l∗(γ). Mas se u1 > u e G1 ⊂ G e X1 < X. Pela
definic¸a˜o de G1 segue o arco pre´-horizontal h1 deve ser tangente a uma das retas L
+
1
ou L−1 , considere qˆ esse ponto de tangeˆncia. Sem perda de generalidade, suponhamos
que qˆ esteja na reta L+1 .
Como u1 ∈ Ω, temos pelo lema (51), h1 deve cruzar o eixo x. Considere q como
sendo o ponto de h1 cuja coordenada x seja a maior poss´ıvel. Como a coordenada x
em q e´ positiva, segue pela proposic¸a˜o (47), que existe uma x−cadeia C que comec¸a
em q e termina num ponto da fronteira de D. Da´ı, C deve cruzar o arco pre´-horizontal
h. O primeiro ponto dessa intersec¸a˜o sera´ chamado de q′ e o arco dessa x−cadeia
ligando q e q′ sera´ denotado por C ′. Pelo lema (48), temos l∗x(C
′) ≤ αlx(C ′). Ale´m
disso, pela definic¸a˜o (46) temos lx(C
′) ≤ X. Ora, mas dessas informac¸o˜es conclu´ımos
que
l∗x(C
′) ≤ αlx(C ′) ≤ αX (2.4.9)
Agora queremos aplicar o Lema da Comparac¸a˜o (45). Para isso considere o arco
γ g∗−minimizante como sendo γ = ρ|[s,s1] e ψ como sendo o arco diferencia´vel por
partes ligando tambe´m ρ(s) e ρ(s1), de tal forma que ψ seja formado por C
′, h e h1.
Assim temos
l∗x(γ) ≤ l∗x(C ′) + l∗x(h) + l∗x(h1).
Logo, da equac¸a˜o (2.4.9) e das definic¸o˜es (39)e (52) temos
l∗x(γ) ≤ αX + z + z1. (2.4.10)
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3 + z + z1, (2.4.12)









l∗y(γ) sin θ1 − l∗x(γ) cos θ1 ≤ l∗ξ1(γ).
De fato, fac¸amos (F ◦ γ)(t) = (x(t), y(t)). Enta˜o
|ξ1((F ◦ γ)(t))− ξ1((F ◦ γ)(t0))| = |(x(t)− x(t0)) cos θ1 + (y(t)− y(t0)) sin θ1|
E isso implica que
|(y(t)− y(t0))| sin θ1 − |(x(t)− x(t0))| cos θ1 ≤ |ξ1((F ◦ γ)(t))− ξ1((F ◦ γ)(t0))|
⇒ l∗y(γ) sin θ1 − l∗x(γ) cos θ1 ≤ l∗ξ1(γ). (2.4.13)
Mas observe que θ1 e´ tomado positivo, enta˜o
l∗ξ1(γ) ≥ l∗y(γ)| sin θ1| − l∗x(γ)| cos θ1| ⇒ l∗ξ1(γ) ≥ l∗y(γ)| sin θ1| − l∗x(γ) (2.4.14)
Fazendo um ca´lculo elementar chegamos que







Como X0 > X > X1 temos









4cX0 + 1 > 0.




1 − (z + z1 + α0A
2
3 ) (2.4.16)
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Definimos ξ em (39), ale´m dessa coordenada retangular agora vamos precisar de
mais uma que chamaremos de η de modo que η = −x cos θ + y cos θ. Observe que
essas coordenadas ξ, η foram obtidas apo´s uma rotac¸a˜o por um aˆngulo θ dos eixos
coordenados x, y em R2.
Note ainda que nas coordenadas ξ e η, a reta L+1 tem a equac¸a˜o ξ = ξ1 e isso
faz com que a coordenada ξ do ponto qˆ seja ξ = ξ1 > 0. Ora, mas enta˜o segue da
proposic¸a˜o (47) que existe uma ξ−cadeia a qual comec¸a em qˆ e termina num ponto
na fronteira de D. Analogamente ao argumento anterior, chegamos ao fato de que
l∗ξ1(γ) ≤ α0(A)
2
3 + z + z1, (2.4.17)






1 ≤ 2(z + z1 + α0A
2
3 ). (2.4.18)


















Observe que de (2.4.8) temos que
g(u1) ≤ g(u) ≤ (α) 13f(u),
onde f e g sa˜o func¸o˜es definidas em Ω dadas por f(u) = A
1









podemos reescrever (2.4.19) em termos de f e g,











∣∣∣)+ α3) , (2.4.20)
onde α2 e α3 foram constantes positivas escolhidas de forma apropriada.
Usando o lema (55) e a definic¸a˜o (52) e dado que g(u) = σ∗
1
3 (u) vemos que dg/du
e´ cont´ınua em Ω, onde g e´ uma func¸a˜o estritamente decrescente e positiva. Dessa
forma, definindo Ω′ ⊂ Ω por





temos que Ω′ e´ fechado em Ω e tem medida finita.
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Definindo W = Ω− Ω′ temos que W e´ aberto em Ω. Seja u, u1 ∈ W enta˜o segue
da desigualdade (2.4.20) que
(u1 − u)f(u1) ≤ tf 2(u),
onde t = 6α2α
4
3 . Portanto, temos uma func¸a˜o f definida no aberto W ⊂ R+, com seu
respectivo complemento tendo medida finita. Ale´m disso, f e´ positiva e estritamente
decrescente tal que




com u, u1 ∈ W e t > 0 uma constante. Ora, mas isso contradiz a proposic¸a˜o (56).





O presente trabalho se refere fundamentalmente ao Problema de Hilbert & Cohn-
Vossen nos espac¸os tridimensionais. O Teorema de Efimov e´ de fato uma soluc¸a˜o
desse problema para o espac¸o Euclidiano R3. Contudo e´ plaus´ıvel a pergunta do que
aconteceria com a validez do Teorema de Efimov se houvessem mudanc¸as nas suas
hipo´teses, como por exemplo na curvatura, no espac¸o ambiente ou na superf´ıcie.
Nos anos posteriores apareceram problemas relacionados com o Teorema de Efi-
mov que podem ser divididos fundamentalmente em duas linhas de trabalho. A
primeira delas trata de encontrar uma extensa˜o desse teorema para superf´ıcies com-
pletas em R3. E a segunda procura um resultado equivalente ao teorema de Efimov
para superf´ıcies completas imersas em espac¸os tridimensionais na˜o Euclidianos.
3.2 Primeira linha de Trabalho
Depois de alguns anos, o pro´prio Efimov estendeu o resultado de 1964 de duas
maneiras diferentes. Uma delas e´ o seguinte Teorema [ver [3]]:
Teorema I (Efimov,68): Suponha que ds2 e´ completa em uma su-
perf´ıcie de curvatura negativa. Se o valor rec´ıproco da curvatura da
me´trica ds2 tiver variac¸a˜o com uma estimativa linear, enta˜o a me´trica
ds2 na˜o admite uma imersa˜o C2−regular em R3.
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A nova hipo´tese sobre a curvatura pode-se escrever da seguinte forma∣∣∣∣∣ 1√−K(p) − 1√−K(q)
∣∣∣∣∣ ≤ 1d(p, q) + 2,
onde p, q sa˜o pontos arbitra´rios da superf´ıcie e i sa˜o constantes positivas para i = 1, 2.
Observe que a famı´lia de superf´ıcies imersas que satisfazem a desigualdade anterior
conte´m as famı´lias de superf´ıcies com K ≤ − < 0. Basta tomar 1 = 0 e 2 = 2√ .
Por conta disso, vamos chamar as hipo´teses fortes de Efimov, as hipo´teses sobre
a curvatura do teorema (33). Ja´ as hipo´teses fracas de Efimov sera˜o as hipo´teses
sobre a curvatura do Teorema I.
Note que o que Efimov fez foi enfraquecer a condic¸a˜o sobre a curvatura do teorema
(33). E o Teorema I (Efimov,68) implicou nos seguintes resultados:
Proposic¸a˜o 58. Em R3, para cada superf´ıcie Ω, completa C2−regular e com curva-
tura Gaussiana negativa tem-se inf k = 0.




Posteriormente, em 1975, Efimov provou o seguinte resultado [5]:
Teorema II (Efimov,75): O semiplano de Lobachevski na˜o admite
uma C4−imersa˜o isome´trica dentro do espac¸o Euclidiano R3.
Observe que esse resultado valida o Teorema de Efimov, quando e´ permitida uma
borda na superf´ıcie. No mesmo ano, Vorobe´va([17]) relaxou a hipo´tese de C4− dife-
rencia´vel do Teorema II para C2−diferencia´vel.
Na linha dos Teoremas I, II, no ano de 2015, Galvez, Martinez e Teruel, [7],
mostraram que:
i) impondo as hipo´teses fracas de Efimov em uma superf´ıcie fora de um sub-
conjunto compacto da mesma , enta˜o a imersa˜o tem curvatura total finita, a
superf´ıcie e´ parabo´lica (as u´nicas func¸o˜es sub-harmoˆnicas negativas sobre Ω
sa˜o constantes) e tem topologia finita, ou seja e´ homeomorfa a uma superf´ıcie
compacta menos uma quantidade finita de pontos que sa˜o chamados de finais.
ii) impondo as hipo´teses fortes de Efimov em uma superf´ıcie fora de um subcon-
junto compacto da mesma , enta˜o a imersa˜o tem topologia finita, e´ propriamente
imersa e tem a´rea finita. Ale´m disso, cada final da imersa˜o e´ assinto´tico a uma
semirreta do R3, ver figura (3.1)
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Figura 3.1: Superf´ıcie completa com finais de curvatura negativa
Mesmo com o surgimento de resultados importantes nessa a´rea, de como se com-
portam superf´ıcies de curvatura negativa, ha´ problemas abertos em relac¸a˜o ao Teo-
rema de Hilbert (12). Por exemplo, a conjectura apresentada por John Milnor [12]
em 1966:




2 ≥ b > 0,
onde b e´ uma constante e k1, k2 sa˜o as curvaturas principais da imersa˜o.
Enta˜o a curvatura Gaussiana K muda de sinal ou S e´ um cilindro gene-
ralizado (K = 0).
Se este resultado fosse verdadeiro, as superf´ıcies imersas completas, com curvatura
na˜o positiva em R3, seriam cilindros generalizados ou as curvaturas principais ten-
der´ıam simultaneamente para zero. Ou seja, se fosse verdadeiro, estenderia o Teorema
de Efimov, pois o fato das duas curvaturas principais tenderem simultaneamente a
zero implicaria que o produto das mesmas tenderiam a zero, como afirma Efimov.
Em 1987, Smyth e Xavier [15] obtiveram o seguinte resultado:
Teorema de Smyth-Xavier: Seja Ω uma superf´ıcie de curvatura na˜o
positiva imersa isometricamente em R3. Se k2i ≥ b > 0 para uma das
curvaturas principais, i = 1, 2, e b uma constante. Enta˜o a superf´ıcie e´
um cilindro generalizado.
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Observe que esse teorema acima da´ uma soluc¸a˜o parcial para Conjectura de John
Milnor quando K ≤ 0. Pois, se o quadrado de uma das curvaturas principais fica
uniformemente afastada de zero, consequentemente a soma dos quadrados das duas
curvaturas principais tambe´m ficam uniformemente afastadas de zero.
3.3 Segunda linha de trabalho
Como foi dito na introduc¸a˜o, um problema associado ao Teorema de Efimov cons-
tiste na procura de um teorema equivalente para superf´ıcies completas em espac¸os
tridimensionais na˜o Euclidianos. Apesar das diferentes contribuic¸o˜es ate´ o momento,
o problema ainda permanece em aberto.
Em 2001, Schlenker [13] demonstrou o seguinte teorema:
Seja (Σ, σ) uma superf´ıcie Riemanniana completa tal que ‖ OK ‖ /|K| 32
esteja limitada.
a) Se K ≤ −1− . Enta˜o (Σ, σ) na˜o admite C3−imersa˜o isome´trica em
H3.
b) Se K ≤ − < 0. Enta˜o (Σ, σ) na˜o admite C3−imersa˜o isome´trica em
S3.
Pelo fato de ter hipo´teses adicionais sobre o mo´dulo do gradiente da curvatura, o
Teorema de Schlenker seria um bom teorema tipo Efimov mas na˜o equivalente a ele.
Muitos resultados cla´ssicos da teoria de superf´ıcies em R3 sa˜o uma consequeˆncia da
equac¸a˜o de Codazzi, que ainda e´ va´lida em outras formas espaciais.Consequentemente,
na˜o e´ surpreendente que diferentes resultados das superf´ıcies imersas em R3 podem
ser provados no contexto abstrato dos pares de Codazzi. Por esse fato os pares de
Codazzi aparecem de maneira natural, na teoria de subvariedades.
Um par de Codazzi e´ um par (I, II) de formas quadra´ticas sobre a superf´ıcie Ω
tal que I e´ me´trica Riemanniana e o par (I, II) satisfaz a equac¸a˜o de Codazzi como
na teoria de superf´ıcies , isto e´, que satisfaz a seguinte equac¸a˜o:
∇XAY −∇YAX − A[X, Y ] = 0,
onde A e´ o u´nico endomorfismo auto-adjunto tal que II(X, Y ) = I(AX, Y ), para
quaisquer X, Y ∈ X(Ω), com ∇ sendo a conexa˜o de Levi-Civita. Ale´m disso, A e´ dita
operador de forma ou endomorfismo de Weingarten.
Os conceitos de curvaturas principais, curvatura Gaussiana, curvatura me´dia, em
H3 e S3, podem ser definidos de maneira habitual no contexto abstrato de pares de
Codazzi.
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Nesse aspecto, no ano de 2015, Ga´lvez, Mart´ınez e Teruel, ver [8], demonstraram
o seguinte resultado:
Seja (I, II) um par de Codazzi em Ω com curvaturas principais estri-
tamente separadas. Se (Ω, I) e´ uma superf´ıcie completa com curvatura
Gaussiana K(I) ≤ 0, enta˜o somente um dos itens abaixo e´ va´lido:
a) I e´ uma me´trica plana e Ω e´ homeomorfa a um plano, a um cilindro
ou a um toro plano.




A partir desse teorema abstrato para superf´ıcies, pode-se obter resultados tipo
Efimov para superficies imersas em H3 e S3.
Corola´rio 60 (Ga´lvez-Mart´ınez-Teruel, 2015). Seja ψ : Ω −→ H3 (resp. ψ : Σ −→
S3) uma imersa˜o com curvatura Gaussiana K ≤ −1 (resp. K ≤ −α < 0, α constante)
com uma das curvaturas principais ki satisfazendo k
2
i ≥ 2 > 0, para  uma constante
positiva. Enta˜o ψ na˜o e´ uma imersa˜o completa.
Com esse corola´rio conclu´ımos enta˜o que na˜o existem imerso˜es em H3 e S3 com
K ≤ −1 e K ≤ −α < 0, respectivamente, quando uma de suas curvaturas principais
e´ uniformemente separada de zero. E assim encontramos resultados tipo Efimov para
H3 e S3. Observe que, por causa da hipo´tese da curvatura principal, esses resultados
tambe´m podem ser ditos tipo Milnor.
A prova do resultado anterior pode ser adaptada admitindo a hipo´tese fora de
um subconjunto compacto C da superf´ıcie, enta˜o (Ω\C, I) tem curvatura total finita.
Em particular, Ω e´ do tipo parabo´lico e tem topologia finita. Consequentemente, os
seguintes resultados sa˜o va´lidos:
Corola´rio 61 (Ga´lvez-Mart´ınez-Teruel, 2015). Seja ψ : Ω −→ H3 (resp. ψ : Ω −→
S3) uma imersa˜o completa e C ⊂ Ω um subconjunto compacto. Suponha que em
Ω\C a curvatura Gaussiana de ψ verifica K ≤ −1 (resp. K ≤ −α < 0) e uma das
curvaturas principais ki satisfac¸a k
2
i ≥ 2 > 0, para  uma constante positiva. Enta˜o
ψ tem a´rea finita, Ω e´ parabo´lico e tem topologia finita.
Para terminar, vale ressaltar um resultado ligado a`s ideias de Heinz [10], que e´
abordado em 2015 por Galvez e Teruel, [9], relativamente a` validez do Teorema de
Efimov para gra´ficos em espac¸os produto tridimensionais do tipo M2 × R :
Seja M2 uma superf´ıcie Riemanniana com um po´lo. Se a curvatura Gaus-
siana de M2 e´ na˜o negativa, enta˜o na˜o existe gra´fico inteiro Σ em M2×R
com curvatura extr´ınseca limitada superiormente por uma constante ne-
gativa.
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Enta˜o nos espac¸os produto M2 × R temos as duas condic¸o˜es:
1. Se KM2 ≥ 0 e M2 tem um po´lo enta˜o o Teorema de Efimov vale para gra´ficos
verticais inteiros imersos em M2 × R.
2. Se KM2 < 0 enta˜o e´ poss´ıvel construir exemplos de superf´ıcies de rotac¸a˜o com-
pletas e imersas em M2 × R de curvatura limitada superiormente por uma
constante negativa. Tendo como consequeˆncia que o teorema de Efimov na˜o e´
va´lido nesse caso.
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