Radiative lifetimes for 60 odd-parity levels of Nb I belonging to the 4d 3 5s5p and 4d 4 5p configurations, except for two levels with unknown configuration, which are in the energy range between 23,910.90 and 37,188.28 cm −1 , are measured by the time-resolved laser-induced fluorescence technique. The lifetime values range from 7.1 to 118.7 ns with uncertainties less than 10%. To our knowledge, 45 lifetime values determined in this paper are reported for the first time. By combining the experimental lifetimes with measured or computed branching fractions, we obtain transition probabilities and oscillator strengths for the individual channels depopulating the investigated levels.
Introduction
The oscillator strengths in the first and second spectra of the transition metals are essential to determination of solar and stellar abundances of these important elements and provide a vital source of information for astrophysicists to analyze interior motion and evolution of stars (Martinson et al. 1973; Holt et al. 2009 ). By combination of experimental radiative lifetimes of atomic level with branching fractions (BFs) of spontaneous transitions, the oscillator strengths (log(gf )) of corresponding transitions can be reliably deduced.
Niobium (Nb) is a transition element with 2468°C melting point. It is not easy to generate the gas phase of Nb, thus only a few studies on Nb I lifetimes were reported so far. There are only five papers of radiative lifetime studies on the Nb atom. Rudolph & Helbig (1982) measured six Nb I levels between 25,200 and 27,427 cm −1 by the time-resolved laser-induced fluorescence (TR-LIF) technique. In the same year, lifetimes of 11 levels ranging from 23,574 to 27,427 cm −1 were measured with TR-LIF method by Kwiatkowski et al. (1982) , while 50 lifetimes for the levels from 19,624 to 27,975 cm −1 were measured by TR-LIF in a hollow cathode atomic beam by Duquette & Lawler (1982) . In 1986, Duquette et al. (1986) reported transition probabilities (gA) for 320 lines in Nb I by combining BFs measured using a Fourier transform spectrometer (FTS) with previous radiative lifetimes (Duquette & Lawler 1982) . About three decades later, Malcheva et al. (2011) extended previous investigations, and lifetimes of 17 levels between 27,400 and 47,700 cm −1 in Nb I were obtained. In 2015, Mukund et al. (2015) reported on Nb I lifetimes for 37 levels belonging to the 4d 3 5s5p and 4d 4 5p configurations between 18,790 and 35,730 cm −1 with the results in the range of 12-340 ns by observing TR-LIF. However, radiative lifetimes of a number of Nb I levels have not been measured yet.
In this paper, radiative lifetimes of 60 odd-parity levels of Nb I are measured using the TR-LIF technique. Moreover, these new experimental results are combined with BF measurements deduced from experimental Nb I spectra available at the National Solar Observatory (NSO) or with BF calculations performed using a relativistic Hartree-Fock approach, including core-polarization effects, in order to deduce gA and log(gf ) for all decay channels depopulating the investigated levels.
Experimental Setup
Since the experimental setup used for the lifetime measurements has been described in detail in our previous papers (see e.g., Shang et al. 2015) , only a brief summary is given here. A 532 nm Q-switched Nd:YAG laser for ablation with pulse energy about 10 mJ was focused on a Nb target sample with 99.95% purity to produce Nb plasma where there were sufficient free atoms in metastable states. This atom/ionproducing technique is efficient and reliable for lifetime measurements (Berzinsh et al. 1997; Dai et al. 2003 ). An excitation laser was perpendicular to the ablation laser in the vacuum chamber and was horizontally sent through the plasma zone 8-9 mm above the target to excite the Nb atoms to the investigated levels. The excitation laser of 5-7 ns pulse duration was generated by a tunable dye laser (Sirah CobraStretch), which was pumped by another 532 nm Q-switched Nd:YAG laser (Spectra-Physics). Sometimes, in order to extend excitation wavelength, one or two barium borate (BBO) type-I crystal(s) and a stimulated Raman scattering (SRS) cell filled with H 2 of 15 bars were used. The delay time between the excitation and ablation pulses can be tuned by a digital delay generator (SRS Model 535). The fluorescence emitted from excited states was focused by a fused silica lens in the direction perpendicular to the excitation and ablation lasers and was then gathered in a grating monochromator and detected by a photomultiplier tube (PMT, Hamamatsu R3896). The signals from the PMT were finally registered and averaged by a digital oscilloscope (Tektronix DPO7254). To avoid the affection of excitation laser, some appropriate filters were put in front of the monochromator.
Lifetime Measurements
To make sure that only one level was reached at a time, the excitation wavelength needed to be carefully chosen from several available excitation paths, which was monitored by a wavemeter (HighFinesse WS6). Excitation of the target level was confirmed by verifying that all the fluorescence channels were related to this level and that their decay behaviors were the same.
Some systematic effects may bring errors into experimental measurements. Among them, the effects of the flight-out-ofview, PMT nonlinear response, and collision will reduce measured values. On the contrary, the radiation trapping effect may prolong lifetimes. These effects can be eliminated by changing the slit width of the monochromator, reducing the energies of ablation and excitation lasers, and increasing the delay time between the ablation and excitation pulses. Moreover, a magnetic field of about 100 G produced by a pair of Helmholtz coils was applied to wash out possible quantum beats caused by the earth magnetic field and to effectively reduce recombination between electrons and ions (Wang et al. 2014) .
In this work, the lifetimes longer than 40 ns were obtained by fitting recorded fluorescence curves to exponential functions. A typical decay curve of the 27,797.44 cm −1 level with an exponential fitting is shown in Figure 1 . For the lifetimes shorter than 40 ns, in order to more accurately evaluate lifetime values, deconvolution of fluorescence decay curves are indispensable. For the convolution fitting, the temporal profile of an excitation pulse was registered. A typical fluorescence decay curve of the 29,209.42 cm −1 level with the fitted convolution curve of a laser pulse and an exponential with the decay constant of 19.9 ns is shown in Figure 2 . Over 10 fluorescence curves were recorded at different delays for each level, and the final result is the average value of the lifetimes evaluated from these curves.
Natural radiative lifetimes of 60 odd-parity levels of Nb I were measured in this work. They are listed together with the uncertainties in Table 1 . In this table, the configurations, terms, J values, and energies of the levels are from the compilation by Moore (1971) . The estimated uncertainties that make up systematic and statistical errors are less than 10%. As can be seen, our results are in good agreement with the results by Duquette & Lawler (1982) , Kwiatkowski et al. (1982) , and Malcheva et al. (2011) . The differences between our measurements and theirs, using ours as the reference, are within 10%.
Slightly larger discrepancies appear when comparing the lifetime values by Mukund et al. (2015) with our results; the average and the root-mean-square differences are 20.6% and 27.2%, respectively. Note that the results of Mukund et al. (2015) are also generally longer than those in other papers (Duquette & Lawler 1982; Kwiatkowski et al. 1982; Malcheva et al. 2011) , which is probably because some systematic effects might not be well controlled in the measurements by Mukund et al. (2015) .
Transition Probability and Oscillator Strength Determination
The theoretical bases for deducing gA and log(gf ) by combining experimental lifetimes and BFs can be found in Jiang et al. (2013) . In the present work, we tried to measure BFs for the levels whose lifetimes were measured in Table 1 by observing emission spectrum of an Nb hollow cathode lamp with a grating spectrometer (Acton SpectraPro500i). Unfortunately, we found that almost all the levels have emission lines overlapping with other ones of atomic or ionic niobium so that the BF measurements cannot be performed accurately. However, for 24 among the 60 levels listed in Table 1 , it was possible to determine BFs by intensity measurements using the FTS spectra of Nb hallow cathode discharge (HCD) lamps, which are available from the digital library of the National Solar Observatory (NSO) at the Kitt Peak, USA (http://diglib. nso.edu/). The other 36 levels cannot be measured because their spectral lines have severe overlaps with other lines of Nb I, II, or III. Table 2 lists the eight FTS spectra from the NSO used for our BF determination in Nb I. Although the spectrum Index 2 has a range from 0 to 36,947 cm −1 , the signal-to-noise ratios of spectral lines less than 16,000 cm −1 are so poor that most of the investigated lines cannot be resolved. Similar situations also exist in the spectra Indices 4, 6, and 8. In this case, the spectra of Indices 1, 3, 5, and 7 with higher limits of resolution were used for BF determinations of the lines longer than 600 nm. Thus, we can say that the spectra used for each lamp current involve a red half-and a blue half-spectrum. Note that the currents 209 and 211 mA are considered to be the same when analyzing the two half spectra of Indices 1 and 2.
Since the FTS instrument system has different responses with wavelengths, the recorded spectra should be carefully calibrated based on comparison of the high-precision branching ratios for Ar I and II lines (Hashiguchi & Hasikuni 1985; Whaling et al. 1993 ) to the intensity ratios measured for the same lines. As each complete spectrum at one discharge current is made up of two half spectra, the calibration curves for the two half spectra at the same current are connected by Ar I and II lines in the overlap region. To examine self-absorption effect on the strong lines, we carefully compared the BF results at different operating currents and found that they are in rather good agreement, which means there is no distinct optical depth effect in the used spectra for the strong lines under investigation. Nb has a stable isotope with a larger nuclear spin (I =9/2), and thus many spectral lines exhibit hyperfine structures. In this case, the areas under the line profiles served as line intensities for our determination of BFs. The uncertainties of BF results consist of the line intensity and the calibration errors. The former is an analytical function of the signal-to-noise ratio, the FWHM of the line, and the resolution interval of spectrum, i.e., the step size in a spectrum (Sikström et al. 2002) , while the latter was evaluated as 1% per thousand wavenumber separation between the line of interest and the dominant line from the upper level (Wickliffe et al. 2000; Wood et al. 2014) . The combined relative uncertainty of BF was calculated as the square root of their quadrature sum (Sikström et al. 2002) .
The measured BFs, as well as the deduced experimental gA and log(gf ) values for 255 lines of Nb I, are listed in Table 3 . The previous results measured by Duquette et al. (1986) are also presented. The less-than symbols in front of the data mean that the lines may blend with another one. Figure 3 is a comparison of our BFs to the values of Duquette et al. (1986) . One can see good agreements for all the results except for two very weak lines, 455.688 nm from 26,936.86 cm −1 and 787.341 nm from 27,596.74 cm −1 with the BFs 0.012 and 0.013, respectively. Note that, for the residual BF of each level, i.e., the sum of BFs corresponding to all the lines not observable in the NSO spectra, we had recourse to theoretical calculations. The latter were performed using the pseudorelativistic Hartree-Fock (HFR) method developed by Cowan (1981) and modified to take core-polarization effects into account, giving rise to the so-called HFR+CPOL approach (see e.g., Quinet et al. 1999 Quinet et al. , 2002 Quinet 2017 ). The physical model was the same as the one considered in the previous theoretical investigation of the niobium atom, as described by Malcheva et al. (2011) . As a reminder, 10 even-and nine oddparity configurations were explicitly included in the model, 4 5f, 4d 3 5s5p, 4d 3 5s6p, 4d 3 5p5d, 4d 2 5s 2 5p, and 4d 2 5p 3 , respectively. The core-polarization corrections were estimated using the dipole polarizability computed by Fraga et al. (1976) for an Nb IV ionic core (α d = a 5.80 0 3 ) and a cut-off radius corresponding to the HFR mean value á ñ r of the outermost 4d core orbital (r c =1.96a 0 ). In addition, a semi-empirical fitting procedure was applied to the radial parameters, characterizing the 4d 5 , 4d
4 5 s, 4d 3 5s 2 , 4d 4 5p, and 4d 3 5s5p configurations in order to reduce the differences between the calculated energy levels and the experimental values given by Kröger et al. (2004 Kröger et al. ( , 2007 as much as possible, as described in detail by Malcheva et al. (2011) .
In Table 1 , the theoretical lifetimes are compared with the experimental values measured in the present work. Although rather large discrepancies subsist for a few levels, an overall agreement between both sets of results is observed, the mean ratio τ calc /τ exp is found to be equal to 0.92±0.35 when considering all the 60 levels of Table 1 . We note that the scattering of results is noticeably reduced when excluding the five levels located at 27,596.74, 27,797.44, 29,209.42, 30,059.60, and 32,213 .94 cm −1 , for which the differences between calculated and experimental lifetimes exceed a factor of two; the mean ratio, τ calc /τ exp , is equal to 0.93±0.25 in that case.
The same theoretical HFR+CPOL model was used to compute the BFs of the levels for which intensities of spectral lines cannot be estimated accurately in the NSO spectra due to a blending problem. These values, when combined to the experimental lifetimes listed in Table 1 , allowed us to provide a new set of semi-empirical gA and log(gf ) values for the 371 spectral lines of neutral niobium listed in Table 4 . It is worth mentioning that only transitions for which BF values greater than 1% are given in the table, which leads mostly to transitions with gA values larger than 10 7 s −1 . Furthermore, we found that most of the transitions with gA<10 7 s −1 were affected by cancellation effects in our calculations. As a reminder, in order to calculate gAor gf for a transition between the atomic states γJ and γ′J′, we compute the value of the line strength:
where P (1) is the electric dipole operator. Because of intermediate coupling and configuration interaction mixing, the wavefunctions are expanded in terms of basis functions:
We may then write Equation (1) in the form
This sum thus represents a mixing of amplitudes rather than line strengths themselves with the consequence that the effect of mixing is not necessarily a tendency to average out the various line strengths. There are frequently destructive interference effects that cause a weak line to become still weaker. In this context, the cancellation factor (CF) is given by
According to Cowan (1981) , very small values of this factor (typically when the CF is smaller than about 0.05) indicate that the corresponding transition rates may be expected to show Notes. a Moore (1971) . b HFR+CPOL calculations (see the text). c Mukund et al. (2015) . d Duquette & Lawler (1982) . e Kwiatkowski et al. (1982) . f Malcheva et al. (2011) . Note.All the FTS spectral data are publicly available athttp://Diglib.Nso.Edu/. Notes. In the BF column, the values between brackets correspond to residual BFs estimated using HFR+CPOL calculations (see the text). For the levels with previous results, the residual BFs are not given in order to make direct comparisons. In the last column, the HFR+CPOL gA values (gA calc ) are also given for comparison. a Moore (1971) . b Duquette et al. (1986) .
(This table is available in its entirety in machine-readable form.) large percentage errors. In Figure 4 , CF factors are plotted as a function of gA values for all Nb I transitions. As seen from this figure, it is clear that most of the lines with gA smaller than 10 7 s −1 are affected by very small values of the CF, indicating that the corresponding decay rates could be unreliable. On the contrary, most of the transitions listed in Table 4 , in particular those with gA>10 8 s −1 , do not appear to be affected by cancellation effects. Note that the transitions for which the CF were found to be smaller than 0.05 are indicated in Table 4 .
In order to estimate the uncertainties related to the theoretical results, we compared our calculated gA values (gA>10 6 s −1 ) to the experimental data obtained in the present work. Such a comparison is given in Table 3 and is shown in Figure 5 . As we found that, for a large majority of lines with gA values larger , both sets of results presented a general agreement within 50% (a factor of two); these latter values were chosen as an overall estimation of the errors affecting the transition probabilities and oscillator strengths listed in Table 4 . 
