Abstract. In a companion paper (Liang et al., 2015) we introduced a reduced-complexity model (RCM) for river delta formation, developed using a parcel-based "weighted random walk" method for routing water and sediment flux. This model (referred to as DeltaRCM) consists of a flow routing scheme as the hydrodynamic component (referred to as FlowRCM) and a set of sediment transport rules as the morphodynamic component. In this work, we assess the performance of FlowRCM via a series of hydrodynamic tests by comparing the model outputs to Delft3D and theoretical predictions. These tests are designed to reveal the capability of FlowRCM to resolve flow field features that are critical to delta dynamics at the level of channel processes. In particular, we focus on (1) backwater profile, (2) flow around a mouth bar, (3) flow through a single bifurcation, and (4) flow through a distributary channel network. We show that while the simple rules are not able to reproduce all fine-scale flow structures, FlowRCM captures flow field features that are essential to deltaic processes such as bifurcations and avulsions, the partitioning of flux between channels and inundated islands, and the instability of flux distribution at channel mouths which is responsible for mouth-bar growth. Finally, we discuss advantages and limitations of FlowRCM and identify environments most suitable for it.
Introduction
Flow routing plays a fundamental role in geomorphologic modeling. Although all models resolving coupled fluid flow and sediment transport are simplified to a certain degree, reduced-complexity models (RCMs) gain their name in comparison to more detailed reductionism models, sometimes referred to as "high-fidelity" models, typically based on rigorous computational fluid dynamics (CFD) solutions (e.g., Lane et al., 2002; Lesser et al., 2004; Nicholas, 2013; Duan and Julien, 2010; Siviglia et al., 2013) . Reduced-complexity (RC) flow routing schemes are typically in the form of cellular models, in which topography is represented by a lattice of cells with elevation information and wherein flux is calculated by cellular rules abstracting governing physics (Nicholas, 2005; Murray, 2007; Paola et al., 2011) . Due to the highly rule-based nature and extensive parameterization, RC flow routing schemes are often tailored to the characteristics of the target environment, and the processes that are simplified and represented are carefully selected. For steep terrains such as drainage networks and alluvial fans, routing schemes are typically based on topographic slopes alone. Examples include single-direction methods such as the steepest descent method (O'Callaghan and Mark, 1984) , and the multidirection method (MFD) (Freeman, 1991) . The successive flow-routing method (Pelletier, 2008) modifies the MFD method by accounting for the effects of flow depth on flow pathways in an iterative fashion. The method can handle divergent flow with flooding, although it is still primarily based on topographic slope. For flow routing in fluvial channels and floodplain inundation, flow depth and water surface slope have to be taken into account (Bates et al., 2010) . Routing schemes for these environments are usually based on equations such as Manning's to convert discharge to flow depth and obtain the local water surface slope and thus the flux between neighboring cells. Models in this category include LISFLOOD-FP (Bates and de Roo, 2000; Bates et al., 2010) , CAESAR (Coulthard et al., 2002; Van De Wiel et al., 2007) and the ones proposed by Parsons and Fonstad (2007) , Nicholas (2010) and Larsen and Harvey (2011) .
Despite these efforts, there is a relatively small number of flow routing schemes developed for river deltas, which is surprising given the importance of deltaic environments for people and resources, and their increasingly recognized vulnerability to natural and anthropogenic disturbance (Syvitski et al., 2009) . Existing RC flow routing schemes for channelresolving river delta formation are the model proposed by Seybold et al. (2007) and the hydrodynamic component (referred to as FlowRCM) of the parcel-based delta formation model (DeltaRCM) developed by Liang et al. (2015) . The challenges of routing flow in a deltaic environment include (i) low topographic slopes (typically 10 −4 -10 −5 ), (ii) lowFroude-number flow which exhibits strong backwater effects making it difficult to design localized rules essential for RC routing schemes, and (iii) distributary channel networks with strong spatial variation in flow directions and loops which further complicate flow routing. Although methods such as LISFLOOD-FP, CAESAR and the one proposed by Nicholas et al. (2012) have shown good performance in low-gradient environments, they would likely need to be modified to account for flow characteristics of deltaic environments (Liang et al., 2015) .
In this paper we provide a comprehensive assessment of our reduced complexity flow routing model FlowRCM, testing for the first time the performance of a RC model for deltas. We see this assessment as a test of model plausibility (Hardy et al., 2003) , or the credibility of the processes represented in the model, rather than a "validation" of the model as often performed in numerical modeling. Some argue that validation of numerical models in Earth science is impossible and model confirmation by the demonstration of agreement between observation and prediction is inherently partial (Oreskes et al., 1994) . Still, approaches at different levels have been defined and applied (Martin and Church, 2004) to compare a simulated landscape and a real landscape in terms of (i) behavior of governing processes (e.g., Tucker and Bras, 1998) , (ii) qualitative consistency (e.g., Howard, 1997) , (iii) full quantitative comparison (e.g., Ferguson et al., 2001) , and (iv) statistical properties (e.g., Willgoose, 1994) . Validating RCMs poses difficulties for several reasons as outlined below. First of all, RCMs in general put emphasis on "explanation" rather than "prediction" (Murray, 2007) . Therefore, the validation for a RCM is different in the sense that evaluation of the representation of the classical physics in full is not the subject of the validation. Rather, the validation focuses on the evaluation of the correct representation of the behavior and physical structures of the system under consideration. Due to the wide spectrum of purpose and complexity of RCMs, standards for model validation are still poorly defined. Statistical methods offer quantitative metrics for validation, but the identification of the most revealing and discriminating statistics of a certain system is a challenge in itself. Examples of on-going efforts in developing better metrics for the quantitative description of river deltas include the work by Wolinsky et al. (2010) , Edmonds et al. (2011), and Passalacqua et al. (2013) . Second, a large portion of RCMs are built for geological timescales, such as models for studying channel avulsions and alluvial architecture (e.g., Jerolmack and Paola, 2007; Karssenberg and Bridge, 2008) . Validation of such models requires intensive stratigraphic data which are not easily available. This issue has been addressed by many researchers, calling for a combined effort of model development and field observations (Overeem et al., 2005; Hajek and Wolinsky, 2012) . Third, for cellular models, model validation (whether the model correctly represents physical processes) and verification (whether the numerical solutions are in agreement with the given equations) are sometimes mixed. For example, achieving a grid-independent solution is inherently more difficult than for other types of numerical models as the grid structure represents an implicit element of the process parameterization (Nicholas, 2005) . After recent improvement of RC modeling techniques, especially in flow routing schemes, it is possible to develop RCMs that are capable of predicting flow patterns with accuracy comparable to CFD-based models (Nicholas et al., 2012) . In the validation work by Nicholas et al. (2012) , an intercomparison of a relatively simple RCM with two CFD models shows that all the three models are able to replicate patterns of depth-averaged velocity and unit discharge evident in acoustic Doppler current profiler (ADCP) cross-sectional surveys.
We design a series of tests for the RC flow routing scheme -referred to as FlowRCM -of the delta formation model introduced in Part 1 (Liang et al., 2015) . With the proposed tests we aim to examine to what extent FlowRCM is able to reproduce hydrodynamic details, in comparison to higherfidelity CFD-based models such as Delft3D, which have been shown to accurately model hydrodynamics (Lesser et al., 2004) . The goal of our analysis is not to match Delft3D simulations, but to identify in retrospective similarities and differences in model results, and to identify what hydrodynamic features are the controlling factors in delta morphodynamics. The tests are designed in a way that each case represents a critical hydrodynamic process essential to delta morphology at the scale of channel dynamics: (1) backwater profile, (2) flow around a mouth bar, (3) flow through a single bifurcation, and (4) flow through a distributary channel network.
The paper is organized as follows. In Sect. 2, we briefly describe the key steps in FlowRCM, based on a parcel-based "weighted random walk" method. In Sect. 3, we present the design, setup and results of the test cases and their relevance to delta formation. We discuss our results and ideas for future research in Sect. 4. Finally, we present our conclusions in Sect. 5.
Review of the proposed flow routing scheme
Here we give a brief review of our reduced-complexity flow routing scheme FlowRCM, focusing on the key steps and parameterizations (for a complete description refer to Part 1; Liang et al., 2015) . In this section, we assume a nondeformable topography (i.e., no morphodynamic processes), over which the flow routing scheme resolves the depthaveraged flow field and the water surface profile given appropriate initial and boundary conditions. The topography is represented by a lattice of square cells. At each cell, quantities such as bed elevation η, water surface elevation ∇H , and water unit discharge ∇H are recorded (Fig. 1) . Water depth h can be calculated by taking the difference between water surface elevation and bed elevation (with H and η both relative to a reference datum). Water flux is represented by a large number of small water parcels, typically hundreds to a few thousands. With a larger number of parcels, the probability-based routing scheme is less affected by extreme events, but requires longer computational time. We found that the magnitude of 1000 works best in terms of efficiency. The solution is reached in an iterative fashion: first, parcels are routed individually from cell to cell based on a probability field, then the flow field and water surface elevation are updated. This process is repeated until the calculated flow field and water surface elevation converge. Convergence is defined as a dynamic equilibrium of flux distribution, which is typically achieved in 500-1000 iteration steps. We do not use the classic convergence criterion which is based on the difference between consecutive iterations due to two factors: (1) the probabilistic nature of the routing scheme introduces considerable noise between iterations, (2) there is an "oscillation" behavior caused by the feedback between underrelaxed water surface update and water flux update. An example of this oscillation is shown and discussed in the next section (Test 4a).
The key component in our flow routing scheme is calculating the probabilities for routing water parcels, based on rules abstracting the governing physics -hence the name weighted random walk. As the detailed procedure is explained in Part 1, here we only revisit the main idea. The likelihood of a neighbor cell receiving a water parcel is determined by a combination of local quantities including water surface gradient, the direction of flow inertia, and flow depth at the cell.
The steps for calculating the routing probability field are described below.
2.1
Step 1: define a routing direction at each cell
The routing direction (F ) is essentially an estimate of local downstream direction for the purpose of directing the water flux. In our model, it is a combination of the estimated local water surface gradient and direction of flow inertia:
where F int = q|q| is a unit vector indicating inertia, and
|∇H | is a unit vector indicating surface gradient. Both q and ∇H take value from the latest iteration step. γ is a dimensionless coefficient, which is set to 0.05 in our runs if not indicated otherwise (Liang et al., 2015) .
The value of γ affects the results of FlowRCM by controlling how sensitive the flow's response is to the water surface slope. For example, in the case of a distributary network, the higher concentration of water flux in channels will result in a slightly higher water surface profile than that of the surrounding floodplain, which causes a lateral surface gradient pointing away from the channels to the floodplains. This mechanism controls how much flow "escapes" from channels and spreads onto the surrounding floodplain. A guideline for the choice of the value of γ for a range of environments, including steeper terrains such as alluvial fans, can be obtained by expressing γ as a function of the characteristic slope and flow velocity of the environment, and grid size:
where g is the gravitational acceleration, δ c is the grid size, S 0 is the characteristic slope of the system, and U 0 is the characteristic flow velocity. The characteristic slope can be estimated by the average topographic or water surface slope of the system, and the characteristic flow velocity can be estimated as the mean velocity of the major channels. Equation (3) directly takes into account the steepness of the environment as well as the grid size. Using Wax Lake delta (WLD) -a subdelta of the Mississippi River delta systemas an example, the characteristic slope is 5 × 10 −5 , grid size is 60 m (see Test 4a) and the characteristic flow velocity from field surveys is 0.5-1 m s −1 depending on the flooding stage, resulting in a range of γ values from 0.03 to 0.12. The choice of 0.05 is within this range. A quantitative analysis of the effects of γ on the modeling results can be found in Test 4a.
2.2
Step 2: calculate relative routing weights for the neighbors at each cell
With the routing direction F specified, the relative routing weights (w i ) for neighbors around each cell (eight neighbors in the case of square lattice setup) are determined as follows:
The cellular direction vector, d i , is a unit vector pointing to neighbor i from the given cell, i is the cellular distance, taking a value of 1 for cells in main compass directions and a value of √ 2 for corner cells, and h i is water depth of neighbor i.
2.3
Step 3: calculate routing probabilities (p i )
The weights above are then processed according to the wetdry status of cells. The model considers cells with flow depth greater than a threshold value, typically 1-5 % of the characteristic flow depth of the system, as "wet" cells, and the opposite as "dry" cells. The weights for dry cells are then converted to the value of 0. The routing probabilities (p i ) are calculated as
where "nb" is the numbering of neighbors around a given cell (1-8 for a 3-by-3 square grid). With the routing probabilities calculated, water parcels are released one by one from the upstream inlet cells and follow a weighted random walk based on the probability field. The cumulative movements of parcels are summed in terms of vectors at each cell to obtain an estimation of flow unit discharge. The direction is given by the average walking direction of the passing parcels and the magnitude is given by the summation of the fluxes carried by these parcels. The calculation of the water surface profile is performed with a 1-D scheme along the water parcel paths, rather than the solution of a system of partial differential equations. The basic assumption of this approach is that the water surface profile along a streamline can be approximated by a 1-D equation. In the morphodynamic results in Part 1, this 1-D equation takes the simplest form that the water surface slope on the delta equals a constant value -the "reference slope". For the hydrodynamic tests in this work, we formulate the 1-D equation such that (i) it satisfies the backwater equation if the local Froude number is low (Fr 2 ≤ 0.5) and (ii) the water surface slope (S) is equal to the friction slope (S f ) if the Froude number is high (Fr 2 > 0.5):
where C f is the coefficient of friction,
g h is the friction slope and l is the distance along an arbitrary flow streamline.
This calculation is done along each water parcel path via a finite difference scheme. An average value is taken for cells belonging to multiple paths. The obtained surface profile is then smoothed with numerical diffusion to remove bumps and ditches caused by the gaps between different 1-D paths. In addition, an underrelaxation is applied for numerical stability between iterations (see Part 1 for details). This method assumes that along the streamline the flow is 1-D so that Eqs. (6) and (7) apply. However, the combination of a large number of flow streamlines covering many flow paths essentially constitutes a 2-D surface. This surface calculation does not work for strongly varying 2-D flows, but in the tests below we will show that this highly simplified surface calculation is sufficient to reproduce large-scale flow partitioning, a very important application for deltaic distributary networks.
Using this parcel-based flow routing method, flow continuity is always satisfied because (1) there is no gain or loss of the water flux represented by each water parcel, and (2) at each cell in the domain the number of parcels coming in is always equal to the number of parcels leaving that cell. Equations (6) and (7) not only use the streamlines identified from the new unit discharge field, but also use the value of discharge itself to update the water surface profile. During this process, the model assumes that the discharge at each cell remains the same, while the depth and velocity are updated according to the new water surface elevation. Therefore flow continuity remains satisfied.
FlowRCM is written in Matlab and typically runs in 1-2 h on a personal laptop for simulations in the tests presented in the next section. The running speed could be reduced by an order of magnitude if the code were written in more efficient languages (such as C) and optimized.
Hydrodynamic test cases
The hydrodynamic test cases are designed to analyze two important aspects in the RCM. First, we target the "reducedcomplexity" features in our flow routing model, i.e., the rules and parameterizations that represent governing physics; second, we want to capture critical hydrodynamic processes affecting the overall delta morphology. The hydrodynamics of river deltas involve a hierarchy of processes occurring at a wide range of scales, from flow structures behind individual ripples on the bed to channel avulsions that change the distribution of water flux across the entire delta surface. We focus on hydrodynamic processes at the channel scale, which are essential to creating, maintaining and modifying a distributary channel network. The proposed tests are a (1) backwater profile in a straight channel, (2) flow around a mouth bar, (3) partitioning of flow at a single bifurcation, and (4) partitioning of flow in a distributary channel network with submerged islands. FlowRCM results are compared to Delft3D outputs and theoretical predictions. The description and results of each test case are given below. All Delft3D simulations were done in depth-averaged mode, with a time step of 30 s and a constant horizontal eddy viscosity (1 m 2 s −1 ).
Test 1: backwater profile in a straight channel
River deltas have subtle topography and water surface gradients and flow is typically subcritical. Nevertheless, the gradient in the surface profile is essential to water motion in deltaic environments (Edmonds and Slingerland, 2008) . As mentioned in the previous section, FlowRCM estimates the water surface based on the assumption of a 1-D surface profile along flow streamlines. As the movement of water parcels on the grid is in both x and y directions, usually in a "zigzag" fashion and not necessarily along flow streamlines, the calculation of water surface along the flow paths involves projecting each step a parcel makes to the estimated streamline. Thus, in the first test we use a straight channel of constant width with no variation in cross-stream direction, whose surface can be described by the 1-D backwater equation. The model performance is compared to the theoretical backwater profile.
The domain is 2000 m wide and 15 000 m long with a rectangular cross section (Fig. 2a) . The bed has a constant slope S = 10 −3 and a constant friction coefficient C f = 0.01. A constant discharge of 2 × 10 4 m 3 s −1 is fed into the upstream inlet. The downstream outlet has a fixed water surface elevation as boundary condition. The discharge is chosen so that the flow remains subcritical in normal flow conditions. By varying the downstream water surface elevation relative to that of the normal flow, different backwater profiles can be achieved, such as M1, M2 and normal flow (Chow, 1959) (Fig. 2b) . As the flow does not have cross-stream variation, the surface profile can be resolved using the 1-D backwater equation (Eq. 6).
For the FlowRCM calculation, we use a grid of 20 × 150 cells, with cell size of 100 m. The water surface elevation calculated from FlowRCM is averaged in the crossstream direction and compared to the numerical solution of Eq. (6).
The test results show that in all three scenarios FlowRCM is able to successfully reproduce the backwater profile solution (Fig. 3) . The predicted longitudinal water surface profile (averaged in the cross-stream direction), in fact, matches the solution of the 1-D backwater equation. The simple scheme used in FlowRCM is thus able to produce realistic water surface profiles.
Test 2: flow around a mouth bar
The formation of channel bifurcations is essential to the formation of the distributary channel network on river deltas (Edmonds and Slingerland, 2007; Kleinhans et al., 2013) . Therefore, the ability of a numerical model to represent the bifurcation process is of great importance. As shown by the work of Edmonds and Slingerland (2007) , mouth-bar development is critical to channel bifurcation. Particularly, one key feature in this process is the transition from flow acceleration to deceleration over the top of the mouth bar as the bar height grows and the bar top approaches the water surface (Fig. 4) . Here we design a similar test with variable bar heights. The mouth-bar topography is represented by a Gaussian-shaped bump in a straight channel. The bump does not deform and its height is varied from 10 to 99 % of the normal flow depth.
The domain is a straight channel section, 100 m wide and 200 m long with rectangular cross section. The bed has a constant slope S = 2.5 × 10 −3 and a constant friction coefficient C f = 0.1. A constant water discharge of 50 m 3 s −1 is fed into the upstream inlet. The downstream outlet has a fixed water surface elevation as downstream boundary condition. The Gaussian-shaped bump has a diameter equal to approximately one third of the channel width. The side walls of the channel have a no-flow boundary condition. Both FlowRCM and Delft3D use a 40 × 80 grid with cell size of 25 m.
We compare the outputs from FlowRCM and Delft3D in terms of water surface elevation and flow velocity, focusing on (i) the location of "hot spots" of high and low velocity (ii) the deformation of the water surface in proximity of the bump, and (iii) the transition of flow velocity right over the top of the bump as the bump height increases from 10 to 99 % of the normal flow depth.
The maximum flow velocity over the top of the bump occurs for a bump height of around 60 % of the flow depth (Edmonds and Slingerland, 2007) . Therefore, we compare the outputs of FlowRCM and Delft3D for bump heights equal to 20, 60, and 90 % of the flow depth (Fig. 5) . The results show that (i) both FlowRCM and Delft3D reproduce the transition from flow acceleration to deceleration over the top of the bump as the height of the bump increases (Figs. 5, 6 ); (ii) both models show that higher velocity occurs in a "bow shape" over the bump and curved into the downstream direction, while lower velocity occurs behind the bump and slightly in front of the bump (Fig. 5) ; and (iii) both models show that the water surface is superelevated in front of the bump and is drawn down behind the bump. FlowRCM thus captures the key hydrodynamic features, although their magnitude and shape do not exactly match the results from Delft3D (Fig. 5) . The irregularities in the FlowRCM output are caused by the "randomness" inherent in the weighted random walk scheme. As seen in Figs. 4 and 5 such irregularities do not affect the ability of the model to reproduce key hydrodynamic features. network (Edmonds and Slingerland, 2008; Edmonds et al., 2010; Kleinhans et al., 2008 Kleinhans et al., , 2013 . We use a simple and idealized bifurcation topography to test the response of FlowRCM to bifurcation asymmetry, e.g., changes in width and/or depth ratio of the two downstream branches. There are three groups of tests, referred to as group A, B and C. In all groups the main channel splits into two branches that open at an angle of 60 • , and both branches enter a basin with constant depth (Fig. 7) . Channel banks are no-flow The tests in group C have larger domain sizes of 5000 m by 5000 m with 50 m grid size, and total input discharge of 5000 m 3 s −1 . In group A we explore the effect of asymmetry in depth alone, keeping the two branches at the same width; in group B the effect of asymmetry in width alone, keeping the two branches at same depth; and in group C the effect of asymmetry in cross-sectional area, by keeping the summation of the cross-sectional areas constant and all channels at the same width-to-depth ratio. Detailed channel geometries are shown in Fig. 7 . The output of FlowRCM is compared to that of Delft3D in terms of (i) the spatial pattern of flow velocity and water surface elevation and (ii) the ratio of fluxes between the two branches.
To evaluate the effect of channel geometry asymmetry on flow partitioning between bifurcations, we calculate two values from each test result for both FlowRCM and Delft3D, namely the asymmetry of discharge ψ Q and the asymmetry of cross-sectional area ψ A :
where Q L and Q R are the water discharge in the left and right branches respectively; A L and A R are the cross-sectional area (calculated with bed elevation and resolved water surface elevation) of the left and right branches respectively.
The asymmetry values defined in Eqs. (8) and (9) are plotted in Fig. 8 . FlowRCM captures the same trend of flow discharge partitioning predicted by Delft3D: the amount of water flux into the two branches is proportional to the crosssectional area of the branches. This means that despite the variation in the ratio of depth and/or width, the flow tends to have the same mean velocity in both branches. Also, both FlowRCM and Delft3D predict a water surface gradient in the shallower branch that is significantly higher than the one in the deeper branch, consistent with field observations by Edmonds and Slingerland (2008) . An example of flow field and water surface elevation (test C3) is plotted in Fig. 9 . Also, within each test group both FlowRCM and Delft3D predict the same behavior of upstream water surface elevation in response to the discharge asymmetry: in groups A and C the upstream water surface elevation decreases as discharge asymmetry increases; in group B the upstream water surface elevation increases as discharge asymmetry increases.
Qualitative differences in the observed flow plan-view pattern produced by FlowRCM and Delft3D emerge due to what we call "local effects". In the results of FlowRCM there is significant concentration of flux right upstream of the island, where flow bifurcates directly against the tip of the island (in this case, the no-flow condition at the boundary of the islands does not allow any water flux to escape the channels) (Fig. 9, dashed square region) . The water surface elevation calculated by FlowRCM does not show superelevation right at the tip of the island as in the Delft3D results; instead, there is a drawdown. We believe that the superelevation creates a gradient that causes the flow to divert around the island much further upstream. In quantitative terms, this single-bifurcation test shows that FlowRCM predicts a discharge asymmetry within 7 % of difference compared to Delft3D, but tends to overpredict surface elevation by up to 50 % ( Table 1) . As discussed in the companion paper, the inclusion of water surface is required but its accuracy can be relaxed when modeling deltas. The error in the calculation of the surface elevation is due to the fact that FlowRCM calculates the discharge vector at each cell by (1) summing up the volume of all passing water parcels at each time step to obtain the magnitude of the discharge vector, and (2) doing a vector summation of the moving directions of all passing water parcels (each will be a unit direction pointing to one of the eight neighboring cells) to obtain the direction of the discharge vector. By doing so, in the area where there is flux convergence, some cross-stream flux caused by the parcels traveling almost sideways to the main flow direction will be counted as contributing to the total downstream flux as well, causing an overestimation of the water surface elevation. An alternative method would be directly doing a vector summation of the discharge vector represented by each passing parcel; however, in this way, discharge and water surface elevation would be underpredicted.
Despite this effect, the parcel-based Lagrangian approach is able to predict flow partitioning at a bifurcation and offers more flexibility in flow routing in complex terrains with a low wet-to-dry ratio and frequent changes in wetted area.
Test 4: flow through a distributary channel network
We now evaluate the performance of FlowRCM at the scale of a complete deltaic distributary channel network. We are also interested in assessing whether the "inaccuracy" of the flow field at finer scales accumulates as the flow propagates through the whole channel network. The topography setups used to run FlowRCM and Delft3D are the synthetic topography of a natural river delta (Test 4a) and a DeltaRCMsimulated topography (Test 4b). By introducing a whole distributary network, which has no constrains on lateral flux exchange between channel and islands, we essentially test the behavior of FlowRCM in a transition from confined to unconfined flow. Both tests 4a and 4b use a distributary network that features flow spreading from a single feeding channel which is strictly confined by nonpenetration high walls to an approximately 90 • or 180 • open space. Water not only flows 
through the channel network but also onto the islands. Therefore the whole delta surface, except for the upstream tips of a few islands closer to the apex, is inundated.
Test 4a: synthetic Wax Lake delta (WLD) topography
The WLD is a modern river-dominated delta in the coast of Louisiana, part of the Mississippi River delta system (Roberts et al., 1980; Wellner et al., 2005; Shaw et al., 2013) . We construct a synthetic bathymetry (Fig. 10 ) from satellite images and bathymetry measurements along nine transects (USACE, 1999) . We use an image processing software (Adobe Photoshop CS6) to integrate the plan view of islands and channels from the satellite imagery and obtain a smooth profile between neighboring transects. The results show that the two models predict similar flow distribution among channels and islands with "hot spots" of higher flow velocity occurring at the same locations (Fig. 11 ). Delft3D shows a more "diffused" velocity map while FlowRCM gives a more "noisy" map. The flow pattern on the islands predicted by FlowRCM seems to respond to island topography, exhibiting a converging stream in the low elevation area towards the lower center of the islands (Fig. 11) . In Delft3D results, flow is more evenly distributed across each island, thus not revealing much of the island's topographic detail (although higher-resolution Delft3D modeling would, while constraints exist in its drying-flooding algorithm). The depth-averaged mode and the choice of horizontal eddy viscosity might also add to the relatively smooth outputs from Delft3D. The "local effects" in FlowRCM discussed in the previous section cause the appearance of a high velocity zone right along the tip of the islands rather than a low velocity zone caused by flow diversion starting upstream of the island as in the Delft3D results (Fig. 12) . Our reduced-complexity water surface calculation method requires a large underrelaxation to achieve smooth transition in the surface profile. This underrelaxation causes a delay between the response of the water discharge distribution to changes in water surface slope and, therefore, an oscillation in the cross-stream direction discharge distribution over 10-20 iterations. By averaging over several iterations (e.g., the last 100 of a total 500 iterations) stable results are achieved, resulting in what we call a dynamic equilibrium. An example of this oscillation on the synthetic WLD topography is shown in Fig. 13 .
To quantitatively evaluate the effect of the parameter γ , the setup of test 4a is used with values of γ from 0.025 to 0.1 while keeping all other parameters unchanged. We measure the ratio of the discharge coming out of four main channels and the discharge coming out of the downstream side of the islands (Fig. 14) . From the results listed in Table 2 , it can be seen that with a higher value of γ , more flux is routed through the islands. In order to compare the flux distribution obtained with FlowRCM (for a value of the parameter γ equal to 0.05) to results from Delft3D, we selected two transects located at different distances from the apex of the delta (Fig. 15) . The closer transect, A, is divided into 10 sections and the farther transect, B, is divided into 14 sections. The fraction of discharge at each section is calculated by the discharge crossing that section normalized by the total discharge crossing the whole transect. Results from FlowRCM and Delft3D are plotted for each transect. There is a close match between FlowRCM and Delft3D throughout transect A, while the results differ when flow reaches transect B. The difference between transects A and B is due to the lateral flux normal to the main channel direction. FlowRCM has significantly less flux coming out of the very eastern and western sides of the delta (< 5 %), compared to Delft3D (> 10 %), resulting in a more concentrated flux distribution among the main channels and islands. Field surveyed data are needed to understand which model reproduces more closely the behavior of WLD.
Test 4b: bed topography generated by DeltaRCM
For this test, the delta topography is a snapshot of the mixed grain size delta simulated by DeltaRCM. The delta is composed of 70 % fine grain and 30 % coarse grain, and has a very well-defined distributary channel network (Liang et al., 2015) (Fig. 10) . The rectangular domain is 6 km wide and 3 km long. The inlet channel has a discharge of 1250 m 3 s −1 , and the delta is formed in a basin with a constant depth of 5 m. Both FlowRCM and Delft3D use a 60 by 120 grid with cell size of 50 m. . Setup used for analyzing the effect of the parameter γ on modeling results. The ratio of the discharge coming out of four main channels (Q 2 , Q 4 , Q 6 , Q 8 ) and the discharge coming out of the downstream side of the islands (Q 1 , Q 3 , Q 5 , Q 7 , Q 9 ) is measured to quantify how much flow is routed through the island as a function of the parameter γ .
These results show that, analogously to the synthetic WLD topography test, FlowRCM and Delft3D predict a similar flow distribution through the network, e.g., the partitioning among channels and islands (Fig. 16) . Moreover, the water surface profile calculated by FlowRCM is smoother than the one obtained from Delft3D, as FlowRCM is able to handle discontinuities in the domain represented by frequent alternations of "wet" and "dry" cells. In this test "local effects" are not pronounced. A possible reason is that this simulated topography has already adapted to the features of the flow field calculated by FlowRCM, such that at the tip of the island local topography creates a smooth transition from deep channels to shallow islands that diverts the flow gradually. At the same time, since islands are mostly submerged and can be inundated, the calculation of the free surface allows for a more accurate surface construction compared to using a no-flow boundary condition at the edge of the islands.
Discussion
In this work, we evaluated the performance of FlowRCM in terms of its ability to reproduce plausible hydrodynamics of deltaic systems. We showed the performance of FlowRCM in several setups that mimic hydrodynamic scenarios characteristic of river deltas. The computed flow fields were compared to theoretical predictions and to numerical simulation results obtained with a higher-fidelity hydrodynamic model (Delft3D), previously validated for similar purposes (Lesser et al., 2004) . From the comparison to analytical solutions and Delft3D, we address the goal stated in our introduction: what level of hydrodynamic physics does our FlowRCM capture? In terms of water surface profile modeling, FlowRCM is able to replicate (i) the backwater profile along a simple straight channel matching the solution of the theoretical backwater equation; (ii) the local surface deformation around submerged bumps, including a superelevated region upstream of the bump and a drawdown region downstream of the bump; (iii) the difference in surface gradients between two competing bifurcation branches; and (iv) the outward surface gradient from channels to floodplains. In terms of flow discharge and velocity field, FlowRCM is able to repli- cate (i) the nonlinear response of flow velocity to the height of the submerged bump structure, (ii) the discharge partitioning between two competing bifurcation branches in a single bifurcation, and (iii) the discharge partitioning through a whole distributary network of channels and floodplains. The results also show that FlowRCM falls short with respect to Delft3D in terms of detailed hydrodynamic features. For example, in the single bifurcation test, FlowRCM results show strong "local effects" resulting into the flow splitting right in front of the island. Also, occasional irregularities appear due to the probabilistic approach used for routing water parcels.
Overall, FlowRCM performs well at the multichannel network scale, where spatial flux distribution matters more than detailed channel flow structure. Furthermore, for singlechannel-scale cases, such as submerged smooth obstacles, FlowRCM is able to predict regions of high and low velocities, and regions of water surface superelevation and drawdown, although the exact shape of the regions or the values of Figure 16 . Results of test 4b (flow over a DeltaRCM-generated delta topography): (a) water surface elevation and (b) water unit discharge. The results obtained with DeltaRCM are compared to the results from Delft3D using the same topography and input conditions. The results show that (1) both models yield similar discharge distribution throughout the topography, and (2) both models yield similar water surface profiles in magnitude, although DeltaRCM shows a more consistent surface profile and more pronounced gradient across the channel into the floodplains.
the velocity and water surface elevation may be more qualitatively rather than quantitatively correct.
While FlowRCM has been mainly applied in low-gradient environments where flow is typically subcritical, the routing method can be applied to high-gradient and supercritical systems, where topographic slope itself is a reasonable representation of water surface slope and is sufficient for routing fluxes. The laboratory-scale alluvial fan simulation in Part 1 is an example of the application of FlowRCM to high-gradient environments. The key parameters for switching between these environments are the slope/inertia partitioning parameter γ for calculating routing probabilities and the 1-D profile equation for calculating the water surface elevation.
One characteristic of rule-based RCMs is the flexibility in making changes to one specific rule in the model, resulting in the opportunity to isolate processes, understand their effects and the behavior of the model, and potentially guide future model improvements. For example, FlowRCM does not resolve the water surface profile based on 2-D hydrodynamic equations. The water surface plays a role in distributing water fluxes through a feedback mechanism: the convergence of water flux causes water surface to rise up along the flow path, introducing a positive surface gradient pointing away from the cells with high flux and diverting flux sideways. This process is done iteratively and the delay in the responses between water surface and water flux causes an oscillation in the model outputs (example from test 4a in Fig. 13 ). At the same time, this iterative feedback mechanism allows the water flux to adjust beyond the conditions of the immediate neighbors, thus reducing local effects. A similar iterative feedback mechanism can be found in the row-by-row depthbased iteration method developed by Nicholas (2010) .
FlowRCM does have dependency on grid resolution, as each cell only sees its immediate neighbors and the flux is routed using cells as units rather than physical distances. This is widely considered a fundamental property of cellular approaches (Nicholas, 2005) , and has been shown in a number of cellular routing models (e.g., Doeschl-Wilson and Ashmore, 2005). The dependency on grid resolution could potentially be removed by introducing a relationship between RC model process parameterization and spatial resolution (Nicholas et al., 2012) .
The goal of FlowRCM is not to achieve an accurate solution of the water surface elevation, but to reproduce morphodynamic features obtained so far only by high-fidelity models. As discussed in the companion paper (Liang et al., 2015) , the inclusion of the water surface calculation is required but its accuracy can be relaxed when modeling deltas. While our work addresses the plausibility of the model's hydrodynamic results, it is interesting to investigate whether the ability of a flow routing scheme to correctly predict hydrodynamics controls its ability to produce plausible morphodynamic features. We can think, for example, about the process of bifurcation formation. In DeltaRCM a channel mouth goes through a series of stages ( Fig. 17) : (i) flow expands and sediment deposits with reduced flow velocity, which creates a wide lunate bar with noisy surface; (ii) the irregular topography of the bar forms "ridges" and "troughs" where troughs attract more water flux than ridges; (iii) the enhanced flow rate in troughs prevents sediment from settling while ridges continue to experience deposition; and (iv) the pro- Figure 17 . Illustration of the mechanics of bifurcation formation in the DeltaRCM: (a) flow expands and sediment deposits with reduced flow velocity, which creates a wide lunate bar with noisy surface; (b) the irregular topography of the bar forms "ridges" and "troughs" where troughs attract more water flux than ridges, the enhanced flow rate in troughs prevents sediment from settling while ridges continue to experience deposition; (c) the process reaches equilibrium by a feedback mechanism between water surface elevation and water flux. The few paths established from the troughs outcompete the others. (d) A sample simulation from DeltaRCM shows two stages of the conceptual processes described above: the earlier stage with troughs and ridges, and the later stage with channels and levees. cess reaches equilibrium through the feedback mechanism between water surface elevation and water flux. The few paths established from the troughs outcompete the others. Interestingly, this process not only produces bifurcations, but also trifurcations. Accordingly, DeltaRCM suggests that distributary channel networks are not necessarily solely built by mouth-bar-induced flow bifurcation (Edmonds and Slingerland, 2007; Mariotti et al., 2013) .
Another example of the translation from modeled hydrodynamic features to modeled morphodynamic features is the sensitivity of cellular flow routing to topographic details, such as flow acceleration and changes in flow orientation over short distances (Nicholas et al., 2012) , which are caused by local effects. In test 4a, the results from Delft3D look more "diffusive" than FlowRCM. Local effects, when combined with the Lagrangian representation of fluxes as parcels, may offer a richer flow pattern in response to small changes on the floodplain. Although this observation requires further investigation, based on our results RC flow routing schemes seem to be less constrained by complex flow boundaries caused by wet-dry partitioning than higher-fidelity models based on partial differential equations.
CFD has the advantage of being able to resolve 3-D details such as velocity gradients normal to the bed and turbulence structures. The need for computational efficiency, uncertainty in initial and boundary conditions and lack of detailed information on parameterization for direct simulation often prompt the use of simpler modeling approaches. For example, depth-averaged models with appropriate parameterizations of 3-D features (e.g., spiral flow in bends) can be used for realistic sediment transport modeling (e.g., Falcini and Jerolmack, 2010) . Simple rule-based RCMs are able to resolve hydrodynamic details previously believed to be produced by CFD exclusively (Wolfram, 2002) . Such models share many common characteristics as the lattice Boltzmann method for fluid flow (which is considered a class of CFD). As for sediment transport, the detailed 3-D structure flow may be important to many morphodynamic features, which cannot be captured by simple depth-averaged flow routing methods. Identifying these delicate linkages between hydrodynamics and morphodynamics requires the combined effort of CFD modelers and RC modelers.
FlowRCM shares key features with existing RC flow routing schemes (Bates et al., 2010; Nicholas et al., 2012; Pelletier, 2008; Larson and Harvey, 2011) , but differs in several ways. First, in order to model low-gradient environments, flow routing should be based on water surface slope, rather than on topographic slope. Some models assume a constant slope throughout the calculation region (Larson and Harvey, 2011) and others almost reproduce the exact solution of water surface profiles in benchmark cases (Bates et al., 2010) . FlowRCM calculates the water surface elevation with the purpose of determining the direction of the water flux, without aiming at an exact solution. The underrelaxation of this condition helps us understand to what extent large-scale flow partitioning in deltaic environment is sensitive to hydrodynamic details. Second, FlowRCM does not require predefined maximum flow depth or minimum slope for its iterations as in successive MFD iterations (Pelletier, 2008) . Third, FlowRCM uses a Lagrangian approach to route fluxes. The routing direction is calculated iteratively, eliminating the need of the traditional "row-by-row" dischargesplitting method as in Nicholas et al. (2012) , while handling the multidirectionality typical of distributary networks. An intercomparison between flow routing schemes in a deltaic environment will be the subject of future research.
Conclusions
In this work we have applied a series of numerical tests to validate the reduced-complexity flow routing scheme, FlowRCM, which is introduced in Part 1 (Liang et al., 2015) as the hydrodynamic component of our RC delta formation model. We selected key hydrodynamic processes essential to channel processes in deltas and designed numerical tests as "benchmarking" cases for this specific environment. We compared the output from FlowRCM with the output from a higher-fidelity hydrodynamic model, Delft3D, which is based on rigorous CFD solutions. We also used theoretical solutions to demonstrate FlowRCM's ability to reproduce hydrodynamic details.
The results show that FlowRCM is able to reproduce most of the flow and water surface features of interest. Overall, it captures (1) the trend of water surface from upstream to downstream and from channels to floodplain, and (2) flow partitioning corresponding to complex bed topography such as flow divergence and convergence around obstacles. Furthermore, the routing scheme is able to produce morphodynamic features such as mouth bars, bifurcations and levee formation. The responsible process for these morphodynamic features is an instability-feedback mechanism resulting from the coupling of the hydrodynamic component and the sediment transport rules.
This work suggests an assessment framework for RCMs that include explicit flow routing schemes. The key ideas include (1) designing test cases to evaluate the performance of the routing scheme in producing features related to the processes of interest, (2) identifying the effects of model rules and connecting them to model output individually, and (3) connecting the hydrodynamic to the morphodynamic performance to evaluate the flow routing scheme's ability to model morphodynamics accurately.
We suggest that FlowRCM is appropriate for modeling environments with multichannel networks where morphodynamic features can be produced from the estimation of channel-to-channel and channel-to-island/floodplain flow partitioning. More detailed prediction of in-channel flow patterns such as spatial distribution of high/low velocity and surface deformation could also be achieved but FlowRCM has not been designed for small-scale engineering applications.
