We consider a difference-in-differences setting with a continuous outcome, such as wages or expenditure. The standard practice is to take its logarithm and then interpret the results as an approximation of the multiplicative treatment effect on the original outcome. We argue that a researcher should rather focus on the non-transformed outcome when discussing causal inference. Furthermore, it is preferable to use a non-linear estimator, because running OLS on the log-linearized model might confound distributional and mean changes. We illustrate the argument with an original empirical analysis of the impact of the UK Educational Maintenance Allowance on households' expenditure.
Introduction
In applied empirical research, it is common to replace continuous outcomes, such as earnings or expenditure, with their logarithm. Often, the choice is motivated by distributional concerns, like skewness, and related estimation problems. In the difference-in-differences (dif-in-dif) setting, the desire to give a causal interpretation to the estimates complicates the choice. The model the researcher has in mind is usually one with multiplicative effects, that are linearized taking logs. If this is the case, the assumptions needed for causal inference refer to the non-transformed model. In general, this is not explicitly discussed.
To explore the attention received by this issue in the dif-in-dif literature, we reviewed papers published in one top journal with an empirical focus, the Quarterly Journal of Economics, between 2001 Economics, between -2011 . In total, 25 papers using a dif-in-dif estimator with continuous outcomes were found.
1 Table 1 summarises the findings of the literaure review. In 11 cases, the outcome is not transformed and an additive model is estimated. We found 16 papers in which at least one outcome is expressed in logarithmic form. The variables most commonly log transformed are earnings and productivity, followed by a group of other monetarised quantities including expenditures, land value, exports and loans. In only 5 out of 16 cases is an explicit reason for the log transformation given. For example, Nunn and Qian (2011) refer to concerns about skewness in the dependent variable, whereas DellaVigna and Kaplan (2007) state that they wish to control for percentage changes in the control variables. In general, no discussion of the impact of the log transformation on the causal interpretation is given.
Only Finkelstein (2007) states that the OLS estimates for the log of the dependent variable relate to E(ln(y|x)), and not ln(E(y|x)). To provide estimates of ln(E(y|x)), Finkelstein (2007) estimates a generalized linear model (GLM) with log links.
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In this paper, we use a potential outcomes framework to discuss the connections between 1 We consider as dif-in-dif papers those where the authors explicitly describe their estimation strategy as dif-in-dif or where a policy intervention affects differently periods/groups and a dif-in-dif estimator is implicitly exploited by the authors. A paper is recorded as having a continuous outcome if at least one dependent variable is continuous (or discrete but with many mass points, such as hours worked).
2 Whilst this literature review illustrates the possible extent of the problem in the dif-in-dif literature, we do not argue that estimates of treatment effects in the dif-in-dif setting will always be misleading. As we discuss in section 3, this is an empirical question and will depend on the particuar research question and data set under study.
log linearisation and causal inference in the dif-in-dif case. In section 2, we argue that the preference for a multiplicative or additive model is primarily related to the causal interpretation of the estimands. This choice should be taken before deciding whether or not to take logs, which should be rather understood as an estimation strategy. Indeed, a number of findings that are scattered in the literature (Mullahy, 1997; Gregg et al., 2006; SantosSilva and Tenreyro, 2006; Blackburn, 2007) suggest that to estimate a multiplicative effect there is no need to log-linearize, because a simple and robust non-linear estimator (Poisson Pseudo-Maximum Likelihood) is available.
3 For the dif-in-dif case, we also point out that the popular log-linearized estimates of a multiplicative treatment effect might confound distributional changes with shifts in the mean.
Previous literature on non-linear dif-in-dif mostly focused on the interpretation of the interaction effect. Mullahy (1999) discussed the case of a log-linearized exponential model. Ai and Norton (2003) showed that in non linear models the marginal effect of the interaction term is not directly related to its coefficient in the linear index. However, Puhani (2012) recently argued that their way of calculating the marginal effect is not the correct one for the dif-in-dif case. A different stream of research focused on estimation of exponential models (Manning, 1998; Manning and Mullahy, 2001; Ai and Norton, 2008) . Santos-Silva and Tenreyro (2006) and Blackburn (2007) showed that the OLS estimator of the log-linearized model may not be consistent for the parameter of interest. Gregg et al. (2006) proposed a simple way to recover a percentage treatment effect from linear OLS.
Here we contribute to the literature reconciling the two streams of research for the dif-indif case. We point out that the choice between an exponential or a level model is essentially related to the common trends assumption. Differently, whether the treatment effect is multiplicative or additive does not make a large difference, at least from an ex − post evaluation perspective. We then show that, as long as we are interested in the effect on the average, the assumptions needed for causal interpretation of the dif-in-dif exponential specification do not imply that the log-linearized model is equivalent.
In section 3 we present an original applied example. We study the impact on households' expenditure of the introduction of the Educational Maintenance Allowance (EMA) in the UK. This was a conditional cash transfer for 16 to 18 year old students, meant to increase participation in post-16 full-time education. Section 4 concludes.
2 Model specification and inference
Multiplicative or additive effects?
The simplest, though quite popular dif-in-dif setting involves two groups (g ∈ {control, treated}) and two time periods (t ∈ {pre,post}), with only one group actually receiving the treatment in the second period.
In this paper, we analyze the case of a continuous outcome y, such as earnings or consumption.
In order to identify a causal effect, we need to impose some structure, depending on which feature of the distribution of y we are interested in. Here we focus on the expected value, which is usually the target in program evaluation using dif-in-dif. First, we specify a model for the expected value of y when non treated (y 0igt ), conditional on g and t. The second step is to assume how the expected value of the potential outcome when treated (y 1igt ) is related with the expected y 0igt . In levels, we would state (Angrist and Pischke, 2009 ):
where we combine an additive common trends assumption with an additive treatment effect.
Differently, one might specify an exponential model
where the assumption of common trends is in multiplicative form. 4 Over time, the outcome in the absence of treatment would increase by the same percentage (exp (λ post − λ pre ) − 1) in both groups. Now we can assume a proportional treatment effect:
The quantity exp (δ) − 1 is not the average of a multiplicative effect, but rather a multiplicative effect on the average. We could also allow the proportional effect to differ across groups. Then the dif-in-dif strategy would identify the effect on the treated. Actually, we do not even need to assume a constant treatment effect across individuals in order to identify the quantity on the left hand side of (3).
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To be precise, the key difference between the exponential model and the linear one is in the common trends assumption. With this caveat in mind, for the case of multiplicative effects the full structure for y 1igt
Intuitively, the total percentage change in the expected outcome of the treated group is given by the composition of a percentage change due to time (call it %time) and the percentage effect of the treatment (call it %effect), so that (1+%change)=(1+%time)×(1+%effect).
Differently, for the control group we have (1+%change)=(1+%time) .
Define the dummies treated it for the treatment group and post it for the second period.
Given the particular data structure, we get an exponential model for observed outcomes
Although Ai and Norton (2003) showed that we should be careful when looking at the interaction term in non-linear models, here the coefficient on treated it × post it has a meaningful interpretation. Indeed, exp (δ) is a ratio of ratios (ROR), as highlighted by Mullahy (1999) in his discussion about the interpretation of the interaction term in log-linear difin-dif models. 6 Differently, the marginal effect of the interaction term would be the cross difference (Mullahy, 1999 , pg. 7):
This quantity is actually equal to the difference in difference estimand for the additive effects model, that is
Given the assumption of multiplicative effects, this cross-difference does not properly account for the time trend in the exponential model. 7 Therefore, the causal parameter of interest is the ROR. This point is related to the more general comment by Puhani (2012) that, in any non-linear dif-in-dif model with an index structure and a strictly monotonic transformation function, the treatment effect is not equal to the cross-difference of the observed outcome.
It should be noted that, when applied to the specific data structure, a linear model for the conditional expectation of y it is also correctly specified, because it is saturated:
Indeed, the exponential model is just a reparametrization of the linear one, with
This was noted by Gregg et al. (2006) , who showed that we can estimate eq. (9) and then recover both the level and the percentage (multiplicative) effect. However, Gregg et al. (2006) defined the dif-in-dif "percentage method" as the percentage change in the treatment group minus the percentage change for the controls. This differs from exp (δ)−1. The reason is that the percentage change in the treatment group is equal to %effect+%time+%effect×%time. If we subtract the percentage change in the control group, we are left with %effect×(1+%time).
The difference is likely to be negligible if %time is small.
In spite of the equivalence in (10), we cannot interpret both τ and δ as causal effects. If we believe that the common trends assumption holds in multiplicative terms, τ includes not only the level change due to the treatment, but also the difference between the time change in levels for the treatment and control groups.
The discussion about how the different specifications of time effects is crucial for causal interpretation is related to Angrist and Pischke (2009, pg. 230) comment that the assumption of common trends can hold either in logs or in levels, but not in both. We find it more natural to look at the choice between multiplicative or additive effects, rather than focusing on whether taking logs or not. This perspective has the advantage of stressing the distinction between specification and estimation. More importantly, in the next section we show that the multiplicative model and the log-linearized one are equivalent only under a strong restriction.
Estimation
If one decides to focus on the multiplicative effect, in the simplest case we can recover it from linear estimates using eq. (10 
Consistently with the specification of the dif-in-dif framework in terms of expected value, the individual-transitory error term is mean independent of group and time. Similar to the standard linear dif-in-dif, we do not need full statistical independence to identify the treatment effect (Abadie, 2005; Athey and Imbens, 2006) .
Alternatively, define it = (η it − 1) exp (·):
To estimate the model, we can log-linearize it
However, as argued by Santos-Silva and Tenreyro (2006) and Blackburn (2007) , nothing
ensures that E [lnη it |1, treated it , post it ] = 0. In general, this would be true if η it is statistically independent from x it ≡ (1, treated it , post it ), so that it = exp (x it β) v it , with v it ⊥ ⊥ x it . 9 In the dif-in-dif setting, statistical independence implies that:
where
. The ratio of variances between different groups or time periods should be directly related to the differences in the conditional mean. Furthermore, the treatment effect must not only shift the conditional mean, but also increase (or decrease) the conditional variance by a factor equal to the square of exp (δ). 10 This pattern of variance does not necessarily hold under the weaker condition of mean independence (E [η it |x it ] = 1), which is sufficient to identify the multiplicative effect.
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For instance, suppose that the condition it = exp (x it β) v it , v it ⊥ ⊥ x it , holds in the absence of the treatment, that is when treated it × post it = 1. However, assume that the treatment has a distributional effect which differs from the simple increase in variance by exp (2δ). We can express this by stating that
Higher moments can be affected by the treatment as well. Even if the conditional expectation of lny it is correctly specified because the model is saturated, the coefficient on the interaction treated it × post it would not be equal to the parameter of interest δ:
et al. (2011) who used dif-in-dif on panel data to estimate the effect of the retirement of the household's head on total expenditure and expenditure on food. Results are only slightly affected by directly estimating the exponential model by PPMLE rather than log-linearizing it. Indeed, Battistin et al. (2009) show that total expenditure tend to be log-normal. Full results are available on request. We thank Emma Aguila for providing us the data and the original do-files. 10 A particular case when this pattern of variance would arise is one where the treatment effect multiplies each single individual outcome by exp (δ), that is if y 1igt = y 0igt × exp (δ). Clearly, the pattern in (16) can arise in other specific cases.
11 Furthermore, if statistical independence holds, our model would be nested in the more general framework proposed by Athey and Imbens (2006) .
OLS estimates for the log-linearized model would therefore be consistent for δ * , which is confounding distributional with mean effects. 12 A similar bias would arise if the treatment had no effect at all on the outcome distribution, but in the second period there was some change in the variance of y within the treatment group that violates the statistical independence assumption η it ⊥ ⊥ x it . Such a situation would be compatible with the multiplicative common trends assumption stated in terms of conditional mean (eq. 2), because it does not impose any restriction on higher moments.
The estimator of interest might not be affected by a situation as in Blackburn (2007) , where the conditional variance across groups does not follow the pattern in eq. (16), but the condition is respected over time within the same group. Suppose that it = exp (x it β) v igt holds, where E [v igt |x it ] = 0. However, assume that the variance and higher moments in the distribution of v igt depend on the group, though neither on the time period, nor on the treatment. In general, we would have that
Therefore, both the intercept and the coefficient on the group dummy (treated it ) will be different from β 0 and β 1 , but the coefficient on the interaction would be the true treatment effect.
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Nevertheless, we know from the literature that there is an alternative estimation strategy which would be consistent in both cases, because it does not require η it to be statistically independent from x it . Santos-Silva and Tenreyro (2006) and Blackburn (2007) One important point to highlight is that, in the potential outcomes model, we imposed assumptions only on the conditional expectations. This can be justified by the fact that we are often interested only on the average. Athey and Imbens (2006) proposed instead a generalized dif-in-dif model that gives a structural interpretation to all differential changes in the distribution of the outcome y over time. Their assumptions on the model of y would therefore be valid for any f (y), where f (·) is a strictly monotone transformation (such as log). Differently, in this paper we give a structural interpretation only to changes in the expected value. We ignore higher moments of the distribution of y, which are allowed to change either as a consequence of treatment or time. As noted by Athey and Imbens (2006, pg. 435-436) , this approach focused on the conditional mean is not nested in their model, unless one assumes that all individual shocks are statistically independent from group and time.
An Applied Example
To provide an example, we apply the PPML estimator in a dif-in-dif setting to assess the effects of the recent introduction of the Educational Maintenance Allowance (EMA) in the United Kingdom on household expenditures. EMA provided substantial resources to low income families with a child staying on in post compulsory education. As such, the policy is a candidate for a scenario in which treatment increases not only the mean of the outcome but also its variance. This is the first study to explore quantitatively how households allocate the additional resources provided by the allowance. In line with the theory of the previous section, we specify a multiplicative model for expenditure and present dif-in-dif estimates of the effect of EMA on 7 major spending categories. Firstly, OLS log-linear models are estimated; these are then compared to results from models which estimate the treatment effect directly using the Poisson-pseudo maximum likelihood estimator. For completeness, results are additionally presented from level models of expenditure.
Importantly, key differences are revealed between the OLS log and PPML estimates which are both economically and statistically meaningful. PPML estimates are in line with earlier findings from the piloting of the reform suggesting that households primarily allocated the extra income to transport spending. The results support the central tenet of this paper, that is when estimating multiplicative models in a dif-in-dif setting, as a robustness check, results from the usual log-linear model should be compared to estimates from the Poisson pseudo-maximum likelihood approach.
The Policy
EMA was introduced in an attempt to tackle low take-up rates of post compulsory education in the UK.
15 EMA was means-tested on parental income and worth up to £30 per week for 16-18 year olds staying on in post compulsory schooling (less than university). It was usually claimed for two years of study. Additionally, further bonus payments were available for meeting educational targets. These were paid twice annually and worth up to £100. 
Data and Identification Strategy
We take advantage of expenditure data from the first five years of the Expenditure and Food
Survey (EFS).
16 The primary purpose of the EFS is to provide expenditure weights for the of the fourth year therefore correspond to the pre-reform period whilst the remaining data forms the post-reform period. Given that we have more than two time periods, we include a full set of year dummies, plus a set for the month of interview to account for seasonality.
The departure from the simple 2 × 2 setting implies that the exponential model is not simply a reparametrization of the level one.
To avoid concerns about the potential endogeneity of education status, we avoid defining treatment/control groups by this variable. We define our treated group of households to be those where at least one 17 year old is residing. 17 The control group is formed of households where at least one 14 or 15 year old resides, excluding those in the treated group. Table 2 demonstrates that these households are similar in observable characteristics to the treated group of households.
16 The EFS is managed by the Office for National Statistics. The data is available online through the Economic and Social Data Service. The survey changed in 2008 to become the Living Costs and Food Survey. All calculations are made using Stata 11, and do-files producing the final results starting from raw data are available from the authors.
17 To focus more precisely on the treated group information on date of birth would be required to determine EMA eligibility status. The EFS only contains information on age at interview.
We present estimates for 7 major areas of spending: food and non-alcoholic drinks; alcoholic beverages and tobacco; clothing and footwear; furnishings, household equipment and carpets; transport; communication; and recreation. Following on from the earlier discussion, it is natural to specify the common trends assumption in multiplicative form. That is expenditures, following the growth of the economy, increases by a constant percentage in the absence of treatment.
All estimates are obtained using Stata. For OLS we used the standard command regress, while PPML estimates are obtained using the command poisson. We chose the robust option for standard errors. Table 3 presents dif-in-dif estimates of the effect of the national roll out of the EMA scheme on each of the 7 major spending categories for the treated group of households. The results in columns 1 correspond to estimates of the multiplicative effect using OLS on the log-linearized model, while in column 2 the reform effect is estimated directly using the PPML estimator.
Results
For completeness, we also report OLS estimates for a level model of expenditure in column 3. It is important to stress that, as usual, observations with zero expenditure are dropped from OLS log estimates, while PPML allows us to keep them. Nevertheless, results are quite similar when excluding these cases for all estimators or setting the logarithm equal to zero in the case of zero expenditure (results available on request).
Following the national roll out of EMA in September 2004, we expect the treated group of households to increase expenditures in some of these areas. For the OLS log-linearized estimates in column 1 we see positive dif-in-dif estimates for food, non-alcoholic drinks; alcoholic beverages and tobacco; transport; recreation and negative effects for clothing footwear; furnishings household equipment and carpets; communication. None of the estimated effects are, however, statistically significant.
Turning to the reform effects in column 2, EMA might also have distributional effects that make the multiplicative error term statistically dependent on the time and group dummies. In this case, we expect the previous OLS log results to suffer from bias, while PPML results should be consistent. For most of the categories, coefficients are in line with the OLS log results, but for transport spending the estimated coefficient has increased in magnitude.
Moreover, it is now statistically different from zero at the 5% level. The result implies an increase around 23 percentage point in transport spending due to the reform, calculated as exp δ − 1. This finding is in line with evidence from the EMA piloting, in which EMA recipients were more likely to be contributing to transport expenditures compared to non-recipients and EMA eligibles residing in control areas (Ashworth et al., 2002, see) . In comparison to the standard log expenditure estimates of column 1, the PPML coefficient implies an EMA effect of 10.7 percentage points bigger, which is more precisely estimated. For the remaining spending categories, we observe statistically insignificant coefficients, which are also generally smaller than the effect on transport.
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On the OLS level results of column 3, the estimated signs and significance of the interaction terms match well with the PPML results. For transport spending, the treated x post interaction is a statistically significant £16.51. However, the dif-in-dif coefficient presented only corresponds to the causal effect of EMA on the level of expenditure if we are willing to impose common trends in expenditure levels. If the common multiplicative trend is the correct one, then no meaningful interpretation can be given to the coefficient of the level model.
Columns 4-6 try to better target the groups affected by the reform by repeating the previous analysis for a sample of low income households. Results give further strength to the main finding with PPML estimates in column 4 suggesting that households devoted the additional resources from EMA primarily to transport spending. The PPML estimate increases in magnitude with little reduction in the precision (comparing to column 2). This is once again in contrast to the OLS log result which remains smaller (38 percent of the PPML estimate) and statistically insignificant. For the subsample of low income households, we therefore see that considering the OLS log results alone would again lead to misleading inference. It is only once the PPML results are examined that we can separate the mean effect of the reform from the distributional effect. Finally, if we alternatively prefer the assumption of common trends in expenditure levels, the estimate has increased in magnitude and implies a significant increase in expenditure of £18.21 per week.
We compare how the models perform on Ramsey's RESET test (Ramsey, 1969) The results of the test illustrate an important point that correct specification is not sufficient for causal interpretation. For example, in the simple 2-period-2-group case, the conditional expectations of both lny and y are correctly specified as linear because the model is saturated. Our choice about which estimates to interpret as causal effects critically depends on our belief on the nature of common trends. Furthermore, under heteroskedasticity the effect estimated with logs might confound mean with distributional effects, even though the model for lny is correctly specified.
Conclusion
We critically assessed the standard practice of log-linearizing in a dif-in-dif setting. We argued that a researcher should first decide whether a multiplicative or additive effect model is appropriate for the non-transformed outcome, because we cannot give a causal interpretation to both. If the multiplicative model is chosen, using Poisson Pseudo Maximum Likelihood can be preferable to log-linearization. The reason is that the latter might confound changes in higher moments of the outcome distribution with the treatment effect on the mean. For instance, evidence from log-linearised estimates suggests that the Educational Maintenance Allowance had no impact on households' expenditure, while PPML results show an increase in transport spending. households with at least one individual aged 17. Control group formed of households with at least one individual aged 15(excluding households with a 16-18 year old). Columns 1-3 present estimates of the reform effect for the full sample of households, Columns 4-6 present estimates of the reform effect for the subsample of households in the bottom half of the earnings distribution (excluding earnings from 16-18 year olds). Models include a full set of year and month of interview dummies, a treatment status indicator and a post reform indicator interacted with the treatment status dummy (coefficient presented).
