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ABSTRACT
ON A MOVING BOUNDARY PROBLEM OF TRANSITIONAL BALLISTICS
Jen-Ing G. Hwang
Old Dominion University, 1987
Director:
Dr. Charlie H. Cooke
A major problem which arises in computer simulation
of the firing of a gun weapon is the development of
numerical schemes which effectively account for the
physics of projectile motion.

The chief difficulty is

that away from the projectile the calculation is
ordinarily accomplished on a fixed numerical grid, whereas
due to projectile movement some cells of the grid near the
projectile undergo volume changes as the calculation
proceeds.

A local finite volume scheme is developed which

accounts for the expansion or compression of cells
fore-and-aft of the projectile.

Through the process of

numerical experiment, the effectiveness of the scheme is
assessed, with quite good results.
The rapid discharge of propellent gas from a gun
weapon produces a strong shock wave which propagates into
the environment, while other interacting shocks form
within the developing plume.

For this reason, strong

interest in the determination of shock capturing
algorithms which can be used away from the projectile
arises.

In this respect, a theoretical weak derivative

form (WDF) is derived for linear hyperbolic systems of
conservation laws.

The virtue of the WDF approach is that

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

it indicates how to difference in the presence of a flow
discontinuity, without differencing across the
discontinuity.

This differencing produces a robust shock

capturing scheme whose extension to the nonlinear case is
apparent.
The WDF shock capturing scheme so obtained is shown
to be equivalent to a flux-splitting scheme studied by
P.L. Roe, thus leading to a better understanding of the
schemes of Godunov and Roe, as well as upwind differencing
in general.

Roe's scheme is investigated in detail.

Three views of the scheme are obtained, one of which is
new.

Harten's second-order accurate extension of Roe's

method is then used in simulating the flow around a
typical weapon's configuration.

These numerical results

reinforce the belief that the local finite volume scheme
effectively accounts for projectile motion.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Chapter 1
INTRODUCTION
Transitional ballistics concerns the analysis of a
weapon's firing, during that short time interval (a few
milliseconds)

in which the bullet exits the breech and

traverses a short distance (a few calibres) downstream.
Useful information concerning near-field blast
overpressures can be obtained from flow simulations which
do not include the effects of projectile movement.
However, such effects can not be ignored in stress
analyses concerned with the design of muzzle brakes and
weapons silencers.

A problem which has been of some

interest over the past five years has been the development
of numerical schemes which effectively account for the
physics of the projectile motion during the flow
calculation.

Obviously, one would not wish to treat the

moving projectile (in an airfoil fashion) by use of a
coordinate system fixed to the projectile.

Hence, there

arises the need for special treatment of computational
cells fore-and-aft of the projectile, which expand or
compress in size as the calculation progresses, while a
fixed grid possessing constant volume cells still remains
useful away from the vicinity of the projectile.
The rapid discharge of a propellant gas from a weapon
produces a strong shock wave which propagates into the
environment.

Quite aside from the problem of accounting
1
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for projectile motion is the difficulty of effectively
capturing the interacting shocks and contact surfaces
which form within the developing plume.

For this reason,

strong interest in shock capturing algorithms which can be
used away from the projectile is a concomitant facet of
the problem under consideration.

1.1

Basic Literature Survey
Numerical analyses of the transitional ballistics

problem have proceeded in stages characterized by
increasingly complex models.

As it is known that good

pressure approximations can be obtained from the Euler
equations of ideal compressible flow, no general usage of
Navier-Stokes models has occurred.

Moretti [1]* has

studied the effects of the precursor flow, through use of
complex mapping techniques which simplify the exterior
computational domain, and by employing one-dimensional
modelling of flow within the breech.

With the projectile

omitted, typical estimates of blast wave overpressure have
been obtained through numerical calculation of flow from
the open end of a shock tube [2].

More realistic

simulations which include the bullet and muzzle brake in
the model have also been performed [3, 4].

*The numbers in the brackets indicate references.
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Two basically different approaches to simulation of
projectile motion have emerged:

Widhopf and Buell [3]

have used the Godunov method (away from the bullet)
together with a physically motivated, heuristic algorithm
which accounts for the cell expansion and compression
adjacent to the projectile.

The sequence of operations

proposed in [3] has been modified by Fansler [5], in the
interest of alleviating a non-physical pressure buildup on
the rear of the projectile.

Carofano [4] uses the

second-order accurate shock capturing method of Harten
[6 ] at cells away from the bullet.

To avoid the problem

of cells whose size can vary, he calculates near the
projectile on a uniform grid which moves with the
projectile.

The chief drawback of his scheme results from

a loss of accuracy when interpolating back and forth
between the fixed and moving grids.

1.2

Establishment of Need
As has been established, the observed weaknesses in

present schemes which are designed to account for
projectile motion declare a need for further research on
this problem; one weakness being interpolation error, and
the other a non-physical pressure buildup.

This

non-physical pressure buildup is assumed to result from an
incorrect physical model, as we now make more clear.
first stage in the Widhopf scheme is intuitive:

The

The cell

adjacent to the projectile is expanded; then the volume

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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increase is accounted for by an isenthalpic (Joule)
expansion process on the fluid in this cell.

In the next

stage of flow update, pressure work is accounted for by a
suitable modification of the energy equation.

However,

one might expect, in analogy with the withdrawing piston
problem, that flow adjacent to the back of the projectile
encounters an isentropic, rather than an isenthalpic,
expansion process.

1.3

Statement of Purpose
One aim of this research is to develop, implement,

and assess the effectiveness of a projectile movement
technique which correctly accounts for the physics
involved.

Our contribution here, using methods which are

mathematically rigorous as well as aesthetically pleasing,
is the development of a local finite volume scheme for
treatment of cells whose volumes vary over a time step.
Away from the vicinity of the bullet, quite general
numerical methods could be used in conjunction with this
scheme.
A second purpose of this thesis is to investigate
equivalences or similarities between certain shock
capturing schemes used for calculating numerical solutions
of the Euler Equations.

Investigations of this type aid

in understanding the properties of such schemes and in the
synthesis of new schemes.

Such previous investigation has

been done by Harten [7], where it is shown that, in the
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linear case, the shock capturing schemes of Godunov [8 ],
Roe [9,10] and Courant-Isaacson-Rees [7] are equivalent to
each other, as well as equivalent to a flux-splitting
scheme [11].

Similarities between the schemes of Godunov,

Roe and Osher [12] are studied in [13].

It is proposed

here to continue the study of analogies between shock
capturing schemes to the nonlinear case.

Particularly,

attention is focused on the Roe scheme, as compared to the
flux-splitting schemes developed in [11].

For the

nonlinear case it is established that Roe's scheme is, in
reality, also a flux-splitting, with the split flux
matrices evaluated in a particular way.
Chapter 2 contains background material relevant to an
understanding of later research.

The Riemann problem for

linear hyperbolic systems is presented, and the properties
of Riemann invariants are pointed out.

The Godunov shock

capturing method is illustrated, along with its salient
desirable properties, and matrix splitting is introduced.
In Chap. 3 the properties of Riemann invariants are
used to establish a weak derivative form (WDF) for linear
hyperbolic systems.

The importance of the WDF form is

that it shows precisely how to difference at a
discontinuity, without differencing across the
discontinuity.

This differencing leads to a robust shock

capturing scheme whose extension to the nonlinear case is
readily apparent.

It is shown that this scheme is

identical with a certain scheme of Roe.

Several upwind

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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biased schemes which differ in the nonlinear case, but
which reduce to a single scheme in the linear case, are
investigated.

In so doing, three views of R o e ’s scheme,

one of which is new, are obtained.
In Chap. 4 a local finite volume scheme which
correctly embodies the physics of projectile movement is
derived.

The upwind scheme formulated by resort to the

WDF form is then used for calculations which verify the
effectiveness of the local finite volume scheme, by
employing a shock tube flow problem whose solution is
well-known.

Comparison of results shows a very favorable

performance for the scheme, at cells behind the
projectile.
in Chap. 5 the problem of a bullet moving at
supersonic speed through the chamber of a weapon's
silencer attached to a gun weapon is considered.

This

flow is calculated by employing the local finite volume
scheme near the projectile.

Here, knowledge of how the

bow shock should move in front of the projectile allows
verification of accuracy for the calculation.

Efficacy of

the method is re-enforced by the quality of these results.
Finally, in Chap. 6 the problem of boundary condition
treatment for flows characterized by moving
shocks which can strike a wall boundary is discussed.

A

boundary treatment which automatically accounts for local
wave behavior is reiterated.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

Chapter 2
BACKGROUND MATERIAL AND PRELIMINARY CONSIDERATIONS
In the present chapter there is reviewd some basic
mathematical concepts which provide a foundation for later
research.

The focus of interest is a form of the

initial-value problem for hyperbolic systems, called the
Riemann problem.

In addition, Godunov's method [8 ] is

introduced, and for linear systems the connection between
this method and the method of flux splitting [1 1 ] is
established.

2.1.

Initial-Value Problem for Hyperbolic Systems
The initial-value problem for hyperbolic system of

conservation laws has form

9U , aF(U)

s t + -itr1 = 0

U(x,0) = u 0 (x),

Here U(x,t)

<2-l a >

< x <

-CO

CO

(2.1b)

is a column vector of N unknowns, and the flux

function F(U) is a vector valued function of N components.
Equation (2.1a) can be written in matrix form as

7
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3U
- au
— + A(U) — = 0,

»F(U)
A(U) = - 4 - ^
3U

where A(U) is the Jacobian matrix.

(2.1C)

The system (2.1) is

called hyperbolic if all eigenvalues of A(U) are real and
A(U) possesses a complete set of eigenvectors.

assumed

that the eigenvales /

nonzero, and

X1

arranged in an

< x 2 < ••• ^ ^ iii ^ 0

It is

\-x i\(uN) / ^ = 1 are distinct,
increasing order,

^ xm+ ^ ^

^

/
\
N
with corresponding right eigenvectors \Ri(U
)/^_1 .

(2*2)

Let

M(U) * (R1 (U),R2 (U),...,RN (U))

be a matrix with R^ (U) as column i.

(2.3)

Then, M -1 (U) has rows

(
•
\ L ^( U )\
/ ^N
_ 1 which
constitute a complete system of left
eigenvectors of A(U).

Consequently,

LiRj = s ^j

(2.4)

and

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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M -1AM = A

where

A ij ~ x i6 ij

(2.5a)

(2.5 b )

To allow for discontinuous behavior, one admits weak
solutions which satisfy system (2 .1 ) in the sense of
distribution theory; i.e.

W^U + Wx F ( U ) J d x d t +

W (x,0)U (x,0)d x = 0

(2 .6 )

for all C00 test functions W(x,t) which vanish for large
Ixl + 1t I .

Thus, a piecewise smooth U(x,t) is a

weak solution of (2 .1 ) if and only if

(i)

U satisfies (2.1a) pointwise in each smooth
region.

(ii)

Across each curve of discontinuity the
Rankine-Hugoniot relation

(2.7 )

holds, where S = —

is the speed of propagation

of the discontinuity, and [ ] is the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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conventional notation for jumps.

In the case

where A is constant, the jump [U] must be an
eigenvector of A [14], with S the corresponding
eigenvalue, and discontinuities in the initial
data U 0 (x) must propagate along characteristic
~
dx
curves C : — = a .- .
dt
1
The characteristic curves were originally analyzed
in investigations of the Cauchy initial-value problem.

At

each point of a characteristic the equation

(HI

A)UX —

(2.8)

is characterized by nonunique solutions.

Thus, certain

compatibility conditions arise, from the requirement that

R a n k (a ^1 - A) = Rank

_. tv i dU
H 1- A •

(2.9)

In many circumstances, and particularly when A is a
constant matrix, the compatibility relations (2.9) can be
integrated along characteristics to produce the so-called
Riemann invariants of eqn.

(2.1).

A Riemann invariant is

a scalar function V-^(U) which is constant on the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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corresponding characteristic Cj[ : —

= x ^.

For U a strong

solution, an equivalent definition is that scalar function
.
.
.
.
9Vj .
V£(U) is a Riemann invariant if
is an eigenvector of
aU
At

[15], i.e.

(U)J

.

Clearly, for constant A and

aU
strong U this implies each scalar function

Vi(U) = UTLiT ,

i = 1,2,...,N

is a Riemann invariant of eqn.
From eqns.

(2.10)

(2.1).

(2.8) and (2.9) we infer that classical

derivations of Riemann invariants depend upon the solution
being differentiable.

However, from such arguments a

Riemann invariant can be guaranteed constant along a
characteristic only in regions where the solution is
smooth.

In general, this is as much as can be said, since

for ideal compressible flow the Riemann invariants are
well known to exhibit discontinuous behavior across both
shocks and contact discontinuities [16].
matrix A of eqn.

However, if the

(2.1c) is constant, through use of the

weak solution concept, eqn.

(2 .6 ), one can establish that

the Riemann invariants (2.10) remain constant across jump
discontinuities in solutions that are piecewise smooth
[17].
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2.2

The Riemann Problem; Matrix Splitting
The Riemann problem for system (2.1) occurs when the

initial data is only piecewise smooth, i.e.,

»U

-

dU

(2 .1 1 a)

F t + A(°> 5 X - 0

U(X,0) =

/^l(x)'

x £ x0

luR (x),

x > x0

— _____________ __

_

(2 .1 1 b)

g y

Here UR and U l are smooth functions, but U(x,0), —

dX

(x,0)

may have a finite jump discontinuity at x 0 .
Because of the hyperbolicity assumption, when A is
constant the system (2 .1 1 a) can be diagonalized by a
similarity transformation

V = M _1U

(2.12)

The system (2.11a) can be written as a set of decoupled
equations

9V
9V
^ + A _ = °

where A is defined in

eqn.

(2.13)

(2.5).
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Let x be a constant, and introduce the notation

x+ = max (x,0 ) = -i (x + |x|)

(2.14a)

x" = min (x,0 ) = -| (x - |x|)

(2.14b)

Also define the elements of IAI by

lAlfj = |x.jj s -lj

(2.15)

Therefore,

where A ij — x ^s

IA I = A + - A"

(2.16a)

A = A + + A"

(2.16b)

and

A

= x , s^j.

Also, if one defines

IAI = M IA| M -1

(2.17a)

A+ = M A + M ” 1

(2.17b)

A ” = M A “ M ”1 ,

(2.17c)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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then

A = A+ + A"

(2.18a)

A+ = \

(A + IAI>

A"

(A

= |

-

IAI)

(2.18b)

(2.18c)

Equation (2.18a) describes what is called a splitting of
the matrix A.

2.3

Godunov's Method
The solution to system (2.1) may develop shocks and

contact discontinuities, even when the initial data are
smooth.

The technique of shock capturing has been very

successful for computing discontinuous solutions.

The

main advantage of shock capturing lies in its simplicity.
In this technique the discontinuity evolves naturally as
part of the computation? no special treatment is required
for handling jumps at a shock.
The classical method of Godunov [8 ] utilizes
piecewise constant approximating functions.
Discontinuities at each cell interface are resolved
through exact solution of a local Riemann problem, which
in the most general case is nonlinear and requires

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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iterative solution.
By introducing the discrete representation x^ = i.Ax,
_n
tn = n.At, and assuming that

is the average value in

the computational cell centered on x-^ at time tn , the
Godunov scheme for system (2.1) may be written as

„n+i

ui

_n

r

_n _n

_n

_n 1

- ui - 15 [FG (ui'ui+i> - Fs<ui-x'ui>J

<2-19>

_n _n
where the numerical flux function Fr*(U.,U. ,) is taken to
l l+l
be the flux value arising at x ^+ 1 / 2 = x i + \ A x in tlie
exact solution of a local Riemann problem.

The linear case:

AfU^ = constant

We find it instructive to describe Godunov's scheme
further, for the linear case where A(U) is constant.

At a

typical cell interface Xi+i/ 2 / the local Riemann problem
can be written:
aU
at +

UL ~
U(x,0) =

aU
ax = 0

4

/

(2*20a)

x<x

i+ 1/2

(2 .2 0 b)

X>Xi+l/2
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By use of the Riemann invariants, it can be shown that the
solution of system (2 .2 0 ) is composed of constant states,
separated by a fan of N characteristic lines (see
Fig. 2.1).

Let

* 0 = ~co'

*N+1 = +0°

U0 = UL,

U N = UR

and
U(x,t) = Uk

for

x k < x/t/ < x k + 1
k = 0,1,2,...,N

According to the Rankine-Hugoniot relations, the jumps
across the characteristics must satisfy

[u j

- uk

Uk _ ! - a k Rk

(2.21)

for some constant a k .
Thus,
N
U r - UL = 2
a j^j
j=l

(2.22)

and
k
uk —

a jRj /

k = 1 ,2 ,. ..,N

(2.23)

j=l

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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m+1

m +2

U m + 1.
N—1

N—1

Fig. 2.1

C h a ra c te ris tic s and C onstant State
S o lu tion of t h e Riem an n P ro b le m .
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It should be noted that

N

U r " Uk =

^
<*jRj'
j=k+l

k = 0,1,...,N-1

(2 .24)

Therefore,

k

n

2Uk = U L + UR + 2
«jR j " 2
a jRj
j=l
j=k+!

(2 .25)

Multiplying by A and picking k = m, one finds

m

2AUm * AU l + AU r +

2

j=l

N

ajARj -

2

ajARj

(2 .26)

j= 111+1

As the linear flux vector is F = AU, there emerges

_n _n
m
N
2FG (Ui ,Ui+1) = Fl + FR + 2 a jx jR j “ 2
a jx jRj
j=l
j=m+l

(2 .27)

where

F l = F(Ul ) = AUl ,

F r = F(UR ) = AUj
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_n _n
and where FG(U j/u i+ 1 )
(2.2), eqn.

defined in (2.19).

(2.27) can be rewritten as

_n _n
N
2 FG(u i »u i+1) = FL + Fr - 2
«j
j=l

From eqn.

By using eqn.

Ujl

Rj

(2.17a), there results

IAI M = M IA I

i-e-

IAI Rj = |Aj| Rj,

Hence,

(I .28)

(2, 29a)

j=l,2,...,N

(2, 29b)

eqn. (2.28) becomes

_n _n
2FG (U., U

N
) = FL + FR - IAI 2

ajRj

(2 .30)

j=l

By using eqns.

fg < V

V i '

(2.22) and (2.30), it emerges that

- ^ 4 ^

- iJf

<5* - 5 l> •

<2

Introducing the notation
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A i+l/2 5 = U ^ + 1 ~ U*

_n
and noting that U L = U.,
l

FG<5”

_n
UR = U.,,

1+1

d”+ 1 ) - Fl *2* i+l -

, eqn.

(2.32)

(2.31) becomes

4 1+1/2 5

(2.33)

_n
F^ = F(U^).

where

As a result of substituting eqn.

(2.33) in eqn.

(2.19),

one obtains

-n+l
U.
1

_n

At

= u .
1

Ax

-

Fi

IAI .
2~ i+ 1/2 U

+ F i+1
2

pJL.-l + F

IAI

2

^i-1/2 U

}

(2.34)

Equation (2.34) simplifies to

-n+l
U.
1

_n

At

= U. - —
l
Ax

2 A i+l/ 2 u

♦!

A i-l/ 2 U +

IAI
2~ A i+l/ 2 U

IAI

2

A-!i- 1/2 U

. (2.35)
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By using eqn.

(2.18), Godunov's scheme becomes

-n+l
_n
At f
Ui
= U i " SSE LA

,
Ai + V 2 u + A

-I
A i-l/2 uj

(2.36)

Thus, in the linear case Godunov's scheme is equivalently
obtained by a splitting of the matrix A.

In the

literature this is called a flux splitting [1 1 ].
The great advantage of Godunov's method is the clear
physical picture from using the Riemann problem.

A major

drawback of this method is the high cost of solving the
Riemann problem exactly for the nonlinear case.
Furthermore, all information obtained from the exact
solution of the Riemann problem is generally not utilized.
Roe [9] considers, as an economical replacement for the
exact solution to the nonlinear problem, a local
linearization of system (2.1).

The linearizing matrix, A,

is chosen to satisfy certain special properties [10].
the next chapter, we will discuss and clarify Roe's
scheme; as well, his scheme will be derived through an
alternate approach.
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Chapter 3
SOME UPWIND BIASED DIFFERENCE SCHEMES
A classical approach to derivation of finite
difference methods for numerical solution of partial
differential equations is to approximate derivatives at
each mesh point by truncated Taylor's series.

When

differentiable functions are involved, this is a viable
method of attack.

However, hyperbolic systems often

possess weak solutions which are only piecewise smooth.

A

typical example is the occurrence of shock waves in fluid
flow modeled by the Euler equations.
For such cases, when a shock wave moves through a
mesh point, the Taylor's series method breaks down, as
derivatives do not exist at grid points which coincide
with the shock position.

In the past, research directed

to discovery of numerical algorithms which are robust in
the presence of discontinuities has proceeded in a
somewhat heuristic manner.

The Russian mathematician S.K.

Godunov, proceeding from a physical standpoint and having
knowledge of methods for solving the standard shock tube
problem, applied this knowledge in a very clever way to
obtain one of the first robust shock capturing algorithms
[8 ].

This method is still widely used in gun blast

calculations [3],

The British aeronautical engineer P.L.

Roe [9] has more recently shown how to efficiently

22
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approximate the solution to the nonlinear Riemann problem
utilized by Godunov.

In a second paper, Roe [10] goes

even further, giving a view of several classical finite
difference schemes, which when coupled with his first
result and applied to the Godunov approach obtains an even
better approximation to the fluxes sought after when
solving the Riemann problem.
One purpose of this research is to better understand
Roe's second scheme.

Our approach is to study the

relations between this and other upwind biased schemes.
In particular, it is shown how to obtain the scheme
through an alternative approach.
For linear hyperbolic systems characterized by weak
solutions which are piecewise continuous and bounded,
there is obtained, rigorously, a weak form of the partial
differential equation which holds at mesh points even in
the presence of a moving discontinuity.

This weak form

does not involve the classical Sobolev test function
space, as no integrals are necessary.

This weak equation

has a simple, yet elegant merit? it shows explicitly how
to difference in the presence of a discontinuity, without
fear of differencing across the discontinuity.

Moreover,

this differencing produces directly the upwind schemes of
Godunov [8 ], Roe [9,10] and the flux-vector splitting of
Steger-Warming [11], all of which are known to coincide,
for linear hyperbolic systems.

Furthermore, the path by

which to proceed in the nonlinear case becomes somewhat
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more clear than in the presentation of Roe's second paper

[10 ].
In the first section of this chapter, there is
derived for linear hyperbolic systems a mathematical
equivalent, which is in reality a weak one-sided
derivative form (WDF) of the partial differential
equations.

As previously pointed out, this amounts to

obtaining a weak form for the partial differential
equation itself, which holds at mesh points even in the
presence of a moving discontinuity.
Next, Roe's scheme will be studied in depth, with the
motivation of clarifying the distinctions between several
closely related methods which derive from his ideas.

We

will see that Roe's scheme, heuristically derived, can
also be obained through utilizing the WDF f o r m

of

the equations.

3.1

The WDF Form
In eqn.

(2.11b), it is assumed that U(x,0), —

9X

have a finite jump discontinuity at x 0 .

(x,0)

As is well known,

the finite jump discontinuity at x 0 propagates along the
characteristics x = x 0 +xjt, i=l,2,...,N; the solution is
otherwise smooth.

Attention will be directed to the

limiting time derivative
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-*
t

lim
aU
t— >0+ at

.

.
(3*1)

of the solution to the Riemann problem described by
eqn.

(2 .1 1 ) .
By employing eqn.

(2.18a), the system (2.lla) can be

rewritten as

aU
j. aU
_ aU
— r + A + -- + A — = 0
at
ax.
ax

(3.2)

This is called a flux-split form of system (2.11); a
well-known form used in numerical analysis [1 1 ] to derive
finite difference analogs having desirable properties when
approximating solution of system (2 .1 1 ) that have imbedded
discontinuities.

It is intended to prove;

Theorem 3.1
Let A(U) be a constant matrix, and let U be the solution
of the Riemann problem (2.11).

Then U

of eqn.

(3.1)

satisfies the matrix-split equation

5t+A'H8 <v°>+A+5^ <v°>= 0 •

(3-3)
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Proof
Let v^(x,t) be the general component of eqn.
(2 .1 2 ), which satisfies

aV.;
3V
+ x^
x i -at
1 ax

= 0,

i=l,2,...,N

(3.4)

away from lines x = x 0 + x-jt, i=l,2,...,N.

Since

V^(x,t) is a Riemann invariant and the solution of
(2.11) is piecewise smooth, V^(x,t)
line

^

is constant on

= x i» i=l,2,...,N, i.e.

VjJx-XjT + Ax,t) = V^(X + Ax, t + r)

is true for all Ax and r .

aV^
ax

,

+ r) —

aV-s

(3.5)

This implies that

(x — x^ r,t) ,

(3.6)

whenever (x - Xjr,t) is a point where the solution
of eqn.

(2 .1 1 ) is smooth.

Since the solution

is smooth on the lines (x = x 0 , t > 0 ) and
(t = 0 , x * xq), it follows that

lim
aVj
t— >0 + 7 ?

.
.
lim
aV-;
<X0'T) = r-i>0 + 7 ?

,
,
(x 0 - M T -0)-

(3.7)
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But, from eqn.

aV-i

(X0 /T) =

(3.4)

aV-s

(X0 ,r),

- \ L

(3.8)

r > 0.

Using the definition of the limiting time
derivative, eqns.

(3.8) and (3.7), there results

faV-;
+
aV.
J— 1 (x„, 0 ) , x i < 0
l
/ax
0
1
— = -x j •€
at
1 la Vi
I— 1 (x .0 ) , x j > 0
Lax
o
1

(3.9)

Equation (3.9), together with the piecewise
smooth nature of the solution to eqn.
implies that eqn.

(2 .1 1 ),

(3.3) holds; and therefore,

Theorem 3.1 follows.

It is remarked that at points where the weak solution
is smooth, eqn.
Thus, eqn.

(3.3) collapses back to eqn.

(2.11).

(3.3) is valid generally, at all points of a

piecewise smooth solution.

Hence, it is a weak one-sided

derivative form (WDF) of eqn.
The utility of eqn.

(3.3)

(2.1c).
is that it shows directly

how to difference (2 .1 1 ) in the presence of
discontinuities, without fear of differencing across a
discontinuity.

For example, if first order, one-sided
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differences are used, from eqn.

(3.3) there is recovered

the scheme

5 i+ 1 - 5 i - H

(A' * 1 + 1 / 2 5 + a+ 4 i-l/ 2 5 >

<3 '10>

Equation (3.10) can also be written as

-n+l
_n
At
+
U.
= U. - —
(AF.
+ AF. ,
1
1
Ax
X+l/2
1-1/2

(3.11)
v
'

±
A F i+l/ 2 " A"A i+l/ 2 U

(3.12)

where

The fluxes A F ^_ 1 y 2 reP resen^ information traveling towards
(Xi,tn ) from the left along right running characteristics;
whereas, A F ^+ 1 y 2 rePresent information moving towards
(Xi,tn ) from the right along left running characteristics.
Thus, the name "upwind biased scheme" is applied to
methods where the differencing takes account of the
direction of information flow.
A

For the nonlinear case, if &±+i / 2 is a local
linearization of A(U) which holds over an interval
Xi

x ^ x^+ 1 , then one can still write a scheme
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corresponding to eqn.

(3.10) which is locally

upwind biased, by evaluating the fluxes of eqn.

(3.12) in

the spatially offset form

±

i F i+l/ 2 ' * 1 + 1 / 2 A i+ 1/ 2 D

(3.13)

It will be shown in the sequel that the upwind biased
scheme of eqn.
eqn.

(3.13), derived here using the WDF form of

(2.1c) evidenced by eqn.

(3.3), reduces to a certain

scheme of Roe [9,10].

3.2

Roe's Scheme
Roe's approximation to the nonlinear Riemann problem

[1 0 ] involves at each cell interface the exact solution of
a locally linearized system

(3.14a)

(3.14b)

Here A(UL ,UR ) is the mean value Jacobian matrix, which is
piecewise constant and satisfies the property (W):
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(W)

A(UL ,UR )

X

( UR -UL ) = FR -FL

(3.15)

where

_n
Ut = U .
u
x

View 1;

and

_n
UR = U ..,.
K
1+1

A First Approximate Riemann Solver

In the first paper [9], Roe suggests using
approximate solutions to the Riemann problem to simplify
Godunov's scheme.

Thus, the modified scheme (2.19)

becomes

_n+l
_n
At
U.
= U. - —
1
1
AX

4c

4c

where F ^+ 1 ^ 2 = F ^U i+i/ 2 ^

the numerical flux emerging

from the approximate problem (3.14).
Thus, for the linear case, Roe's scheme (3.16) is
exactly the same as Godunov's scheme (2.19); hence, also
equivalent to the flux splitting (2.36).
We now concentrate on a further scheme which Roe
[9,10] developed for nonlinear hyperbolic systems (2.1).
As a result, we are able to consider another two views
which emerge from Roe's work, one of which Roe did not
relate in his original papers [9,10].
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View 2;

Passage of Information Bv Eigenvector Projection

Fixing attention on the interval x-^ £ x £ x ^+ 1 and
_
_n _
_n
_
_
states U l = U^, U r = u ^+ 1 f le"t u i+i/2 = v (u L' u r )
symmetric average of the given data.

some

Then system (2.11)

can be locally linearlized using the mean value Jacobian
matrix A = A(u i+i/2)•

Roe C9 ] questions how the data

increment UR - U L = ^ 1 + 1 / 2 ^ should be used in construction
of numerical algorithms.

He first chooses V(U l , U r ) in a

specific manner [10], such that the mean value Jacobian
matrix A = A(V) satisfies the property

(W)

A (UL , U r ) x

(Ur - U L ) = Fr - Fjj.

Now, suppose the data increment is projected onto the
right eigenvectors R

i+ 1/2

i+ 1/2

N

c<k

A i+l/ 2^ = 2
a i+ 1/2
k=l

k

i+ 1/2

(3.17)

Then, solely because of property (W), the quantity

T 1

k
k
Rk
a i+ 1/2 X i+ 1/2
i+ 1/2

(3.18)
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is actually a physical flux increment.

F i+ 1 " Fi ~ A F i+l/ 2 - A F i+i/ 2 + A F i+i/ 2

(3,19)

where

A F i+l/2

k5i + 1 ^i+1/2 X i+1/2 R i+l/2

(3.20a)

and

m
A F i+l/2 ~

01i+ 1/2 x i+i/2 R i+l/2‘

(3.20b)

Here, af+ represents information conveyed to the right on
characteristics whose corresponding wave speeds
xk , k=m+l, m+2,...,N are positive; whereas, A F - represents
information traveling to the left on characteristis whose
corresponding wave speeds

k=l, 2 ,...,m are negative.

Roe's second use of the linearizing matrix, A, is,
thus, synthesis of the numerical scheme

—n+l
U.
=
1

—n Atf +
U. — AF. , _ + AF.
1 AX|_
1-1/2
a
i + 1/2

(3.21)
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From a heuristic standpoint, eqn.
splitting method.

(3.21) represents a flux

To allow proper signal flow by left and

right moving waves requires the spatially offset flux
evaluations evidenced by (3.21).

VIEW 3:

A Second Approximate Riemann Solver

We now obtain, independently of Roe, a second
approximate Riemann solver.

However, in this approach we
A

still use the concept of a locally linearlized matrix, A.
A

Note that, whether or not A is R o e ’s mean value Jacobian

i+ 1/2

*
F.
i+ 1/2

i+ 1/2

*

i+ 1/2

which satisfies

i+ 1/2

(3.22a)

N
2
,w o = A F+ .
k=m+l 1 + 1 / 2 1 + 1 /2 1 + 1/2

(3.22b)
v
'

The solution, of course, is

*
F.
i+ 1 /2

A

2

2

A i+ 1/ 2 U

(3.22C)
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Here A i+1/2 = A(Ui+1/2) = A(V(Ui, U i+i)), but V is not
necessarily as chosen by Roe [10].

It is remarked, there

may or may not exist a vector U* such that F^+ 1 y 2 = F (u * ) ?
*

hence, F ^+ 1 ^ 2
Also, eqn.

strictlY a hypothetical flux vector.

(3.22c) may or may not represent a better

approximate Riemann solver than either of Roe's choices.

VIEW is

VIEW 2:

F(Ui+l/2) '

F i+ 1 / 2 =

°r

(3,23)

- 1 -i+1/21 A i+ 1 / 2 U.

(3.24)

However, it will be useful in establishing the following
theorem:

Theorem 3.2:
A

^

When A ^+ 1 / 2 = A i+i/2 -*-s characterized by Roe's property
(W) the numerical scheme of the form (2.19) which employs
the approximate Riemann solver of eqn.

(3.22c) faithfully

generalizes the flux splitting property possessed by
Godunov's scheme in the linear case.
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Proof

By substituting the flux vectors of eqn.
(3.22c) at interfaces *i+i/ 2 and ^-±-1/2 into

eqn.

(3.16), there results:

-n+l _n At
U.
= U.- —
X

X

J
F i +-2 Fi+l _ 1A i.+l/2 1 A i+1/2u
\ .

AX

^

*1= 1.

+ Fi

A-i_
i- 1/2 U

(3.25)

Since Ai+i/2 , A^-i / 2 possess the property (W) of
Roe, eqn.

_n+l
_n
U.
= u .
X

X

At
-

(3.25) can be simplified as follows:

A j±l/2

AX

^ + 1/2

+ — X~l/2 A j

2

By eqn.

U

- l A i+l/2_l

i /oU +

'A X~*1 /2 .1,

-Ai“l/ 2 U * —

(2.18), eqn.

A i+ 1 / 2 U

A i- 1/ 2 U

(3.26)

(3.26) becomes
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_n+l
u.
=
1

_n
A +- r„_
„+
U. - —
1 A X [A i+l/ 2 A i+ 1 / 2 U + A i-l/2 A i- 1 / 2 U]

<3 -27>

This completes the proof.

Actually, the local WDF form also indicates that
eqn.

(3.27) is the proper first order upwind scheme to

choose as a generalization.

Further supporting evidence

for this choice is now provided.
Note, as previously stated, that eqn.

(3.22) affords an

approximate flux solution for the nonlinear Riemann
problem.

Moreover, the numerical flux difference applied

in (3.16) becomes

1 + 1/2

i- 1/2

_

A +

_

= A i+l/ 2Ai+ 1 / 2 U + A i-i/ 2Ai _ 1 / 2 U + L i+l/2 + L i-l/ 2

where

For eqn.

Li+i/ 2 =

— i^ l/ 2 A 1+ 1/ 2 U

(3.28a)

(3.28b)

(3.28a) to be the incremental numerical flux of

an upwind biased first order accurate method, it is
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necessary that L^+ 1 / 2 = 0 ( A 2 ) ; where a is the
discretization parameter.

Therefore, there is now sought

A

the matrix b-i+1/2 which locally solves on each interval
X£ £ x £ x ^+ 1 the following minimization problem:

A

Choose Ai + 1 / 2 to make the Li + 1 / 2 as small as
A

possible, i.e. the k±+i / 2 s° chosen is the solution
of

min

— ft

IILf+i/2

_

n+1

,U_^

v
; ^^^.2/2

'

h= lf 2, . . .,N) II

(3.29)

X i+l/ 2 es

in any norm, with \ running over the eigenvalues of

A i+l / 2

rk 1N

• and s the set |x i+ 1 / 2 Jk=l wh^ch approximates

the local wave speeds of eqn.

(2 .1 ).

Remark 1.
Such a choice gives a scheme which in the nonlinear
case should closely approximate the correct passage of
information flow indicated by the WDF differencing of
eqn.

(3.3) .
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Remark 2.
The global minimum of (3.29) has value zero, achieved
A

A

when &i+l/2 ^as

M

proeprty (W), (i.e. ^-x+1/2 = A i+l/2) •

In this case, the incremental fluxes from eqns.

(3.28a)

and (3.24) are identical.

Remark 3 .
For the Euler equations of ideal compressible flow in
one dimension, Roe [9,10] derives explicitly the vector
U^+ 3,/2 which pinpoints the global minimum value of zero
for problem (3.29).

The upwind scheme of Roe coincides

precisely with our upwind scheme obtained from the WDF
form, eqns.

(3.10-3.13).

Remark 4 .
When the linearizing matrix does not possess the
property (W), use of the numerical fluxes obtained from
eqn.

(3.24) leads to a class of numerical methods not

studied by Roe.

In some physical applications where very

strong shocks arise, this form is thought to be superior
[4] .
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Chapter 4
A MOVING BOUNDARY PROBLEM OF TRANSITIONAL BALLISTICS
Acquisition of detailed knowledge concerning the
internal and external ballistics involved in the firing of
gun weapons is a major goal of military and industrial
research.

The design of silencers, as well as improved

accuracy of fire and efficient design of anti-recoil
devices, cannot be achieved without elaborate analyses of
the flow field in the chamber and near field muzzle region
of a gun, in the short interval of time between the
initial firing of the projectile and its exit through the
precursor shock wave.

Experimental techniques have

evolved to a high degree of sophistication, so that a
complete descripton of one firing can be obtained by a
combination of measurements, photographs and data
processing.

Innovative design, however, requires similar

analysis for a large number of cases, using different
models; this task may be too time consuming and expensive
to be accomplished by experimental means.

Numerical

analysis offers a possible alternative approach.
Numerical analyses of the transitional ballistics
problem has proceeded in stages of incresingly complex
modelling of the physical problem.

Moretti [1] has

studies the effects of the precursor flow.

Estimates of

blast wave overpressure can be obtained from numerical

39
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calculation of flow from the open end of shock tube [2 ].
More realistic simulations which include the bullet and
muzzle brake in the weapons model, for both two and three
dimensional flow, have been performed as well [3].
Two different approaches to simulation of the
projectile motion have emerged:

Widhopf and Buell [3]

have used the Godunov method (away from the bullet)
together with a physically motivated alagorithm for
treating expanding and compressing cells in back and front
of the bullet.

The sequence of operations proposed in [3]

has been modified by Fansler [5], in the interest of
getting rid of a non-physical pressure build up on the
back of the projectile.

Carofano [4] employed the

second-order Harten shock capturing algorithm for
calculation at cells away from the bullet, and an approach
which employs the method of characteristics and Riemann
invariants for updating cells adjacent to the bullet.
Since no rigorous assessments have been made
concerning the merits of algorithms for projectile
movement during flow simulation, one purpose of this
study is to provide such assessment, for a new update
algorithm which we shall obtain.

By treating the

expanding cells through a finite volume technique,
mathematical relations for updating flow in the expanding
cell are obtained.

Analysis of these equations shows

clearly why the heuristic Fansler modification to
Widhopf's approach is necessary.

However, in
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computational fluid dynamics the final test of a
mathematical model is a comparison of results, for a case
in which, if possible, the exact solution is known or else
can be experimentally obtained.

In the present instance

we have chosen the moving boundary problem provided by a
constant velocity piston, impulsively started and
withdrawing from a gas initially at rest.

The solution,

of course, is the first half of the well-known shock tube
problem of Riemann [18 ], starting with the gas at rest and
extending to the moving contact surface.

The analytic

solution is well-known, and the indicated portion back of
the contact surface provides a natural standard of
comparison for the projectile movement algorithm.

4.1

A One-Dimensional Model
In general, calculation of bullet motion would be

performed in an axisymmetric coordinate system (see Fig.
4.1).

However, for ease of illustration,

in this section

a one-dimensional Cartesian model for the moving piston
problem will be considered.

As the theoretical solution

to such a problem is well known, comparison with numerical
results can be used to validate the algorithm developed.
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M u zzle
N N NV

'"brake'
B a rre l/

Fig. 4.1

Typical W e a p o n s C o n f i g u r a t i o n
A x is y m m e t r i c G e o m e t r y
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4.1.1

Algorithm Overview
We shall make certain simplifying assumptions:
(i)

The bullet has square ends, and moves at
constant speed u B .

(ii)

Roe's adaption of the Godunov method will be
used for cells away from the piston.

The

expanding cell algorithm developed here will be
used at the moving pistion (see Fig. 4.2).

As the bullet moves through the computational
domain, the cell in back of the bullet may be
viewed as expanding in volume, while the cell
in front of the bullet is compressing.
Initially we shall be concerned with cells
behind the bullet.

As the back of the bullet passes a cell
interface, the cell is allowed to expand,
creating an irregular size cell.

This cell is

allowed to grow until it is at least two cells
long, then split, and the process is
continually repeated (see Fig. 4.3).

Of

course, by considering the CFL stability
condition, criteria can be developed for
splitting the expanding cell when its length is
less than two cells, which improves the
accuracy of the computation.
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4.6

4.1.2

Governing Equations of Idealized Compressible Flow
The conservation equations for one dimensional, ideal

compressible flow may be written as [3]

aU
aF(U)
at - - d r - = 0

(4-la)

where

PU

p

u =

PU
p

,

F(U) =

E^

P + pU^
(P + p E ) u

(4.1b)

and
x

= space coordiante

t

= time

u

= particle velocity

p

= density

E

= specific total energy = e + —

. .

e

= specific

interval energy =

cvT

Cy

= specific

heat at constant volume

T

= temperature

P

= pressure

These equations will be used in deriving a scheme which
accounts for the physics of cell volume changes as the
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projectile moves.

4.1.3

A Local Finite Volume Scheme
Integrating eqn.

(4.1a) over the cell exhibited in

Fig. 4.4 yields, through Green's Theorem for the plane,

Jrtidx = Jr F(U)dt.

(4.2)

Consider the mean value relations

Ax U. = fx i+l/2 u(x,tn ) dt
l
J xj . ! /2

(4.3a)

and

_n+l
rx.
(Ax+e )U.
= I
i
j

/n+e ._
/
U^ftn+l)

By use of these mean value relations, eqn.

_n+l
U.
i

Ax+e

[ U
V x- IrF(5) dt + wall

dx

dx

(4.3b)

(4.2) becomes

(4.4)

or
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_n+l
U.
x

Ax+e

'_n
U .Ax 1

[ F(U) dt
wall

p n + l F(U(Xi_i/ 2 ,t)) dt +

Jtn

f

U dx

(4.5)

wall

The first integral can be evaluated (second-order
accurate) using the trapezoidal scheme; whereas, the
Riemann problem of the Godunov method [8 ] provides a means
for dealing with the second.

_n+l

u.

x

The result is:

U?AX-[(Fw+Fw )/2-UB (Uw +Uw )/2-F*

]At

= —--------------------------------------- ±Z±L£---Ax+e

(4 . 6)
v
;

where the "w" subscript or superscript denotes values on
the back surface of the moving piston, at the current time
level and the advanced time level, respectively.

Here

(*)i-1/2 represents solving a local Riemann problem on
interface y^x-i/2 •

Interpretation of Equation (4.6);
We note that the flux expression
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PU

P+pU 2
(P+p E )u

(4.7a)

contains transport terms, whereas the boundary condition
at a moving wall prohibits transport across the wall.
Hence, the presence of the second term in eqn.

(4.6) is

necessary simply to assure no transport occurs across the
moving wall; for momentum, density, or specific total
energy.

By defining a corrected wall flux as

(4.7b)

w
pwu B.

we see that eqn.

(4.6) becomes

_n
w
U .A x — [ (F +F )/2-F. , , l A t
-n+x _ l
* C w"
1 - 1/ 2 J
U.
= ---------------------1
Ax+e
n+1

(4.8)

Here a raised subscript on F , for w, denotes advanced
time level.

The terms in the flux of eqn.

(4.7) represent

pressure forces and pressure work occurring due to the
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moving wall.

In eqn.

(4.8), F* is a flux calculated at

non-moving interfaces by solving the usual Riemann
problem.

The algorithm of eqn.

(4.8), together with some

compatible choice of shock capturing algorithm for
updating fixed cells not adjacent to the moving
projectile, provides an aesthetically pleasing
mathematical approach to inclusion of the moving
projectile in blast wave simulations.
eqn.

The counterpart of

(4.8) for a compressing cell (projectile front)

requires replacement of e by -e and At by -At in eqn.
(4.8), with F* evaluated now at x^+i/ 2 *

4.1.4

Axisvmmetric Problems
For two dimensional or axisymmetric flow, the method

of operator splitting allows eqn.

(4.8) to be applied on

the x-sweep, with no expanding cell to be concerned about
on the y-sweep, for flat-fronted projectiles.

According

to Moretti [l], the assumption of a flat-fronted
projectile is no real restriction, as the fluid next to
the bullet assumes, generally, a rigid body type motion.
However, cells at or near the corners of the bullet
require special handling.

The treatment here reverts to

the use of Godunov's method.

4.2

Numerical Validation of the Expanding Cell Method
Consider a shock tube with initial values P 2 = 1.0,

P 2 = 1-0, u 2 = 0.; P x = 0.1, f>2. = 0.125, u x = 0 .

If a
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piston is impulsively started from rest and moves at the
constant speed of the contact surface for the shock tube,
with P2 , p 2 » u 2

initial state behind the piston, the

solutions of the piston and shock tube problem are
theoretically identical, on their common domain.

Figures

4.5-4.7 show a comparison of numerical results for the two
problems.

Roe's method is used globally for the shock

tube problem; otherwise away from the expanding cell.
The pressure comparison of Fig. 4.5 shows rather
small percent differences.

Except near the contact

surface, the results for density, exhibited in Fig. 4.6,
are also good.

The contact surface is badly smeared, for

the shock tube calculation; hence, differences nearby are
expected to be large, as the standard of comparison
alters.

Larger percent differences, on the order of a few

percent, are seen in the velocity comparison of Fig. 4.7.
This may be accounted for partly by the fact that the
piston speed is fixed; whereas, for the shock tube the
contact surface speed is influenced by how well the shock
speed is resolved.

Therefore, the contact surface speed

is subject to aggregate numerical error, which leads to a
poor comparison, in the plateau region of Fig. 4.7.
However, a more likely explanation is the influence
of the numerical boundary condition used at the piston,
which consists of computing wall pressure (hence, wall
flux) on the assumption that either a compression or
expansion wave is between the last grid point and the
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piston (see Chap. 6 ).

Figure 4.8 shows the improvement

which is a result of using the correct wall pressure.

It

should be noted that, in general, such a correct pressure
value is not available; hence, the numerical boundary
treatment.
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Chapter 5
SUPERSONIC PROJECTILE MOTION
In this chapter we study the idealized compressible
flow around a projectile which moves at supersonic speed
through the chamber of a silencing device attached to the
muzzle of a cannon.

The ensuing axisymmetric flow is

calculated by using a TVD algorithm away from the bullet,
in conjunction with the expanding cell scheme of Chap. 4.
Although the flow is unsteady, by examining the features
of the bow shock wave created by passage of the bullet,
one is able to assess, in some degree, the effectiveness
of the projectile movement algorithm.

5.1

The Euler Equations
For axisymmetric flow problems, the Euler equations

of gas dynamics can be written in strong conservation form
as [3]
2? + 1 E M
at
ax

+

ay

+ W(Q) = o

(5.1a)

where
l

p

e

II

**

n

—
p

1

m

Q =

n

+ P

nu
, G =

mv
(e+P)

(5.1b)
2^ + p
p
(e+P) -

-

p

P .

58
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1

and

m
p
n
p
e+P /

W = -

In these equations,

p

(5.1c)

p

is the density;

hi= p u

,

n=pv, are the

components of momentum, and u, v are velocities in the xand y-directions, respectively.

P is the pressure, and

e=pE, where E is the specific total energy, related to the
specific internal energy e, by

u 2+v 2

E = e +

(5.2)

The equation of state is

P

=

(Tr-i)pe,

(5.3)

where 7 is the ratio of specific heats.

5.2

Eigenvector Projection
The scheme of Harten referred to here is a
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second-order accurate extension of the Roe scheme (view 2)
previously discussed.
[6,19,20].

It is well documented in references

Consider the application of Harten's method to

an equation

A

dQ

aP

5t + «

(Q> = 0

<5-4)

where F(Q) has the Jacobian matrix

A = SXA + 6 yB

(5.5)

dF
9G
with A = —
and B = — - the Jacobian matrices of F and G
9Q
3Q
[20].

The choices s = x

or t = y then yield,

respectively, the one-dimensional equation necessary for
the x-sweep or y-sweep, as utilized in calculations which
employ the technique of operator splitting [1 1 ,2 1 ].
Let c be the local speed of sound; then the
A

eigenvalues of A are [22]

(a1 ,a2 ,a3 ,a4) = (U - c, U, U + c, U)

(5.6)

where
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Ev U + Sv V
.
u = —^
— = ki u + k--

(5.7)

\

Furthermore, let R = (R-I-,R2 /R 3 ,R4) be the matrix whose
A

columns are the eigenvectors of A.

A choice of R and R -1

[2 0 ] can be written

u-k^

u

u+k^c

k2

v+k2c

-ki

H+k;jUC+k2vc

k2u-k1v

R=

(5.8)
v-k2c
H-k 1 uc-k2vc

u 2 +v 2

where k lf k 2 are determined from eqn.

c2

(5 .7 );

u2+v2

H = 7ZI + —

and the elements Z^j of the matrix R ” 1 are given by

Zj! = 1/2 (biL+^u/c+^v/c)
z 12 = “ 1 / 2 (^u+ki/c)

z13 = - 1/ 2 (b2 v+k 2/c)
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N
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1/2 b 2

Z 2 1 = 1 -b!
z 22 = b 2u

II

N
to

Z23 = b 2v
"b 2

Z31 = 1 / 2 (b1 -k 1 u/c-k 2 v/c)
z32 = - 1 /2 (^u-ki/c)
z33 = - 1 / 2 (b2v-k 2 /c)
z34 = 1 / 2 b 2
II

i
—i
tSJ

-k 2 u+k1v

z42 = k 2
z43 = “ki
z44 = 0

with
b l = t>2(u 2 + v 2 ) / 2

(5.10b)

b 2 = (-/-l)/c2

(5.10c)

Let a uniform grid spacing

Xj

=

j • AX,

a x

,

Ay be introduced, with

yk

=

k • A y.

Denote by Qj+i/2,k some symmetric average (the Roe average
[1 0 ] was used for computational experiments) of Qj,k and
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Qj+l,k*

e.
-i
Let aj+i/ 2 ' R j+l/ 2 ' R j+i/ 2 denote evaluations of

R, R - 1 on the symmetric average Qj+i/2,k*
We define

a j+l/ 2 - Rj+i/ 2 (Qj+l,k " Qj,k>

(S-11)

as the component of

A j+l/2 Q = (Qj+l,k " Qj,k)

in the £--th characteristic e-direction [6 ].
of eqn.

(5.12)

The vector a

(5.11) can be written as

a-

aa-bb
2

or
or

j+l/ 2

A j+l/ 2 p"aa
aa+bb
2
cc

(5.13a)

where

-

aa

2
2
v-l
pa
_ uj+i/ 2 v j+l/ 2
[ j+i / 2 e + ----------- j------ A j + 1 / 2 p

Cj+l/2

-uj+l/2 A j+l/2 m “ Vj+ 1/2 Aj + 1 / 2 n]

(5.13b)
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bb ” c - i i /-> ^ 1 Aj + l / 2
3 + 1 /2

m “

( k l u j + l / 2 + k 2v j + l / 2 ) Aj + l / 2

+ k 2A j+l/2n ]

CC = “ k 1A j +1/ 2 n “

p

(5.13C)

( k 2u j + l / 2

“ k l v j + l / 2 ) Aj + l / 2

p

+ k 2Aj + l / 2 m

(5 .1 3 d )

with

Aj + l / 2

p = pj + l , k

-

pj , k

» Aj + l / 2 m = mj + l , k

“ mj , k

(5.I 3 e )

and

Aj + l / 2 n = nj + l , k

" nj , k

'

Aj + l / 2 e = e j + l , k

" ej , k

( 5 .1 3 f)

The s i m p l e s t form f o r Q j + i / 2 , k

Q j+ l/2 ,k =

( Q j + l , k +Q j , k ) / 2

(5 .1 4 )

Roe's form of the averaging in the s-direction is:
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u j+l/2,k = — j+j:,k + Ujfk
D + 1

(5.15a)

v j+l/2'k =

+ Vj ^
D + 1

(5.15b)

+ H 3 /K
D + 1

(5.15c)

H j+l/ 2 ,k =

Cj+l/ 2 ,k (v" 1 )[Hj+l/ 2 ,k “ 1/ 2 ^Uj+i/2 ,k + v j+l/ 2 ,k)]
(5.15d)

D ~ NJ',j+l,k/'>j,k'

(5.15e)

H = (v -l)p

(5.15f)

i (u2 + v 2)
2 v
'

Similarly, Roe's averaging can be obtained for
v j,k+l/2 and cj,k+l/2*

u-j/k+]y 2 /

In the numerical experiments Roe's

averaging is used.
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5.3

An Operator-Split, TVD Algorithm
Assume that operator splitting is to be employed in

solving eqn.

(5.1) on a uniform grid.

The flux terms are

updated by applying Harten's method individually to eqn.
(5.4), with e=x and s=y respectively; a predictorcorrector method is applied to update source terms.

The

solution at time t is advanced to time t+ 2 r by application
of the following sequence of operators:

Qj

- LxLyLgLgLyLjjQj ^

(5.16)

where

^

**
*
At A^
! Qj,k " Qj,k* S y (Gj,k+V 2

—

**

- Gj,k-i/ 2 >

<5 -17b>

**

" j . k - s , * - 4* " ' S . k ’
Ls '•{

(5.17c)

■Qj!k= cC k +5j,k-At

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

67

T he n u m e r i c a l f l u x F j + i / 2 , k

g i v e n bY :

A

F j + l / 2 , k = t F « Jj , k ) + F « !j + l , k >

* a t ^ ^ + 1 / 2 , k Rj + l / 2 , k I / 2

€■
_ tj + l / 2 , k ~ gj , k

(5 .1 8 a )

.e.
+ gj + l , k

T ( '’ j + l / 2 , k + i v i . k ’ i l / J . k

g j , k = ( 1 / 8 ) S j + l / 2 , k m aX [° - Inin(IC<j + l / 2 , k l ' a j - l / 2 , k

< 5- 1 8 b >

Sj + l / 2 , k > ]

(5.180)

Sj + l / 2 , k

£■
^j+l/2,k

(5.18d)

= S l g n t “ j + l / 2 , k>

^gj+l,k gj , k ^ a j+l/2,k

3

eAt eVj+l/2,k - Ax aj+l/2,k

' <xj+l/2,k*°

(5.18e)

' at
=0
]+l/2,k

(5.18f)
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T(z) = z2 + i

(5.18g)

Subscript j+ 1/2 denotes a quantity evaluated on the (Roe)
average state, as discussed in section 2 (see eqns.
(5.11-5.15)).

No artificial compression terms [18] have

been included in the algorithm.

Such terms can give

nonphysical results in regions of flow expansion,
necessitating complicated program switching or interactive
processing in order to anticipate such occurrences.
A

The equations for numerical flux G j ^ + 1 / 2 may ke
obtained from eqn.
Ay, and (j+l/2,k)
eqn.

(5.18) by replacing F with G, Ax with
indices with (j,k+l/2) indices.

When

(5.17c) is applied at a point y=0, it becomes

necessary to apply L'Hospital's rule

in evaluating the

source term, W, as v, y approach zero.

5.4

Weapons Nomenclature
The weapon considered here is a 25mm cannon, whose

bore length is 80 cal.; the internal length of the
silencer chamber is 7.6 cal.; the silencer exit hole is
1.14 cal. in diameter; the exit wall thickness is 0.7
cal ..

The computational domain extends 1.7 ca l .

downstream of the silencer exit, and approximately 1.0
cal. into the bore (see Fig.

5.1).

The flow is impulsively started as the back of the
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bullet, which is 3 cal. long, exits the bore.

Upon exit,

flow values at the muzzle were:

Pe = 33.4 M Pa
V e = 1050 m/sec
M e = 1.52

Exterior to the muzzle atmospheric conditions
prevail.

As we are interested here in observing the

bow shock formation in front of the moving projectile, no
precursor flow is simulated.

Although the flow around the

projectile never becomes steady during the short duration
of the calculation, a quasi-steady analysis of the
bow shock allows the effectiveness of the bullet movement
algorithm to be assessed.

5.5

Numerical Results; Supersonic Moving Projectile
In this section we present numerical results from the

TVD calculation discussed in Secs. 5.1-5.4.

Figures

5.1-5.6 show Mach number and density contour plots, as
well as velocity vector plots, at respective times of 50
and 100 «sec into the calculation.
points per calibre was used.
appear satisfactory.
problem are apparent:

A mesh density of 81

Qualitatively, the results

The expected features of such a flow
a bow shock forming in front of the

projectile; a blast wave pushing from the rear; an inward
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facing, recompression shock aft of
expansion wave at the barrel

the

exit, and

projectile; an
recirculating flow

in the corner and above the projectile front.
As further unsteadiness
passing through the silencer
extended past 100 «sec.

would result from the bullet
exit, the

calculation was not

During this time the flow through

the bow shock appears to be approaching a steady state,
although it is not completely steady.

However, relative

stagnation pressures, etc., at the body centerline can be
compared with theoretical stagnation values for steady
flow around a blunt body moving at the same speed as the
projectile (see Table 5.1).

In this fashion we assess the

effectiveness of the bullet movement algorithm.
Table 5.1 indicates that stagnation pressure has
essentially reached its steady value, at 100 Atsec.

The

fact that density has not yet become steady probably
accounts for the larger differences between theoretical
and calculated values for density and Mach number.
Moreover, due to the effects of the noriuniform grid
resulting from alternate larger or smaller lengths for the
compressing cell at the projectile front, it is expected
that complete steadiness probably can not be achieved.
However, Table 5.1 shows that the method appears
satisfactory, in accounting for the passage of the bullet
through the flow.
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Table 5.1

Comparison of Stagnation Point Properties

Time

Stagnation

Point Properties

Pressure

Density

Mach

(psia)

(slug/ft3)

Number

50 psec

185

0.0111

1.97

100 psec

191

0.0129

2.08

192

0.0133

2.14

Theoretical
Steady Value

-j

i

Chapter 6
A PHYSICALLY MOTIVATED WALL BOUNDARY TREATMENT
It has been pointed out by numerous investigators
[1,23] that an over-riding factor in the success or
failure of a numerical experiment is the correctness of
boundary condition treatment.

For ideal compressible

flow, vanishing of the normal component of velocity at a
wall is the proper physical boundary condition.

For the

case of, say, a vertical wall, this condition reduces wall
flux to the form

where the wall pressure, Pw , remains to be determined,

in

the application of cell-schemes such as that of Godunov
[8] or Roe [9,10].
We note that the most apparent remedy, extrapolation
of wall pressure from the interior flow, makes no
consideration of what physical processes may be occurring
near the wall.

For example,

if flow at the grid point

nearest to the wall is towards the wall, then locally a
compression wave is expected to be advancing towards the
wall; otherwise, a rarefaction wave is expected.

The two

78
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situations lead, respectively, to cases where wall
pressure is higher, or lower, than internal pressure.
Moreover, extrapolation to the interior conceivably may
not preserve the indicated pressure gradient at the wall,
which leads to non-physical properties for the calculated
flow.
The purpose of this chapter is to formulate an
algorithm for determining wall pressure so as to be
consistent with the local wave behavior.

A modified

boundary condition treatment of this type was employed in
the numerical calculations previously cited in Chaps. 4-5;
particularly, in the iteration process necessary to solve
eqn.

(4.8).

6.1

Rarefaction Waves
When the flow is away from the wall, a rarefaction

wave is expected.

Consider again the Euler eqns.

(4.1b);

by transforming to the entropy variable, S, these
equations can be equivalently written as [241

(6.1a)

1 £_P
p ax

(6.1b)
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as
aS
— + u — = 0 .
at
ax

(6.1c)

We look for similarity solutions

u =
=

p

s =

u(e )

(6.2a)

p(e)

(6.2b)

S(e)

(6.2c)

where

e = £

is the similarity variable.
imply that

S

(6.3)

Now, eqns.

(6.1c) and (6.2)

must be constant, or the flow is

isentropic, if a similarity solution exists.

Equations

(6.1a,b) become

(u- e) i

+

= 0

<“-*> £r + £ & - 0
Non-trivial solutions of eqns.

<6-4>

<6' 5>

(6.4-6.5) exist if and only
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if

x

(6 .6 )

e = - = u ± a
t

where

a

is the local sound speed.

Consider now a quasi-one-dimensional treatment of
flow near a wall boundary (see Fig. 6.1).

At point B,

which is the location of the grid point nearest to the
wall, assume that flow is moving away from the wall in the
negative x-direction.
For isentropic flow near the wall, eqn.

(6.4) may be

integrated to obtain

u

(6.7)

as the relation between the wall point (where u=0) and
near-wall flow velocity.

Choosing the

•'+" sign in eqn.

(6.7), there emerges

a = aw “ \ C^-1) lul

Substituting eqn.

(6 .8 )

(6.8) into the isentropic flow relation

2
v- 1

a
pw

law.
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Legend:
Region I

: a fixed wall

Region H : rarefaction wave
Region Iff : gas moving with constant
velocity away from the wall

A : the wall boundary
B : the nearest grid point to the wall

U = 0 Boundary

B

Fig. 6.1

A

Schematic of Rarefaction Waves
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yields

2
-y-1

(6 .10 )

Thus, wall pressure and nearby flow pressure are related
by

v-1

(6 .11 )

where *r is the ratio of specific heats.
purposes, aw ~ a; hence, eqn.

For practical

(6.11) allows wall pressure

to be closely approximated, in a physical fashion.

6.2

Compression Waves
When the flow is towards the wall, a shock wave is

assumed to connect the flow state at the wall with that at
the nearest grid point.

Knowing all conditions on one

side of the shock, and a single condition (u=0 at the wall
point) on the other side, allows the remaining state
variables at the wall, and particularly wall pressure, to
be determined from the usual shock jump relations.
For a stationary normal shock, the Rankine-Hugoniot
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relations are [18]

piu1

Here, subscripts

"1"

-

(6.12a)

i° 2u2

Pj+eiU^ - P2+ i°2U 2

(6.12b)

h l+U^/2 = h2+U*/2

(6.12c)

and

"2"

represent the flow ahead

or behind of the shock wave, respectively; and it is
recalled that h = e+P/p,

E = e+u2/2.

Note that eqns.

(6.12) also hold for gas velocities relative to the shock
wave, whether or not the shock is moving or stationary.
Now consider a normal shock moving at constant
velocity

w

into still air, and let the gas velocity

behind the shock be

u, where velocities are measured with

respect to a fixed observer.

Imagine that the observer

moves with the shock, then the shock is fixed with respect
to the observer; and the velocity of the gas ahead of the
shock is Uj=w, while the velocity behind the shock is
u 2=w-u.

Therefore, eqns.

(6.12) can be written as

PlW = P 2 (w-u)

(6.13a)

Pi+PiW2 = P2+ p 2 (w -u )2

(6.13b)
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(6.13c)

hi+w2/2 = h 2+(w-u)2/2

In the case of a calorically perfect gas, there can
be derived [18] from eqns.

(6.13) the result

1
2

1
2

2-y

u = 5 2 (£ 2

•y+1

_ 1 }

1

*2 + IT!
Pi

The pressure
(6.14).

V + l^

V+1
---V-1

<f?>

+
,P? ,
(— *■) +
^Pj/

(6.14)

(— &■)

^P-j/

= Pw is the only unknown variable in eqn.

Let x =

then eqn.

(6.14) can be rewritten as

p2
the quadratic equation:

2
2
2
2a2 x 2-[4a2+-> ('y+l)u2 ]x+[2a2~'y (Tf-l)u2] = 0

(6.15)

whose solution is
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x =

[4a +y (v+iju2 ] ± 4*/u
\J
4mt

+ a.
(6.16)

4a.

Pi .
Since x = — ^ is always positive, choosing the "+"
p2
simplifies eqn.

x = ! +

sign

(6.16) to

u .Vn 1 +

N

V

2

7P

+ —

^2.

(6.17a)

'n

where

(v+1) u
vn =

•

(6.17b)

Therefore, the wall pressure pw - P^ = P 2 *x is determined.
It is remarked that the wall boundary considered
above is fixed.

For the case of a wall moving at speed uB

with absolute gas velocity ug behind the wall, eqns.
(6.11) and (6.17) can be applied by employing the relative
gas velocity u = u g - uB .
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Chapter 7
SUMMARY AND CONCLUSIONS
1.

A local finite volume scheme which accounts for
projectile movement has been developed.

2.

Results from numerical experiments in which the method
is applied show it to be very effective, from the
stand point of accuracy.

The projectile movement

problem appears effectively solved.

3.

A weak derivative form (WDF) for linear hyperbolic
systems of conservation laws has been derived.

The

utility of the WDF approach is that it shows how to
finite difference in the presence of a moving
discontinuity, without differencing across it.

4.

A robust shock capturing algorithm results from the
WDF approach.

This algorithm can be readily extended

to the nonlinear case, and it is shown to be
equivalent to an upwind scheme of Roe.

This leads to

a better understanding of upwind differencing in
general.

5.

The upwind scheme of Roe is investigated in detail.
Three separate views are obtained, one of which is
new.

It is shown that in the nonlinear case Roe's
87
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scheme is equivalent to a matrix splitting scheme, and
that this equivalence only holds in the case where the
local linearization produces a Roe matrix
characterized by property (W):
(W)

6.

F(U)-F(V) = A(U,V)(U-V).

A boundary condition treatment considered effective in
the case where a moving shock can strike a wall
boundary has been discussed.

Future Research Directions
Further research motivated by the work discussed here
concerns the development of higher order WDF forms of
hyperbolic systems, which could be exploited to obtain
higher order accurate shock capturing schemes.

It would

be of interest to determine whether Harten's second-order
scheme can be derived by such an approach.
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