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ABSTRACT
Low-dimensional word vectors have long been used in a wide range
of applications in natural language processing. In this paper we
shed light on estimating query vectors in ad-hoc retrieval where
a limited information is available in the original query. Pseudo-
relevance feedback (PRF) is a well-known technique for updating
query language models and expanding the queries with a num-
ber of relevant terms. We formulate the query updating in low-
dimensional spaces first with rotating the query vector and then
with scaling. These consequential steps are embedded in a query-
specific projection matrix capturing both angle and scaling. In this
paper we propose a new but not the most effective technique nec-
essarily for PRF in language modeling, based on the query pro-
jection algorithm. We learn an embedded coefficient matrix for
each query, whose aim is to improve the vector representation of
the query by transforming it to a more reliable space, and then up-
date the query language model. The proposed embedded coeffi-
cient divergence minimization model (ECDMM) takes top-ranked
documents retrieved by the query and obtains a couple of positive
and negative sample sets; these samples are used for learning the
coefficient matrix which will be used for projecting the query vec-
tor and updating the query language model using a softmax func-
tion. Experimental results on several TREC and CLEF data sets
in several languages demonstrate effectiveness of ECDMM. The
experimental results reveal that the new formulation for the query
works as well as state-of-the-art PRF techniques and outperforms
state-of-the-art PRF techniques in a TREC collection in terms of
MAP,P@5, and P@10 significantly.
Keywords
low-dimensional word vectors, query embedding, query projection,
feedback model, information retrieval.
1. INTRODUCTION
Low-dimensional word vectors have long been tailored as use-
ful resources for understanding machine-readable texts. latent se-
mantic analysis (LSI), probabilistic latent semantic analysis (PLSI),
ACM ISBN 978-1-4503-2138-9.
DOI: 10.1145/1235
non-negative matrix factorization (NMF), and latent Dirichlet allo-
cation (LDA) are statistical techniques to this end [7, 13, 31, 3].
LSI reduces high-dimensional count vectors to low-dimensional
latent semantic space [7]; PLSI provides a statistical formulation on
LSA [13]; NMF is tailored over a term-document weighting matrix
for term recommendation and query re-weighting [31]; and LDA
assumes Dirichlet allocation for both document-topic and term-
topic distributions and introduce a better generative model to this
end [3]. Although their effectiveness in low-dimensional text mod-
eling, all the methods rely on the simplified bog of word assump-
tion; Recently, low-dimensional word vectors constructed from a
feed-forward neural networks with single hidden layer have been
used successfully for text modeling in a wide range of applica-
tions [22, 5, 12]. The neural network-based vectors captures po-
sitions of the words in a context and indirectly embed multiple n-
grams in the final model [22]. The constructed vectors have been
used in document classification [16], term-by-term expansion [1],
sentiment analysis [26], named entity recognition (NER) [28], se-
mantic role labeling [5], and query re-weighting [33]. A linear
neural network learns a number of hidden variables for a word,
capturing both semantic and syntactic information [22, 33]. A fur-
ther convolutional layer is used for estimating vectors for pieces of
texts, sentences, documents, and queries [5]. Nevertheless, simple
max, min, and avg aggregation layers are used instead successfully
[29, 18].
Word embedding has limited applications in ad-hoc retrieval but,
it is likely to have a burgeon in this area during the next years
[21]. However, it has been shown that query-document vector sim-
ilarity, in which there is not document length normalization nor
term frequency consideration, degrades the retrieval performance
and thus it is recommend to use these vectors within state-of-the-
art retrieval frameworks [33, 29, 6]. Estimating robust language
models for documents and queries is a required task in this area.
Although it has been proposed a number of interesting works in
low-dimensional text modeling [8, 19], but as far as we know, there
is no in-detail study investigating on low-dimensional query lan-
guage modeling where a few number of keywords being posed by
the users.
In this paper we shed light on estimating query vectors in ad-
hoc retrieval where a limited information about a user intention is
available in the original query. Therefore it is required to propose
a novel technique for building/updating the low-dimensional query
vectors which is the focus of this paper. We formulate the query
modeling/updating in low-dimensional spaces first with rotating the
query vector and then with scaling. These consequential steps can
be embedded in a query-specific projection matrix capturing both
angle and scaling. Thus we propose to learn this matrix for each
query and then project the query vector to a more relevant low-
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dimensional space. Learning this matrix requires low-dimensional
vectors of a number of relevant/irrelevant vectors to the query. To
this aim, first we extract a couple of word sets from top-ranked
documents retrieved in response to the original query and then find
a matrix projecting the query vector close to the relevant vectors
and far away from the irrelevant ones. The projected query vector
is then be used for building a query language model after applying
a softmax/sigmoid function. The obtained query language model
can be tailored in a statistical language modeling framework, the
state-of-the-art retrieval framework.
Experimental results on several data sets from TREC and CLEF
in English, French, Spanish, German, and Persian demonstrate the
effectiveness of the proposed method. The experimental results re-
veal that the new formulation for the query vector modeling/updating
works as well as state-of-the-art PRF techniques and even better in
a few number of collections. The proposed method outperforms all
competitive baselines in terms of MAP in a TREC collection and a
German collection. The performances in the French collection and
the Spanish one are very competitive to NMF.
2. PREVIOUS WORKS
2.1 Pseudo-relevance Feedback
Top-ranked documents F = {d1, d2, .., d|F |} in response to a
query q = {q1, q2, .., qm} have long been used as helpful resources
for expanding the query [17, 20]. Lavrenko et al., introduced rele-
vance models for updating the query. The RM1 method models the
query as:
p(w|θq)∝
∑
d∈F
p(w|θd)p(θd)
|q|∏
i=1
p(qi|θd) (1)
where θd is the language model of document d ∈ F . The RM2
models the query in another way as:
p(w|θq)∝p(w)
|q|∏
i=1
∑
d∈F
p(qi|θd)p(w|θd)p(θd)
p(w)
. (2)
The obtained relevance models can be interpolated with the orig-
inal query as follows:
p(w|θ′q) = (1− α)p(w|θq) + αpml(w|q) (3)
where pml(w|q) is the maximum likelihood estimation of the
original query. The interpolated model for RM1 and RM2 are
known as RM3 and RM4 respectively [14].
Zhai & Lafferty in [32] introduced the mixture model (MIX-
TURE) based on an expectation maximization algorithm for mod-
eling the feedback documents.
t(n)(w)=
(1− λ)p(n)λ (w|θF )
(1− λ)p(n)λ (w|θF ) + λp(w|C)
) (4)
p
(n+1)
λ (w|θF )=
∑n
j=1 c(w; dj)t
(n)(w)∑
i
∑n
j=1 c(wi; dj)t
(n)(w)
(5)
where t(n)(w) is topicality of the word w at n−th iteration.
c(wi; dj) indicates the count of the word wi in document dj . The
authors introduced another model for feedback modeling based on
divergence minimization in [32] as follows:
p(w|θˆF ) ∝ exp
( 1
1− λ
1
|F |
∑
i
log p(w|θˆdi)
− λ
1− λ log p(w|C)
)
(6)
where λ is a controlling constant. Later Lv & Zhai modified this
framework in [20] and introduced maximum entropy divergence
minimization model (MEDMM) that aims to find θˆF as follow:
arg min
θ
∑
d∈F
αdH(θF , θd)−λH(θF , θC)−βH(θF ) (7)
where H(θ1, θ2) is the cross-entropy between θ1 and θ2 and H(θ)
is the entropy of θ.
Zamani et al., [31] proposed a new technique for PRF based on
non-negative matrix factorization. The proposed relevance feed-
back based on matrix factorization (RFMF) first builds A ∈ Rm×n+
based on occurrences of terms in d ∈ F where m = |F |+1 and n
is the number of unique words in F (the |F |+ 1-th row belongs to
the original query). Second, RFMF aims to decompose Am×n to
U ∈ Rm×r+ and V ∈ Rr×n+ . The final product of Um×r and V r×n
re-weights the query language model.
2.2 Low-dimensional Vectors
Low-dimensional representations of words are tailored in a va-
riety of tasks in natural language processing [5]. To learn these
vectors a common approach is to predict the context of each word
and then aim at minimizing a loss function. This method is known
as skip-gram negative sampling and can be interpreted as a binary
regression task as follows:
arg min
θ
∑
(w,c)∈D∪D′
log
(( 1
1 + exp−vTc vw
)z( 1
1 + expv
T
c vw
)1−z) (8)
where vw ∈ Rn×1 and vc ∈ Rn×1 are the vectors of a word and
its context respectively. z indicates if this sample (w, c) is a valid
sample (z = 1) or not (z = 0) [9]. [23] introduced global word
vector (GloVe) as follows:
arg min
θ
V∑
i,j
f(Xij)(v
T
wivwj + bi + bj − logXij)) (9)
where Xij ∈ RV×V is the co-occurrence matrix, bi and bj are
constant biases, and f(X) is defined as
f(x) =
{
(x/xmax)
α if x < xmax
1 other
(10)
Estimating low-dimension vectors of sentences and documents is
another interesting area in the litterateur. There are a couple of
approaches to this end. The first approach is based on offline algo-
rithms trying to estimate a document/sentence representation based
on a number of available low-dimensional word vectors [29, 4].
Usually a convolutional layer is used for the final estimation [5].
The second approach is based on learning a representation vec-
tor for each document/sentence during learning the vectors of the
words [19]. Indeed, the proposed paragraph-to-vector is suitable
for pre-defined documents or queries. Herein, we do not provide
this approach first for lower performance of direct query-document
low-dimensional vector similarity in ad-hoc retrieval and second
for the streaming essence of the queries in this area.
Kusner et al., in [16] exploited distributional document repre-
sentations in a number of text classification tasks. ALMasri et
al., in [1] introduced a term-by-term expansion approach based
on the low-dimensional vector similarities. Kiros et al., in [15]
investigated on expanding a text by incorporating vector similar-
ity of the candidates with averaged vector of the embedded words
in the text. The obtained vectors are used in sentiment classifica-
tion, cross-lingual document classification, blog authorship attribu-
tion, and conditional word similarity. However, there is a number
of works with advanced neural networks [25, 26]. Socher et al.,
introduce recurrent neural networks (RNN) for sentence-formed
queries/tweets.
[29] proposed an information retrieval framework based on the
low-dimensional vectors. The authors demonstrated that the low-
dimensional vectors are not yet effective in the vector-space ad-
hoc retrieval frameworks where we compute document-query low-
dimensional vector similarity. Zheng et al., incorporated the word
vectors in a supervised technique for re-weighting terms in proba-
bilistic language model and BM25 [33]. Grbovic et al., uses query
logs for building query models. The obtained models are used for
query prediction and advertisement [10]. A number of works inves-
tigate on using the embedded vectors in cross-lingual environments
[6, 29, 2]. [6] employed an offline projection algorithm to bridge
the gap between the languages. The authors incorporated the vec-
tor similarities for building a query language model. [29] uses an
on-line shuffling approach to this aim. The low-dimensional vec-
tors are learned on a large comparable corpora after shuffling the
words of each alignment. Dadashkarimi et al., demonstrated that
the language model obtained by the projected vectors from differ-
ent languages outperforms the shuffling approach [6]. Bengio et
al., introduced BIBOWA, a fast on-line technique for learning mul-
tilingual word vectors, that learns the vectors from parallel corpora
instead of bilingual dictionaries [2].
3. EMBEDDEDCOEFFICIENTS FORQUERY
PROJECTION
In this section we propose a novel technique for query language
modeling based on low-dimensional word vectors. The proposed
ECDMM takes the low-dimensional query vector and a number of
relevant/irrelevant embedded vectors for its rotation and scaling. To
this end, we aim to find a coefficient matrix W ∈ Rn×n for pro-
jecting the query model vq to a more relevant space by minimizing
f as follows:
f(W) =
∑
wn∈F
α
2
||WT vq − vwn ||2
−
∑
w¯n∈F
λ
2
||WT vq − vw¯n ||2
−β
2
||WTW|| (11)
where vq ∈ Rn×1 is the query vector, vwn ∈ Rn×1 is the vec-
tor of a relevant sample from F , and vw¯n ∈ Rn×1 is the vector
of a non-relevant sample from F . α is a controlling constant for
the positive samples and λ is for the negative ones. β is another
constant parameter for the regularization term ||WTW||.
The query vector is built from averaging the vectors of query
words as follows:
[vq]j ← 1
m
∑
1≤i≤m=|q|
[vqi ]j (12)
Equation 11 has similar components to MEDMM [20]. The first
part captures the same essence as the cross-entropy between the
feedback model θF and the positive sample model θw in MEDMM.
It tries to minimize the distance between the query model and the
positive samples. The second part also captures the effect of the
negative samples on θF . It tries to maximize the distance between
the query model and the negative samples. And, WTW acts as a
regularization term for W in the model. Positive samples are drawn
according to the following distribution:
w+ ∼ (1− λ)pml(w|θF )
(1− λ)pml(w|θF ) + λp(w|C) (13)
where θF and θC are unigram feedback distribution and unigram
collection distribution respectively. λ is set near to 0.9 empiri-
cally for penalizing common words in C [32]. Negative samples
are drawn as follows:
w− ∼ p(w|θC;F ) 34 (14)
which is the unigram language model of the feedback documents
raised to the power of 3
4
. This power is used for increasing the
chance of appearing rare words [9]. To find the optimum value of
W we use the stochastic gradient descent algorithm as follows:
Wt+1 = Wt − η ∂f
∂W
(15)
where η is a constant learning rate. Since f(W) is a differen-
tiable single-variable quadratic function ∂f
∂W can be obtained as fol-
lows:
∂f
∂W
= α
∑
wn∈F
(WT vq − vwn)vTq
− λ
∑
w¯n∈F
(WT vq − vw¯n)vTq
− βW (16)
Finally, the query vector Vq can be projected to the new space as
follows:
vˆq = WT vq (17)
3.1 Building Embedded Query Model
In this subsection we shed light on a number of approaches for
building a query language model. Experiments in [29] demonstrate
that using direct query-document vector similarity degrades the re-
trieval performance in monolingual document retrieval. Therefor,
we aim to use a state-of-the-art retrieval framework as a core of
document scoring and the low-dimensional vectors for query lan-
guage modeling.
We believe that vˆq represents a better semantic direction of the
query and therefore, we aim to find a feedback model based on
similarity of the projected query with the words from the feedback
documents. Herein, we examine a couple of functions to compute
this similarity. First we use the sigmoid function as follows:
∇1(vˆq, vwn) =
1
1 + e−vˆqvwn
(18)
Second we can use the cosine similarity to this end:
∇2(vˆq, vwn) =
vˆqvwn
‖vˆq‖‖vwn‖
(19)
To build a feedback language model we can use both ∇1 and ∇2
within a softmax layer as follows:
p(wn|θˆF ) = e
∇(vˆq,vwn )∑
wn
e∇(vˆq,vwn )
(20)
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Figure 1: Whole process of low-dimensional query language modeling and feedback modeling.
Table 1: Collections Characteristics
ID Lang. Collection Queries (title only) #docs #qrels
AP English Associated Press 88-89 TREC 1-3 Ad-Hoc Track, Q:51-200 164,597 15,838
ROB356 English Los Angeles Times 1994,plus Glasgow Herald 1995
CLEF 2003-2004-2006,
Q:141-350 170,153 4,327
SP Spanish EFE 1994 CLEF 2002, Q:91-140 215,738 2,854
DE German Frankfurter Rundschau 94,SDA 94, Der Spiegel 94-95 CLEF 2002-03, Q:91-140 225,371 1,938
FR French Le Monde 94,SDA French 94-95 CLEF 2002-03, Q:251-350 129,806 3,524
FA Persian Hamshahri 1996-2002 CLEF 2008-09, Q:551-650 166,774 9,625
Equation 20 captures only specificity of the feedback terms [27].
Term frequency is another useful metric for scoring the terms [27].
Herein, we use the following weighted softmax to incorporate both
of these metrics:
p(wn|θˆF ) ∝ awne
∇(vˆq,vwn )∑
wn
awne
∇(vˆq,vwn )
(21)
where awn = c(wn, F ) is the frequency of w in F . The ob-
tained feedback model can be interpolated with the original query
as shown in Eq. 3.
Figure 1 shows whole the process of query language modeling
and feedback modeling.
4. EXPERIMENTS
4.1 Experimental Setup
Overview of the used collections are provided in Table 1. In all
experiments, we use the language modeling framework with the
KL-divergence retrieval model and Dirichlet smoothing with µ =
1000. All European documents and queries are stemmed by the
Porter stemmer and the Persian collection is remained intact [11,
24]. Therefore, we might have different vectors for cognate words.
Stopwords are removed in all the experiments1. The Lemur toolkit2
1We use the stopword lists and the normalizing techniques avail-
able at http://www.unine.ch/info/clef/.
2http://www.lemurproject.org/
Table 4: Comparing ECDMM with word2vec and ECDMM with
GloVe. The ∗ superscript shows a significant difference (2-tail t-
test, p ≤ 0.05).
AP ROB356
word2vec GloVe word2vec GloVe
MAP 0.3330∗ 0.3245 0.3866 0.3895
P@5 0.4792 0.4738 0.4405 0.4405
P@10 0.4631 0.4510 0.3810 0.3856
is employed as the retrieval engine in our experiments. ECDMM
is compared with the following methods: (1) maximum likelihood
estimation of query (MLE): p(w|θq)= c(w,q)|q| where c(w, q) is the
count of term w in the query; (2) RM3, (3) RM4, and (4) MEDMM
explained in Section 2.1.
α in Equation 3 is set via 2-fold cross validation over topics of
each collection and number of blind relevant documents is assumed
|F |=10. All free parameters α, λ, β, n+, and n− are fixed for all
experiments after learning on a small sub-set of topics from the
AP collection. Empirically we fixed the parameters to α= 0.8,
λ=0.05, β=0.01, n+=40, and n−=100 in all the experiments.
W in Equation 16 is initialized with random values in [−1, 1]; η is
set to a small value which also decreases after each iteration. The
iterations terminate when the changes are very small or the number
of iterations meets 1000.
The words’ vectors computed with word2vec introduced in [22];
Table 2: Investigating ECDMM performance using different vector similarity methods. ∗ indicates the weighted softmax function introduced
in Eq. 21 (see also Eq. 18 and Eq. 19 for more details).
AP ROB356
ID MAP P@5 P@10 MAP P@5 P@10
SIGMOID/∇1 0.3136 0.4698 0.4470 0.3434 0.4039 0.3667
COSIN/∇2 0.3150 0.4711 0.4483 0.3486 0.4183 0.3699
SIGMOID∗/∇1 0.3241 0.4711 0.4544 0.3474 0.4078 0.3706
COSIN∗/∇2 0.3330 0.4792 0.4631 0.3866 0.4405 0.3810
Table 3: Comparison of different feedback methods. Superscripts 1/2/3/4/5 indicate that the MAP improvements are statistically significant
compared to MLE/MIXTURE/RM3/RM4/MEDMM respectively (2-tail t-test, p ≤ 0.05). The bold values in each column show the highest
performance in terms of the corresponding metric for each collection.
AP ROB356 DE
ID MAP P@5 P@10 MAP P@5 P@10 MAP P@5 P@10
MLE 0.2643 0.451 0.4262 0.3721 0.4366 0.3719 0.348 0.532 0.458
MIXTURE 0.3106 0.4450 0.4232 0.3781 0.4366 0.3758 0.4334 0.536 0.488
RM3 0.3187 0.4470 0.4294 0.4037 0.4405 0.3902 0.4346 0.5560 0.494
RM4 0.2875 0.4208 0.3876 0.3789 0.4392 0.3752 0.3632 0.5400 0.4720
MEDMM 0.3269 0.4551 0.4289 0.3908 0.4523 0.3876 0.3878 0.5400 0.4980
RFMF 0.3296 0.4577 0.4356 0.4096 0.451 0.402 0.4248 0.524 0.488
ECDMM 0.333012345 0.4792 0.4631 0.3866124 0.4405 0.3810 0.4369145 0.552 0.4960
FA FR SP
ID MAP P@5 P@10 MAP P@5 P@10 MAP P@5 P@10
MLE 0.3554 0.584 0.561 0.3936 0.5212 0.4556 0.488 0.664 0.578
MIXTURE 0.3934 0.606 0.577 0.4119 0.499 0.4616 0.5161 0.644 0.598
RM3 0.4036 0.618 0.594 0.4115 0.4889 0.4556 0.5388 0.6520 0.6120
RM4 0.3721 0.596 0.586 0.4031 0.5172 0.4606 0.5053 0.6800 0.594
MEDMM 0.3585 0.59 0.56 0.4125 0.5253 0.4707 0.5268 0.688 0.608
RFMF 0.392 0.6100 0.5940 0.4219 0.5051 0.4626 0.5459 0.6640 0.6180
ECDMM 0.3950145 0.6040 0.5730 0.421712345 0.5152 0.4717 0.53841245 0.652 0.602
size of the window, number of negative samples, and size of the
vectors are set to typical values of 10, 45, and 100 respectively.
Vectors of GloVe are extracted from Wikipedia and Gigawords 5
with 6 billion tokens and 400k words 3. The number of dimensions
in GloVe is set 100 similarly.
4.2 Comparing word2vec and GloVe
In this section we aim to choose a standard low-dimensioanl vec-
tors for our primary experiments. Therefore, we investigate perfor-
mance of the proposed method using both word2vec and GloVe
[22, 23]. Query vectors are built using the vectors obtained from
word2vec and GloVe for the query terms in AP and ROB356. After
that, the same configuration is used for evaluating the performance
of ECDMM based on these vectors.
As shown in Table 4 ECDMM with word2vec outperforms ECDMM
with GloVe in AP significantly. Differences in ROB356 are not sta-
tistically significant and thus we opted word2vec vectors in the rest
of experiments.
4.3 Performance Comparison and Discussion
Table 2 shows experimental results on different vector similar-
ity methods. According to the results, cosine similarity with a
weighted softmax function works better than other similarity met-
rics. Indeed, the experimental results demonstrate that consider-
ing only the vector similarity captures the IDF value of the terms.
But, incorporating this with counts of the terms works more bet-
ter. Therefor we opt cosine similarity with the weighted softmax
3http://nlp.stanford.edu/projects/glove/
function in the rest of experiments for comparison and parameter
sensitivity.
All the experimental results are provided in Table 3. As shown
in the table, the proposed ECDMM outperforms a few number of
baselines in terms of MAP and works as well as the state-of-the-art
feedback language models. The results show 26.0%, 3.8%, 25.5%,
11.1%, 7.1%, 10.3% improvements in AP, ROB356, DE, FA, FR,
and SP respectively in terms of MAP compared to MLE. In AP and
DE, ECDMM outperforms all the baselines in terms of all the met-
rics. Generally, the results in P@5 and P@10 are very competitive
and there is not any specific method that outperforms all other ones
in all the collections.
RFMF outperforms all the baselines and the proposed ECDMM
in SP in all metrics. Differences in this collection are statistically
significant. On the other hand, ECDMM outperforms RFMF in
AP and DE significantly. Differences in other collections are not
statistically significant.
As stated before, we have not used any stemmer for Persian and
thus we might have different vectors for cognate words. But, the
results belonging to FA demonstrate that the obtained vectors are
suitable enough for our model.
As discussed in Section 3, ECDMM takes advantage of the first
step of MIXTURE for positive sampling and the idea of MEDMM
for divergence minimization. The experimental results reveal that
ECDMM is more effective than these methods and captures both
topicality and entropy. However, RM3 is a strong baseline and
works better than the proposed method in ROB356, FA, and SP in
terms of MAP. It is noteworthy that p(θd) in RM1/RM3 (see Eq. 1)
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Figure 2: MAP sensitivity of ECDMM to n+, n−, and α (feedback coefficient).
Table 5: Query language models for "airbus subsidy" by different feedback models. Terms are stemmed by the Porter stemmer.
MIXTURE RM3 RM4 MEDMM RFMF ECDMM
airbu 0.0558 airbu 0.0317 said 0.0297 airbu 0.1121 airbu 0.0299 airbu 0.1001
subsidi 0.0274 said 0.0197 airbu 0.0246 subsidi 0.0668 subsidi 0.0280 subsidi 0.0610
us 0.0227 airbu 0.0169 subsidi 0.0179 said 0.0381 consortium 0.0226 industri 0.0203
govern 0.0219 govern 0.0155 s 0.01769 us 0.0367 manufactur 0.0199 aircraft 0.0173
trade 0.0167 us 0.0153 us 0.01397 govern 0.0326 aircraft 0.0170 econom 0.0169
aircraft 0.0160 s 0.0117 govern 0.0137 consortium 0.0322 germani 0.0170 european 0.0158
west 0.0158 west 0.0110 aircraft 0.0096 aircraft 0.0271 blohm 0.0176 yeutter 0.0140
industri 0.0156 trade 0.0106 trade 0.0093 trade 0.0255 boelkow 0.0176 germani 0.0138
european 0.0132 industri 0.0095 will 0.0059 west 0.0088 spain 0.0160 daimler 0.0137
consortium 0.0126 aircraft 0.0094 aircraft 0.0052 state 0.0085 yeutter 0.0160 consortium 0.0126
plays key role in its efficiency and it would be interesting to study
this effect on awn in Eq. 21. Nevertheless, the differences are not
statistically significant.
Table 5 shows top-10 stemmed expansion terms and the weights
of obtained query model by the methods for ’airbus subsidy’ from
topics of AP. It shows that MIXTURE and ECDMM are more suc-
cessful in purifying the feedback model from common words (see
s and said in the lists). However, terms like us never appeared
in ECDMM although it is semantically related to the query; As
shown in the table, MEDMM and ECDMM weight the original
query more than others (see airbu and subsidi in the lists). There-
for, higher value of α works well for the proposed model in the AP
collection (see Fig.2 and [20]).
4.4 Parameter Sensitivity
In this section we investigate the sensitivity of the proposed method
to the number of positive and negative samples and the feedback
coefficient (see Eq. 3). To this aim, one parameter is fixed to its
optimum value and different values are tested for the other one. As
shown in Figure 2 both parameters n+ and n− work stable in all
the collections. However as shown in the figure, the performance of
the system is less reliable to n− than n+. The reason might be due
to existing a variety of topics in the non-relevant low-dimensional
space. Nevertheless, in difficult queries, which is not the focus of
the current work, it is necessary to consider negative feedback as
well. In this kind of circumstances, F contains fewer number of
relevant documents and a retrieval system is required to use this
negative information for query modification [30].
Vulic et al., have shown that the retrieval performance is not sen-
sitive to the number of dimensions considerably [29]. Therefor,
herein we fixed this parameter to the typical value of 100 and in-
vestigate sensitivity of other parameters.
5. CONCLUSION AND FUTUREWORKS
In this paper, we propose a query language model using low-
dimensional query projection. We use a set of positive and negative
samples from the top-ranked documents, retrieved by the query, to
learn an embedded coefficient matrix. The query vector, which got
transformed by the coefficient matrix, is then used to expand the
original query. We tested a couple of cosine and sigmoid functions
for computing vector similarity of the projected vector and the feed-
back terms. The experimental results reveal that using the cosine
similarity and a softmax layer works as well as the state-of-the-art
feedback techniques and even better in a few number of collections.
ECDMM has significant improvements up to 3.8% compared to the
state-of-the-art models in MAP.
This work inspires a number of future works. First, we want to
study the usage of the proposed method in low-dimensional profile
modelling in recommendation systems. In recomender systems,
there is stream of documents being proposed to the users and thus
we can update the low-dimensional profile vectors incrementally.
The proposed formulation of low-dimensional query updating can
be adapted to this work. Although the main focus of this work is to
provide a robust formulation for query modeling/updating, tailor-
ing semantic networks (e.g., WordNet, Concept-Net.) for positive
sampling seems to be interesting. Therefor, our second goal is to
study the effect of negative sampling on difficult queries.
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