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Diabetes, University of Colorado, Anschutz Medical Campus, Aurora, COABSTRACT Pancreatic islets of Langerhans regulate blood glucose homeostasis by the secretion of the hormone insulin. Like
many neuroendocrine cells, the coupling between insulin-secreting b-cells in the islet is critical for the dynamics of hormone
secretion. We have examined how this coupling architecture regulates the electrical dynamics that underlie insulin secretion
by utilizing a microwell-based aggregation method to generate clusters of a b-cell line with defined sizes and dimensions.
We measured the dynamics of free-calcium activity ([Ca2þ]i) and insulin secretion and compared these measurements with a
percolating network model. We observed that the coupling dimension was critical for regulating [Ca2þ]i dynamics and insulin
secretion. Three-dimensional coupling led to size-invariant suppression of [Ca2þ]i at low glucose and robust synchronized
[Ca2þ]i oscillations at elevated glucose, whereas two-dimensional coupling showed poor suppression and less robust synchro-
nization, with significant size-dependence. The dimension- and size-scaling of [Ca2þ]i at high and low glucose could be accu-
rately described with the percolating network model, using similar network connectivity. As such this could explain the
fundamentally different behavior and size-scaling observed under each coupling dimension. This study highlights the depen-
dence of proper b-cell function on the coupling architecture that will be important for developing therapeutic treatments for dia-
betes such as islet transplantation techniques. Furthermore, this will be vital to gain a better understanding of the general
features by which cellular interactions regulate coupled multicellular systems.INTRODUCTIONRegulated secretion of the hormones insulin and glucagon
from the pancreatic islets of Langerhans is critical for the
regulation of glucose homeostasis. Glucose-stimulated insu-
lin secretion (GSIS) from b-cells in the islet includes the
metabolism of glucose via glycolysis and oxidative phos-
phorylation to elevate ATP (Adenosine triphosphate) levels;
membrane depolarization after ATP-sensitive potassium
(KATP) channel inhibition; and elevated intracellular free-
calcium activity ([Ca2þ]i) that triggers insulin granule
exocytosis. Membrane depolarization and [Ca2þ]i are highly
dynamic, exhibiting regular oscillations at elevated glucose
that drive pulsatile insulin release (1,2). Pulsatile insulin has
been shown to be more effective at lowering blood glucose
(3,4), and these pulses are disrupted during the development
of type 2 diabetes (5,6). Therefore, the oscillatory dynamics
of electrical activity within the islet are important for
glucose homeostasis.
b-cells are extensively coupled within the islet and it has
long been known that they show a more enhanced and
coordinated GSIS compared with isolated b-cells (7,8).Submitted June 19, 2013, and accepted for publication November 11, 2013.
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0006-3495/14/01/0299/11 $2.00Connexin36 (Cx36) gap junction channels couple the mem-
brane potential between neighboring b-cells, which coordi-
nates the oscillations in membrane depolarization and
[Ca2þ]i at elevated glucose (9,10), and suppresses sponta-
neous elevations in [Ca2þ]i at basal glucose (11-13). A
disruption to islet gap junction coupling and coordinated
[Ca2þ]i oscillations disrupts the pulsatile dynamics of insu-
lin secretion and, consequently, glucose homeostasis (14).
Similarly, islets from obese and diabetic mouse models
show disrupted gap junction coupling and a lack of coordi-
nated [Ca2þ]i oscillations (15,16). Although the role of gap
junction coupling strength has been examined, to date no
study has experimentally examined how the architecture
of coupling within the islet shapes the islet response.
Computational models have been developed to under-
stand the electrical and metabolic dynamics within the islet
(17), and a few studies have developed multicellular models
to examine how the coupling between b-cells affects the
islet electrical response. These include the formation of reg-
ular coordinated [Ca2þ]i oscillations (9,18); the emergence
of propagating calcium waves (9,19); the suppression of
heterogeneous b-cell excitability (20), and the impact of
different coupling lattices (21). Coordinated [Ca2þ]i dy-
namics and propagating calcium waves also feature more
broadly in other multicellular systems. Although studies
have found that architecture can affect overall function,
dynamical complexity, node diversity, and coupling hetero-
geneity make analysis of multicellular systems and their
behavior difficult to understand. Approximations to analyzehttp://dx.doi.org/10.1016/j.bpj.2013.11.026
300 Hraha et al.specific aspects of the overall system can yield greater
understanding (22,23). For example, details of cellular
dynamics can be separated from the system architecture
(24), allowing general architectural features such as
ordered/disordered coupling or network branching to be
examined. A lattice-resistor–based network model previ-
ously approximated functional interactions between cells
as Boolean rather than a continuum of connection strengths.
With this approximation, network behavior could be
readily analyzed to quantitatively describe changes in multi-
cellular behavior after disruptions to Cx36 gap junction
coupling (9), including the synchronization of [Ca2þ]i oscil-
lations and the velocity of propagating calcium waves.
Furthermore, this model predicted ‘‘a phase transition’’ at
certain levels of gap junction coupling, where the islet tran-
sitions sharply from synchronized behavior to independent
behavior.
In this study we investigated how features of the system
architecture generalize to regulate electrical dynamics in
coupled b-cells. We utilized a microwell-based method of
cellular aggregation to form three-dimensional (3D) b-cell
aggregates of defined size, which were compared with
two-dimensional (2D) b-cell aggregates. We used this
experimental model to specifically investigate how the
dimension and size scaling of b-cell coupling affects the
synchronization of [Ca2þ]i oscillations and suppression of
basal [Ca2þ]i, as well as GSIS. To further understand how
islet [Ca2þ]i dynamics and regulation may be determined
by the complexity of the system architecture, we tested
whether dimensionality and size-dependences could also
be described by the lattice-resistor–based network model.
The findings from this study help us better understand
how the multicellular electrical dynamics within the islet
emerge from the coupling of individual b-cells.MATERIALS AND METHODS
Cell culture and aggregate formation
MIN6 cells (P28-36) were maintained in DMEM with 10% FBS, 1%
penicillin-streptomycin, 0.2% fungizone, 1 mM sodium pyruvate, and
60 mM 2-mercaptoethanol. For 2D aggregates, MIN6 cells were seeded
at ~ 4000cells/mm2 in glass-bottom dishes (MatTek, Ashland, MA) that
aggregate over 5 d in culture. For 3D aggregates, hydrogel microwell arrays
were used as previously described (25). Briefly, microwell arrays were
formed from a prepolymer solution of 10.8 wt% polyethylene glycol
(PEG) diacrylate (Mn ~ 3000 Da, synthesized as previously described
(26)), 4.2 wt% PEG monoacrylate (Mn ~ 400 Da, Monomer Polymer &
Dajac Labs, Trevose, PA), 0.5 wt% 4-(2-hydroxyethoxy)phenyl-(2-hy-
droxy-2-propyl)ketone (Irgacure 2959, Ciba), and HBSS (Hank’s Balanced
Salt Solution). Hydrogel microwells were polymerized to glass slides treated
with (3-acryloxypropyl)-trimethoxysilane (Gelest) by chemical vapor depo-
sition (27). Well dimensions were defined by photoinitiation of the prepoly-
mer solution through chrome photomasks (Photo Sciences, Inc., Torrance,
CA) to form wells that were ~ 100 mm deep and 100  100 mm (w100),
200  200 mm (w200), and 300  300 mm (w300) wide. MIN6 cells were
seeded into the wells at a density of 520,000 cells/cm2 in w100 devices
and 940,000 cells/cm2 in w200 and w300 devices using centrifugation asBiophysical Journal 106(1) 299–309described previously (25). The devices were rotated on an orbital shaker
for 2 hr and cultured under static conditions for 5 d. 3D aggregates were
removed from the microwell devices using a gentle flow of media.Microscopy
To measure [Ca2þ]i dynamics, 2D and 3D aggregates were stained with
4mM Fluo4-AM in imaging medium (125mM NaCl, 5.7mM KCl, 2.5mM
CaCl2, 1.2mM MgCl2, 10mM Hepes, 2mM glucose, and 0.1% BSA,
pH 7.4) at room temperature for 60 to 90 min before imaging. 2D aggre-
gates were imaged in glass-bottom dishes, and 3D aggregates were imaged
in polydimethylsiloxane (PDMS) microfluidic device, the fabrication of
which has been previously described (11). Real-time imaging was per-
formed on a Nikon Eclipse Ti equipped with a humidified environmental
chamber maintained at 37C. Fluo4 fluorescence was imaged with a 20
0.8NA objective, using a Xenon-arc lamp light source (Sutter, Novato,
CA) and 470/20 filter for excitation and 525/36 filter and a CCD camera
(Andor Clara, Belfast, UK) for fluorescence detection. Aggregates were
allowed to equilibrate after each treatment for 10 min before imaging at
1 frame/s for 15 min, with negligible photobleaching observed.Insulin secretion
For static insulin secretion assays 2D and 3D aggregates were formed and
cultured for 5 d, and conditioned in Krebs-Ringer Buffer (KRB, 128.8 mM
NaCl, 5 mM NaHCO3, 5.8 mM KCl, 1.2 mM KH2PO4, 2.5 mM CaCl2,
1.2 mM MgSO4, 10 mM Hepes, 0.1% BSA, pH ¼ 7.4) containing 2 mM
glucose for 1 hr before the glucose stimulation assay. Aggregates were
then incubated in KRB containing either 2 mM glucose (low glucose),
20 mM glucose only (high glucose), or 20 mM glucose and 20 mM tetrae-
thylammonium (TEA) for one hour. Supernatant from each sample was
collected and stored at -70C until testing. Supernatant samples were tested
using a sandwich ELISA per the manufacturer’s instructions (Mercodia,
Uppsala, Sweden). Total insulin secreted was normalized to low glucose
secretion levels to give percentage over basal secretion.Quantitative image analysis
Image analysis was carried out in MATLAB (MathWorks, Natick, MA). To
calculate the area of synchronization, a cross-correlation was performed
between the fluorescence time-course of each pixel, and a reference time-
course averaged over ~ 1 cell. The peak cross-correlation coefficient repre-
sents the similarity between the reference and pixel time-course, with 1
indicating perfect overlap, and 0 indicating no overlap (Fig. S1 A in the
Supporting Material). If this peak was > 0.75, the pixel was ‘‘synchro-
nized’’ (9). The area of synchronized pixels was expressed as a percentage
of total aggregate area. The aggregate area was scaled by the mean area of a
single cell, to represent number of cells.
To calculate the area of ‘‘active’’ cells at low glucose, the variance of a
pixel time-course was first calculated for a quiescent reference cell; manu-
ally selected from an area that displayed no significant fluctuations in inten-
sity over time compared with image noise. A pixel was ‘‘active’’ if its time
course showed a variance > 3 standard deviations from the variance of the
quiescent reference cell (13).
The size of each aggregate and regions of synchronization/activity were
expressed as the number of cells. This was achieved by first tracing the
boundaries of a cell based on its fluorescence and bright field image, giving
an average cell diameter of 14.5 mm (28). For the cell number in 2D aggre-
gates, the area was divided by the average area covered by a single cell
(165 mm2). For 3D aggregates, the aggregate volume was calculated from
its radius assuming a spherical or ellipsoid shape, and divided by the cell
volume, as calculated from the average cell radius.
To extract data regarding robustness, phase, and period of the [Ca2þ]i
oscillations, a Fourier Transform was performed on the fluorescent intensity
Dimension & size scaling of b-cell Ca2þ 301time-course and the time-course with a mean intensity subtraction (the AC
component). To measure the robustness (regularity), a time-course was
averaged over an area similar to the 2D range of synchronization. The
peak AC component of the power spectrum was then normalized to the
DC (0 frequency) component (Fig. S1 B). The frequency of the peak AC
component was used to calculate the [Ca2þ]i oscillation period. Wave prop-
agation was determined by mapping the temporal offset between wave
peaks; as determined by the phase value at the AC peak within regions of
synchronization and identifying areas of progressively increasing phase
(Fig. 4). The wave velocity was calculated by selecting two cells at either
end of the wave propagation (within a region of synchronization) and
measuring the temporal offset between successive identical parts of the
[Ca2þ]i wave. The velocity was calculated by dividing the exact spatial sep-
aration by the temporal offset of the [Ca2þ]i oscillations.
The information describing cell synchronization, oscillation period and
low glucose activity was represented in false color hue-saturation-value
(HSV) images as the hue (color), with saturation (the amount of color) con-
stant and value (intensity) represented by the average fluorescence intensity.
The information describing wave propagation (temporal offset, determined
from the phase) was represented as the hue (color), with saturation (the
amount of color) representing the threshold synchronization, and value
(intensity) represented by the average fluorescence intensity. All statistics
were performed in MATLAB. For comparison of two means, Student’s
t-test was utilized. For comparison of multiple means, a one-way
ANOVA (analysis of variance) was utilized. To determine whether a signif-
icant relationship existed between a variable and cell number, a linear
regression model was used.Network (bond percolation) simulations
Bond percolation is a submodel of percolation theory (29,30) in which for a
given lattice of nodes (cells) adjacent nodes are connected (coupled) with a
‘‘percolation probability’’ p, or not connected with a probability (1-p)
(Fig. S2A). A 2D square lattice (four neighbors) or 3D cubic lattice (6 neigh-
bors) was developed in MATLAB with a matrix of alternating values of 1
(node) and 0 (site for a potential bond). Probabilities were randomly
assigned to each bond site based on a uniform distribution (0 to 1). If
the probability was less than or equal to the assigned ‘‘percolation probabil-
ity’’ p, a bond was established at the site and the two neighboring nodes
were deemed coupled. For each individual cluster of coupled nodes that
formed, an identifying number was assigned based on the number of nodes
in the cluster. All potential bond sites were then removed to establish a
matrix with clusters based on identified coupled nodes.High glucose (synchronization) simulations
Simulations of high glucose synchronization were carried out with a
custom MATLAB routine based on a previously published method (31).
2D networks of 25  25 nodes were populated with edge probabilities
and clusters were formed based on a percolation probability p (as above).
The largest cluster on each of the simulated lattices was identified
(Fig. S2 B), and only those in which the central lattice site belonged to
the largest cluster were selected. A bounding square (or cube for 3D) of
area L2 (L3 for 3D) was centered on the lattice to represent different lattice
sizes. For each bounding network size (L), the mass of the percolating area
(M(L), the largest area in which nodes are coupled) was determined by
identifying the number of nodes that were connected within the largest
central cluster. For each value of L, the mass of the percolating area was
normalized to the lattice size to determine the ‘‘percolation density’’ that
represents the proportion of cells in the full network that are in the largest
connected cluster:
rðLÞ ¼ MðLÞ
L2We then deemed that if any two cells were coupled to the same connected
cluster, they were synchronized; that is p represents the probability of func-
tional coupling or the probability for two cells to be synchronization. There-
fore, the percolation density is analogous to the synchronized area of each
aggregate. For each value of p (Fig. S2, C and F), we ran 2000 simulations
and the best fit to experimental data was determined by a chi-square test.Low glucose (suppression) simulations
In contrast to modeling high glucose [Ca2þ]i activity, where all cells within
a network are deemed synchronized, low glucose modeling was based on
the principle that a certain threshold number of nonresponsive (‘‘inexcit-
able’’) cells can hyperpolarize and suppress the [Ca2þ]i activity of all other
cells to which they are coupled (11). Thus in a coupled lattice network, if a
proportion of the cells (nodes) are ‘‘inexcitable,’’ then they can be modeled
to suppress all other cells within the network to which they are coupled,
providing there a sufficient numbers of these ‘‘inexcitable’’ cells above
the threshold required for suppression (Fig. S3). This threshold is a free
parameter, but based on biological information it is defined as < 30%.
There will be a probability that a single cell will be intrinsically active at
low glucose, and thus a chance they will be inactive (‘‘inexcitable’’). This
probability was used in a binomial model, which describes the probability
of there being a sufficient number of inactive cells in a connected cluster to
fully suppresses it; given a threshold number of inactive cells necessary for
suppression (k, successes), and a total number of cells in the connected
cluster (n, number of trials), where the probability of an inactive cell (q)
is 33% (see Results):
PrðX ¼ kÞ ¼

n
k

qkð1 qÞnk;
where  
n
k
¼ n!ðn kÞ!k!
As greater than k inactive cells will also be sufficient for suppression, the
cumulative distribution for k to n was calculated (or P(X % k)). After
establishing bond percolation clusters see simulations for each value of p
(Fig. S2, D and G) and k (Fig. S2, E and H). Sp represents k normalized
to n, or the fraction of inexcitable cells required to suppress [Ca2þ]i. We
ran 1000 simulations and the best fit to experimental data was determined
by a chi-square test.RESULTS
[Ca2D]i dynamics and insulin secretion under 2D
and 3D coupling
To investigate how the underlying architecture of electrical
coupling affects the robustness and synchronization of
b-cell [Ca2þ]i dynamics, we measured [Ca
2þ]i time-courses
in 2D and 3D aggregates of defined sizes and shapes. We
applied the hydrogel microarray to form 3D aggregates
from the MIN6 b-cell line and compared these with 2D
aggregates formed from plated cells. Under 2D coupling,
aggregates exhibited irregular bursts of [Ca2þ]i at high
(20 mM) glucose, which were more regular upon applica-
tion of the Kþ channel inhibitor TEA (a Kþ channel
inhibitor commonly used to generate regular dynamics in
MIN6 cells) (Fig. 1 A), as is generally observed in MIN6
cells under these conditions (32). However, 3D aggregatesBiophysical Journal 106(1) 299–309
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FIGURE 1 [Ca2þ]i oscillations and insulin release in 2D and 3D aggre-
gates. (A) Representative [Ca2þ]i oscillations, measured from Fluo4 fluores-
cence, averaged over a 2D aggregate. Time-courses are offset for clarity and
vertical bar represents 50% change in fluorescence. (B) As in A, under the
same scale, averaged over a 3D aggregate of comparable size. (C) Mean (5
s.e.m.) power robustness at 20 mM glucose and 20 mM glucose þ20 mM
TEA. (D) Mean (5 s.e.m.) insulin release as percentage of content, normal-
ized to release at 2 mM glucose. Data in C averaged over n ¼ 28 (2D) and
n¼ 22 (3D) aggregates, and data in D averaged over n¼ 6 (2D) and n¼ 12
(3D) aggregate preparations. * in C and D indicates significant difference
between glucose and glucose þ TEA for power robustness (p ¼ 0.00015)
and insulin release (p ¼ 0.0166).
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FIGURE 2 Size scaling and dimensionality of [Ca2þ]i oscillation syn-
chronization. (A) False-color map of the cross-correlation coefficient in a
2D aggregate, relative to a reference cell (I). (B) Fluo4 time-courses in cells
at increasing distance from the reference cell (II-V). (C) False-color map of
the cross-correlation coefficient in a 3D aggregate, relative to a reference
cell (I). (D) Fluo4 time-courses in cells well separated from the reference
cell in 3D (II, III). (E) Mean (5 s.e.m.) area of aggregate showing synchro-
nized [Ca2þ]i oscillations, in 2D and 3D aggregates of different size
ranges at 20 mM glucoseþ20 mM TEA. (F) Scatterplot of synchronization
versus aggregate size, for 2D aggregates at 20 mM glucose þ20 mM TEA.
302 Hraha et al.exhibited regular [Ca2þ]i oscillations both in the presence
and absence of TEA (Fig. 1 B). In 2D aggregates at high
glucose, TEA significantly increased the robustness of oscil-
lations, as quantified from the frequency power spectrum
(Fig. 1 C). However, in 3D aggregates at high glucose, the
robustness of oscillations was similar in the presence and
absence of TEA, and significantly greater than in 2D
clusters under high glucose alone (Fig. 1 C).
The insulin secretion response showed a similar pattern to
the [Ca2þ]i oscillation robustness. TEA plus high glucose
stimulated significantly greater insulin secretion in 2D
aggregates compared with high glucose alone, but TEA
plus high glucose stimulated no further elevation in insulin
in 3D aggregates (Fig. 1 D). Therefore when b-cells are
aggregated into 3D structures, they show more robust oscil-
latory [Ca2þ]i and insulin secretion.(G) As in F for 3D aggregates. * in E indicates significant difference in
synchronization of larger 2D aggregates (21–200 and > 200) compared
with small aggregates (< 20), and a significant difference in synchroniza-
tion comparing 2D and 3D aggregates (p < 0.001). Linear regression
(line in F and G) shows significant size dependence in F (p < 0.0001),
and a small but significant size dependence in G (p ¼ 0.026). Scale bars
represent 50 mm.Dimension and size-dependence of [Ca2D]i
synchronization
We next investigated the spatial variation of [Ca2þ]i dy-
namics, by measuring the synchronization of [Ca2þ]i oscil-Biophysical Journal 106(1) 299–309lations in 2D and 3D aggregates under high glucose plus
TEA. In 2D aggregates at high glucose plus TEA, oscilla-
tions were synchronized within distinct subregions of the
aggregate. Compared with the oscillations in a specific
cell within the aggregate, the synchronization of oscillations
in other cells decreased with increased separation distance
(Fig. 2, A and B). The oscillations were still highly synchro-
nized within a radius of ~ 5 cells. However, at greater
separation distances the synchronization dropped substan-
tially with little synchronization observed (Fig. 2 A). The
change in synchronization was sudden, with adjacent cells
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FIGURE 3 Localization of synchronized [Ca2þ]i oscillations to discrete
regions in 2D. (A) False-color map indicating regions of high cross-corre-
lation coefficient in a 2D aggregate, with respect to different reference cells.
Areas with no color (gray) have cells with no synchronization compared to
the other regions. (B) Fluo4 time-courses of cells within each area of syn-
chronization in A. (C) False-color map of [Ca2þ]i oscillation period in same
2D aggregate as A. (D) Mean (5 s.e.m.) area of oscillation period (Period)
and area of high cross-correlation coefficient (Cross corr.). Data averaged
over n ¼ 28 clusters. No significant difference is observed (p ¼ 0.3147).
Dimension & size scaling of b-cell Ca2þ 303showing very different oscillation patterns (Fig. 2, A and B).
In 3D aggregates at high glucose plus TEA, the synchroni-
zation was consistent across the entire aggregate. Most cells
showed similar synchronized oscillations, independent of
separation distance and position within the aggregate
(Fig. 2, C and D).
Given that cells were only synchronized within a limited
(~ 5 cells) distance in 2D aggregates, we anticipated that
smaller 2D aggregates approaching this size would show a
greater proportion of cells that were synchronized. Indeed,
2D aggregates consisting of fewer than 20 cells were highly
synchronized (Fig. 2 E), with a synchronization similar to
that measured in 3D aggregates. However larger 2D aggre-
gates showed a significant reduction in synchronization
compared with 3D aggregates containing an equivalent
number of cells (Fig. 2 E). 2D aggregates showed a signif-
icant and progressive reduction in synchronization with
increasing size (Fig. 2 F). However 3D aggregates showed
only a small size dependence in synchronization over the
full range of sizes measured, up to 300-mm diam. (Fig. 2
F); and with no size dependence in synchronization up to
200 mm diam. Therefore, the size of b-cell aggregates and
the dimensions over which the b-cells couple is critical
for the proper synchronization of [Ca2þ]i oscillations.Scale bars represent 50 mm.Subregions of synchronization in 2D aggregates
To further investigate the limited range in 2D aggregates
over which [Ca2þ]i oscillations were synchronized, we
measured the extent of synchronization at different positions
within 2D aggregates. Multiple, nonoverlapping areas of
synchronized [Ca2þ]i oscillations were observed within
the same large aggregate (Fig. 3, A and B). Distinct
regions with similar [Ca2þ]i oscillation period were also
observed within the aggregate (Fig. 3 C). Importantly, those
regions with similar oscillation periods overlapped strongly
with regions showing a synchronization defined by our
methods (Fig. 3, A-C). Within an aggregate, the largest
area of synchronization was similar to the largest region
with the same oscillation period (Fig. 3 D), with a mean
size of ~ 28 cells. Therefore in large 2D aggregates, multi-
ple, distinct subregions of synchronized [Ca2þ]i oscillation
were observed.Wave velocity under 2D and 3D coupling
Since the velocity of calcium wave propagation has been
linked to b-cell coupling, where reduced coupling across
an islet resulted in slower calcium waves (9), we next
measured whether aggregate dimensionality could affect
this propagation. In 2D aggregates, calcium waves propa-
gated across the subregions of synchronization (Fig. 4 A
and Movie S1). Clear temporal separation between [Ca2þ]i
elevations could be observed for cells along the wave
propagation (Fig. 4 B). However, little or no temporalseparation was visible within 3D aggregates (not shown).
As a result, the mean wave velocity was significantly faster
in 3D aggregates compared with subregions of 2D aggre-
gates (Fig. 4 C). The distribution of wave velocities was
biased to waves > 50 mm/s in 3D aggregates compared
with < 50 mm/s within subregions of 2D aggregates
(Fig. 4 D). Therefore, 2D aggregates also show slower prop-
agating calcium waves compared with 3D aggregates,
further indicating that 2D aggregates are less effectively
coupled.Dimension and size-dependence of basal [Ca2D]i
suppression
Intact islets are also characterized by a uniformly quiescent
[Ca2þ]i at low and basal glucose as a result of the suppres-
sive effect of b-cell coupling (12,13). Given the dependence
of [Ca2þ]i dynamics at high glucose on aggregate size
and dimensionality, we next measured the dependence of
[Ca2þ]i suppression on aggregate size and dimensionality.
Under low glucose conditions (2 mM), 2D aggregates
generally exhibited spontaneous, transient [Ca2þ]i eleva-
tions (‘‘activity’’), whereas 3D aggregates were quiescent
(Fig. S4). Large 2D aggregates consisting of > 200 cells
were mostly quiescent showing similar low activity to that
measured in 3D aggregates (Fig. 5 A). However, smaller
2D aggregates showed significantly increased activity com-
pared with 3D aggregates containing an equivalent number
of cells. In the smallest 2D aggregates, 67% of cellsBiophysical Journal 106(1) 299–309
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FIGURE 4 Dimensionality affects wave propagation velocity. (A) False-
color map of the cross-correlation coefficient in a 2D aggregate (left) and of
the phase of the oscillations representing wave propagation in the synchro-
nized area (right). (B) Fluo4 time-course for five cells at several points
along the wave propagation within the synchronized region of a 2D
aggregate, indicated in A, Note the initial elevation at the start (red) and
late elevation at the end (magenta) of the wave. (C) Mean (5 s.e.m.)
wave velocity in 2D and 3D aggregates. (D) Histogram of measured
wave velocities in 2D and 3D aggregates. Data averaged over n ¼ 18
(2D) and n ¼ 12 (3D) aggregates. * in C indicates significant difference
in wave velocity (p < 0.001).
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FIGURE 5 Size scaling and dimensionality of [Ca2þ]i suppression at low
glucose. (A) Mean (5 s.e.m.) area of aggregate showing transient [Ca2þ]i
elevations in 2D and 3D aggregates of different sizes at 2 mM glucose.
(B) Scatterplot of transient [Ca2þ]i elevations vs. aggregate size for 2D
aggregates. (C) As in B for 3D aggregates. * in A indicates significant
difference in transient [Ca2þ]i elevations of small 2D aggregates (< 20)
compared with larger aggregates (20–200, > 200), and a significant differ-
ence in elevation comparing 2D and 3D aggregates at moderate size (20–
200, p < 0.001), but not very large clusters (> 200, p > 0.05). Linear
regression (line in B and C) shows significant size dependence in B
(p < 0.001), but not in C (p > 0.05).
304 Hraha et al.showed transient [Ca2þ]i elevations. 2D aggregates showed
a significant and progressive increase in suppression with
increasing aggregate size (Fig. 5 B). 3D aggregates
showed size-independent suppression up to 200-mm diam.
with ~ 20% active cells, and up to 300-mm diam. only a
small size-dependent suppression was measured, (Fig. 5 C).Network model of [Ca2D]i dynamics
We next tested whether the lattice resistor network model
approximation, which previously described a dependence
of [Ca2þ]i dynamics on coupling strength between b-cells
(9), would describe the size and dimensionality dependence
of synchronized [Ca2þ]i oscillations and suppression of
spontaneous [Ca2þ]i elevations. We simulated partially
coupled resistor networks covering different sizes over 2D
and 3D, for a given proportion of node (b-cell) connectivity
(p) (Fig. S2). Examples of simulated 2D networks in
Fig. 6 A highlight nodes connected within the same cluster.
In a 2D network, for low connectivity (p < 0.5) multiple
small clusters of connected nodes were generated (Fig. 6
A, left), which were similar to the subregions of synchro-
nized oscillations experimentally measured in 2D aggre-Biophysical Journal 106(1) 299–309gates (Figs. 2 and 3). For higher connectivity (p > 0.5)
and for 3D networks with the same lower connectivity
(p < 0.5), a single cluster of connected nodes spanned the
whole network (Fig. 6, A (right) and B, respectively), which
was similar to the uniform synchronization and wave prop-
agation measured in 3D aggregates (Figs. 2 and 4). This sug-
gests that the network simulations can be related to [Ca2þ]i
oscillation synchronization: b-cells are synchronized if their
corresponding nodes belong to the same connected cluster,
with an unbroken path traced between these nodes. In this
model at high glucose þ TEA, p represents the probability
for two neighboring cells to be functionally coupled to syn-
chronize their oscillations.
To test whether this network model could describe the
[Ca2þ]i oscillation synchronization, we simulated low con-
nectivity 2D networks for varying p. A p ¼ 0.320 5
0.005 generated multiple clusters of connected nodes, with
a mean largest size of 28 nodes. This is similar to the
mean number of cells experimentally measured (27 to 28
cells) in the largest synchronized region of 2D clusters
(Fig. 3 D). Second, for varying network sizes, we measured
the proportion of nodes in the largest cluster relative to the
total network size, which models the percentage of cells that
belong to the largest synchronized region. A p ¼ 0.312
(95% CI: 0.284 to 0.337) generated a size variation that
best fits the experimental 2D synchronization (Fig. 6 C).
This is in close agreement with the p describing the theoret-
ical number of cells within the largest synchronized region
(above). A p ¼ 0.360 (95% CI: 0.333 to 0.402) generated
a size variation that best fits the experimental 3D synchroni-
zation (Fig. 6 D), in good agreement with the 2D model.
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FIGURE 6 Coupled resistor network model describes experimental size
scaling and dimensionality. (A) False-color simulation of network size for
2D bond percolation with p below (p ¼ 0.31, left) and above (p ¼ 0.51,
right) the 2D critical probability (pc z 0.5). (B) False-color simulation
of cluster size for 3D bond percolation with p above (p ¼ 0.31, right) the
3D critical probability (pc z 0.25). Different colors in A, B represent
different connected clusters. (C) Simulation and experimental data of 2D
oscillation synchronization. Circles represent experimental data, solid
blue line represents mean of simulations for p ¼ 0.312 (c2 ¼ 3.94), dashed
blue lines represents mean 5 1 standard deviation of the simulations for
p ¼ 0.312. (D) As in C for 3D oscillation synchronization, p ¼ 0.360
(c2 ¼ 0.41). (E) Simulation and experimental data of 2D transient eleva-
tions, p ¼ 0.378 (c2 ¼ 4.65). (F) As in E for 3D transient elevations,
p ¼ 0.323 (c2 ¼ 4.45). Mean and standard deviation in C and D are calcu-
lated more than n ¼ 2000 simulations, in E and F more than n ¼ 1000
simulations. To see this figure in color, go online.
Dimension & size scaling of b-cell Ca2þ 305We then tested whether this same network model could
also describe the suppression of spontaneous [Ca2þ]i eleva-
tions under low glucose conditions. ‘‘Inexcitable’’ b-cells
can suppress activity in excitable b-cells via electrical
coupling (11), with fewer than 30% inexcitable cells neces-
sary for this suppression. With this principle we defined a
rule where if a proportion of cells in a connected cluster
are ‘‘inexcitable’’ they can be modeled to suppress all other
cells within the connected cluster to which they are coupled,
providing the proportion of these ‘‘inexcitable’’ cells isabove the threshold required for suppression (Fig. S3). In
this case, p represents the probability for two cells to be
functionally coupled to mediate this suppression at low
glucose. In small 2D aggregates, 67% of cells were active
at low glucose (Fig. 5 B), such that 67% of the cells in a
network are considered to be intrinsically active (‘‘excit-
able’’), and therefore 33% are inactive (‘‘inexcitable’’).
The threshold proportion of ‘‘inexcitable’’ cells necessary
for suppression of all connected cells was best fit to 15%
(i.e., between 0% and 30%), but little variation was
observed in the model for a threshold between 10% and
30% (Fig. S2, E and H). With these values, there was strong
agreement between experimental data and the network
model in both 2D and 3D: for a p ¼ 0.378 (95% CI:
0.354 to 0.398) in 2D (Fig. 6 E); and a p ¼ 0.323 (95%
CI: 0.263 to 0.387) in 3D (Fig. 6 F). These are in strong
agreement with the 2D and 3D models that describe the
size dependence of synchronization at high glucose.
Therefore the size dependence of synchronized [Ca2þ]i
oscillations and spontaneous [Ca2þ]i suppression can be
quantitatively described by similar models of network
architecture.DISCUSSION
Islets of Langerhans show coordinated [Ca2þ]i oscillations
and propagating calcium waves at elevated glucose medi-
ated by Cx36 gap junction channels, which are important
for proper insulin release and glucose homeostasis. By uti-
lizing a microfabricated microwell array, we could generate
b-cell aggregates of defined sizes, enabling us to examine
the dependence of [Ca2þ]i dynamics on size and dimension.Insufficient b-cell coupling in two dimensions
When MIN6 cells were coupled within a 3D architecture,
they showed more robust [Ca2þ]i dynamics compared with
a 2D architecture. This included more robust oscillations
(Fig. 1), increased oscillations synchronization (Fig. 2)
and faster calcium wave propagation (Fig. 4) at high
glucose, as well as more efficient suppression of sponta-
neous [Ca2þ]i at low glucose (Fig. 5). Within this 3D archi-
tecture, MIN6 cells showed similar responses to intact
islets (9), with similar wave velocities (72 5 6 mm/s vs.
69 5 5 mm/s respectively) and oscillation synchronization
(96 5 2% vs. 91 5 2% respectively) (9). 3D aggregates
consist of only MIN6 b-cells; however, islets contain
vascular endothelial cells that degrade in culture (33).
This could reduce the incidence of coupling between b-cells
and explain the small difference in synchronization. Never-
theless, these aggregates can serve as a model system in
which to examine the effects of b-cell coupling.
When the coupling architecture is reduced to 2D, the
behavior observed is qualitatively similar to that previously
measured in islets showing a partial loss of electricalBiophysical Journal 106(1) 299–309
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gions (9) and basal [Ca2þ]i is elevated. This can be partially
explained by the reduced number of direct connections a
cell makes to neighboring cells in 2D. Within the islet,
b-cells are coupled to ~ 6 neighboring cells (34) that
can be approximated to a cubic architecture. Therefore, a
decrease in coupling to adjacent cells of ~ 33% occurs in
a 2D network compared with 3D network (each cell coupled
to four cells instead of six). However, this contrasts with the
disproportionate reductions in synchronization in 3D islets
after a greater (> 50%) loss of coupling (9). Nevertheless,
by considering properties of discretely coupled networks
to model the synchronization (see next section), we can
describe this effect more precisely.
At low glucose, there is size invariance in 3D aggregates
over which [Ca2þ]i is suppressed. However, the suppression
improved with increasing size in 2D aggregates, in contrast
to the opposite size-dependence of synchronization at
elevated glucose. As a result there is no optimal size for
2D aggregates to show well-regulated [Ca2þ]i: as the aggre-
gate gets larger it shows better low glucose control, but
poorer high glucose control. This difference can be qualita-
tively explained by considering how synchronization and
suppression result from coupling. For all cells in an aggre-
gate to be synchronized, they must be effectively coupled
with each other across the aggregate. The size of this
synchronized region is limited (i.e., ~ 28 cells, Fig. 3).
Therefore, in larger aggregates the synchronized region is
smaller relative to the aggregate size, and the synchroniza-
tion is lower. For cells in an aggregate to be suppressed,
they must be connected to a sufficient number of inactive
cells. In a large aggregate, there will be a greater number
of large ‘‘synchronized regions’’ relative to small ‘‘synchro-
nized regions,’’ whereas a smaller aggregate will only have
small synchronized regions (Fig. S3). Large synchronized
regions will have a much greater chance of containing suf-
ficient number of inactive cells to suppress the active cells
(as defined in a binomial distribution, Fig. S3), and therefore
have a greater probability of being silent at low glucose.
This reveals a fundamental and unexpected difference in
the way in which cell-cell coupling plays a role in the sup-
pression of [Ca2þ]i compared with the synchronization of
[Ca2þ]i oscillations, which can be further explained next
using the network model (see also Fig. S3).Network model describes dimension and
size-scaling of [Ca2D]i
To model how coupling architecture contributes to network
synchronization we utilized a probability-based Boolean
model, based on an approximation that previously described
how altered gap junction coupling affected cell synchroni-
zation and wave propagation (9). This described several
aspects of the [Ca2þ]i size scaling: the size of synchronized
regions within 2D and 3D aggregates, and the change inBiophysical Journal 106(1) 299–309synchronization and low glucose suppression with 2D and
3D aggregate size. One floating parameter p describes all
six sets of data, supporting that changes in [Ca2þ]i were pri-
marily because of altered coupling architecture. The addi-
tional Sp parameter required for the suppression data are
in accordance with past experimental data (< 30% of inex-
citable cells (11), but > 1 inexcitable cell (12)) and was
fixed within a range where little variation occurred
(Fig. S2, E and H).
The fitted p parameter (0.32 to 0.37) was substantially
less than 1, indicating a limited level of coupling in each
aggregate: two to three functional connections per cell in
3D aggregates under the model approximation. In islets
there is a distribution of conductance strengths that couple
cells (9,35). Our model suggests a ‘‘backbone’’ of two to
three functional connections per cell is sufficient to support
the overall multicellular behavior; possibly as connections
with high conductance overcome a threshold necessary to
functionally couple b-cells. This is consistent with a recent
study that suggested a relatively small proportion of highly
conducting b-cells most efficiently mediate propagating cal-
cium waves to synchronize [Ca2þ]i across the islet (36). As
such, many aspects of the multicellular behavior may be
highly dependent on the network topology, although further
studies will be required to test this assertion.
Percolation theory (30) describes a critical connection
probability (pc) required for coupling to span a network,
dependent on the network arrangement (pc ~ 0.25 for
3D cubic networks, pc ¼ 0.5 for 2D square networks
(29)). Therefore, 2D aggregates require p > 0.5 (> 2 func-
tional connections/cell) for fully coupled behavior but 3D
aggregates require p > 0.25 (> 1.5 functional connec-
tions/cell). The p that describes experimental data (0.32 to
0.37) falls between the pc for 2D and 3D networks, which
can also explain the differential behavior (Figs. 6, A and B
and S2). From this, we predict an increase in coupling
conductance in 2D aggregates, such that p increases above
pc from ~ 0.35 to > 0.5, would transition the behavior
similar to synchronized 3D aggregates (Fig. 6 A).
Conversely a decrease in coupling conductance in 3D aggre-
gates, such that p decreases below pc from ~ 0.35 to < 0.25,
would transition the behavior similar to unsynchronized 2D
aggregates. Furthermore, we predict that this model will
describe how coupled b-cell behavior can be related to other
properties of a partially coupled network, such as lower di-
mensions (a one-dimensional line of cells requiring very
high coupling), size-scaling beyond the ranges we experi-
mentally measure (reduced synchronization in much larger
3D aggregates), and the proportion of inexcitable cells,
(manuscript in preparation). However, further experiments
will be required to fully test these predictions.
It is also important to consider other limitations to the
model. The network connectivity parameter p approximates
functional coupling, which can represent the coupling cur-
rent and is proportional to coupling conductance. However,
Dimension & size scaling of b-cell Ca2þ 307treating cells as active or inactive in a static framework does
not consider dynamical aspects of the system. Although
simplifying the system for analysis, this may omit other
details of cellular dynamics that may be important for multi-
cellular behavior. Cells with different oscillation patterns
or excitabilities may synchronize less readily even in the
presence of robust gap junction coupling. In the static
framework this will be factored into p but may fail to dif-
ferentiate coupling/architecture from intrinsic cellular prop-
erties, and therefore predicted changes in multicellular
behavior may occur with different p and pc values than we
describe above. Further if properties of cellular signaling
change, a different p value may also be required: [Ca2þ]i
oscillations in MIN6 aggregates are slightly faster than
physiological islet oscillations (3-8 min) which may be
because of subtle differences between b-cells and MIN6
cells and, therefore, will have different p values. However,
for a given functional state of a cell, we can describe the
size and dimensionality scaling for that state. Nevertheless
comparisons with coupled oscillator models, and under-
standing for which conditions the complex multicellular
dynamical system of coupled b-cells can reduce to a static
network model, will be a goal for future work.Physiological importance
Size and dimensionality play key roles in the regulation of
electrical activity in b-cell aggregates. Higher dimension-
ality aggregates show enhanced suppression of [Ca2þ]i at
low glucose and a coordinated, robust [Ca2þ]i response at
high glucose. This can explain the elevated insulin secretion
seen in 3D aggregates. Although we did not examine the
size-dependence of insulin secretion, we have previously
demonstrated a size-invariance for insulin secretion in 3D
MIN6 b-cell aggregates (25). Furthermore, previous studies
have shown that confluent MIN6 cells (large 2D aggregates)
show reduced insulin secretion at low glucose compared
with nonconfluent MIN6 cells (small 2D aggregates) (37).
Additionally, though electrical coupling is critical to b-cell
function, other factors also play a role. Recent work
comparing dispersed versus randomly aggregated MIN6
cells found a role for altered mitochondrial metabolism
and IRS-1 phosphorylation (38). Together with our mea-
surements of [Ca2þ]i and insulin secretion, these data
indicate a key role that coupling architecture plays in deter-
mining coupled b-cell function.
Human islets have been described by a number of archi-
tectures (39,40); however, defects that alter the system
architecture and reduce the dimensionality over which
coupling occurs would be expected to lead to dysfunction,
similar to defects induced by a loss of gap junction coupling
(14). For instance, in islets from donors with type 2 diabetes
there is a reduction in the number of b-cell b-cell connec-
tions (41) which may be mediated through a-cell infiltration
and b-cell death. The decrease in b-cell coupling would thensuggest a reduction in [Ca2þ]i regulation and insulin secre-
tion, as we measure upon lower dimension coupling.
The results presented here are also important to consider
for generating alternate sources of b-cells for islet transplan-
tations. Our data suggests that the architecture for cellular
coupling will be an important parameter. 2D sheets of
b-cells will likely provide insufficient coupling for well-
regulated insulin secretion, and 3D structures will be neces-
sary. This will also be important when seeding b-cells onto
scaffolds (42,43), where we predict those scaffolds that
promote the formation of higher-dimensional structures
will show enhanced function. It is necessary to also consider
how other factors such as revascularization, nutrient
diffusion, and hypoxia are dependent on architecture. For
example, transplanting smaller 3D islets better reverses dia-
betes than large 3D islets (44). The controlled aggregation
method we utilized to generate well-defined 3D b-cell struc-
tures (25) could be beneficial in generating appropriately
functioning transplantation material from isolated b-cells.
Finally, other neuroendocrine cell systems share proper-
ties of the islet, where coupling between constituent cells
enhances and coordinates hormone-secretion dynamics.
For example, robust and enhanced pulsatile growth-hor-
mone (GH) secretion results from the coupling between
GH cells and the coordination of [Ca2þ]i (45,46); where
remodeling of the coupling architecture can regulate GH
release (45). Gap junctions couple chromaffin cells in
the adrenal medulla that synchronize [Ca2þ]i transients
and regulate catecholamine release (47,48); and where
remodeling of electrical coupling enhances chromaffin
cell excitability (48,49). Therefore, we speculate that the
importance of dimensionality and size scaling could be
applied broadly to other cellular systems; to understand
how the system architecture regulates hormone secretion
dynamics and hormone action.
To summarize, by utilizing a microwell-based aggrega-
tion method to generate b-cell aggregates of defined sizes
we have investigated size and dimensionality scaling
behavior. The dimension and size over which coupling
occurs are critical factors for regulating the electrical
dynamics and insulin release. This behavior at high and
low glucose can be described using a model of network con-
nectivity indicating the complexity in 3D aggregates. This is
important for fundamental understanding of b-cell coupling
and pancreatic islet function, as well as understanding how
multicellular dynamics in other systems can emerge from
the coupling architecture of constituent cells.SUPPORTING MATERIAL
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