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Tujuan dari penehtian ini adalah menerapkan Artificial Neural Network untuk 
menyelesaikan kasus pengklasifikasian dan membandingkan hasilnya dengan metode Regresi 
Logistik. Teori dan penerapan Regresi Logistik dapat dilihat pada Hosmer & Lemeshow 
(1989), sedangkan penerapan Artificial Neural Network untuk pengklasifikasian dapat dilihat 
pada Schumacher, dkk ( 1996 ), West (2000), McMmen (2000), dan Zhou, dkk ( 1 997). 
Penelitian ini menggunakan dua data sebagai studi kasus, yaitu data tentang hipotensi 
selama proses hemodialisis (Kusdamayanti, 2001) dan data tentang berat badan bayi ketika 
lahir (Hosmer & Lemeshow, 1989). Proses analisis dan pembahasan dilakukan dengan 
membagi data ke dalam dua kelompok, yaitu data training yang digunakan mtuk 
pembentuk:kan model dan data testing untuk memvalidasi model. Perbandingan basil 
ketepatan klasi:fik:asi antara kedua metode ini dilakukan berdasarkan basil model terbaik dari 
masing-masing metode dan hasil dari model dengan melibatkan semua variabel prediktor. 
Hasil analisis dan pembahasan dari dua data sebagai studi kasus menmjukkan bahwa 
metode Artificial Neural Network cenderung memberikan ketepatan klasifikasi lebih tinggi 
dibanding metode Regresi Logistik pada data training. Sedangkan pada data testing, metode 
Regresi Logistik yang cenderung memberikan hasil ketepatan klasi:fik:asi lebih baik. 
Kecenderungan hasil ini sama dengan yang diperoleh oleh Zhou, dkk (1997), West (2000) 
dan McMillen (2000) pada kasus pengklasifikasian, ataupun oleh Hadiyat (2001) pada kasus 
forecasting dimana Artificial Neural Network cenderung lebih baik hanya pada data training 
dan cenderung tidak lebih baik dibanding metode statistik yang standar pada hasil validasi 
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Salah satu kegunaan metode statistik adalah dapat digunakan untuk menyelesaikan 
masalah pengklasifikasian. Dua metode statistik yang umwn diterapkan pada kasus 
pengklasifikasian adalah Regresi Logistik dan Analisis Diskriminan. Regresi logistik adalah 
suatu analisis regresi yang digunakan untuk menggambarkan hubtmgan antara variabel respon 
(outcome atau dependent variable) yang bersifat kategorikal dengan sekwnpulan variabel 
prediktor (independent variable) (Hosmer & Lemeshow, 1989). Analisis diskriminan 
merupakan salah satu teknik multivariat yang difokuskan pada pemisaban obyek 
(pengamatan) dari beberapa populasi yang berbeda, sehingga populasi-populasi tersebut dapat 
terpisab dengan baik serta bisa menentukan fungsi pembeda antar kelompok dan 
mengklasifikasikan obyek baru ke dalam kelas atau kelompok yang ada secara benar 
(Johnson & Wichern, 1 992). Analisis diskriminan yang sering dilakukan adalah dengan 
menggunakan fungsi diskriminan linier Fisher ( dikenalkan oleh Fisher) atau biasa dikenal 
dengan Analisis Diskrimihan Linier (LOA). 
Jika variabel respon dari data bersifat kategorikal, penggunaan metode regresi logistik 
lebih disukai. Data di regresi logistik tidak harus mengikuti aswnsi yang ada di LOA seperti 
berdistribusi multivariat normal, dan tidak diperlukarmya asumsi adanya matrik kovarian 
yang hornogen. Selain metode regresi logistik terdapat rnetode lain yang tidak mernbutuhkan 
asurnsi-aswnsi diatas, salah satunya adalah Artificial Neural Network (ANN). 
Apabila fungsi aktifasi yang digunakan pada ANN adalah fungsi logistik, maka 
model ANN yang paling sederhana yang dihasilkan sam~ dengan model regresi logistik 
(Schumacher dkk. , 1996). Ada beberapa penelitian yang menggunakan kedua metode yaitu, 
ANN dan regresi logistik untuk menyelesaikan kasus pengklasifikasian dalam satu kasus 
nyata, antara lain Schumacher, dkk (1996), Zhou (1997), West (2000), dan McMillen (2000). 
Dari studi pustaka tersebut, pendekatan ANN memberikan hasil ketepatan klasifikasi yang 
lebih bagus dibandingkan dengan regresi logistik pada data training. 
Berdasarkan studi pustaka di atas, penehti akan melakukan penehtian lebih lanjut 
tenta.ng bagaimana penerapan ANN untuk menyelesaikan kasus pengklasifikasian dan 
membandingkan hasilnya dengan hasil metode regresi logistik. Perbandingan hasil kedua 
meode ini dilakukan dengan menitik beratkan pada kriteria ketepatan klasifikasi dalam 
kerangka pemodelan statistik. Untuk itu akan dibandingkan 2 metode penyelesaian masalah 
pengklasifikasian yaitu ANN dan regresi logistik pada obyek penelitian yang sama. 
1.2 PERMASALAHAN 
Permasalahan yang akan dibahas pada penelitian ini adalah sebagai berikut: 
1. Bagaimana penerapan ANN dalam penyelesaian kasus pengklasifikasian ? 
2. Bagaimana perbandingan penerapan metode ANN dan regresi logistik pada suatu 
kasus pengklasifiksian ? 
13 TUJUAN 
Sesuai dengan permasalahan yang timbul maka tujuan dari penelitian ini adalah 
sebagai berikut: 
1. Mengetahui penerapan metode ANN dalam penyelesaian kasus pengklasifikasian. 
2. Mengetahui hasil perbandingan penerapan metode ANN dan regresi logistik pada 
suatu kasus pengklasifikasian dalam kerangka pemodelan statistik. 
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1.4 MANFAAT 
Manfaat yang diharapkan dari penelitian ini adalah : 
1. Mengetahui metode alternatif untuk penyelesa.ian masalah pengklasifikasian selain 
dengan metode statistik tradisional. 
2. Mengetahui kelebihan dan kekurangan beberapa metode untuk menyelesaikan kasus 
pengklasifikasian, sehingga dapat digunakan sebagai referensi tambahan berkaitan 
dengan penyelesaian kasus pengklasifikasian. 
1.5 BATASAN PERMASALAHAN 
Batasan-batasan yang berlaku pada penehtian ini adalah : 
l. Arsitektur yang digunakan untuk penerapan sistem ANN adalah Feed Forward 
Neural Network (FF ANN) dengan sistem pembelajaran back propagation. 
2. Penelitian inj hanya menggunakan dua data sekunder sebagai studi kasus sehingga 





2.1 Pengantar Umum Regresi Logistik 
Regresi logistik adalah suatu analisis regresi yang digunakan untuk menggambarkan 
hubungan antara variabel respon (outcome atau dependent variable) yang bersifat kategorikal 
dengan sekurnpulan variabel prediktor (independent variable) (Hosmer & Lemeshow, 1989). 
Variabel respon diberi notasi Y dan variabel prediktor dengan notasi x. Apabila Y 
mempunyai dua kategori maka variabel Y ini bersifat dikotomus. V ariabel dikotomus adalah 
variabel yang mempunyai dua macam kemungkinan nilai, misalnya "sukses" dan "gagal". 
Jika mengikuti sifat dikotomus maka Y mengikuti distribusi Bernoulli dengan fungsi 
probabilitasnya adalah : 
y 1- y 
f(yi)= Pi'(l -pJ ', Yi=O,l ..... ...... . (2.1) 
jika Yi = 0 maka f{yi) = 1-Pi , 
Yi = 1 maka f(yi) = Pi· 
Jika terdapat n percobaan yang saling bebas maka Y mengikuti distribusi binomial. 
Distribusi dari variabel respon ini merupakan salah satu hal yang rnembedakan antara 
regresi logistik dengan regresi hnier. Taksiran dari hubungan variabel respon dan variabel 
prediktor dinyatakan dengan E(Yix) yang memiliki probabilitas antara 0 dan 1 atau 
0 ~ E(Yix) ~ 1. Untuk mempennudah maka digunakan notasi n(x) = E(Yix) untuk 
menyatakan rata-rata bersyarat dari Y jika diberikan nilai x. Model probabilitas regresi 
logistik dengan sejumlah p variabel prediktor sebagai berikut : 
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exp(l)0 + 131 x1 + · · · + 13pxp) n(x) = ---'---"---"-----
l+exp(l)0 +1)1x1 +···+Ppxp) 
.......... (2.2) 
Dengan menggunakan transformasi logit dari n(x), maka model regresi logistik dapat ditulis 
sebagai berikut : 
g(x) = In n(x) -In [l-n(x)] 
.......... (2.3) 
yang merupakan fungsi linier dari parameter-parameter yang ada dalam model. 
Pada model regresi linier diasumsikan bahwa suatu amatan dari variabel respon 
dinyatakan sebagai y = E(Yix) + E, dimana E(Y jx) =~ + ~ x + ... + ~ x merupakan 0 1 1 p p 
mean populasi dan E adalah error yang merupakan komponen acak yang mengekspresikan 
penyimpangan amatan dari rataannya, dengan E diasumsikan mengikuti distribusi normal 
dengan mean sama dengan no] dan varians konstan (Hosmer & Lemeshow, 1989). 
Sedangkan model regresi logistik, pola distribusi bersyarat variabel responnya adalah 
Y = n(x) + E, yang merniliki dua macam error, yaitu : 
Untuk y =1, maka E =1-n(x), dengan probabihtas n(x) 
Untuk y = 0, maka E = -n(x), dengan probabilitas 1 -n(x) 
Sehingga distribusi error model regresi logistik akan mempunyai mean sama dengan nol dan 
varians {n(x).(l-rr(x)}(Hosmer andLemeshow,1989). 
2.1.1 Penaksiran Parameter 
Dalam regresi linier, metode yang sering digunakan untuk menaksir parameter yang 
belum diketahui adalah dengan metode Leas·t Square. Metode ini dapat menentukan nilai 
parameter regresi dengan meminimumkan jumlah kuadrat deviasi (error) nilai observasi Y 
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dari nilai taksirannya Pada metode Least Square dibutuhkan asumsi distribusi normal, 
sehingga tidak bisa digunakan untuk fungsi logistik yang memiliki distribusi tidak nonnal. 
Metode Least Square ini akan menghasilkan penaksir parameter yang biasnya lebih besar bila 
diterapkan pada regresi logistik. Karena itu digunakan metode lain yang dapat menghasilkan 
penaksir yang baik, yaitu Maximum Likelihood Estimation (MLE). Jika asumsi distribusi 
nonnal terpenuhi maka metode Lea.<;/ Square akan menghasilkan nilai penaksir parameter 
yang sama dengan MLE. Menurut Hosmer & Lemeshow (1989) metode MLE ini akan 
menghasilkan basil penaksir yang mendekati nilai parameternya 
Pada dasamya metode MLE ini memberikan taksiran parameter dengan 
memaksimumkan fungsi likelihoodnya (Hosmer & Lemeshow, 1989). Metode ini dapat 
memperoleh penaksir ~ dari suatu model regresi dengan variabel respon biner dan nilai 
harapan variabel responnya tidak linier terhadap parameter ~· Dengan Xi = (x!i,X2i, ... Xpi), 
maka fungsi yang akan dimaksimumkan tersebut adalah : 
~(x. ) = 1t(x . / i [1- 1t(x .) lt-y i , i = 1,2, ... ,n 
1 1 1 J ....... ... (2.4) 
Karena setiap pengamatan saling bebas, maka fungsi likelihood merupakan fungsi 
kepadatan probabilitas gabungan yaitu : 
n 
l(fJ) = f1 ~(x; ) .... .. ... . (2.5) 
i=l 
Secara matematis akan lebih mudah memaksirnumkan f~) dengan log f~) atau biasa disebut 
sebagai log-likelihood, yang dapat ditulis sebagai berikut : 
L(~) = In( e~) l 
........ .. (2.6) 
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Nilai ~ diperoleh dengan memaksimumkan L(~) yaitu dengan menurunkan L(~) 
terhadap ~.i dan hasilnya dinyatakan sama dengan nol, diperoleh hasil sebagai berikut : 
dimana j = 0,1,2, ... ,p dan 
p 
expL~ i xii 
n( X i ) = j=O p 
1 +exp ,2)ix ii 
j=O 
.. . .... .. ( 2.7) 
Sedangkan metode untuk menaksir varians dan kovarians dari koefisien ~ 
dikembangkan mengikuti teori Maximum Likelihood Estimation. Teori ini menyatakan bahwa 
penaksir varians dan kovarians dari koefisien ~ diperoleh dari turunan kedua fungsi log-
likelihood, yaitu : 
dimana j,u = 0,1,2, .. . ,p 
Penaksir varians dan kovarian ~ bisa juga diperoleh melalui matrik invers, yaitu : 
Dim ana: X = 





.. ..... ..... (2.8) 
... ....... ... (2.9) 
it) (1 - it)) 0 0 
0 it 2 (1 - it 2 ) 0 
Y = 
0 . .. it 11 (1- itn) 
Fungsi logistik adalah fungsi non linier maka untuk memperoleh nilai taksiran ~ 
dengan Maximum Likelihood digunakan iterasi Newton Rapson dengan memakai pendekatan 
penaksir WLS (Weighted Least Square) (Agresti, 1996). Penaksir WLS yang digunakan 
meliputi persamaan-persamaan sebagai berikut : 
....... ... (2.10) 
dim ana 
[ 
p (t) J exp I !3 . x .. 
n .(t ) = j=O J lJ 
1 
[ p (t) J 1 + exp I !3 . x .. j=O J lJ 
... .. .. .. (2.11 ) 
......... (2.12) 
z Ct) merupakan bentuk linier link dari data sampel yang dievaluasi pada 1t(t) _ 
Langkah-langkah penaksir Maximum Likelihood dengan pendekatan penaksir WLS, 
adalah sebagai berikut : 
1. Masukkan taksiran nilai ~(O) ke dalam persamaan (2.11) untuk memperoleh n(O)_ 
2. Masukkan nilai awaln(O) ke dalam persamaan (2.12) untuk memperoleh z (O)_ Proses 
selanjutnya pada t > 0 dengan memakai persamaan (2.10) untuk memperoleh ~(t)_ 
3. Lakukan iterasi sampai memenuhi batas konvergen untuk ~ 
Proses untuk menghitung penaksir Maximum Likelihood ini disebut metode Jteratif 
Reweighted Least Square (Agresti, 1996). 
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2.1.2 Pengujian signifikansi parameter 
Setelah menaksir parameter maka langkah selanjutnya adalah menguji signifikansi 
koefisien parameter dari variabel prediktor yang ada dalam model. Pengujian signifikansi 
parameter dilakukan sebagai berikut : 
1. Uji parsial 
Dalam uji parsial ini pengujian dilakukan dengan menguji setiap f)i secara individual. 
Basil pengujian secara individual akan menunjukkan apakah suatu variabel prediktor layak 
untuk masuk dalam model atau tidak. Hipotesa yang digunakan adalah sebagai berikut : 
Statistik uji yang digunakan adalah uji Wald dengan rum us : 
.... ..... (2.13) 
Kriteria penolakan adalah tolak Ho jika nilai Pva1ue yaitu P( IZI >W ), lnrrang dari nilai 
alpha (a) yang ditetapkan peneliti (Hosmer & Lemeshow, 1989). Z merupakan variabel 
random yang mengikuti distribusi normal standar. 
2. U ji serentak 
Untuk mengetahui peran seluruh variabel prediktor di dalam model secara serentak 
digunakan hipotesa sebagai berikut : 
H1 : paling sedikit ada satu f)j yang tidak sama dengan 0, j = 1,2, .. . ,p. 
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Statistik uji yang digunakan adalah uji G (Likelihood Ratio Test), yaitu : 
G = 2{ I (y . Jn(n.) + (1- y . )Jn(1- 11:. )]- [n1 In(n1) + n0 Jn(n 0 )- n Jn(n)]l ... . (2.14) i=l 1 1 1 1 ~ 
dimana : n1 = banyaknya observasi yang bernilai Y=l . 
no= banyaknya observasi yang bernilai Y=O. 
Kriteria penolakan adalah Tolak 1-Iojika Pw.~ue yaitu P(X2a,v > G) kurang dari nilai alpha 
(a) yang ditetapkan. Statistik uji G mengikuti distribusi chi-Square dengan derajat bebas v 
(banyaknya parameter dalam model). 
2.1.3 Uji Kesesuaian Model 
Untuk menguji kesesuaian model regresi Jogistik serta menilai apakah satu atau lebih 
variabel prediktor yang masuk ke dalam model merniliki peranan penting dalam model, maka 
digunakan hipotesa sebagai berikut: 
Ho : Model tanpa variabel prediktor tertentu adalah model terbaik. 
H1 : Model dengan variabel prediktor tertentu adalah model terbaik. 
Statistik Uji yang digunakan adalah : 
G 2 = _21n(- L_i_k_el_ih_o_o_d_t_an_p_a_v_a_ri_ab_e_I_p_re_d_ikt_o_r_t_ert_e_n_tu_(L-'1:..__) ) 
Likelihood dengan variabel prediktor tertentu (L 0 ) 
{nr n. 1-n. ]} Dimana L = -2 I y. ln(-1 ) + (1 - y. )ln(--1 ) i=l I Y. I 1- y. 
I I 
........ . (2.15) 
Kriteria penolakan adalah Tolak Ho jika nilai P(x2 a,v > G2) kurang dari nilai a yang 
ditetapkan dimana v ialah derajat bebas dari selisih jumlah parameter pada L1 dan ~-
10 
2.2 Pengantar Umum ANN 
Art[ficial Intelegence (AI) atau kecerdasan buatan merupakan suatu ilmu yang 
mempel~jari tentang sifat kecerdasan dan juga berkaitan dengan implementasi program 
komputer yang meretleksikan suatu sifat kecerdasan tiruan. AI dikembangkan untuk dapat 
mengatasi keterbatasan-keterbatasan dalam perhitungan secara tradisional dalam mengatasi 
persoalan yang tidak terstruktur, ataupun missing value. Neural Network merupakan salah 
satu cabang AI yang sistem anahsisnya didasarkan pada sistem ke:Ija syaraf manusia. Dalam 
sistem syaraf manusia terdapat ± 100 milyar neuron yang terdiri dari sebuah inti (soma) yang 
dikelilingi oleh sensor (dendrite) untuk menangkap signal yang datang. Antar neuron 
dihubungkan oleh suatu link yang disebut akson. Pada saat otak sedang berfikir, maka neuron 
mengirimkan suatu signal ke neuron yang lain. Sebelum signal masuk kedalam satu neuron, 
signal yang diterima dilakukan suatu aktivasi (synapsis), yang nantinya akan dilanjutkan pada 
neuron berikutnya. 
Neural network dapat belajar dari pengalaman, melakukan generalisasi dari contoh-
contoh yang diperolehnya dan mengabstraksi karakteristik esensial dari input yang bahkan 
berisi data yang tidak relevan sehingga tidak diperlukan model matematis dari permasalahan 
yang dihadapi sebagaimana pada perhitungan konvensional. Hal inilah yang membuat neural 
network mampu digunakan untuk penyelesaian persoalan yang tidak terstruktur dan sulit 
didefiiDsikan. 
Aplikasi neural network bisa diterapkan pada berbagai kasus, seperti kasus 
pengklasifikasian, signal processing, kesehatan, bisnis maupun self organi::ation. Penerapan 
neural network pada kasus pengklasifikasian secara lengkap dijelaskan oleh Ripley (1996). 
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2.2.1 Konsep Dasar ANN 
Sesuai dengan sistem keijanya, struktur ANN terdiri dari tiga lapisan yang meliputi 
lapisan input (input layer), lapisan antara atau lapisan tersembunyi (hidden layer) dan lapisan 
output (output layer). Masing-masing lapisan diberikan pembobot (weight) yang akan 
mentrsformasikan nilai input menjadi nilai output. Nilai-nilai weight pada model ANN bisa 
diartikan sebagai koefisien parameter pada model regresi. Setiap layer terdiri dari beberapa 
neuron dan antar neuron-neuron ini akan terhubung dengan neuron yang lain pada layer 
terdekat (Ripley,l996). Neuron-neuron tersebut membentuk suatu jurnlah perkalian antara 
weight dengan input dan juga nilai bias (b). Output yang dibentuk biasanya merupakan 
bentuk sigmoid fungsi logistik dari penjurnlahan tersebut. 
ANN terbagi menjadi dua bagian proses yaitu proses training dan testing. Proses 
training ini merupakan proses pembelajaran dari ANN yang mengatur input-input yang 
digunakan dan bagaimana pemetaannya pada output hingga diperoleh model ANN. Proses 
training teijadi pada saat pengaturan weight dan bias. Sedangkan proses testing adalah proses 
pengujian ketelitian dari model yang telah diperoleh dari proses training. 
Metode paling umum yang digunakan untuk proses training adalah Back 
Propagation. Dalam metode ini, weight-weight tersebut diatur untuk meminimalisasikan nilai 
kuadrat beda antar output model dan output taksiran, atau secara umum disebut SSE (Sum 
Square of Error). Proses pengaturan weight biasanya berdasar pada algoritrna sederhana 
stepest descent yang didasarkan pada turunan pertama dari fungsi cost. Namun pada beberapa 
penelitian yang telah dilakukan, algoritrna yang lebih rumit sering dipakai, dimana lebih 
didasarkan pada bentuk turunan kedua dari fungsi cost, dan lebih memberikan jaminan 
tercapainya SSE yang paling minimum. 
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Proses training dalam ANN terbagi menjadi tiga tahap utama yaitu feed forward 
ANN, backpropagating, dan update nilai bobot. Pada tahap feed forward dilakukan proses 
dari input sampai diperoleh hasil (output), sedangkan tahap back propagation dilakukan 
proses pembandingan nilai output dari tahap feed forward dengan nilai target yang telah 
ditentukan, kemudian dilanjutkan ke depan sampai input layer sehingga diperoleh error. Pada 
tahap update nilai bobot dilakuk.an pengupdatean nilai bobot sampai diperoleh error minimal. 
Adapun penjelasan dari tahapan-tahapan tersebut adalah sebagai berikut: 
I Feed Forward ANN 
ANN juga merupakan suatu unit dasar dari feed forward Artificial Neural Network 
(FF ANN) dalam neuron yang formal. Model neuron sederhana ini diusulkan oleh McCulloch 
dan Pitts pada tahun 1943 (Stern, 1996). Pembuatan blok sederhana dari network dengan satu 
layer network dengan x sebagai signal input (x1, . . . ,Xp) dan y merupakan output (y1) dari 
neuron, dim ana network disini merupakan perpindahan dari input x ke output y. 
FF ANN adalah sebuah jaringan dimana jalur antar titik dapat diberikan penomoran 
sehingga semua hubungan dapat teijadi antara satu titik dengan titik yang lain pada nomor 
yang lebih tinggi. Secara praktek, jalur-jalur tersebut diatur dalam beberapa lapisan dan 
terhubungkan hanya pada lapisan yang lebih tinggi (Ripley, 1996). Secara lebih jelas dapat 
dikatakan bahwa jaringan tersebut mempunyai neuron-neuron yang hanya mempunyai satu 
jalur hubungan pada neuron yang lainnya. Setiap neuron dapat diberi label atau nomor mulai 
angka kecil pada input sampai angka terbesar pada output, sehingga tiap neuron hanya 
terhubung dengan neuron yang mempunyai angka yang lebih tinggi. Dengan notasi yang 
lebih sederhana, setiap neuron menjumlahkan input dan menambahkan sebuah konstanta 
(bias) untuk membentuk input total dan menerapkan fungsi aktifasi pada input total untuk 
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mendapatkan suatu output Dimana tiap jalur dihubungkan dengan sebuah pembobot (weight) 
(Fauset, 1994). Khusus pada penelitian ini, fungsi aktifasi yang digunakan pada input layer, 
hidden layer dan output layer adaJah fungsi logistik sigmoid yaitu : 
1 f(x)=----
1 + exp( -x) 
............. ... (2.16) 
Bentuk arsitektur ANN yang paling sederhana disebut sebagai perceptron. Perceptron 
ini hanya terdiri dari input layer dan output layer tanpa adanya hidden layer. Jika fungsi 
aktifasi yang digunakan adaJah logistik sigmoid maka arsitektur tersebut disebut sebagai 
logistic perceptron (Schumacher, 1996). 
Input 




Gambar 2.1 Arsitektur Perceptron ANN = Logistik Regresi 
Perceptron ini terdiri atas p+ 1 input unit dimana :xo memiliki input konstan dengan 
elemen sama dengan 1, dan satu output unit. Nilai input unit Xi diboboti dengan weight Wi (i = 
0,1,2, ... ,p) dan jumlahan weight input kemudian ditransformasi dengan fungsi logistik. Maka 
nilai output o dapat ditulis sebagai fungsi f dari nilai input Xi dan weight w. 
o=f{x,w) 
p 




dimana x =(Xo,x~, ... Xp) merupakan vektor input 
w =( W0 , w1 , ... ,wp) rnerupakan vektor weight (bobot). II.,' l..\ A(x) = fungsi logistik. 







Gambar2.2 Arsitektur Multilayer Perceptron (MLP) ANN 
Untuk gambar 2.2 arsitektur ANN merniliki sejumlah J hidden node/ unit dengan satu 
output unit. Arsitektur ANN dengan terdiri atas input layer, hidden layer dan output layer 
dinamakan Multilayer Perceptroni (MLP). Pada MLP, semua input unit dihubungkan dengan 
hidden unit yang mempunyai weight Wi . Hidden unit kemudian dihubungkan dengan output 
unit yang mempunyai bobot Wj. Output o kemudian dapat diperoleh sebagai fungsi dari nilai 
input Xi dan weight Wi dan Wi· 
o = f{x,w,W) 
= A(w01 + t w .1 .A.( t w .. x.)J j=l J J i=O I J 1 ..... ..... (2.18) 
dimana: x =(Xo,x1, ... xp) merupakan vektor input. 
w=(wo,w11 , ... ,wp.J) merupakan vektor weight(bobot) dari inputke hidden . 
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W= (Wo1,W I I, ... ,WJI) merupakan vektor weight dari hidden ke output 
A(x) = ftmgsi logistik. 
Jaringan pembobotan didasarkan pada perbedaan target dengan basil output. Error dari 
output layer akan diinteraksikan mundur oleh jaringan dengan "link weight". Prosedur iterasi 
ini akan berulang sampai diperoleh nilai yang konvergen dengan nilai error yang minimum. 
Untuk lebih jelasnya langkah-langkah proses FF ANN sebagai berikut: 
1. Tahap awal ialah penentuan inisial pembobotan, biasanya dengan randomisasi atau sudah 
ditentukan nilainya terlebih dulu oleh peneliti. 
2. Memasukkan input signal Xi, i = 1,2, .. . ,p pada input unit. 
3. Kalikan signal input yang masuk dengan nilai bobot link dan berikan hasilnya ke hidden 
layer. Jika tanpa hidden layer langsung dikirim ke output unit (tahap 5). 
4. Nilai yang diterirna oleh hidden unit (hi, j = 1,2, ... ,J) dijumlahkan dan dilakukan suatu 
proses aktifasi yaitu logistik sigmoid. 
5. Lakukan proses seperti tahap 3 dalam penyampaian signal dari hidden unit ke output unit. 
6. Bandingkan hasilnya dengan nilai target pada tahap backpropagation. 
Perrnasalahan utarna pada FF ANN dalam penerapannya adalah bagairnana pernilihan 
initialisasi pembobotan awal harus dipilih, dan bagairnana arsitektur ANN dapat dioptimalkan 
(Ripley, 1996). 
II Back Propagation 
BackPropagation (BP) merupakan proses penaksiran weight atau proses training untuk 
menentukan weight dari suatu arsitektur ANN. Backpropagation menggunakan metode 
steepest Descent untuk rnenentukan sekelompok weight dan bias yang akan merninimalisasi 
nilai Sum ql Square Training Error atau secara umurn dapat disebut sebagai SSE. Tahap 
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Backpropagation ini merupakan proses koreksi (fitting) terhadap nilai output yang dihasilkan 
tahap FF ANN. Setiap nilai output akan dibandingkan dengan nilai target, dan dicari besarnya 
emor untuk setiap nilai tersebut. Proses yang ada pada tahap ini sama dengan proses pada 
tahap Feed Forward, hanya saja pada tahap Backpropagation ini proses dilakukan dari output 
ke input layer. 
Pada model logistic perceptron bentuk fungsi error yang diminimalisasi adalah: 
E(w) = ~ (in)- f(x. (n), w . ))2 , i=1,2, ... ,p 
n=l J 1 
... .. (2.19) 
Persamaan (2.19) merupakan kriteria "Least Square", sehingga untuk memperoleh w 
adalah dengan meminimumkan E(w) dan diperoleh persamaan sebagai berikut: 
aE(w) = ~ 2f(x . (n), w. )(1- f(x . (n) , w. ))x. (n) (/n) - f(x. (n), w . )) = 0 ...... (2.20) 
8w . n=l I I I I 1 I I 
I 
Karena metode penaksir parameter di regresi logistik menggunakan MLE, maka pada 
ANN juga akan dilakukan hal yang sama. Metode yang digunakan disini adalah dengan 
meminimumkan fungsi Kullback-Leibler Distance. Sebab menurut Kullback dan Leibler 
(Schumacher dkk., 1996), memaksimumkan fungsi Jog-likelihood pada MLE ekuivalen 
dengan meminimumkan Kullback-Leibler Distance. Sehingga untuk model logistik 
perceptron persamaan error yang diminimumkan adalah: 
N l (n) (n) ] E'(w)~ L y(n)log y +(l - /n))log (1-y ) 
n=l f(x(n) w . ) 1- fll (n) ) 
\ I ' I \Xj ' W i 
......... (2.21) 
8£*(w)=-f {n) ( {n) _/( (n) )) ~X; y X ; ,W; 
awi n= l 
..... .... . (2.22) 
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ill Update Nilai Bobot 
Proses ini merupakan tahap terakhir dari ANN. Dalam tahap ini dilakukan peng-
updatean seluruh nilai bobot yang ada. Dengan langkah-langkah sebagai berikut: 
- Mengupdate nilai bobot antara hidden unit dan output unit. 
* • Wjk(new)=Wjk(old)-TJ8E (W(old)) . ........ (2.23) 
- Mengupdate nilai bobot antara input unit dan hidden unit. 
* . 
w jk (new) = w jk (old) - TJ OE (w(old)) . ......... (2.24) 
Ketiga tahap tersebut di atas akan terus berulang (berjalan) sampai diperoleh suatu 
kondisi yang diinginkan, kriteria ini ditentukan oleh peneliti, dan biasanya berupa nilai MSE 
minimal ataujumlah iterasi maksimal. 
2.2.2 Metode Optimasi Error 
Metode yang dipakai dalam optimasi error (nilai SSE) adalah metode Optimasi orde 
kedua (matrik Hessian). Metode matrik Hessian ini digunakan dalam algoritma Quasi-
Newton. Algoritma Quasi-Newton merupakan metode optimasi dengan pendekatan gradien. 
Metode ini dipakai dalam pemodelan ANN pada penelitian ini, dan diimplementasikan dalam 
software S-Plus 2000. 
Metode Quasi-Newton ini didasarkan pada pendekatan lokal kuadratik yang 
merupakan suatu fungsi error dari deret Taylor tentang E(w) disekitar titik w, dimana w 




BE BE b = -(w)+-(w) 
aw aw 
I J 
dimana b didefinisikan sebagai gradien dari E yang telah dikoreksi oleh w . 
Matrik Hessian H didefinisikan sebagai: 
(H) = oE 
'.1 awaw . 
I J \\=::\V 
........ (2.27) 
dari rumusan (2.25) akan didapatkan suatu hubungan pendekatan lokal dari gradien yang 
dinyatakan dengan: 
V'E = b + H( w - w) ......... (2.28) 
jika Y'E = 0 dan w* sebagai nilai minimum dari fungsi error, maka dari rumus (2.25) dapat 
dirubah menjadi : 
E(w) = E(w*) + t(w- w)TH(w- w •) ........ (2.29) 
• l 
w =w -R g ....... (2.30) 
dimana : w * = nilai minimum dari fungsi error 
H= matrik Hessian 
g = gradien untuk setiap nilai w 
g=V'E=H(w-w·) 
R 1 g = newton direction atau newton-step (bentuk dasar dari strategi optimasi). 
Selain perhitungan matrik Hessian dan inversnya, metode ini juga melakukan 
penaksiran terhadap invers Hessiannya melalui stej:>-stepnya. Misalkan dari persamaan (2.30) 
vektor bobot dari step t dan t+ 1 dapat dirubah menjadi : 
(t+l) , H-1 ( (t+l > Ct>) w -w =- g -g ....... .. (2.31) 
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persamaan di atas disebut dengan kondisi Quasi Newton. Permasalahan akan teijadi jika 
kondisi Quasi-Newton ini mempunyai matrik Hessian yang tidak definit positif Salah satu 
cara untuk mengatasi adalah dengan prosedur update atau penaksiran terhadap invers 
Hessiannya. 
Prosedur update yang umum dipakai adalah rumusan dari Davidson-Fletcher-Powell 
(DPP) dan rumusan Broyden-Flecher-Goldfarb-Shanno (BFGS). Dimana formula BFGS 
adalah sebagai berikut: 
t (o <'> ~To < ' > ~ G(t+l) = G(t) + pp - v ( TG(t) T 
t T {t ) + V V U 
p v v G v 
....... (2.32) 
dimana: G = matriks penaksiran terhadap invers Hessian 
p = w <r+l ) - w (r} 
Dalam perkembangannya aplikasi matrik G terhadap update nilai weight dapat menggunakan 
perasamaan : 
(t+t ) <r> + (t>o <'> (t) w =w a g .. .. ...... . (2.33) 
dimana : w<t+l)=nilai wbaru 
w <'> = nilai w lama 
a = nilai yang ditentukan saat fungsi minimum 
Kelebihan dari pendekatan Quasi-Newton adalah line searchnya tidak perlu dibentuk 
dengan menggunakan akurasi yang tinggi karena metode ini tidak memerlukan bentuk 
critical factor atau faktor kritis dalam algoritmanya. Kelemahan dari metode Quasi-Newton 
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adalah jika diterapkan pada jaringan yang mempunyai banyak link bobot, metode ini tidak 
mempunyai memori yang cukup untuk mengatasinya. 
2.2.3 Implementasi ANN di S-plus 2000 
Ap1ikasi ANN di S-plus 2000 ada di fungsi nnet. Fungsi nnet ini menggunakan 
metode Quasi-Newton dalam tahap update nilai bobot. Beberapa hal yang perlu diketahui 
dalam menjalankan program nnet ini adalah : 
- Learning Rate 
Nilai laju penaksir 11 sangat berpengaruh pada kecepatan Backpropagation dalam 
mencapai kekonvergenan. Nilai laju yang besar akan memberikan kekonvergenan 
lebih cepat. Untuk menentukan nilai laju yang menyeirnbangkan antara kecepatan 
proses konvergen dengan langkah iterasi ketika rnendekati suatu lokal minimum 
memang sulit. Plot dari perrnukaan error akan sangat berguna untuk rnenentukan laju 
penaksir ini. Bila nilai error "meloncaf' pada nilai yang lebih besar pada saat training, 
berarti nilai laju estmasi yang digunakan terlalu besar. 
- Lokal minimum 
Sesuai dengan bentuk dari fungsi untuk arsitektur MLP, dalam menentukan nilai 
minimum SSE, terdapat beberapa nilai minimum lokal. Prosedur penaksir seperti 
Steepest Descent yang menggunakan gradien untuk memperbaiki nilai weight, 
kemungkinan akan teijebak dalam lokal minimum. Hal ini berarti bahwa yang 
didapat akan tetap memberikan hasil penaksir yang terbaik. Hasil penaksir ANN 
dapat rnemberikan tingkat akurasi yang berbeda-beda dan tidak ada jaminan bahwa 
prosedur pembelajaran (training) akan menemukan global minimum untuk SSE. 
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Pengulangan algoritma untuk training set yang sama, dengan inisialisasi awal yang 
berbeda akan memberikan nilai weight yang berbeda pula. 
- Weight Decay 
Nilai weight decay hampir sama dengan learning rate yang berfungsi untuk 
mempercepat proses training konvergen dan menghindarkan dari over fitting. Nilai ini 
digunakan untuk memperbaiki weight dari proses update nilai bobot 
-Range 
Pada fungsi nnet, untuk rnenentukan inisialisasi pembobotan awal dibangkitkan dari 
nilai random. Nilai random ini berada dalam suatu range nilai yang ditetapkan oleh 
peneliti. Jika nilai range = 0.3 maka nilai awal weight akan dibangkitkan dalam 
daerah range [ -0.3,0.3]. 
- Absol (Absolut Toleransi) 
Nilai ini rnerupakan toleransi kesalahan yang ditetapkan oleh peneliti agar segera 
tercapai kekonvergenan. 
- Reltol (Relatife Toleransi) 
Nilai ini merupakan toleransi kesalahan relatif yang ditetapkan oleh peneliti agar 
segera tercapai kekonvergenan. 
- Maxit (Maksimum iterasi) 






3.1 BAHAN PENEUTIAN 
Penelitian ini merupakan pemandingan antara ANN dan regresi Jogistik yang 
diterapkan pada suatu kasus, sehingga kesimpulan yang diperoleh merupak:an kesimpulan 
hanya untuk kasus tersebut. Dalam menyusun Tugas Akhir ini, data yang digunakan sebagai 
bahan pengolahan dan analisis adalah data sekunder. Bahan yang digunak:an dalam penelitian 
ini adalah: 
A. Kasus "bemodialisis" 
Data studi kasus pertama yang diambil adalah tentang kondisi pasien yang menjalani 
perawatan hemodialisis di Instalasi Hemodialisis RSUD Dr. Soetomo Surabaya. Data ini 
merupak:an data yang diambil dari Tugas Akhir Jurusan Statistika oleh Kusdamayanti (2001). 
Pengambilan data dilak:ukan selama satu minggu dengan menanyak:an secara langsung 
kepada pasien. Unit eksperimen dalam penelitian ini adalah pasien yang menjalani perawatan 
hemodiahsis di Instalasi Hemodiahsis RSUD Dr. Soetomo Surabaya yang semuanya 
memiliki gangguan gaga! ginjal. Jumlah pasien yang dijadikan sampel adalah sebanyak: 127 
orang. 
V ariabel prediktor yang dianggap mempengaruhi variabel respon ada 6 variabel. 
Berikut ringkasan variabel- variabel penelitian pada TA Kusdamayanti : 
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Tabel3.lldentifikasi Variabel Data "Kasus Hemodialisis" 
No Variabel Kategori Label 
1. Kondisi Pasien Selama Hemodialisis 0 = tidak mengalami hipotensi y 1 = mengalami hipotensi 
2. Bahan Dialisa 0 = Bikarbonat BD 1 = Asetat 
3. Konsumsi Obat Anti Hipertensi O=ya Obat 1 =tidak 
4. Melakukan Aktifitas Makan O=ya Makan 1 =tidak 
O=tidak 
5. Kenaikan Berat Badan Pasien 1 = O<BBk<2 kg BBk 
2= >2kg 
6. Ultrafiltrasi Kontinyu UF 
7. Penyak.it Diabetes Melitus atau l=ya DMND Neforpati Diabetik O=tidak 
B. Kasus "Berat Badan Bayi" 
Data studi kasus yang kedua diambil dari buku Hosmer & Lemeshow (1989) tentang 
faktor-faktor yang mempengaruhi rendahnya berat badan bayi ketika lahir. Data dikumpulkan 
di Bays/ate Medical Center, Springfield, Massachusetts tahun 1986. Jumlah responden 
kesel uruhan adalah 189. Identifikas1 variabelnya dapat dilihat pada tabel berikut ini: 
T bel 3 2 ld tifika . V . bel d 'Lo lnf B. h W . h " a . en I SI ana ata w ant Irt e121 t 
No Variabel Kategori Label 
1. Berat badan bayi ketika lahir (Y) 0 = jika berat bayi > 2500 gr LOW 1 = jika berat bayi < 2500 gr 
2. Umurlbu Kontinyu Age 
" 
Berat ibu ketika terakhir menstruasi Kontinyu LWT .) . (pounds) 
1=putih 
4. Ras wama kulit 2=hitam Race 
3=yang lain 
5. Merokok selama hamil l=ya smoke O=tidak 
6. Pemah punya bayi prematur O=tidak PTL l=pemah 
7. Memiliki Hypertensi l=ya HT O=tidak 
8. Uterine Initability l=ya Ul 
, O=tidak 
9. Kunjungan ke dokter O=tidak pemah FfV l=pemah 
10. Berat badan dalam gram Kontinyu BWT 
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3.2. PENGOLAIIAN DATA' 
Sebelum mela~ ifiahsis, data kasus dibagi menjadi 2 bagian yaitu training dan 
testing. Pd~ ~ data ttrutring sebanyak 100 pengamatan dan data testingnya 27 
''(Jengamata~. s~ Utltuk data kedua diarnbil 160 pengarnatan untuk training dan 29 
pengamatan untuk testing. Penentuan berapa besar data training dan data testing terserah pada 
peneliti, dengan catatan jumlah data training selalu lebih besar dari pada data testting (Ripley, 
1996). Berikut adalah langkah-langkah yang dilakukan untuk analisa : 
A. Tahap Pemndelan Regresi Logistik 
] . Identifikasi variabel prediktor. 
2. Penaksiran parameter secara univariat 
3. Uji signifikansi taksiran parameter model univariat. 
4. Membuat model regresi logistik multivariat berdasarkan pada variabel prediktor 
yang signifikan pada model regresi logistik univariat. 
5. Pemilihan model terbaik. 
6. Melakukan prediksi dari model terbaik dengan data yang dimodelkan (training 
sampel). 
7. Melakukan prediksi data testing. 
B. Tahap Pemndelan dengan ANN 
1. Penentuan rincian arsitektur ANN (seperti jumlah input layer, jumlah hidden 
node, dan output) dengan cara trial error sarnpai diperoleh jumlah hidden unit 
yang optimal dengan tingkat kesalahan minimal. 
2. Penentuan fungsi aktifasi. Dalam Tugas Akhir ini digunakan fungsi logistik 
sebagai fungsi aktifasi. 
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3. Penentuan nilai inisial pembobotan, meliputi : random seed, range, absolut 
Lolerami, relative tolerami dan mak.r;imum itera.<;i. Setelah penentuan inisial 
pembobotan mal<a akan didapatkan hasil besamya bobot yang maksimum serta 
pembobotan dari input layer, hidden layer dan output layer pada masing-masing 
Janngan. 
4. Melakukan proses pembelajaran back propagation pada arsitektur ANN yang 
telah dibuat. 
5. Melakul<an prediksi dari model yang didapatkan dari data yang dimodelkan. 
6. Memprediksi model berdasar data testing. 
C. Tahap pembandingan Model Regresi Logistik dengan ANN 
1. Tahap pernbandingan basil ramalan dari output ANN dan regresi logistik. Sebagai 
pembanding akan digunakan prosentase kesalahan pengelompokan dan ketepatan 
klasi:fikasi dari kedua metode tersebut. 
2. Tahap pembandingan hasil penerapan kedua metode (ANN dan regresi logistik ). 
3. Analisis keandalan, kelebihan, dan kekurangan kedua rnetode (regresi Logistik 
dan ANN) berdasarkan informasi-informasi yang diperoleh selama menjalankan 
tahap A sampai tahap C. 
Untuk lebih mempermudah tahapan pembentukan model pada data training, berikut 
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HASIL DAN PEMBAHASAN 
4.1 DESKRIPTIF STATISTIK 
Pada penelitian ini analisis data dan pembahasan dilakukan pada dua studi kasus 
dimana masing-masing kasus terbagi dalam dua kelompok data, yaitu data training dan data 
testing. Data training merupakan data yang digunakan untuk membentuk model yang 
menggambarkan hubungan variabe1 prediktor dengan variabe1 respon. Sedangkan data testing 
merupakan data yang digunakan untuk memvalidasi model yang telah dihasilkan oleh data 
training. Pembagian data untuk kasus pertama yaitu ada 100 pengamatan pada data training 
dan 27 pengamatan pada data testing. Kemudian untuk kasus kedua membagi 189 
pengamatan menjadi 160 pengamatan untuk data training dan 29 pengamatan pada data 
testing. Untuk analisis data awal akan dibahas mengenai deskriptif statistik dari masing-
masing kasus baik pada data training maupun data testing . 
4.1.1 DeskriptifVariabel Prediktor dan Variabel Respon Pada Kasus 1 
Pada deskriptif data dibahas tentang proporsi data yang diperoleh untuk masing-
masing variabel. Pada data training, terdapat 80 pasien yang tidak mengalami hipotensi 
selama proses hemodialisis atau 81.63%. Sedangkan jumlah pasien yang mengalami 
hipotensi selama proses hemodialisis adalah 20 pasien atau 68.97%. 
Dari 27 pengamatan yang digunakan untuk data testing terdapat 18 pasien (18.37%) 
yang tidak mengalami hipotensi selama proses hemodialisis dan 9 pasien (31.03%) yang 
'-
mengalami hipotensi selama proses hemodialisis. Perbandingan data training dan testing pada 
kasus hemodialisis adalah sebagai berikut : 
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T bel 4 1 D ta T . . D T ti V . bel R a . a rammg an es ng ana espon Ka 1 sus 
Variabel Respon Data Total Training Testif!g 
Pasien tidak mengalami hipotensi (Y=O) 80 (81.63%)* 18 ( 18.37%) 98 
Pasien mengalami hipotensi (Y = 1) 20 (68.97%) 9 (31.03o/o2_ 29 
*)%bans 
Deskriptif data variabel prediktor dan variabel respon untuk masing-masing data 
training dan data testing dapat dijelaskan seperti keterangan dibawah ini. 
A. Deskripsi Data Training Pada Kasus 1 
Variabel prediktor pertama yang dianggap berpengaruh terhadap kemungkinan pasien 
mengalami hipotensi selama proses hemodialisis adalah bahan dialisa (BD). Deskriptif data 
variabel bahan dialisa bisa dilihat pada Tabel 4.2. Jumlah pasien yang menggunakan bahan 
Dialisa Bikarbonat ada sebanyak 2 pasien atau sekitar 2% dari keseluruhan data training 
dimana keduanya tidak mengalami hipotensi selama proses hemodialisis. Jumlah pasien yang 
memakai bahan Dialisa Asetat ada 98 pasien atau sekitar 98% dari keseluruhan data training 
dimana ada 78 pasien (79.59%) yang tidak mengalami hipotensi dan ada 20 pasien (20.41%) 
yang mengalami hipotensi selama proses hemodialisis. 
V ariabel berikutnya adalah variabel Obat yaitu menunjukkan apakah past en 
menngkonsumsi obat anti hipertensi atau tidak. Berdasarkan Tabel 4.2 terlihat ada 66 pasien 
yang mengkonsumsi obat anti hipertensi dimana 53 pasien atau sekitar 80.30% tidak 
mengalami hipotensi dan ada 13 pasien atau sekitar 19.70% mengalami hipotensi selama 
proses hemodialisis. Sedangkan jumlah pasien yang tidak mengkonsumsi obat anti hipertensi 
ada 34 pasien dimana 27 pasien (79.41%) tidak mengalami hipotensi dan ada 7 pasien 
(20.59%) mengalami hipotensi selama proses hemodialisis. 
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Variabel berik'1ltnya adalah variabel Makan. Jumlah pasien yang melakukan aktifitas 
makan ialah sebesar 33 pasien dimana ada 26 pasien (78.18%) tidak mengalami hipotensi dan 
ada 7 pasien (21.21%) yang mengalami hipotensi selama proses hemodialisis. Untuk pasien 
yang tidak melakukan akti:fitas makan ada sejumlah 67 pasien d:imana 54 pasien (80.60%) 
tidak mengalami hipotensi dan ada 13 pasien (9.40%) mengalami hipotensi selama proses 
hemodialisis. Ringkasan deskriptif variabel makan dapat d:ilihat pada Tabe14.2. 
Tbel42 TbeiF ku ·n T .. Ka 1 a . a re enst ata rammg sus 
V ariabel Prediktor 
Hipotensi 
Total No. 
tidak (0) ya(l) 
I. Bahan Dialisa 
- Bikarbonat (0) 2 (100%)* 0 (0%) 2 
- Dialisa Asetat (1) 78 (79,590/o) 20(20,41%) 98 
2. Obat 
- ya(O) 53 (80,3%) 13 (19,70%) 66 
- tidak (I) 27(79,41%) 7 (20,59%) 34 
3. Makan 
- ya (0) 26 (78,78%) 7 (21,21%) 33 
- tidak (I) 54 (80,59%) 13 (19,40%) 67 
4. BBK 
- tidak (0) 8 (88,890/o) 1 (11,11%) 9 
- 0 < Bbk < 2 kg ( 1) 30(78,95%) 8 (21 ,05%) 38 
- BBk > 2kg(2) 42 (79,25%) 11 (20,75%) 53 
5. DM ND 
- tidak diabetes (0) 76 (96,2%) 3 (3,800%) 79 
- diabetes ( 1 ) 4 (19,05%) 17 (80,95%) 21 
'i' ) % persen bans 
Selama proses hemod:ialisis d:iukur pula kenaikan berat badan pasien (variabel BBK) 
karena d:ianggap berpengaruh terhadap teijad:inya hipotensi. Kenaikan berat badan pasien ini 
terbagi 3 level yaitu level 0 berarti tidak mengalami kenaikan, level 1 mengalami kenaikan 
antara 0 dan 2 kg, level 3 mengalami kenaikan lebih dari 2 kg. Berdasarkan Tabel 4.2, 
kenaikan berat badan pasien untuk level 0 sebanyak 9 pasien (9%), level 1 sebanyak 38 
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pasien (38%) dan level 2 sebanyak 53 pasien (53%). Dari 9 pasien eli level 0, ada 1 pasien 
(11.1 1%) yang rnengalami hipotensi selarna proses hernodialisis_ Untuk level 1, 30 pasien 
(78.95%) tidak rnengalami hipotensi dan ada 8 pasien (21.05%) lainnya mengalarni hipotensi 
selama proses hemodialisis_ Pada level 2, 42 pasien (79.25%) tidak mengalami hipotensi dan 
ada 11 pasien (20.75%) lainnya mengalarni hipotensi selarna proses hernodialisis. Untuk lebih 
jelasnya dapat digambarkan dalam bentuk plot seperti Garnbar 4_1_ 
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Gam bar 4.1 Plot V ariabel Kenaikan Bernt Badan Pasien Terhadap 
Kemungkinan Tetjadinya Hipotensi. 
Garnbar 4.1 menunjukkan bahwa dengan bertambahnya kenaikan berat badan pasien 
tidak memperlihatkan kecenderungan pasien akan mengalami hipotensi selama proses 
hemodialisis. Begitu juga sebaliknya dengan semakin berkurangnya kenaikan berat badan 
pasien tidak menunj ukkan kecenderungan pasien tidak akan mengalami hipotensi_ 
Variabel berikutnya yang dianggap berpengaruh adalah adanya penyakit Diabetes 
Melitus atau Nefropati Diabetik pada pasien ( DM -'ND). Pasien gaga] ginjal yang tidak 
memiliki penyakit Diabetes Melitus (DM) atau memiliki penyakit Nefropati Diabetik (ND) 
ada sejurnlah 79 pasien (79%) dimana 3 pasien (3.8%) mengalarni hipotensi dan 76 pasien 
(96.2%) tidak mengalarni hipotensi selama proses hemodialisis. Sedangkan pasien yang 
memiliki penyakit Diabetes Melitus (DM) atau penyakit Nefropati Diabetes (ND) ada 
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sejumlah 21 pasien atau sekitar 21% dari keseluruhan data training. Hubungan variabel 
DM _ ND dengan tetjadinya hipotensi dapat dilihat pada Gam bar 4.2 di bawah ini. 
ya tidak 




Gambar 4.2 Plot hubungan variabel DM _ ND dengan teijadinya hipotensi 
Gambar 4.2 di atas menunjukkan kecenderungan pasien yang mempunyai diabetes 
Melitus atau Nefropati Diabetik cenderung untuk mengalami hipotensi selama proses 
hemodialisis. Sedangkan pasien yang tidak memiliki penyakit Diabetes Melitus atau nefropati 
Diabetik cenderung untuk tidak mengalami hipotensi selama proses hemodialisis. 
Variabel terakhir yang dianggap berpengaruh adalah Ultrafiltrasi (UF) yang diukur 
secara kontinyu. Deskriptif data variabel UF dapat dilihat pada Tabel4.3 berikut ini. 
Tabel4.3 DeskriptifData Variabel Ultrafiltrasi 
DtaT .. Kas 1 a ramm g us 
Variabel Data N I Mean I St. Dev 1 
UF Training 100 I 2.8520 I 1.1845 I 
B. Deskripsi Data Testing Pada Kasus 1 
Pada data testing, pasien yang menggunakan bahan Bikarbonat ada 1 pasien yang 
mana pasien tersebut tidak mengalami hipotensi. Sedangkan pasien yang menggunakan 
bahan Dialisa ada 26 pasien dimana 17 pasien (65,38%) tidak mengalami hipotensi dan ada 9 
pasien (34,63%) pasien mengalami hipotensi selama proses hemodialisis. 
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Untuk variabel Obat ada 17 pasien yang memakai obat anti hipertensi dimana ada 1 0 
pasien (58,82%) tidak mengalami hipotensi dan ada 7 pasien (41,18%) mengalami hipotensi 
selama proses hemodialisis. Ringkasan deskripsi data testing dari tiap-tiap variabel prediktor 
dapat dilihat pada Tabe1 4.4. 
Tbl44 TbelF ku ·n T. Kas 1 a e . a re enst ata esting us 
V ariabel Prediktor 
Hipotensi 
Total No. 
tidak (0) ya(l) 
I. Bahan Dialisa 
- Bikarbonat (0) 1 (100%)* 0 (0%) 1 
- Dialisa Aset:at ( 1) 17 (65.38%) 9(34.62%) 26 
2. Obat 
- ya (0) 10 (58.82%) 7 (41.18%) 17 
- tidak (I) 8 (80%) 2 (20%) 10 
3. Makan 
- ya (0) 4 (57.14%) 3 (42.86%) 7 
- tidak(l) 14(70%) 6 (30%) 20 
4. BBK 
- tidak (0) 7 (87.5%) 1 (12.5%) 8 
-0 < Bbk < 2 kg (1) 4 (36.36%) 7 (63.64%) 11 
- BBk > 2kg(2) 7 (87.5%) l (12.5%) 8 
5. DM ND 
- tidak diabetes (0) 17 (94.44%) 1 (3,8%) 18 
- diabetes ( 1) 1(11.11%) 8 (88.8<)0/o) 9 
"') %bans 
4.1.2 DeskriptifVariabel Prediktor dan Variabel Respon Pada Kasus 2 
Contoh kasus 2 yang akan dibahas yaitu data tentang faktor-faktor yang 
mempengaruhi rendahnya berat badan bayi ketika Jahir (Low Infant Birth Weight). Data 
LIBW dikwnpulkan di Baystate Medical Center, Springfield, Massachusetts tahun 1986. 
Variabel respon dilabelkan sebagai 'Low', dimana nilai '0' menyatakan bayi dengan berat 
badan normal (BB bayi > 2500 gr) dan nilai '1 ' menyatakan bayi dengan berat badan rendah 
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(BB bayi <2500 gr). Untuk keterangan masing-masing variabel dependen bisa dilihat pada 
BABIIl. 
Pada data trairung, terdapat 11 0 ibu yang me1ahirkan bayi dengan berat badan normal 
atau sekitar 84.61% dari keseluruhan data training. Sedangkan jumlah ibu yang melahiikan 
bayi yang berat badannya rendah ada 50 ibu atau sekitar 84.75%. Untuk data testing terdapat 
20 ibu yang merruloo bayi dengan berat badan normal atau sekitar 15.39%, sedangkan jumlah 
ibu yang melalllrkan bayi dengan berat badan rendah ada 9 ibu atau sekitar 15.253%. 
Perbandingan data training dan testing pada kasus low lnfant Birth Weight (LIBW) adalah 
sebagai berikut : 
T bel 4 5 D T . . d T . V . bel R a . ata ratmng an esting ana espon Ka 2 sus 
V ruiabel respon Data Total 
Training Testing 
Berat badan bayi normal (Y=O) 110 (84,61%)* 20 (15.39<'/o) 130 
Berat badan bayi rendah (Y = 1) 50 (84.75%) 9 (15.25%) 59 
*)% baris 
Deskriptif data variabel prediktor dan variabel respon untuk masing-masing data 
training dan data testing dapat dijelaskan seperti keterangan dibawah ini : 
A. Deskriptif Data Training Pada Kasus 2 
V ariabel ras ban gsa dianggap mempunyai pengaruh terhadap kemungkinan ibu 
melahirkan bayi dengan berat badan rendah atau normal. Untuk data training, ibu yang 
berasal dari kulit putih ada sebanyak 80 pasien atau sekitar 50% dimana ada 58 ibu (72.5%) 
merruliki bayi dengan berat badan normal dan 22 ibu (27.5%) dengan berat badan rendah. 
Sedangkan ibu yang berasal dari kulit hitam ada sebanyak 24 pasien atau sekitar 15% dimana 
ada 15 ibu (62.5%) merruliki bayi dengan berat badan normal dan 9 ibu (37.5%) dengan berat 
badan rendah. Untuk ibu dengan wama kulit lainnya ada 56 responden (35%) dengan 37 ibu 
34 
(66.07%) memiliki bayi dengan berat badan normal dan 19 ibu (33.93%) memiliki bayi 
dengan berat badan rendah. Ringkasan deskriptif ini dapat dilihat pada Tabel4.6. 
Kebiasaan ibu yang merokok juga dianggap mempunyai pengaruh atas kelahiran bayi 
rendah atau normal. Dari Tabe1 4.6 terlihat ada 91 ibu yang tidak merokok atau sekitar 
56.875% dimana 69 ibu (75.82%) memiliki bayi dengan berat badan normal dan 22 ibu 
(24.18%) memiliki bayi dengan berat badan rendah. Sedangkan bagi ibu yang merokok ada 
69 orang atau sekitar 43.125% dengan rincian bahwa ada 41 ibu (59.42%) memiliki bayi 
dengan berat badan normal dan 28 ibu (40.58%) memiliki bayi dengan berat badan rendah. 
V ariabel lain yang dianggap berpengaruh adalah ada tidaknya ibu memiliki riwayat 
hipertensi. Dari data training, didapatkan ada 151 ibu yang tidak memiliki riwayat hipertensi 
atau sekitar 94.375% dimana 105 ibu (69.53%) memiliki bayi dengan berat badan normal dan 
46 ibu (30.46%) memiliki bayi dengan berat badan rendah. Sedangkan bagi ibu yang 
memiliki riwayat hipertensi ada 9 atau sekitar 5.625% dimana ada 5 ibu (55.56%) memiliki 
bayi dengan berat badan normal dan 4 ibu (44.44%) memiliki bayi dengan berat badan 
rendah. 
Adanya Uterine Irritability dianggap sebagai variabel yang berpengaruh terhadap 
lahimya bayi dengan berat badan rendah Dari data training, ada 137 ibu yang tidak memiliki 
Uterine Irritability atau sekitar 85.625% dimana 97 ibu (70.80%) memiliki bayi dengan berat 
badan normal dan 40 1bu (29.2%) memiliki bayi dengan berat badan rendah. Sedangkan bagi 
ibu yang pemah memiliki Uterine Irritability ada 23 atau sekitar 14.375% dimana ada 13 ibu 
(56.52%) memiliki bayi dengan berat badan normal dan 10 ibu (43.48%) memiliki bayi 
dengan berat badan rendah. 
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T bel4 6 T bel F k 'DtaT .. Ka 2 a . a re uens1 a rammg sus 
No. V ariabel Prediktor 
Berntbadan Bayi (Low) 
Total 
Nonnal(O) Rendah(l) 
1. Ras bangsa (Race) 
-Putih(L) 58 (72.5%*) 22 (27.5%) 80 
- Hitam (2) 15 (62.5%) 9 (37.5%) 24 
- Lainnya (3) 37 (66.07%) 19 (33.93%) 56 
2. Merokok (Smoke) 
- ya(l) 41 (59.42%) 28 (40.58%) 69 
- tidak (0) 69(75.82%) 22 (24.18%) 91 
3. Riwayat Hipertensi (HT) 
- ya(l) 5 (55.56 %) 40 (44.44%) 9 
- tidak (0) 105 (69.53%) 46 (30.46%) 151 
4. Riwayat Prematur (PTL) 
- tidak (0) 99(73.88%) 35(26.12%) 134 
- pemah (1) 11 (42.31%) 15 (57.69ll/o) 26 
5. Uterine irritability (UI) 
- tidak (0) 97 (70.80%) 40 (29.2%) 137 
- ya(1) 13 (56.52%) 10 (43.48%) 23 
6. Kunjunngan ke Dokter (FfV) 
- tidak (0) 58(65.9%) 30 (34.1%) 88 
- pemah (1) 52 (72.22%) 20(27.78%) 72 
*)%Bans 
Variabel selanjutnya yang dianggap berpengaruh adalah apakah ibu pernah memiliki 
bayi prematur atau tidak. Pada data training, ada 134 ibu yang tidak pemah memiliki bayi 
prematur atau sekitar 83.75% dimana 99 ibu (73.88%) memiliki bayi dengan berat badan 
normal dan 35 ibu (26.12%) memiliki bayi dengan berat badan rendah. Sedangkan bagi ibu 
yang memiliki bayi prematur ada 26 atau sekitar 16.25% dimana ada 11 ibu ( 42.31%) 
memiliki bayi dengan berat badan normal dan 15 ibu (57.69%) memiliki bayi dengan berat 
badan rendah. Plot yang memperlihatkan bagaimana hubungan variabel PTL dengan variabel 
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Riwayat Prematur (PTL) 
Gam bar 4.3 Plot hubungan Variabel Riwayat Prematur dengan Berat Badan Bayi 
Berdasarkan Gambar 4.3 terlihat bahwa ada kecenderungan semakin banyak pemah 
punya bayi prernatur rnaka cenderung akan merniliki bayi dengan berat badan rendah. 
Faktor lain yang dianggap berpengaruh adalah kunjungan ke dokter (FTV). Pada data 
training, ada 88 ibu yang tidak pemah berkunjung ke dokter atau sekitar 55% dimana 58 ibu 
( 65.9%) memiliki bayi dengan berat badan normal dan 30 ibu (34.1%) memiliki bayi dengan 
berat badan rendah. Sedangkan bagi ibu yang pemah berkunj ung ke dokter ada 72 atau sekitar 
45% dimana ada 52 ibu (72.22%) merniliki bayi dengan berat badan normal dan 20 ibu 
(27.78%) merniliki bayi dengan berat badan rendah. 
Variabel urnur (Age) dan berat badan ibu selama menstruasi dalam 6 bulan terakhir 
(LWT) diukur secara kontinyu. Tabel 4.7 memberi gambaran tentang rata-rata dan strandar 
deviasinya. 
Tabel4.7 DeskriptifData Variabel Umur dan LWT 
DtaT .. Ka 2 a rammg sus 
Var:iabel N Mean St. Dev 
Umur 160 22.76 4.953 
LWT 160 129.52 31.52 
Untuk variabel prediktor yang diukur secara kontinyu akan dianalisis apakah diperlukan 
atau tidak variabel umur (Age) dan LWT dibuat dalarn bentuk kategorikal. Kedua variabel ini 
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akan dibuat plot yang menggarnbarkan hubungan keduanya dengan variabel respon. Data 
yang digunakan adalah keseluruhan data, baik training maupun testing. 
- Variabel Umur 
Langkah awal adalah membuat tabu1asi frekuensi pada variabel prediktor umur dan 
membuat plot antara mean proporsi respon Y dengan titik tengah group. 
Tabel4.8 Frekuensi dari variabel Umur 
Age 
mid Low Mean n 0 1 (Proporsi) group 
14-19 16.5 51 36 15 0.291180 
20-23 21 56 36 20 0.571430 
24-26 25 36 21 15 0.416667 
27-45 35.5 46 37 9 0.195652 
Dasar range pada Tabel 4.8 berdasarkan range yang ditentukan oleh Hosmer & 
Lemeshow (1989). Berikut Plot antara Mean dengan nilai mid (titik tengah). 
10 15 20 25 30 35 40 
umur 
Gambar 4.4 Hubungan Umur Terhadap Mean Dari ''Low" 
Pada gambar 4.4 terlihat bahwa bentuk kurva yang terbentuk adalah hampir 
kuadratik. Bisa dikatakan semakin bertambahnya umur semakin meningkat pu1a porporsi ibu 
yang memiliki bayi dengan berat badan rendah, namun hanya pada sub group umur ketiga. 
Sedangkan untuk sub group keempat malah mengalami penurunan. Maka perlu dibuat model 
regresi logistik variabel umur dengan mengganti data kontinyu dengan bentuk kategori. Ada 4 
kategori seperti range pada Tabel 4.8 dan sebagai kategori reference adalah kategori paling 
rendah. 
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Tabel4.9 Hasil Pemodelan Variabel Umur (Age) 
Group 1~19 20-23 2~26 27-45 
Titik tengah 16.5 21 25 35.5 
Mean 0.29118 0.517430 0.416667 0.195652 
Estimasi koefisien 0 0.287657 0.538997 -0.58322 
P vJlue - 0.488000 0.23800 0.26400 
Odd.Rasio 1 1.333330 1.714286 0.583784 
95%Cl - (0.59;3.01) (0.70;4.20) (0.23;1.50) 
Dari Tabel 4.9 terlihat bahwa untuk tiap desain kategori ada satu kategori yang 
estimasi parameternya signifikan pada level 25%. Nilai odd rasio menurun setelah sub group 
ke tiga. Mal<a akan dibuat kategori baru yaitu dari 4 kategori menjadi 2 kategori. Untuk 
kategori pertama mulai umur 14 tahun hingga 26 tahun dan kategori kedua dari umur 27 
tahun hingga 45 tahun. Sebagai reference kategori adalah kategori kedua. Estimasi parameter 
variabel umur dengan 2 kategori sebagai berikut : 
Tabel4.10 Hasil Pemodelan Variabel Umur (Age) 
d 2Ka . engan tegon 
Group 1~26 27-45 
Titik Tengah 20 35.5 
Mean 0.34965 0.195652 
Estimasi Koefisien 0.7931 -
P value 0.054 -
Odd Rasio 2.21 1 
95%Ci (0.99,4.95) -
Dari Tabel 4.10 terlihat bahwa variabel umur yang dikategorikan signifikan pada 
level 5%. Untuk lebih jelasnya dapat dilihat pada Gambar 4.5 yang menunjukkan bahwa ada 
kecenderungan semakin bertambahnya umur ibu peluang untuk memiliki bayi rendah 












Gambar 4.5 Plot hubungan antara Umur dengan presentase 
lahimya bayi dengan berat badan rendah 
Maka untuk analisis selanjutnya variabel umur dikategorikan dan dilabelkan sebagai variabel 
'Aged' dimana Aged=' 1 ' jika Age < 26 tahun, dan Aged= '0' jika Age >26 tahun. 
- Variabel LWT 
Pada variabel berat badan ibu saat terakhir menstruasi (L WT) range cukup dibagi 
menjadi 2 kategori (Hosmer & Lomeshow, 1989). 
Tabel4.11 Tabel Frekuensi Variabel LWf 
LWT 
mid Low Mean n 
0 1 (Proporsi) group 
80-110 95 53 28 25 0.4716891 
111-250 180.5 136 102 34 0.2500000 
Berdasarkan Tabel 4.11 dan Gambar 4.6 memperlihatkan bahwa adanya 
kecenderungan semakin rendah berat ibu saat terakhir menstruasi cenderung memihki resiko 
melahirkan bayi dengan berat badan rendah yang lebih besar. 
1l 0.4 r----=~:::::::,,_,_o;;:;;;;;::;:;;:;::::::====:---~ 0.6 1· .. 
~ 0.2 +---------------.-""- -i 
a o +------~--------~------60 110 160 
LWT 
Gambar 4.6 Hubungan L WT Dengan Respon "Low" 
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Setelah diJakukan pemodelan dengan mengganti data L WT kontinyu dengan L WT 
kategori (LWD), estimasi keofisien parameter yang didapatkan signifikan. LWD = '1' jika 
LWT< llO pounds dan LWD = '0' jika LWI>110 pounds. Sebagai kategori referens adalah 
L WT='O' . Sehingga untuk anahsis berikutnya variabel yang digunakan adalah variabel L WD. 
Tabel4.12 Basil Pemodelan Variabel LWD 
Group 80-110 111-250 
Titik tengah 95 180.5 
Mean 0.4716891 0.250 
Estimasi koe:fisien 0.88.1800 
P value 0.015000 
Odd Rasio 2.42 
95% C1 (2.68,1.38) 
B. Deskriptif Data Testing Pada Kasus 2 
Variabel ras bangsa (Race) untuk data testing, ibu yang berasal dari kulit putih ada 
sebanyak 16 pasien atau sekitar dimana ada 15 ibu (93.17%) memiliki bayi dengan berat 
badan normal dan 1 ibu (6.25%) dengan berat badan rendah. Sedangkan ibu yang berasal dari 
kulit hitam ada sebanyak 2 pasien dimana keduanya memiliki bayi dengan berat badan 
rendah. Untuk ibu dengan warna kulit lainnya ada 11 responden dengan 5 ibu (45.45%) 
memiliki bayi dengan berat badan normal dan 6 ibu (54.55%) memiliki bayi dengan berat 
badan rendah. 
Kebiasaan ibu yang merokok juga dianggap mempunyai pengaruh atas kelahiran bayi 
rendah atau normal. Dari Tabel 4.13 terlihat ada 5 ibu yang merokok atau sekitar 17.24% 
dimana 3 ibu atau sekitar 60% memiliki bayi dengan berat badan normal dan 2 ibu atau 
sekitar 40% memiliki bayi dengan berat badan rendah. Sedangkan bagi ibu yang tidak 
merokok ada 24 orang atau sekitar 82.76% dengan rincian bahwa ada 17 ibu (70.83%) 
memiliki bayi dengan berat badan normal dan 7 ibu (29.17%) memiliki bayi dengan berat 
badan rendah. 
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V ariabel lain yang dianggap berpengaruh adalah ada tidaknya ibu memiliki riwayat 
hipertensi. Dari data testing, didapatkan ada 26 ibu yang tidak memiliki riwayat hipertensi 
atau sekitar 89.66% dimana 20 ibu atau sekitar 76.92% memiliki bayi dengan berat badan 
nonnal dan 6 ibu atau 23.08% memiliki bayi dengan berat badan rendah. Sedangkan bagi ibu 
yang memiliki riwayat hipertensi ada 3 atau sekitar 10.34% dimana ketiganya memiliki bayi 
dengan berat badan rendah. Penjelasan deskriptif variabel prediktor lainnya dapat dilihat pada 
Tabel4.13. 
T bel4 13 T bel F k "DtaTtinKas 2 a . a re uens1 a es lg us 
Bernt harlan Bayi (Low) 
Total No. V ariabel P:rediktor 
Normal(O) Rendah(l) 
1. Ras bangsa (Race) 
- Putih (I) 15 (93.75%) 1 (6.25%) 16 
- Hitam (2) 0 (0%) 2 (100%) 2 
- Lainnya (3) 5 (45.45%) 6(54.55%) 11 
2. Merokok (Smoke) 
- ya (1) 3 (60%) 2 (40%) 5 
- tidak (0) 17 (70.83%) 7 (29.17%) 24 
3. Riwayatlfipe~nsiQ11) 
- ya(1) 0 (0%) 3 (100%) 3 
- tidak(O) 20 (76.92%) 6(23.08%) 26 
4. Riwayat Prematur (PTL) 
- tidak(O) 19 (76%) 6 (24%) 25 
- pemah(l) 1 (25%) 3 (75%) 4 
5. Uterine irritability (UI) 
- tidak(O) 19(79.17%) 5 (20.83%) 24 
- ya(l) 1 (20%) 4 (80%) 5 
6. Kunjunngan ke Dokter (FTV) 
-tidak (0) 6(50%) 6(50%) 12 
- pemah (1) 14(82.25%) 3 (17.65%) 17 
7. Umur(Aged) 
- Aged < 26 talum ( 1) 12 (70.59 %) 5 (29.41%) 17 
- Aged > 26 tahun (0) 8 (66.67 %) 4 (33.33%) 12 
8. Berat Badan ibu (LWD) 
- LWD <l10(1) 1 (25 %) 6 (75 %) 4 
-LWD > lOO (0) 19(76 %) 6(24%) 25 
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4.2 REGRESI LOGISTIK 
Setelah dibuat analisis deskriptif datanya, selanjutnya akan dilakukan pemodelan 
regres1 logistik pada kasus 1 dan kasus 2. Langkah-langkah pemodelan regresi logistik 
disesuaikan dengan langkah-langkah yang dilakukan oleh Hosmer (1989) dalam menganalisis 
suatu kasus. 
4.2.1 Regresi Logistik Kasus 1 
Data yang dipakai pada kasus 1 ini telah dianalisis sebelumnya oleh Kusdamayanti 
(200 1) dengan metode yang sama, maka tahapan pembentukan model regresi logistik 
mengikuti tahapan yang dilakukan oleh Kusdamayanti (2001 ). 
A. Penaksiran Parameter Secara Univariat Kasus l 
Pada tahap univariat ini penaksiran parameter dilakukan untuk tiap-tiap variabel 
prediktor. Kemudian hasil estirnasi tiap-tiap parameter f3i akan di uji secara individual. Basil 
pengujiannya akan menunjukkan apakah suatu variabel predik:tor layak untuk masuk dalam 
model atau tidak. Pada hipotesis ini a yang digunakan adalah 0.05. Hasil running data 
training menghasilkan model yang sama dengan model yang dihasilkan oleh Kusdamayanti 
walaupun dengan jumlah data yang berbeda. Variabel yang signifikan pada pengujian 
individu ini hanya ada satu variabel prediktor dari 7 variabel prediktor. Variabel tersebut 
adalah variabel DM _ ND. Hasil pengujian dan taksiran parametemya dapat dilihat pada Tabel 
berikut: 
T bel414 a . H il as pem e an umvanat vana odl . beiDM ND 
" " Odd No. Prediktor Koef.f3 SE(f3 ) Wald Pm.e Ratio 
l. OM ND 4.679 0.810 33.409 0.000 107.665 
konstanta -3.232 0.589 30.150 0.000 
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Bentuk fungsi responnya : 
, e(- 3.232 + 4.679 DM_ ND(l)) 
n:(x)= l +e(-3.232 + 4.679DM_ND(l)) ........... (4.1) 
atau bisa ditulis dalam bentuk logit sebagai berikut: 
g(x) = -3.232 + 4.679 DM _ ND(l) ........... (4.2) 
Jika dilihat dari nilai odd rasionya, bisa dikatakan bahwa pasien yang memiliki diabetes atau 
Neforpati diabetik mempunyai kemungkinan untuk mengalami hipotensi selama proses 
hernodialisis sebesar 107.665 kali lebih besar daripada pasien yang tidak rnemilik:i diabetes 
atau Neforpati diabetik. 
B. Penaksiran Parameter Secara Multivariat Kasus l 
Pada penaksiran parameter secara serentak ini variabel prediktor yang digunakan 
adalah variabel yang signifikan pada pengujian individu. Variabel prediktor tersebut yaitu 
variabel DM _ ND. Hasil pengolahan data dengan variabel DM _ ND telah ditunjukkan eli 
Tabel 4.13 dengan nilai chi-squarenya sebesar 54.121 dan nilai - 21og likelihoodnya sebesar 
45.96. Model terbaik yang terbentuk yang dapat menggambarkan hubungan antara variabel 
prediktor dengan outcome sesuai yang diperoleh Kusdamayanti (200 1) adalah model dengan 
variabel DM _ ND. Sesuai dengan tujuan dari tugas akhir ini maka akan tetap dibuat model 
regresi logistik dengan seluruh variabel prediktor. Hasil penaksiran regresi logistik dengan 
seluruh variabel prediktor dapat dilihat pada Lampiran C. 
4.2.2 Regresi Logistik Kasus 2 
Data yang digunakan pada kasus 2 ini merupakan data text book di Hosmer dan 
Lemeshow ( 1989). Langkah-langkah dalam menganalisis regresi logistik secara univariat 
sama halnya seperti yang dilakukan pada kasus 1. Pada pengujian univariat ini a yang 
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digunakan adalah 0.25 berdasarkan dari penelitian yang telah dilakukan oleh Mickey dan 
Greenland pada regresi logistik, dan oleh Bendel dan Afifi di regresi linier (Hosmer, 1989). 
Para peneliti tersebut memperlihatkan bahwa penggunaan a = 5% yang biasa dipakai sering 
kali gagal untuk mengidentifikasi variabel yang dianggap penting untuk data sosial. Karena 
itu nilai a yang digunakan ditoleransi hingga 25%. 
A. Penaksiran Parameter Secara Univariat Kasus 2 
Hasil dari pengolahan data (lampiran E) diringkas di Tabel 4.15 dan dapat dijelaskan 
bahwa variabel prediktor yang signifikan pada level 0.25 adalah variabel Umur (Aged), berat 
ibu ketika terakhir menstruasi (LWD), kegiatan merokok (Smoke), pemah punya bayi 
prematur (PTL ), dan perasaan marah ketika mengandung (ill). 
Tabel 4.15 Basil Pemodelan Regresi Logistik Univariabel Kasus 2 
" " No Variabel p SE(f3) Wald P.ruue Oddrasio 
1 Aged 1.170 0.519 5.0860 0.037 3.221 
konstanta -1.757 0.484 13.176 0 
2 LWD(1) 0.882 0.361 5.9700 0.015 2.415 
konstanta -1.087 0.219 24.722 0 
3 Race 1.5410 0.565 
Racct.)) 0.459 0.490 0.8740 0.350 1.582 
Race(2) 0.303 0.377 0.6450 0.422 1.354 
konstanta -0.969 0.250 14.989 0 
4 Smoke(l) 0.762 0.346 4.8330 0.028 2.142 
konstanta -1.143 0.245 21.796 0 
5 P1L(J) 1.350 0.443 9.2860 0.002 3.857 
konstanta -1.040 0.197 27.956 0 
6 HT(J) 0.602 0.694 0.7530 0.385 1.826 
konstanta -0.825 0.177 21.788 0 
7 UI(l) 0.623 0.461 1.8320 0.176 1.865 
konstanta -0.886 0.188 22.224 0 
8 FTV(l) -0.2% 0.346 0.7330 0.392 0.744 
konstanta -0.659 0.225 8.5930 0.003 
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B. Penaksiran Parameter Secara Multivariat kasus 2 
Pada pengujian secara serentak ini variabel prediktor yang digunakan adalah variabel 
yang signifikan pada pengujian individu. Variabel prediktor tersebut yaitu variabel Aged, 
LWD, Smoke, PTL, dan UI. Selain mencari model terbaik pada kasus 2 ini akan tetap dibuat 
model dengan keseluruhan variabel seperti halnya pada kasus 1. 
Berdasarkan hasil pengolahan data (lampiran F) diketahui nilai chi-squarenya sebesar 
22.029 dengan Pva1ue = 0.001 dan nilai ini kurang dari level 0.25. Sehingga dapat dinyatakan 
bahwa ada satu atau lebih variabel prediktor yang berpengaruh nyata terhadap variabel 
respon. Kemudian dari hasil pengolahan data yang dirangkum pada Tabel 4.16 akan diteliti 
kembali variabel prediktor mana saja yang signifikan pada level 25 %. 
Tabel 4.16 Basil Pemodelan Regresi LogistikMultivariabel Kasus 2 
.. A 
No Variabel p SE{f3) Wald pvakle Oddrasio 
I. Aged (l) 1.212 0.547 4.9060 0.073 1.989 
2. LWD(l) 0.687 0.384 3.2100 0.027 3.361 
3. Smoke( I) 0.609 0.372 2.6760 0.102 1.838 
4. PTL(l) 1.136 0.478 5.6520 0.017 3.114 
5. Ul(l ) 0.155 0.512 0.0920 0.762 1.168 
6. konstanta -2.546 0.575 19.616 0 
-21og-likelihood = 176.719 
Berdasarkan Tabel 4.16 dapat diketahui bahwa ada 1 variabel prediktor yang tidak 
signifikan pada level 25 %, yaitu variabel ill dengan nilai Pvalue = 0.762. Sedangkan variabel 
predik1:or yang lain signifikan pada level 25 %. Sehingga model berikutnya adalah model 
dengan variabel Aged, L WD, Smoke dan PTL. 
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Table 4.17 Basil Pemodelan Regresi Logistik Multivariabel Kasus 2 
Tanpa Variabel UI 
~ A 
No Variabel f3 SE(f3) Wald P,'lllue Oddrasio 
1. Aged 1.225 0.546 5.0290 0.025 3.405 
2. LWD(J) 0.696 0.382 3.3180 0.069 2.007 
4. Smoke( I) 0.616 0.371 2.7480 0.097 1.851 
5. PTL(l) 1.163 0.470 6.1370 0.013 3.201 
8. konstanta -2.544 0.576 19.517 0 
- 2 log-likelihood = 176.810 
Untuk mengetahui apakah model tanpa variabel UI adalah model terbaik maka akan 
dilakukan uji kesesuaian model. Hipotesis yang digunakan: 
Ho : Model tanpa variabel prediktor tertentu adalah model terbaik 
H1 : Model dengan variabel prediktor tertentu adalah model terbaik. 
Model tanpa variabel Ul menghasilkan nilai -2 loglikelihood sebesar 176.810 dan model 
dengan variabel Ul menghasilkan nilai - 21oglikelihood sebesar 176.719. Didapatkan nilai G2 
==0.091 dan menghasilkan nilai P value = 0.7629 yang lebih besar dari level yang telah 
ditetapkan. Maka keputusan yang diambil Gagal Tolak Ho yang berarti model tanpa variabel 
Ul adalah model terbaik. Kemudian dari model yang bam terbentuk akan dilihat kembali 
variabel mana saja yang signifikan. 
Berdasarkan Tabel 4.17 terlihat semua variabel yang ada dalarn model telah 
signi:fikan pada level 25%. Maka model terbaik yang terbentuk untuk menggambarkan 
hubungan antara variabel prediktor dengan variabel respon ialah 
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atau bisa ditulis dalarn bentuk logit sehingga menjadi persamaan yang tinier yaitu 




Dari hasil logit di atas diketahui bahwa faktor-faktor yang potensial mempengaruhi 
kemungkinan seo:rang ibu untuk melahirkan bayi dengan berat badan rendah adalah faktor 
usia, berat badan ibu ketika terakhir menstruasi, faktor merokok dan faktor pemah punya bayi 
prematur. 
4.3 ARTIFICIAL NEURAL NE'IWORK 
Pada tahap ini dilakukan pemodelan dengan prosedur ANN. Pemodelan ini bertujuan 
untuk menentukan bentuk arsitektur yang optimal. Pemilihan arsitektur terbaik dilakukan 
dengan kombinasi terbaik dari input dan jumlah hidden node (jumlah hidden unit). Sampai 
saat ini bel urn ada metode yang bisa menentukan secara langsung berapa jumlah input node, 
hidden node dan jumlah node output optimal Metode yang umum digunakan adalah dengan 
coba-coba (trial and error). 
Pada penelitian ini akan digunakan prosedur yang pemah dilakukan oleh Ripley 
(1996). Prosedur ini relatif memberikan kombinasi trial and error yang lebih sedikit. 
Arsitektur yang dipakai hanya melibatkan satu hidden layer, dengan pertimbangan agar 
jumlah weight tidak terlalu besar. Fungsi aktifasi yang digunakan adalah logistik sigmoid 
untuk hidden layer dan output layer. Dengan demikian model ANN yang terbentuk tidak akan 
jauh berbeda dengan bentuk persamaan pada model regresi logistik CVVarren,1994). Sehingga 
prosedur penentuan arsitektur optimal ini adalah menentukan jurnlah hidden node optimum 
sehingga Sum Square Error (SSE) yang dihasilkan minimum. langkah-langkab penentuan 
arsitektur optimal mengikuti tahap pembentukan model ANN di BAB ill 
Metode penaksiran weight yang digunakan pada fungsi nnet diS-plus 2000 ini adalah 
entropy. Menurut Sarle (1994), jika pada perceptron nilai targetnya terletak antara 0 dan 1 
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metode penaksiran weightnya menggunakan relative entropy fitting. Metode ini sama dengan 
metode Maximum Likelihood. 
J umlah input node yang digunakan pada pembentukan arsitektur Artificial Neural 
Network mengikuti jumlah input (variabel prediktor) di regresi logistik. Maka pada analisis 
Artificial Neural Network ini terbagi menjadi 2 bagian yaitu penentuan arsitektur Artificial 
Neural Network berdasarkan keseluruhan variabel prediktor dan bagian ke dua berdasarkan 
model terbaik yang diterapkan pada kasus 1 maupun kasus 2. 
4.3.1 Penentuan Arsitektur ANN Optimal Kasus 1 
Pada program S-plus ini, niJai SSE minimum dapat diperoleh bila penentuan 
inisialisasi weight awalnya tepat. Sehingga kekonvergenan dapat segera tercapai. Inisialisasi 
pembobotan awal akan dibangkitkan secara random dari nilai range yang ditentukan. Pada 
kasus 1, range yang digunakan adalah [-0.7,0.7]. Untuk lebih mempercepat kekonvergenan 
pada f ungsi nnet di program S-plus ini juga ditentukan dari nilai weight decaynya. Nilai 
weight decay akan dilakukan berulang dari nilai 0 hingga 0.1 dan nilai SSE yang diambil 
merupakan nilai terkecil dari 10 trial yang dilakukan. Hasil dari arsitektur ANN yang 
menghasilkan SSE paling minimum ini akan dipakai sebagai acuan dalam mencari hidden 
node optimum. 
Tabel4.18 Hubungan WeightDecaydengan Iterasi 
dan SSE Kasus 1 
No Weight decay SSE Iterasi Akhir 
1. 0 18.917674 100 
2. 0.0001 18.936586 40 
3. 0.001 19.053747 30 
4. 0.01 19.813993 20 




Berdasarkan Tabel 4.18 terlihat nilai SSE minimum= 18.917674 pada weight decay= 0 
yang konvergen pada 1 00 iterasi. Pada fungsi nnet di S-plus 2000 arsitektur ini memiliki 
batasan-batasan yaitu dengan kriteria random seed=123, range=0.7, absolut toleransi = 
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Hubungan antara Weight decay dengan iterasi dan SSE 
Pada gambar 4.7(a) menunjukkan bahwa dengan menurunnya nilai weight decay 
pada proses training kasus 1 membutuhkan lebih banyak iterasi. Sedangkan pada gambar 
4.7(b) terlihat bahwa semakin kecil nilai weight decay, nilai SSE juga ikut menurun. Gambar 
4.7 menunjukkan bahwa pemilihan weight decay berpengaruh pada proses konvergensi nilai 
SSE. 
A. Model ANN dengan Input Seluruh Variabel Prediktor Pada Kasus 1 
Selanj utnya penentuan arsitektur optimal adalah menentukan hidden node optimal 
berdasarkan SSE minimal. Dilakukan trial error mulai dari hidden node nol hingga 15 hidden 
node. Basil running ANN dapat dilihatpada Tabel4.19. 
Berdasarkan Tabel 4.19 dapat dijelaskan dari trial error hidden node nol hingga 15 
hidden node didapatkan basil arsitektur optimal pada 5 hidden node. Ni1ai SSE yang 
diperoleh sebesar 1. 909544. 
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Tabel4.19 Basil Pemodelan ANN Seluruh Variabel Kasus 1 
No Jumlah hidden Jumlah SSE 
node weiebt 
l. 0 8 18.917674 
2. 1 10 14.781406 
3. 2 19 5.8272270 
4. 3 28 5.8308130 
5. 4 37 4.4115510 
6. 5 46 1.9095440 
7. 6 55 L90%440 
8. 7 64 44.697027 
9. 8 73 5.7440490 
10 9 82 4.6129100 
11. 10 91 3.2958380 
12. 11 100 3.2973200 
13. 12 109 3.8190890 
14. 13 118 5.2746010 
15. 14 127 6.0974300 
16. 15 136 4.1588830 
Langkah selanjutnya yang akan diamati adalah taksiran weight-weight pada model 
ANN, khususnya untuk jumlah hidden node nol. Arsitektur ANN tanpa hidden node 
(perceptron) pada Tabel 4.19 menghasilkan nilai SSE sebesar 18.917674. Berikut basil 
taksiran weight dari perceptron dan taksiran parameter regresi logistik. 
Tabel4.20 Perbandingan Basil Estimasi Parameter f3 Regresi Logistik 
dan Weight Perceptron 
input bias BD Obat Makan UF DMND BBk 1 BBk 2 
~ 
f3 -12.04 4.579 -0.465 0.571 1.353 6.07 1.116 -2.255 
weight -12.62 5.16 -0.46 0.57 1.350 6.07 1.110 -2.260 
Taksiran weight- weight dari model perceptron pada Tabe1 4.20 terlihat memberikan 
hasil yang sama dengan taksiran parameter f3 di regresi logistik. Hal ini sesuai dengan yang 
diperoleh oleh Schumacher, dkk (1996). Sehingga weight-weight di atas bisa diinter-
pretasikan sama sebagaimana taksiran parameter regresi 1ogistik. 
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Model perceptron yang dihasilkan adalah : 
O(x) 1 +e-{- l262+5.6BD-0.460batt-0.57Makan!-1.35UF-H>.07DM_ ND+1.11Bbk_1- 2.26BBk_ 2) .. ( 4-6) 
Kemudian untuk model ANN optimal MLP(7,5,1) memiliki 46 jumlah weight 
dimana ada 40 weight dari input ke hidden node dan 6 weight dari hidden node ke output 
node. Bentuk arsitektur MLP(7,5,1) dapat digambarkan secara visual dalam bentuk seperti 
gambar 4.8. Basil estimasi weight-weight tersebut dapat dilihat pada Lampiran G dan 





Gam bar 4. 8 Bentuk Arsitektur MLP(7 ,5, 1) 
Tabel4.21.a Basil Estimasi Weight MLP(7,5,1) Dari Input Ke Hidden Node Untuk 
ModiLe ka e ng1 tp 
Input Bias BD Obat Makan UF DMND BBk 1 BBk 2 
Hidden 1 -11.99 -10.66 22.98 -21.10 14.68 11.91 4.360 -12.52 
Hidden2 -99.97 106.98 -34.12 27.51 -14.81 17.11 31.90 32.270 
Hidden3 192.73 22.6l0 39.68 -0.300 -69.29 -168.32 24.61 155.70 
Hidden4 43.420 31.220 -95.53 24.45 -24.53 -16.44 29.91 0.2100 
Hidden5 12.030 10.560 -67.87 -5.730 -5.990 -1.020 -8.040 3.8400 
Tabel4.21.b Basil Estimasi Weight MLP(7,5,1) Dari Hidden Node Ke Output Untuk 
Model Len 
Hidden4 Hidden5 
47.49 51.14 -82.93 -24.76 
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Hasil dari tiap-tiap hidden pada MLP(7 ,5, 1) sebagai berikut : 
h = 1 .. (4.7) 
1 
1 +e -{-1 1.99-10.66 BD+ 22980bat- 2UMakan+ I4.68UF+I1.91DM_ND+ 4.36 Bbk_1-1252BBk_2) 
h , = I .. (4.8) 
• I+ e -{-99.97 + 106 .98 BO- 34.12 Obat + 27.57 Makan -14.81 UF +17.1 I OM _ NO +31 .9 Bbk _ I +32.97 BBk _ 2) 
h 1 .. (4.9) 
3 
= I+ c -{192.37 + 22 61 BD + 39.68 Obat - 0 3Makan -62.29 UF -168 32 DM ND +24.61Bbk_1 +155.7BBk_2) 
h = I .. (4.10) 
1 I +e -(43.42 - 3122 BD- 395.53 Obat + 24.45Makan- 24.53 UF- l6.44DM _ND+ 29.9!Bbk_l+0.2 lBBk_2) 
h , = l .. (4.11 ) 
· l +e-( l2 .03 +10 .56BD-67870bat -5.73Makan -S.99UF - 1.02DM _ ND-8.04Bbk l+3 .84BBk 2) 
Hasil persamaan ( 4. 7) hingga persamaan ( 4.11) merupakan node-node input bagi output node. 
Sehingga basil akhir output yang terbentuk. pada MLP(7,5,1) yaitu 
6 (h)= -(33.91+4749 h + 51.1 4 h -11 5.36 h - 82.93h - 24.76 h ) 
l + e 1 2 3 4 5 
..... (4.12) 
Hasil output pada persamaan ( 4.12) merupakan nilai prediksi dari model MLP(7 ,5, 1) 
dan nilai output ini akan dibandingkan dengan nilai taksiran n(x) pada regresi logistik 
B. Model ANN dengan Input 1 Variabel Prediktor Pada Kasus 1 
Untuk input variabel (variabel DM_ ND) kriteria penentuan inisialisasi pembobotan 
awal sama seperti yang telah dilakukan sebelumnya Ternyata setelah dilakukan running 
program di S-plus 2000, nilai SSE tidak berubah walaupun jurnlah hidden node ditambah. 
Weight-weight yang dihasilkan dari berbagai kombinasi juga tidak menunjukkan pola 
tertentu. Salah satu alasan yang bisa menjadi bahan pertimbangan adalah karena banyaknya 
input node hanya 1 variabel dan jenis datanya berbentuk biner. Oleh karena itu kovergensi 
juga cepat tercapai. 
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Maka hasil pemodelan optimal untuk 1 variabel cukup pada model perceptron (tanpa 
hidden layer) dengan pertimbangan prinsip parsimoni (hemat parameter). Model ANN 
optimal padaP(l,O,l) dengan nilai SSE sebesar22.979977. P diartikan sebagai Perceptron. 
Tabel4.22 Basil Pemodelan ANN Variabel DM ND 
No Jumlah hidden Jumlah weight SSE 
node 
I. 0 2 22.979977 
2. 1 4 22.979977 
3. 2 7 22.979977 
4. 3 10 22.979977 
5. 4 13 22.979977 
6. 5 16 22.979977 
7. 6 19 22.979977 
8. 7 22 22.979977 
9. 8 25 22.979977 
10 9 28 22.979977 
11. 10 31 22.979977 
12. 1l 34 22.979977 
13. 12 37 22.979977 
4.3.2 Penentuan Arsitektur ANN Optimal Kasus 2 
Prosedur pemodelan ANN untuk kasus 2 ini sama dengan pemodelan ANN pada 
kasus 1. Pemodelan ini bertujuan untuk menentukan bentuk arsitektur ANN yang optimal. 
Pemilihan arsitektur terbaik dilakukan dengan mernilih kombinasi terbaik dari input dan 
jumlah hidden node Gumlah hidden unit). Penentuan arsitektur ANN optimal akan dilakukan 
untuk seluruh variabel terlebih dulu bam menentukan arsitektur untuk 4 variabel yang 
signifikan pada model terbaik di regresi logistik. 
Untuk inisialisasi pembobotan awal akan dibangkitkan pada range = 0.02. Pemilihan 
nilai weight decay optimal ini dicobakan pada kombinasi input seluruh variabel, tanpa hidden 
unit dan hasilnya dapat dilihat pada tabel berikut : 
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T bel 4.23 H b a U UD2illl e1g1 t lY engan teras• an us W"hDecad I . d SSEKas 2 
No Weight decay SSE Iterasi Akhir 
l. 0 86.768754 10 
2. 0.0001 86.770124 10 
3. 0.001 86.782534 10 
4. 0.01 86.903705 10 
5. 0.1 87.%5300 10 
Berdasarkan Tabel 4.22 terlihat nilai SSE minimum = 86.768754 pada weight 
decay = 0 dengan kriteria random seed=l23, range=0.02, absolut toleransi = 0.000001, relatif 
toleransi=le-008, maximum iterasi=lOOOOO. SSE tersebut merupakan SSE minimum dari 10 
trial. Untuk lebih jelasnya akan dibuat grafik yang menggambarkan hubungan weight decay 
dengan SSE maupun iterasi. Grafik tersebut dapat dilihat pada Gambar 4.9. 
Pada gambar 4.9(a) terlihat bahwa dengan menurunnya nilai weight decay pada 
proses training untuk kasus 2 menghasilkan jumlah iterasi yang sarna. Sedangkan pada 
gambar 4. 9(b) menunj ukkan bahwa semakin besar nilai weight decay, nilai SSE juga ikut 
meningkat.. Maka Gambar 4.9 menunjukkan bahwa pemilihan weight decay berpengaruh 
pada proses konvergensi nilai SSE. 
11 l 86 ,95 
10 ,5 1 86 ,9 r 
·u; 86 ,85 
~ 10 +-· w 86 ,8 .~ 





0 0 ,05 0 ,1 86 ,6 
Weight Decay 0 0,02 0 ,04 0 ,06 0 ,08 0 ,1 
(a) (b) 
Gambar 4.9 Hubungan Antara Weight Decay Dengan lterasi Dan SSE 
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A. Model ANN dengan Input Seluruh Variabel Prediktor pada Kasus 2 
Selanjutnya penentuan arsitektur optimal adalah menentukan hidden node optimal 
berdasarkan SSE minimal. Dari trial error hidden node 0 hingga 15 hidden node didapatkan 
hasil arsitektur optimal pada 11 hidden node. Nilai SSE yang diperoleh sebesar 53.820352. 
Basil running ANN dapat dilihat pada Tabel 4.24. 
Tabel4.24 Basil Pemodelan ANN Seluruh Variabel Kasus 2 
No JumJah hidden JumJah SSE 
node weidtt 
I. 0 lO 86.768754 
2. 1 12 83.148833 
3. 2 23 74.928393 
4. 3 34 79.511438 
5. 4 45 69.705142 
6. 5 56 67.800897 
7. 6 67 68.669923 
8. 7 78 63.384495 
9. 8 89 54.878525 
10 9 100 70.04%74 
11. 10 111 72.995815 
~
12. 11 122 68.449107 
13. 12 133 71.236977 
14. 13 144 53.820352 
15. 14 155 69.666859 
16. 15 166 69.571767 
Sedangkan untuk arsitektur ANN tanpa hidden node (perceptron) pada Tabel 4.23 
menghasilkan nilai SSE sebesar 86.7768754. Seperti halnya pada kasus 1, weight-weight 
yang dihasilkan perceptron tersebut sama dengan taksiran parameter regresi logistik. Hal ini 
sesuai dengan yang telah dihasilkan oleh Schumacher,dkk (1996). Sehingga weight-weight 
pada perceptron bisa diinterpretasikan sama sebagaimana taksiran parameter regresi logistik 
Model perceptron yang dihasilkan adalah : 




Kernudian untuk model ANN optimal MLP(9,13,1) rnerniliki 144 jumlah weight 
dirnana ada 130 weight dari input ke hidden node dan 14 weight dari hidden node ke output 
node. Hasil estimasi weight-weight tersebut dapat dilihat pada Lampiran J. 
B. Model ANN dengan Input Empat Variabel Prediktor pada Kasus 2 
Penentuan arsitektur optimal kedua dilakukan untuk model terbaik yang telah 
terbentuk di regresi logistik yaitu model dengan 4 variabel prediktor yang signi:fikan. 
Variabel- variabel tersebut adalah variabel Aged, variabel LWD, variabel Smoke dan variabel 
PTL. Kriteria-kriteria unutk menjalankan program nnet mengikuti kriteria pada model dengan 
seluruh variabel. Hasil running fungsi nnet di S-plus 2000 bisa dilihat pada tabel 4.25 sebagai 
berikut: 
Tabel4.25 Basil Pemodelan ANN 4 Variabel Pada Kasus 2 
No Jwnlah hidden Jum1ab weight SSE 
node 
l. 0 5 88.405049 
2. 1 7 88.157103 
3. 2 13 84.423954 
4. 3 19 83.698867 
5. 4 25 84.038113 
6. 5 31 83.715408 
7. 6 37 83.694899 
8. 7 43 83.694762 
9. 8 49 83.694726 
10 9 55 83.751664 
11. 10 61 83.694835 
12. 1 1 67 83.694719 
13. 12 73 83.697989 
14. 13 79 83.694725 
15. 14 85 83.694698 
16. 15 91 83.694712 
Berdasarkan Tabel 4.25 ANN dengan 4 input node, optimal pada hidden node 14 
dengan jwnlah keseluruhan weight yang terbentuk adalah 85 weight yang merupakan 
gabungan dari 70 weight dari input layer ke hidden layer dan 15 weight dari hidden layer ke 
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output layer. MLP(4,14,1) memiliki SSE sebesar 83.694698. Hasil estimasi weight-weight 
yang terbentuk pada arsitektur MLP( 4,14, 1) dapat dilihat di Lampiran H. 
4.4 PERBANDINGAN REGRESI LOGISTIK DAN ARTIFICIAL NEURAL 
NE1WORK (ANN) 
Kriteria pemilihan model terbaik untuk membandingkan kedua metode ini adalah 
dengan ketepatan klasifikasi (KP) dan misklasifikasi (MKP) serta perbandingan tahapan-
tahapan dalam perolehan model. Model terbaik yang terpilih adalah model dengan nilai 
ketepatan klasifikasi yang terbesar dan nilai misklasifikasi terkecil. l.angkah awa1 adalah 
membanclingkan model dari seluruh variabel kemudian model yang diperoleh dari model 
terbaik yang dihasilkan metode regresi logistik untuk data training maupun testing. 
4.4.1 Ketepatan Klasifikasi dengan Input Seluruh Variabel Prediktor 
padaKasus 1 
- Data Training 
Hasil ketepatan klasifikasi data training pada regresi logistik dengan 7 variabel adalah 
sebesar 94% dengan nilai misklasifikasi sebesar 6%. Pada model regresi logistik lengkap ada 
3 observasi nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 3 observasi nilai y=' 1' 
yang salah diprediksikan pada y='O'. 
Tabel4.26 Basil klasifikasi regresi logistik seluruh variabel 
D taT . . P d Ka 1 a rammg a a sus 
Prediksi Presentase benar 
Observasi 0 1 
1 77 3 96.25 
0 ..., 17 85.00 _, 
K klasifikasi keselwuhan 94.00 
Sedangkan MLP(7,5, 1) menghasilkan ketepatan klasifikasi sebesar 99% dengan nilai 
misklasifikasi sebesar 1%. Pada model multilayer perceptron (7 ,5, 1) hanya 1 observasi nilai 
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y='O' yang salah diprediksikan pada y=' 1' dan tidak ada titik observasi nilai y=' 1' yang salah 
diprediksikan pada y='O' . Secara lengkap perbandingan ketepatan klasifikasi ditunjukkan 
pada Tabel 4.26. Sehingga pada data training ini menurut kriteria ketepatan klasifikasi model 
multilayer perceptron (7,5,1) merupakan model terbaik. 
Tabel4.27 Basil Klasifikasi MLP(7,5,1) Seluruh Variabel 
D T . . P d Ka 1 ata ramm~ a a sus 
Prediksi Presentase benar 
Observasi 0 1 
0 79 1 98.750 
1 0 20 100.00 
Ketepatan klasifikasi keseluruhan 99.000 
- Data Testing 
Hasil ketepatan klasifikasi data testing pada regresi logistik dengan seluruh variabel 
adalah sebesar 81.48% dengan nilai rnisklasifikasi sebesar 18.52%. Pada model regresi 
logistik lengkap ada 1 observasi nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 4 
observasi nilai y=' 1' yang salah diprediksikan pada y='O' . 
Tabel4.28 Basil Klasifikasi Regresi Logistik Seluruh Variabel 
DtaTti Ka 1 a es ng sus 
Observasi Prediksi Presentase benar 
0 1 
0 17 1 94.44 
1 4 5 55.56 
Ketepatan klasifikasi keseluruhan 81.48 
Sedangkan model MLP(7,5,1) menghasilkan ketepatan klasifikasi sebesar 70.37% 
dan nilai rnisklasifikasi sebesar 29.63%. Pada model multilayer perceptron ada 4 observasi 
nilai y='O' yang salah diprediksikan pada y='l' dan ada 4 titik observasi nilai y='l' yang 
salah diprediksikan pada y='O' . 
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Tabel4.29 Basil Klasifikasi MLP(7,5,1) Model Lengkap 
D T . Ka 1 ata . esting sus 
Obsenrasi Prediksi Presentase benar 
0 1 
0 14 4 77.78 
1 4 5 55.56 
Ketepatan klasi:fikasi keseluruhan 70.37 
4.4.2 Ketepatan Klasifikasi dengan Input satu Varia bel Prediktor pada Kasus 1 
- Data Training 
Untuk model dengan satu variabel (DM _ ND) kedua metode regresi logistik dan ANN 
menghasilkan ketepatan klasi:fikasi yang sama yaitu sebesar 93% dan nilai misklasi:fikasi 
sebesar7%. 
- Data Testing 
Untuk model dengan satu variabel (DM _ ND) kedua metode menghasilkan ketepatan 
klasi:fikasi yang sama yaitu sebesar 92.59% dengan nilai misklasifikasi sebesar 7.5%. Pada 
model dengan satu variabel ada 17 observasi nilai y='O' yang diklasi:fikasikan secara tepat 
dan ada 8 observasi nilai Y=' 1' yang diklasifikasikan secara tepat. Ada 1 observasi nilai 
Y='O' yang salah diklasi:fikasikan ke Y=' l ', dan ada 1 observasi nilai Y=' l ' yang salah 
diklasifikasikan ke nilai Y='O'. 
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1:1 regresi logistik 
• Artificial Neural Network 
all variabel 1 variabel 
Gambar 4.10 Histogram Ketepatan Klasi:fikasi Data Training Kasus 1 
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Pada Gam bar 4.10 dapat terlihat bahwa metode ANN menghasilkan tingkat ketepatan 
klasifikasi yang lebih tinggi dari pada regresi logistik pada data training untuk seluruh 
variabel . Sedangkan untuk data testing dapat dilihat pada Gambar 4.11 yang menunjukkan hal 
yang sebaliknya bahwa metode regresi logistik menghasilkan tingkat ketepatan klasifikasi 
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Gambar 4.1 1 Histogram Ketepatan Klasifikasi Data Testing 
4.4.3 Ketepatan Klasifikasi dengan Input Seluruh Variabel Prediktor 
padaKasus2 
- Data Training 
Hasil ketepatan klasifikasi untuk kasus 2, data training pada regresi logistik dengan 
seluruh variabel prediktor adalah sebesar 72.5 % dengan nilai misklasifikasi sebesar 27.5 %. 
Pada model regresi logistik lengkap ada 10 observasi nilai y='O' yang salah diprediksikan 
pada y=' l ' dan ada 34 observasi nilai y=' l ' yang salah diprediksikan pada y='O'. 
Tabel4.30 Basil Klasifikasi Regresi LogistikSeluruh Variabel 
D taT . . P d Ka 2 a rammg a a sus 
Prediksi 
Presentase benar 
Observasi 0 1 
0 100 10 90.90 
1 34 16 12.00 
Ketepatan klasifikasi kesehnuhan 72.50 
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Sedangkan MLP(9, 13,1) menghasilkan ketepatan klasifikasi sebesar 83.125% dengan 
nilai misklasifikasi sebesar 16.875 %. Pada model multilayer perceptron (9,13,1) terdapat 10 
obseiVasi nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 17 titik obseiVasi nilai 
y=' 1' yang salah diprediksikan pada y='O' . Secara lengkap perbandingan ketepatan 
klasifikasi ditunjukkan pada Tabel 4.29. Sehingga pada data training ini menurut kriteria 
ketepatan klasifikasi model multilayer perceptron (9, 13,1) merupakan model terbaik. 
Tabel4.31 Hasil Klasifikasi MLP(9,13,1) Seluruh Variabel 
Data T . . P d Ka 2 rammg a a sus 
Prediksi 
Presentase benar 
Observasi 0 1 
0 100 10 90.90 
1 17 33 66.00 
Ketepatan klasifikasi keselmuhan 83.125 
- Data Testing 
Hasil ketepatan klasifikasi data testing pada regresi logistik dengan seluruh variabel 
adalah sebesar 79.31 % dengan nilai misklasifikasi sebesar 20.69 %. Pada model regresi 
logistik lengkap ada 1 obseiVasi nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 5 
obseiVasi nilai y=' 1' yang salah diprediksikan pada y='O'. 
Tabel4.32 Basil Klasiflkasi Regresi Logistik Seluruh Variabel 
DtaT tin Ka 2 a es lg sus 
Prediksi 
Presentase benar 
Observasi 0 1 
0 19 1 95.00 
1 5 4 44.44 
Ketepatan klasifikasi keselmuhan 79.31 
Sedangkan model MLP(9, 13,1) menghasilkan ketepatan klasifikasi sebesar 72.41% 
dan nilai misklasifikasi sebesar 27.59 %. Pada model multilayer perceptron ada 1 observasi 
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nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 7 titik observasi nilai y=' 1' yang 
salah diprediksikan pada y='O'. 
Tabel433 Hasil Klasifikasi MLP(9,13,1) Model Lengkap 
Da T . P d Ka 2 ta estm~ a a sus 
Prediksi Presentase benar 
Observasi 0 1 
0 19 1 95.00 
1 7 2 22.22 
Ketepatan klasifikasi eseluruhan 72.41 
4.4.4 Ketepatan Klasifikasi dengan Input 4 Varia bel Prediktor pada Kasus 2 
- Data Training 
Hasil ketepatan klasifikasi untuk kasus 2, data training pada regresi logistik dengan 4 
variabel prediktor yang signifikan adalah sebesar 73 .1 % dengan nilai misklasifikasi sebesar 
26.9 %. Pada model regresi logistik lengkap ada 5 observasi nilai y='O' yang salah 
diprediksikan pada y=' 1' dan ada 38 observasi nilai y=' 1' yang salah diprediksikan pada 
y='O' . 
Sedangkan MLP(4,14,1) menghasilkan ketepatan klasifikasi sebesar 73.75% dengan 
nilai misklasifikasi sebesar 26.25 %. Pada model multilayer perceptron (4,14,1) terdapat 5 
observasi nilai y='O' yang salah diprediksikan pada y=' 1' dan ada 37 titik observasi nilai 
y=' 1' yang salah diprediksikan pada y='O'. Sehingga pada data training ini menurut kriteria 
ketepatan klasifikasi model multilayer perceptron ( 4, 14,1) merupakan model terbaik. 
- Data Testing 
Untuk model dengan 4 variabel prediktor, kedua metode menghasilkan ketepatan 
klasifikasi yang sama yaitu sebesar 72.41 % dengan nilai misklasifikasi sebesar 27.59%. Pada 
model regresi Iogistik ada 2 titik observasi nilai y='O' yang salah diprediksikan pada y=' 1' 
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dan ada 6 titik observasi nilai y=' 1' yang salah diprediksikan pada y='O'. Sedangkan pada 
MLP(4,14,1) tidak ada nilai y='O' yang salah diprediksikan pada y='l' dan ada 8 titik 
observasi nilai y=' 1' yang salah diprediksikan pada y='O'. 
Untuk lebih mempermudah gambaran perbandingan tingkat ketepatan klasifikasi 
kedua met ode maka ditampilkan dalarn bentuk gam bar 4.12 (a) untuk data training dan 
Gambar 4.12 (b) untuk data testing. Pada Gambar 4.12 bagian (a) memperlihatkan bahwa 
metode ANN menghasilkan tingkat ketepatan klasifikasi yang lebih tinggi daripada regresi 
logistik pada data training untuk seluruh variabel prediktor maupun 4 variabel prediktor. 
Sedangkan untuk data testing, pada Gambar 4.12 bagian (b) menunjukkan hal yang 
sebaliknya bahwa metode regresi logistik menghasilkan tingkat ketepatan klasifikasi yang 
lebih tinggi daripada ANN untuk model dengan seluruh variabel dan untuk model dengan 4 
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Gam bar 4.12 Histogram Ketepatan Klasifikasi (a) Data Training 
dan (b) Data Testing Pada Kasus 2 
Berdasarkan analisis kasus 1 dan kasus 2 mulai dari tahap pembentukkan model 
hingga tercapainya hasil prediksi, pada data training metode ANN memang mampu 
menunjukkan bahwa ANN mernberikan hasil ketepatan prediksi yang lebih bagus. Tetapi 
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pada data testing regresi logistik cenderung memberikan hasil ketepatan klasifikasi yang lebib 
tinggi dibanding dengan ANN. Hasil ini sama seperti yang diperoleh oleh West (2000), Zhou, 
dkk (1997), dan McMillen (2000) pada kasus pengklasifikasian. Hasil ini juga diperoleh 
Hadiyat (2001) pada kasus forecasting, dimana ANN cenderung lebih baik hanya pada 
ramalan in sampel dan cenderung tidak 1ebih baik dibanding metode statistik standar pada 
hasil ramalan out sampelnya. 
Salah satu kelemahan ANN adalah masih belum bisa untuk menginterpretasikan 
weight-weight yang terbentuk jika dihubungkan dengan interpretasi data asal, khususnya 
untuk model dengan hidden layer. Selain itu tidak adanya pengujian signifikansi weight-
weight yang terbentuk. Sehingga jumlah parameter yang dihasilkan cukup besar. Dan hal ini 
tidak memenuhi kriteria statistik yaitu parsimoni model dimana model yang terbaik adalah 
model dengan sedikit parameter namun mampu menjelaskan data/masalah yang dihadapi. 
Sampai saat ini pada Artificial Neural Network masih belum ada metode yang 
pasti/baku dalam pemilihan input variabel dalam arti mana input yang signifikan berpengaruh 
agar tercapai model terbaik dan menghasilkan ketepatan klasifikasi yang paling tepat. 
Sedangkan pada regresi logistik telah ada metode baku mulai dari pernilihan variabel yang 





KESIMPULAN DAN SARAN 
Dari analisis dan pembahasan yang dilakukan oleh penulis, dapat diambil beberapa 
kesimpulan sebagai berikut : 
1. Model Regresi logistik adalah salah satu bentuk dari Artificial Neural Network, yaitu 
Artificial Neural Network dengan arsitektur tanpa hidden layer dan fungsi aktifasi 
yang digunakan adalah logistik sigmoid. Dengan demikian dapat diartikan bahwa 
model Regresi Logistik merupakan subset (bagian) dari Artificial Neural Network. 
2. Pada data training Artificial Neural Network cenderung memberikan ketepatan 
klasifikasi yang lebih tinggi dibandingkan regresi logistik baik pada kasus 1 maupun 
pada kasus 2. Namun untuk data testing Regresi Logistik cenderung memberikan 
ketepatan klasifikasi yang lebih tinggi dibandingkan Artificial Neural Network Hasil 
ini sama seperti yang diperoleh West (2000), Zhou, dkk. (1997), dan McMillen 
(2000) pada kasus pengklasifikasian. 
3. Ditinjau dari kerangka pemodelan statistik, pada tahap regresi logistik lebih 
memberikan cara-cara yang lebih baku/ standar daripada Artificial Neural Network. 
Terutama pada tahapan pemilihan variabel prediktor, adanya pengujian signifikansi 
parameter dari model dan pemilihan model terbaik. Pada Artificial Neural Network 
unsur coba-coba pada hidden node yang lebih dominan pada proses pemben-
tukanlpenentuan arsitektur optimalnya. 
4. Bertambahnya jumlah hidden node dalam Artificial Neural Network tidak menjamin 
dapat menurunkan nilai SSE. Dengan demikian penentuan input yang sesuai dan 
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jurnlah hidden node yang optimal rnerupakan permasalahan yang penting. Hal ini 
sarna dengan yang diperoleh Schumacher ( 1996), dan Harini (200 1). 
5.2 SARAN 
Sebagai tindak lanjut dari penelitian ini, penulis memberikan beberapa saran sebagai 
berikut : 
1. Dalarn perbandingan antara ANN dengan metode regresi logistik dapat 
dikernbangkan untuk variabel respon yang rnernpunyai level lebih dari dua kategori 
(polycotomus maupun ordinal). 
2. Penelitian ini dapat dikernbangkan dengan penekanan pada interpretasi nilai-nilai 
weight yang dihasilkan dari model Artificial Neural Network khususnya untuk model 




Agresti, A (1996), An Introduction to Categorical Data Analysis, John Wiley & Sons, Inc.: New 
York. 
Cheng, B., and Titterington D.M. (1994), "Neural Networks: A Review from a Statistical Perspecti-
ve", Statistical &ience; Vo1.9, no.l, pp.2-54. 
Fausett, L. (1994), Fundamentals of Neural Networks: Architectures, Algorithms and Applications, 
Prentice Ha111ntemarional, lnc: New jersey. 
Hosmer, D.W., and Lerneshow, S. (1989), Applied Logistic Regression, John Wiley & Sons, lnc.: 
New York. 
Harini, S. (2001), "Analisis Diskriminan Multivariate dengan Metode Artificial neural Network 
(ANN)'', Tesis S2, Jurusan StatistikaiTS, Surabaya 
Hadiyat, MA (200 1 ), "Studi Perbandingan Antara Arima Box-Jenkins Dan Artficial Neural 
Networks Untuk Peramalan Data Time Series Musiman", Tugas Akh:ir Sl, Jurusan 
Statistika ITS, Surabaya 
Johnson, R.A., and Wichern, D.W. (1992), Applied Multivariate Statistical Analysis, Prentice Hall: 
New Jersey. 
Kusdamayanti, R. (200 1 ), "Metode Regresi Logistik, Regresi Probit Dan Loglinier Untuk Mengetahui 
Faktor-Faktor Yang Mempengaruhi Tetjadinya Hipotensi Pada Pasien Selama Proses 
Hemodialisis Di Instalasi Hemodialisis RSUD Dari. Soetomo Smabaya", Tugas Akhir Sl, 
Jurusan Statistika ITS, Surabaya 
McMillen, R.(2000), ''Neural Networks as Methodological Toolls", Draft do not cite: Mississippi State 
University: Tracy Henly. 
Ripley, B.D. (1996), Pattern Recognition and Neural Networks, Cambridge university Press, 
Cambridge. 
Sarle, W. S. (1994), "Neural Networks and Statistical Model", Preeceding of Nineteenth Annual SAS 
Users Group International Conference, April.SAS Institute Inc., Ony, NC, USA 
Stem, H.S. ( 1996), "Neural Networks in Applied Statistics", Technometrics, vol.38, no.3, pp.205-214. 
Schumacher, M., Reinhard, R., and Warner, V. (1996), ''Neural networks and logistic regression: Part 
I", Computational Statistics & Data Analysis, vol.21, pp.661-682. 
West, D. (2000), ''Neural Networks Credit Scoring Model ", Computers & Operations Research,, 
vol.27, pp.l13l-1152. 
Zhou, L., Ersheng, G., and Pihua, J. (1997), "Comparison between the Logistic Regression and Back 
Propagation Neural Networks", Department of Health Statistics, Shanghai Medical 
University, Shanghai China 
68 

Lampiran A : Data Kasus 1 "Hemodialisis" 
Training sampe1 
NO X1 X2 X3 X4 X5 X6 y NO XI X2 X3 X4 X5 X6 y 
1 1 0 1 1.0 0 1 0 51 1 0 0 4.0 0 2 0 
2 1 1 0 2.2 0 1 0 52 1 1 1 3.0 0 2 0 
3 1 l 0 2.1 0 1 0 53 1 1 0 3.0 0 2 0 
4 l 1 0 3.0 0 2 0 54 1 1 0 0.0 0 0 0 
5 1 0 1 3.6 0 1 1 55 1 1 1 3.5 1 2 1 
6 1 1 1 0.0 0 0 0 56 1 0 0 3.0 0 2 0 
7 1 0 1 2.0 0 1 0 57 1 0 0 2.6 0 1 0 
8 1 1 0 3.0 1 2 0 58 1 0 0 4.0 0 2 0 
9 1 1 0 0.0 0 0 0 59 1 0 1 3.5 0 2 0 
10 1 0 0 1.0 0 1 0 60 1 0 0 4.0 0 2 0 
11 1 1 1 4.0 0 2 0 61 1 0 1 l.O 0 1 0 
12 1 1 1 2.5 0 1 0 62 1 0 1 2.6 0 1 0 
13 1 0 0 1.0 0 1 0 63 l 0 1 3.0 1 1 1 
14 1 0 1 1.0 0 1 0 64 1 0 1 3.0 1 1 1 
15 1 0 0 3.0 0 1 0 65 1 0 1 3.0 0 2 0 
16 1 1 0 2.0 1 1 1 66 1 0 1 3.0 0 1 0 
17 1 1 0 3.0 0 1 0 67 1 0 1 2.5 1 2 0 
18 1 0 1 2.0 0 . 1 0 68 1 1 1 2.5 0 1 0 
19 1 1 l 0.8 0 1 0 69 1 1 1 4.0 0 1 0 
20 1 0 1 3.0 0 1 0 70 0 0 1 3.0 0 2 0 
21 1 1 1 4.0 1 2 1 71 0 0 0 5.0 0 2 0 
22 1 0 1 2.0 0 1 0 72 1 1 1 2.6 0 1 0 
23 1 1 1 3.0 1 2 1 73 1 1 1 3.0 0 2 0 
24 1 1 0 2.0 0 0 0 74 1 0 1 4.6 0 2 0 
25 1 0 0 0.0 0 0 0 75 1 0 1 3.2 0 1 0 
26 1 1 0 2.0 1 1 1 76 1 0 1 2.0 0 1 0 
27 1 1 0 2.4 0 1 0 77 1 0 1 2.0 0 1 0 
28 1 0 0 3.0 0 2 0 78 1 0 1 4.0 0 2 0 
29 1 0 1 1.5 0 1 0 79 1 0 1 4.2 0 2 1 
30 1 0 l 3.2 1 2 1 80 1 1 1 4.5 0 2 0 
31 1 0 0 4.5 1 2 1 81 1 0 1 1.2 0 1 0 
32 1 0 0 4.5 1 2 1 82 1 0 0 3.0 1 2 1 
...,..., 1 0 l 4.0 0 2 0 _,_, 83 1 0 1 4.5 1 2 1 
34 1 1 1 3.0 0 2 0 84 1 1 1 3.4 1 2 0 
35 1 0 l 4.0 0 2 0 85 1 1 1 5.0 0 2 0 
36 1 0 1 5.0 0 2 0 86 1 0 0 3.2 0 2 0 
37 1 0 1 3.0 0 2 0 87 1 1 1 3.6 0 2 0 
38 1 0 1 3.2 0 2 0 88 1 1 1 4.0 0 2 0 
39 1 1 1 2.5 0 l 0 89 1 0 1 3.0 1 2 0 
40 1 0 1 3.0 0 2 0 90 1 0 1 3.0 0 2 0 
41 1 0 0 3.5 1 1 1 91 1 0 0 3.6 0 2 0 
42 1 0 l 3.0 0 0 0 92 1 0 1 3.0 1 2 1 
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Lanjutan : Lampiran A 
NO Xl X2 X3 
43 1 0 1 
44 1 0 0 
45 1 0 1 
46 1 0 1 
47 1 0 1 
48 1 1 0 
49 1 0 1 
50 1 0 0 
Testing sampel 
NO X1 X2 X3 
1 1 1 0 
2 1 1 1 
3 1 1 l 
4 1 0 1 
5 1 0 1 
6 1 0 1 
7 1 0 1 
8 1 0 0 
9 1 0 0 
10 1 0 1 
11 1 l 1 
12 1 0 1 
13 1 0 0 
14 1 1 1 
15 1 0 1 
Keterangan : 
X 1 : variabel BD 
X2 : variabel Obat 
X3 : variabel Makan 
X4 : variabel UF 


























X5 X6 y 
0 1 0 
1 0 1 
0 2 0 
0 1 0 
0 2 0 
0 2 0 
0 2 0 
0 2 0 
X5 X6 y 
0 2 0 
1 1 0 
0 0 0 
0 1 0 
0 2 0 
1 1 1 
0 0 0 
0 1 0 
1 0 1 
0 1 0 
0 2 0 
0 2 0 
1 1 1 
0 2 0 
0 0 0 
NO X1 X2 
93 1 0 
94 1 1 
95 1 0 
96 1 1 
97 l 0 
98 1 0 
99 1 0 
100 1 0 
NO Xl X2 
16 1 0 
17 1 1 
18 1 1 
19 1 1 
20 1 0 
21 1 0 
22 1 0 
23 1 0 
24 0 1 
25 1 0 
26 1 0 
27 1 1 
X6 : variabel BBK 























X4 X5 X6 y 
3.0 0 2 0 
2.0 1 1 1 
3.0 1 2 1 
1.5 0 1 1 
0.0 0 0 0 
3.0 0 2 0 
0.0 0 0 0 
4.0 0 2 0 
X4 X5 X6 y 
3.00 0 0 0 
0.00 0 0 0 
3.00 1 1 1 
4.20 0 2 0 
4.00 0 2 0 
1.00 1 1 1 
0.00 0 0 0 
4.00 1 1 1 
0.00 0 0 0 
3.50 0 1 1 
3.00 1 l 1 
5.00 1 2 1 
Lampiran B: Basil Pemodelan Regresi Logistik Univariat Pada Kasus 1 
Logistic Regression 
Categorical Variables Codings 
Para mete 
Frequency (1) 
DM_ND ,00 79 ,000 
1,00 21 1,000 
Block 1: Method = Enter 
Omnibus Tests of Model Coefficients 
Chi-square df Sio. 
Step 1 Step 54,121 1 ,000 
Block 54,121 1 ,000 
Model 54,121 1 ,000 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 




Observed 00 1 00 Correct 
Step 1 y ,00 76 4 95,0 
1,00 3 17 85,0 
Overall Percentage 93,0 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df Sig. Exo(B) 
SJep DM_ND(1) 4,679 ,810 33,409 1 ,000 107,665 
1 Constant 
-3,232 ,589 30,150 1 ,000 ,039 
a. Variable(s) entered on step 1: DM_ND. 
Lampiran C: Hasil Pemodelan Regresi Logistik Multivariate Pada Kasus 1 
Logistic Regression 
Categorical Variables Codings 
Parameter coding 
Frequency (1) (2) 
BBK .00 9 .000 .000 
1.00 38 1.000 .000 
2.00 53 .000 1.000 
OBAT .00 66 .000 
1.00 34 1.000 
MAKAN .00 33 .000 
1.00 67 1.000 
DM_ND .00 79 000 
1.00 21 1.000 
BD .00 2 .000 
1.00 98 1.000 
Block 1: Method= Enter 
Model Summary 
-2 Log Cox& Snell Nagelkerke 
Step likelihood R Square R Square 
1 37.836 .463 .733 
Classification Table a 
Predicted 
y Percentage 
Observed .00 1.00 Correct 
Step 1 y .00 77 3 96.3 
1.00 3 17 85.0 
Overall Percentage 94.0 
a. The cut value is .500 
Variables in the Equation 
8 S.E. Wald elf Sig. Exp(8) 
Sjep UF 1.353 .731 3.421 1 .064 3.867 
1 80(1) 4.579 40.904 .013 1 .911 97.383 
08AT(1) -.465 .932 .248 1 .618 .628 
MAKAN(1) 
.571 1.053 .294 1 .588 1.770 
DM_ND(1) 6.070 1.375 19.481 1 .000 432.709 
88K 5.254 2 .072 
88K(1) 1.116 3.014 .137 1 .711 3.054 
88K(2) 
-2.255 3.027 .555 1 .456 .105 
Constant 
-12.040 41.088 .086 1 .770 .000 
a. Variable(s) entered on step 1: UF, 80, 08AT, MAKAN, DM_ND, 88K. 
Lampiran D : Data Kasus Text Book (Kasus 2) 
Training sampel 
y X1 X2 X3 X4 X5 X6 X7 X8 y X1 X2 X3 X4 X5 X6 X7 X8 
0 19 182 2 0 0 0 1 0 0 22 131 1 0 0 0 0 1 
0 33 155 3 0 0 0 0 1 0 32 170 1 0 0 0 0 0 
0 20 105 1 1 0 0 0 1 0 30 110 " 0 0 0 0 0 .) 
0 21 108 1 1 0 0 1 1 0 20 127 3 0 0 0 0 0 
0 18 107 l 1 0 0 1 0 0 23 123 3 0 0 0 0 0 
0 21 124 3 0 0 0 0 0 0 17 120 3 1 0 0 0 0 
0 22 118 1 0 0 0 0 1 0 19 105 3 0 0 0 0 0 
0 17 103 3 0 0 0 0 1 0 23 130 1 0 0 0 0 0 
0 29 123 1 1 0 0 0 1 0 36 175 1 0 0 0 0 0 
0 26 113 1 1 0 0 0 0 0 22 125 1 0 0 0 0 1 
0 19 95 3 0 0 0 0 0 0 24 133 1 0 0 0 0 0 
0 19 150 3 0 0 0 0 1 0 21 134 3 0 0 0 0 1 
0 22 95 3 0 0 l 0 0 0 19 235 1 1 0 1 0 0 
0 30 107 3 0 1 0 1 1 0 25 95 1 1 1 0 1 0 
0 18 100 1 1 0 0 0 0 0 16 135 1 1 0 0 0 0 
0 18 100 1 1 0 0 0 0 0 29 135 1 0 0 0 0 1 
0 15 98 2 0 0 0 0 0 0 29 154 1 0 0 0 0 1 
0 25 118 1 1 0 0 0 1 0 19 147 1 1 0 0 0 0 
0 20 120 3 0 0 0 1 0 0 19 147 1 1 0 0 0 0 
0 28 120 1 1 0 0 0 1 0 30 137 1 0 0 0 0 1 
0 32 121 " 0 0 0 0 1 0 24 110 1 0 0 0 0 1 .) 
0 31 100 1 0 0 0 1 1 0 19 184 1 1 0 1 0 0 
0 36 202 1 0 0 0 0 1 0 24 110 3 0 1 0 0 0 
0 28 120 " 0 0 0 0 0 0 23 110 1 0 0 0 0 1 .) 
0 25 120 " 0 0 0 1 1 0 20 120 3 0 0 0 0 0 .) 
0 28 167 1 0 0 0 0 0 0 25 241 2 0 0 1 0 0 
0 17 122 1 1 0 0 0 0 0 30 112 1 0 0 0 0 1 
0 29 150 1 0 0 0 0 1 0 22 169 1 0 0 0 0 0 
0 26 168 2 1 0 0 0 0 0 18 120 1 1 0 0 0 1 
0 17 113 2 0 0 0 0 1 0 16 170 2 0 0 0 0 1 
0 17 113 2 0 0 0 0 1 1 21 165 1 1 0 1 0 1 
0 24 90 1 1 1 0 0 1 1 32 105 1 1 0 0 0 0 
0 35 121 2 1 1 0 0 1 1 19 91 1 1 1 0 1 0 
0 25 155 1 0 0 0 0 1 1 25 115 " 0 0 0 0 0 .) 
0 25 125 2 0 0 0 0 0 1 16 130 3 0 0 0 0 1 
0 29 140 1 1 0 0 0 1 1 25 92 1 1 0 0 0 0 
0 19 138 1 1 0 0 0 1 1 20 150 1 1 0 0 0 1 
0 27 124 1 1 0 0 0 0 1 21 200 2 0 0 0 1 1 
0 31 215 1 1 0 0 0 1 1 24 155 1 1 1 0 0 0 
0 33 109 1 l 0 0 0 1 1 21 103 3 0 0 0 0 0 
0 21 185 2 1 0 0 0 1 1 20 125 3 0 0 0 1 0 
0 19 189 l 0 0 0 0 1 1 25 89 3 0 1 0 0 1 
0 23 130 2 0 0 0 0 1 1 19 102 1 0 0 0 0 1 
Lanjutan: Lampiran D 
y X1 X2 X3 
0 21 160 l 
0 18 90 1 
0 18 90 1 
0 32 132 1 
0 19 132 3 
0 24 115 1 
0 22 85 3 
0 22 120 1 
0 23 128 3 
0 22 130 1 
0 30 95 1 
0 19 115 3 
0 16 110 " _, 
0 21 110 3 
0 30 153 3 
0 20 103 3 
0 17 119 " _, 
0 17 119 3 
0 23 119 " _, 
0 24 110 3 
0 28 140 1 
0 26 133 " _, 
0 20 169 3 
0 24 115 3 
0 28 250 3 
0 20 141 1 
0 22 158 2 
0 22 112 1 
0 31 150 3 
0 23 115 3 
0 16 112 2 
0 16 135 1 
0 18 229 2 
0 25 140 I 
0 32 134 1 
0 20 121 2 
0 23 190 1 
Keterangan 
:Xl : variabel Age 
X2 : variabel L WT 
X3 : variabel Race 
X4 : variabel Smoke 







































X5 X6 X7 
0 0 0 
0 0 1 
0 0 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 1 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 1 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
1 0 1 
0 0 0 
0 0 0 
1 0 1 
l 0 0 
1 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
0 0 0 
1 0 0 
0 0 0 







































y X1 X2 X3 
1 19 112 
1 26 117 
1 24 138 
1 17 130 
1 20 120 
1 22 130 
1 27 130 
1 20 80 
1 17 110 
1 25 105 
1 20 109 
1 18 148 
1 18 110 
1 20 121 
1 21 100 
1 26 96 
1 31 102 
1 15 110 
1 23 187 
1 20 122 
1 24 105 
I 15 115 
I 23 120 
1 30 142 
1 22 130 
1 17 120 
1 23 110 
1 17 120 
1 26 154 
1 20 105 
1 26 190 
1 14 101 
1 28 95 
1 14 100 
1 23 94 
1 17 142 
1 21 130 
X5 : variabel P1L 
X6 : variabel HT 
X7 : variabel UI 











































X4 X5 X6 X7 X8 
1 0 0 1 0 
1 1 0 0 0 
0 0 0 0 0 
1 1 0 1 0 
1 0 0 0 1 
1 1 0 1 1 
0 0 0 1 0 
1 0 0 1 0 
1 0 0 0 0 
0 1 0 0 1 
0 0 0 0 0 
0 0 0 0 0 
1 1 0 0 0 
1 1 0 1 0 
0 1 0 0 1 
0 0 0 0 0 
1 1 0 0 1 
0 0 0 0 0 
1 0 0 0 1 
1 0 0 0 0 
1 0 0 0 0 
0 0 0 1 0 
0 0 0 0 0 
1 1 0 0 0 
1 0 0 0 1 
1 0 0 0 1 
1 1 0 0 0 
0 0 0 0 1 
0 1 1 0 1 
0 0 0 0 1 
1 0 0 0 0 
1 1 0 0 0 
1 0 0 0 1 
0 0 0 0 1 
1 0 0 0 0 
0 0 1 0 0 
1 0 1 0 1 
Lampiran E: Hasil Penwdelan Regresi Logistik Univariat Pada Kasus 2 
Logistic Regression (Varia bel Aged) 
Categorical Variables Codings 
Para mete 
Frequency (1) 
AGED ,00000 34 ,000 
1,00000 126 1,000 
Block 1: Method = Enter 
Omnibus Tests of Model Coefficients 
Chi-square df Sig. 
Step 1 Step 6,110 1 ,013 
Block 6,110 1 ,013 
Model 6,110 1 ,013 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 192,638 ,037 ,053 
Classification Table a 
Predicted 
LOW Percentage 
Observed ,00000 1,00000 Correct 
Step 1 LOW ,00000 110 0 100,0 
1,00000 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
8 S.E. Wald df Sig. Exp(B) 
S!ep AGED(1) 1,170 ,519 5,086 1 ,024 3,221 
1 Constant 
-1 ,757 ,484 13,176 1 ,000 ,172 
a. Variable(s) entered on step 1: AGED. 
Logistic Regression (Variabel LWD) 
Categorical Variables Codings 
Para mete 
Frequency (1) 
LWD ,00000 111 ,000 
1,00000 49 1,000 
75 
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Block 1: Method = Enter 
Omnibus Tests of Model Coefficients Model Summary 
Chi-square elf Sig. -2 Log Cox& Snell Nagelkerke 
Step 1 Step 5,946 1 ,015 Step likelihood R Square R Square 
Block 5,946 1 ,015 1 192,802 ,036 ,051 
Model 5,946 1 ,015 
Classification Table a 
Predicted 
LOW Percentage 
Observed 00000 1 00000 Correct 
Step 1 LOW ,00000 110 0 100,0 
1,00000 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald elf Sia. Exp(B) 
Sjep LWD(1) ,882 ,361 5,970 1 ,015 2,415 
1 Constant 
-1,087 ,219 24,722 1 ,000 ,337 
a. Variable(s) entered on step 1: LWD. 
Logistic Regression (Variabel Race) 
Categorical Variables Codings 
Parameter coding 
requenc~ (1) (2) 
RACE 1 80 ,000 ,000 
2 24 1,000 ,000 
3 56 ,000 1,000 
Block 1: Method= Enter 
Omnibus Tests of Model Coefficients Model Summary 
~hi-square df Sig. -2 Log Cox&Snell Nagelkerke 
Step 1 Step 1,143 2 ,565 Step likelihood R Square R Square 
Block 1,143 2 ,565 1 197,605 ,007 ,010 
Mode 1' 143 2 ,565 
76 
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Classification Table • 
Predicted 
LOW Percentage 
Observed 0 1 Correct 
Step 1 LOW 0 110 0 100,0 
1 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df S_jg, ~~ 
S!ep RACE 1 '141 2 ,565 
1 RACE(1) ,459 ,490 ,874 1 ,350 1,582 
RACE(2) ,303 ,377 ,645 1 ,422 1,354 
Constant 
-,969 ,250 14,989 1 ,000 ,379 
a. Variable(s) entered on step 1: RACE. 
Logistic Regression (Variabel smoke) 
Omnibus Tests of Model Coefficients 
Categorical Variables Codings 
Chi-~uare df Sig. 
Para mete Step 1 Step 4,893 1 ,027 
Frequency (1) Block 4,893 1 ,027 
SMOKE 0 91 ,000 Model 4,893 1 ,027 
1 69 1,000 
Model Summary 
-2 Log ~ox & Snell Nagelkerke 
Ste_Q_ likelihood R Square R Square 
1 193,854 ,030 ,042 
Classification Table 3 
Predicted 
LOW Percentage 
Observed 0 1 Correct 
Step 1 LOW 0 110 0 100,0 
1 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
77 
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Variables in the Equation 
8 S.E. Wald df Sig. Exp(B) 
Step SMOKE(1) ,762 ,346 4,833 1 ,028 2,142 
1 Constant 
-1 '143 ,245 21 ,796 1 ,000 ,319 
a. Variable(s) entered on step 1: SMOKE. 
Logistic Regression (Variabel PTL) 
Categorical Variables Codings 
Para mete 
Frequency (1) 
PTL 0 134 ,000 
1 26 1,000 
Block 1: Method = Enter 
Omnibus Tests of Model Coefficients Model Summary 
Chi-square df Sig. -2 Log Cox & Snell Nagelkerke 
Step 1 Step 9,409 1 ,002 Step likelihood R Square R Square 
Block 9,409 1 ,002 1 189,339 ,057 ,080 
Model 9,409 1 ,002 
Classification Table • 
Predicted 
LOW Percentage 
Observed 0 1 Correct 
Step 1 LOW 0 99 11 90,0 
1 35 15 30,0 
Overall Percentage 71 3 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df Sig. Exp(B) 
s1ep PTL(1) 1,350 ,443 9,286 1 ,002 3,857 
1 Constant 
-1 ,040 ,197 27,956 1 ,000 ,354 
a. Variable(s) entered on step 1: PTL. 
Logistic Regression (Variabel HT) 
Categorical Variables Codings 
Para mete 
Frequency (1) 
HT 0 151 ,000 
1 9 1,000 
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Block 1: Method = Enter 
Omnibus Tests of Model Coefficients 
Chi-square df Sig. 
Step 1 Step ,731 1 ,393 
Block ,731 1 ,393 
Model ,731 1 ,393 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 198,017 ,005 ,006 
Classification Table a 
Predicted 
LOW Percentage 
Observed 0 1 Correct 
Step 1 LOW 0 110 0 100,0 
1 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
8 S.E. Wald df Sig. Exp(B) 
s1ep HT(1) ,602 ,694 ,753 1 ,385 1,826 
1 Constant -,825 ,1 77 21,788 1 ,000 ,438 
a. Variable(s) entered on step 1: HT. 
Logistic Regression (Variabel Ul) 
Categorical Variables Codings Omnibus Tests of Model Coefficients 
Para mete ~hi-square df Sig. 
Frequency (1) Step 1 Step 1,785 1 ,182 
Ul 0 137 ,000 Block 1,785 1 ,182 
1 23 1,000 Model 1,785 1 ,182 
79 
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Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 196,963 ,011 ,016 
Classification Table a 
Predicted 
LOW Percentage 
Observed 0 1 Correct 
Step 1 LOW 0 110 0 100,0 
1 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df Sig. Exp(B) 
S!ep Ul(1) ,623 ,461 1,832 1 ,176 1,865 
1 Constant -,886 ,188 22,224 1 ,000 ,412 
a. Variable(s) entered on step 1: Ul. 
Logistic Regression (Variabel FfV) 
Categorical Variables Codings 
Para mete 
Frequency (1) 
FlV 0 88 ,000 
1 72 1,000 
Block 1: Method = Enter 
Omnibus Tests of Model Coefficients 
Chi-square df Sig. 
Step 1 Step ,738 1 ,390 
Block ,738 1 ,390 
Model ,738 1 ,390 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 198,009 ,005 ,006 




Observed 0 1 Correct 
Step 1 LOW 0 110 0 100,0 
1 50 0 ,0 
Overall Percentage 68,8 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df Sig. Exp(B) 
Sjep FTV(1) -,296 ,346 ,733 1 ,392 ,744 
1 Constant 
-,659 ,225 8,593 1 ,003 ,517 
a. Variable(s) entered on step 1: FTV. 
8 i 
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Logistic Regression (Seluruh Variabel) 
Categorical Variables Codings 
Parameter codino 
Frequency (1) (2) 
RACE 1,00000 80 ,000 ,000 
2,00000 24 1,000 ,000 
3,00000 56 ,000 1,000 
FlV ,00000 88 ,000 
1,00000 72 1,000 
AGED ,00000 34 ,000 
1,00000 126 1,000 
SMOKE ,00000 91 ,000 
1,00000 69 1,000 
PTL ,00000 134 ,000 
1,00000 26 1,000 
Ul ,00000 137 ,000 
1,00000 23 1,000 
HT ,00000 151 ,000 
1,00000 9 1,000 
LWD ,00000 111 ,000 
1,00000 49 1,000 
Block 1: Method = Enter 
Omnibus Tests of Model Coefficients 
Chi-square df Sig. 
Step 1 Step 25,210 9 ,003 
Block 25,210 9 ,003 
Model 25,210 9 ,003 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 173,538 ,146 ,205 
Classification Table a 
Predicted 
LOW Percentage 
Observed ,00000 1,00000 Correct 
Step 1 LOW ,00000 100 10 90,9 
1,00000 34 16 32,0 
Overall Percentage 72,5 
a. The cut value is ,500 
82 
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Variables in the Equation 
B S.E. Wald df SiQ. Exp(B) 
S!ep LWD(1) ,763 ,405 3,541 1 ,060 2,145 
1 AGED(1) 1,045 ,578 3,269 1 ,071 2,844 
RACE 2,226 2 ,328 
RACE(1) ,766 ,551 1,934 1 ,164 2,152 
RACE(2) ,507 ,483 1 '102 1 ,294 1,660 
SMOKE(1) ,840 ,437 3,692 1 ,055 2,317 
PTL(1) 1 '112 ,484 5,279 1 ,022 3,041 
HT(1 ) ,770 ,731 1 '111 1 ,292 2,160 
Ul(1) ,240 ,513 ,219 1 ,640 1,272 
FTV(1) ,040 ,398 ,010 1 ,920 1,041 
Constant -2,930 ,737 15,829 1 ,000 ,053 
a. Variable(s) entered on step 1: LWD, AGED, RACE, SMOKE, PTL, HT, Ul , FTV. 
Logistic Regression 
Omnibus Tests of Model Coefficients 
Chi-sauare df SiQ. 
Step 1 Step 22,029 5 ,001 
Block 22,029 5 ,001 
Model 22,029 5 ,001 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 
1 176,719 ,129 '181 
Classification Table a 
Predicted 
LOW Percentage 
Observed ,00000 1,00000 Correct 
Step 1 LOW ,00000 100 10 90,9 
1,00000 37 13 26,0 
Overall Percentage 70,6 
a. The cut value is ,500 
83 
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Variables in the Equation 
B S.E. Wald df Sig. Exp(B) 
S!ep LWD(1) ,687 ,384 3,210 1 ,073 1,989 
1 AGED(1) 1,212 ,547 4,906 1 ,027 3,361 
SMOKE(1) ,609 ,372 2,676 1 ,102 1,838 
PTL(1) 1,136 ,478 5,652 1 ,017 3,114 
Ul(1) ,155 ,512 ,092 1 ,762 1,168 
Constant -2,546 ,575 19,616 1 ,000 ,078 
a. Variable(s) entered on step 1: LWD, AGED, SMOKE, PTL, Ul. 
Logistic Regression 
Omnibus Tests of Model Coefficients 
Chi-square df Sig. 
Step 1 Step 21 ,938 4 ,000 
Block 21 ,938 4 ,000 
Model 21,938 4 ,000 
Model Summary 
-2 Log Cox & Snell Nagelkerke 
Step likelihood R Square R Square 




Observed ,00000 1,00000 Correct 
Step 1 LOW ,00000 105 5 95,5 
1,00000 38 12 24,0 
Overall Percentage 73,1 
a. The cut value is ,500 
Variables in the Equation 
B S.E. Wald df Sig. Exp(B) 
S!ep LWD(1) ,696 ,382 3,318 1 ,069 2,007 
1 AGED(1) 1,225 ,546 5,029 1 ,025 3,405 
SMOKE(1) ,616 ,371 2,748 1 ,097 1,851 
PTL(1) 1,163 ,470 6,137 1 ,013 3,201 
Constant -2,544 ,576 19,517 1 ,000 ,079 
a. Variable(s) entered on step 1: LWD, AGED, SMOKE, PTL. 
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Lampiran G: Hasil Pemodelan ANN Pada Kasus 1 
Model dengan Input Seluruh Variabel Prediktor 
# weights: 8 
initial value 135 . 915104 
iter 10 value 19 . 407151 
iter 100 value 18 . 917798 
final value 18.917674 
converged 
weinght decay=O, rand . seed=123 , range=0 . 7 , abtol=O . OOOOOl , reltol=1e-
OOB,maxit=1000000 
*** Neural Network Fit *** 
a 7 - 0- 1 network with 8 weights 
options were - skip- layer connections entropy fitting 
b - >o i1 - >o i2 - >o i3 - >o i4 - >o i5 - >o i6- >o 
- 12 . 62 5.16 -0 . 46 0 . 57 1 . 35 6 . 07 1 . 11 
i7->o 
- 2 . 26 
#weights : 46 
initial value 53 . 818509 
iter 10 value 19 . 314360 
iter 70 value 1 . 909546 
final value 1 . 909544 
converged 
*** Neural Network Fit *** 
a 7- 5 - 1 network with 46 weights 
inputs : BD OBAT MAKAN UF DM . ND bbk . 1 . bbk . 2 . 
output(s) : Y 
*** Neural Network Fit *** 
a 7- 5- 1 network with 46 weights 
options were - entropy fitting 
b - >h1 i1 - >h1 i2 - >h1 i3 - >h1 
- 11.99 - 10 . 66 22 . 98 - 21 . 10 
b - >h2 
- 99 . 97 
b - >h3 
192.73 
b - >h4 
43 . 42 
b->h5 
12 . 03 
b - >o 
33 . 91 
i1- >h2 
106 . 98 
i1 - >h3 
22 . 61 
i1 - >h4 
31.22 
i1 - >h5 
10 . 56 
h1- >o 
47 . 49 
i2 - >h2 
- 34 . 12 
i2 - >h3 
39.68 
i2 - >h4 
- 95 . 53 
i2 - >h5 
- 67 . 87 
i3 - >h2 
27 . 51 
i3 - >h3 
- 0 . 30 
i3 - >h4 
24 . 45 
i3 - >h5 
- 5 . 73 
h2 - >o h3 - >o 
51.14 -115 . 36 
Eigenvalues of Hessi a n are : 
[1] 1 . 353078e+003 1 . 250253e - 004 
006 
[6] 3 . 270777e - 006 1 . 661591e - 006 
007 
[11] 7 . 843683e-008 5 . 154976e- 009 
011 
[16] 9 . 409352e - 014 9 . 847004e - 015 
022 
[21] 2 . 402139e - 022 1.161337e- 023 
033 
[26] 3 . 401886e - 037 6 . 597194e - 038 
038 
i4 - >h1 i5 - >h1 
14 . 68 11.91 
i4 - >h2 i5 - >h2 
- 14 . 81 17 . 11 
i4 - >h3 i5 - >h3 
-69 . 29 - 168 . 32 
i4 - >h4 i 5- >h4 
- 24 . 53 - 16 . 44 
i4 - >h5 i5 - >h5 
- 5 . 99 - 1.02 
h4 - >o h5 - >o 
-82 . 93 - 24 . 76 
1 . 242178e - 004 
4 . 830084e - 007 
8 . 624347e - 010 
1 . 318636e- 020 
5 . 310033e- 025 
4 . 401653e - 043 
&5 
i 6- >h1 i7 - >h1 
4 . 36 - 12 . 52 
i6- >h2 i7 - >h2 
31.90 32 . 27 
i 6- >h3 i 7 - >h3 
24 . 61 155 . 70 
i 6- >h4 i7 - >h4 
29 . 91 0 . 21 
i 6- >h5 i7 - >h5 
- 8 . 04 3.84 
1 . 889005e - 005 
2 . 492137e - 007 
7 . 603481e - 010 
1. 757783e- 021 
6 . 990726e - 029 






- 2 . 85586le-
Lanjutan : Lampiran G 
[31) -3 . 785317e - 038 - 4 . 598813e - 029 - 9.316490e - 027 - 7 . 695310e - 024 - 7 . 904063e -
023 
[36) -1 . 947024e - 022 - 6 . 486911e - 022 - 3 . 652599e - 021 - 1 . 412099e - 010 - 5 . 541188e -
009 
[41) - 8 . 722479e - 008 - 1 . 853932e - 007 - 2 . 785733e - 007 - 1 . 07664 1e - 006 - 2 . 801948 e-
005 
[ 46) - 5. 684162e - 004 
Predictions we re : 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 
22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 
0 1 0 0 1 0 0 0 1 1 1 0 0 0 0 0 0 0 
40 41 42 43 44 45 46 47 48 49 50 51 52 53 54 55 56 57 
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 
58 59 60 61 62 63 64 65 66 67 68 69 70 71 72 73 74 75 
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 
76 77 78 79 80 81 82 83 84 85 86 87 88 
0 0 0 0.9999993 0 0 1 1 0 0 0 0 0 
8 9 90 91 92 93 94 95 96 
0 . 6666604 0 0 0 . 6666604 0 1 0 . 6666604 0 . 9999992 
97 98 99 100 
0 0 0 0 
Predictions were (data training) : 
[1] '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' '' 0 '' 
[19] "0 " " 0 " "1 " "0 " " 1 " "0 " "0 " "1 " "0 " " 0 " "0 " "1 " "1 " "1 " "0 " "0 " "0 " "0 " 
[37] '' 0 '' '' 0 '' '' 0'' '' 0 '' '' 1 '' '' 0'' ''0 '' '' 1 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' 
[55] "1 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "1 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " 
[73] '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' '' 0 '' ''1 '' '' 1 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' 
[91] "0 " "1 " "0 " "1 " "1 " "1 " "0 " "0 " "0 " "0 " 
Predictions were )data testing) : 
[1] " 0 " "1 " " 0 " " 0 " "0 " "1 " " 0 " "0 " "1 " "0 " "0 " "0 " "1" 
[14] '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' '' 0'' '' 0 '' '' 0 '' '' 1'' '' 0 '' '' 1 '' '' 1 '' 
[27) " 1 " 
Model dengan Input 1 variabel 
# weights : 2 
initial value 88 . 346755 
iter 10 value 22.979977 
final value 22.979977 
converged 
*** Neural Network Fit *** 
a 1- 0- 1 network with 2 weights 
options were - skip- layer connect i ons entropy fi tt i n g 
b - >o il - >o 
- 3.23 4 . 68 
Eigenvalues of Hessian are : 
[1) 8 . 226212 1.136050 
#weights: 4 
initial value 94 . 956748 
iter 10 value 23 . 598029 
final value 22 . 979977 
converged 
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*** Neural Network Fit *** 
a 1- 1-1 network with 4 weights 
options were - entropy fitting 
b - >h1 i1 - >h1 
2 . 16 -4 . 80 
b - >o h1 - >o 
1.82 - 5 . 64 
Eigenvalues of Hessian are : 
[1] 8 . 94286896245 1 . 09999164080 0 . 00033282410 
[4) 0 . 00007772681 
# weights : 31 
initial value 53 . 606423 
iter 10 value 22 . 979977 
final value 22 . 979977 
converged 
*** Neural Network Fit *** 
a 1 - 10 - 1 network with 31 weights 
options were - ent ropy fitting 
b - >h1 i1 - >h1 
0 . 61 - 4 . 24 
b - >h2 i 1->h2 
- 0 . 34 - 1.65 
b - >h3 i1- >h3 
0 . 64 - 2 . 85 
b - >h4 i1 - >h4 
- 0 . 16 - 1.93 
b - >h5 i1 - >h5 
0 . 08 -3 . 55 
b - >h6 i1 - >h6 
0 . 26 - 2 . 57 
b - >h7 i1 - >h7 
- 0 . 51 - 1 . 74 
b - >h8 i1 - >h8 
0 . 25 - 3 . 99 
b - >h9 i1 - >h9 
- 0 . 32 3 . 25 
b - >h10 i1 - >h10 
- 0 . 11 3 . 64 
b - >o h1 - >o h2 - >o 
- 0 . 03 - 1 . 41 3 . 20 
h3 - >o 
0 . 97 
h4 - >o 
- 3 . 49 
h5 - >o h6 - >o h7 - >o h8 - >o 
- 4 . 28 - 3 . 50 1 . 27 0 . 54 
h9- >o h10 - >o 
1. 61 0 . 21 
Eigenvalues of Hessian are : 
[1] 2.727039e+001 5 . 587076e+OOO 1.186022e- 005 
[4] 8 . 867281e- 006 6 . 405296e - 006 5 . 962036e - 006 
[ 7] 5 . 716417e - 006 5 . 271339e - 006 4 . 945723e- 006 
[10] 4 . 257893e - 006 3 . 846645e - 006 3 . 202202e - 006 
[13) 1 . 850021e - 006 1 . 491427e- 006 8 . 138124e- 007 
[16] 4 . 680982e- 007 7 . 565765e- 008 - 1 . 603074e - 007 
[19] -4 . 147625e- 007 
- 8 . 202437e - 007 
- 1 . 535998e- 006 
[22] -3 . 242182e - 006 
- 4 . 309334e- 006 
- 4 . 672975e - 006 
[25) -5 . 335742e- 006 
- 5 . 726691e - 006 
- 5 . 830491e - 006 
[28] - 5 . 982244e- 006 
- 6 . 316088e- 006 
- 8 . 283662e - 006 
[31] -1 . 223628e - 005 
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Model dengan Input Seluruh Variabel 
#weights : 10 
initial value 111 . 399692 
iter 10 value 86 . 787358 
final value 86 . 768754 
converged 
*** Neural Network Fit *** 
a 9- 0- 1 network with 10 weights 
inputs : AGED LWD RACE . 1 . RACE . 2 . SMOKE PTL HT UI FTV 
output(s) : LOW 
options were - skip- layer connections entropy f i tti ng 
b - >o il - >o i2 - >o i3 - >o i4 - >o i5 - >o i6- >o i7 - >o i 8- >o i9 - >o 
- 2 . 93 1 . 05 0 . 76 0 . 77 0 . 51 0 . 84 1 . 11 0 . 77 0 . 24 0 . 04 
Eigenvalues of Hessian are : 
[1) 76 . 645280 10 . 598050 8 . 490669 6 . 902183 4 . 977538 4 . 320351 3 . 388633 
[8] 2 . 437836 1 . 758858 1 . 132886 
# weights : 144 
initial value 110 . 770510 
iter 10 value 86 . 087493 
iter 530 value 53 . 820413 
final value 53 . 820352 
converged 
*** Neural Network Fit *** 
a 9-13 - 1 network with 144 weights 
options were - entropy fitting 
b - >h1 il - >h1 i2 - >hl i3 - >hl i4 - >h1 
-3 . 92 - 4 . 42 - 20 . 25 - 8 . 14 14 . 55 
b - >h2 il - >h2 i2 - >h2 i3 - >h2 i4 - >h2 
- 5 . 51 - 7.42 - 23 . 08 - 7.00 - 10 . 38 
b - >h3 il - >h3 i2 - >h3 i3 - >h3 i4 - >h3 
16 . 89 - 34 . 07 - 30 . 40 - 6 . 04 - 22 . 68 
b - >h4 i1 - >h4 i2 - >h4 i3->h4 i4 - >h4 
1. 03 - 17 . 21 - 18 . 25 2 . 81 8 . 45 
b - >h5 i1 - >h5 i2 - >h5 i3 - >h5 i4 - >h5 
4.90 - 6 . 48 - 8.96 - 12 . 24 8 . 34 
b - >h6 i1 - >h6 i2 - >h6 i3 - >h6 i4 - >h6 
- 12 . 10 - 15 . 26 - 6 . 02 - 5 . 60 - 16 . 81 
b - >h7 il - >h7 i2 - >h7 i3 - >h7 i4 - >h7 
5 . 43 - 30 . 74 - 21.14 - 5 . 53 - 11 . 11 
b - >h8 il - >h8 i2 - >h8 i3 - >h8 i4 - >h8 
- 1.09 - 19 . 48 - 2 . 55 24 . 34 - 8 . 05 
b - >h9 i1 - >h9 i2 - >h9 i3 - >h9 i4 - >h9 
- 13 . 50 - 28 . 63 - 19 . 30 2. 67 - 1.87 
i5 - >hl i6- >h1 i7->hl 
- 9 . 88 - 15 . 54 3 . 84 
i5 - >h2 i6 - >h2 i7 - >h2 
11 . 66 - 21.78 4 . 45 
i5 - >h3 i6- >h3 i7 - >h 3 
13.80 -7 . 65 - 3 . 42 
i5 - >h4 i6->h4 i7 - >h4 
10 . 88 - 21. 44 - 9 . 62 
i5 - >h5 i6 - >h5 i 7 - >h 5 
- 4 . 86 2 . 08 11.20 
i5 - >h6 i6- >h6 i7 - >h6 
2 . 59 - 16 . 81 - 5 . 05 
i5 - >h7 i6 - >h7 i 7- >h7 
- 16 . 28 0 . 33 - 4 . 05 
i5 - >h8 i6 - >h8 i7 - >h8 
- 11.37 - 12 . 61 - 20 . 80 
i5 - >h9 i6->h9 i7 - >h9 
- 11.77 - 10 . 60 0 . 07 
b - >h10 i1 - >h10 i2 - >h10 i3 - >h10 i4 - >h10 i5 - >h10 i6 - >h1 0 
- 5 . 68 - 11.11 - 14 . 24 - 0 . 87 - 1 . 72 - 10 . 92 - 11 . 68 
i9- >h10 
- 6 . 08 
i8 - >hl 
1. 00 
i8 - >h2 
- 26 . 01 
i 8- >h3 
13 . 01 
i8 - >h4 
- 29 . 32 
i8 - >h5 
- 15 . 57 
i8 - >h6 
44 . 55 
i8 - >h7 
- 18 . 12 
i8 - >h8 
- 22 . 75 
i 8- >h9 
12 . 48 
i7 - >h10 
- 1.20 
b - >h11 il - >h11 i2 - >h11 i3 - >h11 i4 - >h11 i5 - >h11 i6 - >h11 i 7- >h11 
- 11.54 - 24 . 53 - 16 . 76 2 . 82 - 3 . 33 - 11.94 - 10 . 20 - 0 . 64 
i9 - >h11 
- 13 . 39 
b - >h12 i1 - >h12 i2 - >h12 i3 - >h12 i4 - >h12 i5->h12 i6 - >h12 i7 - >h12 
9 . 55 -24 . 57 - 14 . 27 - 2 . 20 - 10 . 91 1. 07 - 7 . 24 - 8 . 25 
i9->h12 
3 . 51 
b->h13 i1 - >h13 i2 - >h13 i3->h13 i4 - >hl3 i5 - >h13 i 6- >h13 i7 - >h13 
6 . 01 -31.86 - 20 . 56 -9 . 19 - 23 . 28 - 29 . 62 8 . 77 - 0 . 80 
88 
i9- >hl 
- 9 . 96 
i9 - >h2 
- 10.99 
i9 - >h3 
17.71 
i9- >h 4 
5.74 
i9->h5 
- 30 . 24 
i9- >h6 
30 . 86 
i9- >h7 
23 . 27 
i9 - >h8 
- 13 . 18 
i9- >h9 
- 15 . 47 
i8->h10 
0 . 58 
i8 - >h11 
9 . 51 
i8 - >h12 
-25 . 85 
i8 - >h13 
- 0 . 29 
lanjutan : Lampiran H 
i9 - >h13 
26 . 85 
b - >o h1 - >o h2 - >o h3->o h4 - >o h5 - >o h6 - >o h7 - >o h8 - >o h9 - >o h10 - >o 
1 . 07 13 . 64 - 18 . 79 36 . 43 - 23 . 03 - 15 . 79 - 23 . 56 - 19.33 - 15.13 28 . 83 8 . 34 
h11->o h12 - >o h13 - >o 
25 . 67 - 14 . 00 - 23.32 
Eigenvalues of Hessian are : 
[1] 2 . 644251e+002 1 . 575694e+002 5 . 506646e+001 5 . 071168e+001 
[5] 3 . 252032e+001 2 . 533979e+001 9 . 558221e+OOO 7 . 444745e+OOO 
[9] 4 . 534157e+OOO 3 . 944406e+OOO 3 . 443870e+OOO 3 . 088484e+OOO 
[13] 1 . 745215e+OOO 8 . 422411e - 001 6 . 420279e - 001 1 . 612443e - 001 
[17] 7.242332e - 002 5.371814e- 003 1 . 975281e - 003 1 . 522065e- 003 
[21] 4 . 443745e - 004 3 . 235300e - 004 2.361295e - 004 1.750572e- 004 
[25] 8 . 690819e - 005 8 . 588040e- 005 6 . 671215e - 005 5 . 097991e - 005 
[29] 3.768369e- 005 2 . 170066e - 005 1 . 261547e - 005 7 . 624267e - 006 
[33] 6.550695e- 006 6 . 299218e-006 3 . 125646e- 006 2 . 696561e- 006 
[37] 2 . 289637e - 006 1.688065e- 006 1.483816e- 006 1 . 047109e - 006 
[41] 7 . 896026e - 007 7 . 064914e - 007 6 . 572441e- 007 6 . 354067e- 007 
[45] 5 . 726813e - 007 4 . 140987e- 007 2 . 583952e-007 2 . 279169e - 007 
[49] 1 . 250674e- 007 1 . 162334e- 007 8 . 868669e - 008 5 . 572753e- 008 
(53] 4 . 185544e- 008 4.050374e - 008 4 . 031719e - 008 1 . 757527e - 008 
[57] 1 . 636035e- 008 6 . 864421e-009 5 . 047218e - 009 1 . 358145e- 009 
[61) 1 . 326450e - 009 1 . 203414e - 009 6 . 817069e - 010 9 . 565243e- 011 
[65] 2 . 106984e- 012 1 . 541618e- 012 7 . 915744e- 013 7 . 332855e- 014 
[69) 1.784104e - 014 9 . 272458e - 015 3.529709e- 020 2 . 983474e - 020 
[73] 1 . 493143e - 020 3 . 836090e - 021 2 . 378706e- 021 7 . 939091e- 022 
[77] 6.609643e- 022 5 . 621585e - 022 4.450503e- 022 3.336929e- 022 
[81] 2.662480e - 022 1 . 936496e-022 1 . 233833e- 022 1 . 014207e - 022 
(85] 7 . 670907e - 023 4 . 743228e - 023 3 . 752319e- 023 3 . 238114e - 023 
[89] 2 . 710150e- 023 1.569565e- 023 8 . 808296e - 031 3.429677e- 038 
(93] 1 . 334820e - 038 3 . 584668e- 039 1 . 703412e - 039 1 . 760817e - 054 
(97] 4 . 635886e - 057 - 1 . 460387e- 055 - 2 . 113970e- 054 - 1 . 096367e - 040 
[101] -2 . 626101e - 040 - 2 . 393279e- 039 - 6 . 205830e-039 - 1 . 388927e- 038 
[105] - 1 . 491807e - 024 - 8.138532e-024 - 2 . 581714e- 023 - 2 . 866937e - 023 
(109] - 5 . 395129e- 023 - 9.000268e - 023 - 1 . 077472e - 022 - 1 . 620752e - 022 
[113] - 1.725013e- 022 - 1.841098e- 022 - 2 . 536721e- 022 - 6 . 467004e - 022 
[117] - 2 . 073330e - 021 - 3 . 191947e- 021 - 5 . 615212e - 021 - 8 . 530318e- 021 
(121] - 1 . 571551e- 020 - 1 . 252503e - 014 - 2 . 567291e- 013 - 5 . 974375e - 013 
[125] - 8 . 672698e - 013 -1.043219e- 010 - 6 . 824565e- 010 - 2 . 397171e- 009 
[129] -7 . 353911e- 009 - 2.167923e- 008 - 5 . 874516e - 008 - 8 . 493493e - 008 
(133] -1 . 035192e-006 -1 . 360651e- 006 - 1.761351e- 006 - 1 . 871692e - 006 
[137] - 1 . 055257e-005 - 2 . 192648e- 005 - 2 . 564165e- 005 - 2 . 633980e- 005 
[141) - 4 . 632824e - 005 - 6.802561e-005 - 1 . 066341e - 004 - 1 . 612473e - 004 
Predictions were : 
1 2 3 4 5 6 7 8 9 10 11 12 
0 0 0 . 00001412285 0 0 0.2499889 0 0 . 7452893 0 0 . 1249846 0 . 3763927 0 . 1999739 
13 14 15 16 17 18 19 20 21 
4 . 056027e - 007 0 0 . 7452893 0.7452893 0 . 00002468313 0 . 499895 0 . 6666376 0 0 
22 23 24 25 26 27 28 29 30 31 
0 . 0000846408 0 0 0 0 0 . 1249846 0 0 . 3333305 0 . 1999971 0 . 1999971 
32 33 34 35 36 37 38 39 40 41 42 
0 . 7452893 0 0 1 . 108817e-006 0 0 . 499895 0 0 0 . 3333149 0 . 6666308 0 
43 44 45 46 47 48 49 50 51 52 
0 . 1999971 0 . 1649144 0 0 0 0 . 2499889 0 0 . 7427079 8 . 272342e- 007 0 . 2499889 
53 54 55 56 57 58 59 60 
0 . 1249846 0 . 3333149 0 . 2499889 0 . 3763927 0 . 5000332 0 0 . 3763927 0 . 2499889 
61 62 63 64 65 66 67 68 69 
0 . 2499889 0 . 1999739 0 . 3763927 0 5 . 403421e- 007 0 0 . 1999739 0 0 . 0000766795 
89 
lanjutan : Lampiran H 
70 71 72 73 74 75 76 77 78 
9 . 241137e - 007 0 . 7058288 0 0 1 . 108817e- 006 0 . 1249846 1 . 108817e- 006 0 0 
79 80 81 82 83 84 85 86 87 
0 . 3333305 0 . 1649144 0 0 5 . 00126e- 007 0 . 2499889 0 . 2499889 0 0 . 3763927 
88 89 90 91 92 93 94 95 96 97 98 
0 . 1649144 0 0 0 . 1649144 0 . 1999739 0 0 . 4999958 0 . 1249846 0 0 0 . 1249846 
99 100 101 102 103 104 105 106 107 
0.1249846 0 0 . 3332794 0 0 . 001727331 0 . 3332794 0 . 2499889 0 . 5000069 0 
108 109 110 111 112 113 114 115 116 
0 . 1649144 0 . 499895 0 . 1999971 1 1 0 . 4999958 0 . 2499889 0 . 1999739 0 . 7452893 
117 118 119 120 121 122 123 
0 . 499895 0 . 9999991 0 . 7058288 0 . 3763927 0 . 6666376 0 . 7452893 0 . 3332794 
124 125 126 127 128 129 130 13 1 
0 . 9999991 0 . 7058288 0 . 1649144 0 . 7 45257 0 . 6666308 0 . 9999991 1 0 . 5000332 
132 133 134 135 136 137 138 
0 . 7452893 0 . 7452893 0 . 3763927 0 . 2499889 0 . 7452893 0 . 9999771 0 . 7452893 
139 140 141 142 143 144 145 146 
0 . 3763927 1 0 . 74521 0 . 6666308 0 . 3333305 0.7451771 0 . 6666376 0.2499889 
147 148 149 150 151 152 153 
0 . 9999478 0 . 499895 0 . 499895 0 . 7452843 0 . 1999971 0 . 7451739 0 . 7452893 
154 155 156 157 158 159 160 
0 . 1249846 0 . 7242786 0 . 3333149 0 . 7452893 0 . 7427079 0 . 5000069 1 
Predictions were (data training) : 
[1] "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " non "0 " "0 " "0 " "0 " "0 " "1 " "1 " "0 " "0 " 
[19] "1 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " "0 " "0 " 
[37] '' 0 '' '' 0 '' ''0 '' '' 0 '' ''1 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0'' '' 0 '' '' 0 '' '' 0 '' '' 1 '' '' 0'' '' 0 '' '' 0 '' '' 0 '' 
[55] "0 " "0" "1 " "0" "0 " "0" "0 " "0 " "0 " "0" "0" "0 " "0 " "0 " "0" "0" "1 " "0 " 
[73] ''0'' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0 '' '' 0'' '' 0 '' '' 0'' 
[91] "0" "0 " "0" "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " 
[109] "0 " "0 " "1 " "1 " "0 " "0 " "0 " "1 " "0 " "1 " "1 " "0 " "1 " "1 " "0 " "1 " "1 " "0 " 
[127] "1 " "1" "1 " "1" "1 " "1" "1 " "0 " "0" "1 " "1 " "1 " "0 " "1 " "1 " "1 " "0 " "1 " 
[145] '' 1'' '' 0 '' '' 1 '' '' 0 '' '' 0 '' '' 1 '' '' 0 '' '' 1 '' '' 1 '' '' 0 '' '' 1 '' '' 0 '' ''1'' '' 1 '' ''1 '' ''1 '' 
Predictions were (data testing) : 
[1] "0" "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " "0 " 
[14] "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0" "0 " "1 " "0 " 
[27] " 0" " 0" "0 " 
Model dengan Input 4 variabel prediktor 
# weights : 5 
initial value 111 . 524604 
iter 10 value 88.405064 
final value 88 . 405049 
converged 
*** Neural Network Fit *** 
a 4- 0- 1 network with 5 weights 
inputs : AGED LWD SMOKE PTL 
output(s) : LOW 
options were - skip- layer connections entropy fitting 
b - >o i1 - >o i2 - >o i3 - >o i4 - >o 
-2.54 1.23 0 . 70 0 . 62 1.16 
Eigenvalues of Hessian are: 
[1] 66 . 949775 7 . 219781 6 . 550284 4 . 423825 1 . 658975 
90 
lanjutan : Lampiran H 
#weights : 85 
initial value 111 . 310749 
iter 10 value 88 . 200037 
iter 90 value 83.694704 
final value 83 . 694698 
converged 
*** Neural Network Fit *** 
a 4- 14 - 1 network with 85 weights 
options were - entropy fitting 
b - >hl il - >hl i2 - >hl i3 - >hl i4 - >hl 
1 . 70 - 3 . 29 1 . 00 - 3 . 82 - 5 . 36 
b->h2 il - >h2 i2 - >h2 i3->h2 i4 - >h2 
- 1.48 - 10 . 19 3 . 81 - 13.66 6 . 56 
b - >h3 il - >h3 i2 - >h3 i3 - >h3 i4 - >h3 
11.67 - 13 . 36 - 4 . 39 - 10.13 1. 47 
b - >h4 il - >h4 i2 - >h4 i3 - >h4 i4 - >h4 
18 . 56 - 8 . 40 - 13 . 29 - 11.43 1. 92 
b - >h5 il - >h5 i2 - >h5 i3 - >h5 i4 - >h5 
- 17.60 8 . 02 17 . 34 22 . 10 - 30 . 56 
b - >h6 il - >h6 i2 - >h6 i3 - >h6 i4 - >h6 
24 . 55 - 23 . 64 - 6 . 71 - 19 . 22 - 5 . 65 
b->h7 il - >h7 i2 - >h7 i3 - >h7 i4 - >h7 
10 . 53 - 17 . 03 4 . 89 1. 89 - 2 . 63 
b - >h8 il - >h8 i2 - >h8 i3 - >h8 i4 - >h8 
7 . 60 - 9 . 98 - 6 . 66 - 7 . 70 0 . 48 
b - >h9 il - >h9 i2 - >h9 i3 - >h9 i4 - >h9 
3 . 88 - 3 . 86 - 3 . 67 - 1.08 0. 26 
b - >hlO il - >hlO i2 - >hl0 i3 - >hl0 i4 - >hl0 
5 . 76 - 8 . 69 - 7 . 79 - 7 . 68 0 . 34 
b->hll il - >hll i2 - >hll i3 - >hll i4 - >hll 
3 . 65 - 6 . 42 - 8 . 89 -8 . 54 1. 03 
b->hl2 il - >hl2 i2 - >hl2 i3 - >hl2 i4 - >hl2 
0 . 42 10 . 04 - 10 . 85 - 10.52 - 15 . 29 
b - >h13 il - >hl3 i2 - >hl3 i3 - >hl3 i4 - >hl3 
1. 56 - 4.87 0 . 52 - 3 . 22 - 4 . 20 
b - >hl4 il - >hl4 i2 - >hl4 i3 - >hl4 i4 - >hl4 
4.21 - 7 . 96 - 7 . 41 -6 . 54 0 . 30 
b - >o hl - >o h2 - >o h3 - >o h4 - >o h5 - >o h6 - >o 
2 . 64 - 0.55 - 3 . 74 - 3 . 96 - 4.06 - 8 . 31 - 16 . 02 
h7 - >o h8 - >o h9 - >o hlO - >o hll - >o hl2 - >o hl3 - >o 
8 . 85 - 1.02 2 . 97 0 . 37 3 . 80 10 . 64 -1.97 
hl4 - >o 
0.25 
Eigenvalues of Hessian are : 
[1] 2 . 586432e+002 2 . 043066e+002 8 . 25522le+001 
[ 4] 3 . 687009e+001 3 . 445625e+001 2 . 173985e+001 
[7] 1 . 420459e+001 1 . 004117e+001 9 . 336189e+OOO 
[10] 3 . 572049e+OOO 1. 8 60096e+OOO 2 . 717908e-004 
[13] 2 . 144115e- 004 1 . 508949e- 004 1 . 383324e- 004 
[16] 1 . 183345e- 004 8 . 956934e- 005 8 . 473177e - 005 
[19] 7 . 485689e - 005 7 . 336205e- 005 6 . 081015e - 005 
[22] 4 . 900884e - 005 4 . 250688e - 005 3 . 95463le - 005 
[25] 3 . 187820e- 005 2 . 534107e - 005 2 . 238326e- 005 
[28] 2 . 185540e - 005 1.837970e- 005 1 . 320353e- 005 
[31] 1 . 114473e- 005 1 . 0503lle- 005 l . 000577e-005 
[34] 9 . 567205e - 006 8 . 860294e - 006 8 . 582390e - 006 
[37] 3 . 672313e - 006 2.792619e - 006 2 . 491860e-006 
[ 40] 9 . 134362e- 007 3 . 698270e - 007 3 . 602995e - 007 
[ 43] 2 . 790997e - 007 2 . 392403e- 007 1.309812e- 007 
91 
lanjutan: Lampiran H 
[ 46] 1 . 281066e- 007 1 . 055651e- 007 4 . 946859e - 008 
[ 49] 3 . 610051e - 008 1 . 339999e- 008 
- 1 . 508825e- 012 
[52] - 2 . 801918e - 009 
- 3 . 182788e- 009 
- 4 . 317847e- 009 
[55] - 4 . 345922e- 009 
- 2 . 072007e - 008 
- 5 . 256424e - 008 
[58] - 1 . 088199e- 007 
- 1 . 174227e- 007 
- 1 . 924130e- 007 
[61] -5 . 527938e - 007 
- 6 . 171621e - 007 
- 1. 370397e- 006 
[64] - 1 . 520611e- 006 
- 2 . 240337e - 006 
- 3 . 053184e- 006 
[67] - 4 . 451254e - 006 
- 4 . 738890e - 006 
- 5 . 861714e - 006 
[70] 
- 7 . 162305e- 006 
- 9 . 325747e- 006 
- 9 . 983878e- 006 
[73] - 1 . 466826e - 005 
- 1 . 986137e - 005 
- 2 . 568869e- 005 
[ 7 6] 
- 2 . 994143e - 005 
- 3 . 603716e - 00 5 
- 4 . 849 106e - 005 
[79] - 6 . 818158e - 005 
- 7 . 638797e - 005 
- 1 . 145641e- 00 4 
[82] - 1 . 272928e - 004 
- 1 . 497637 e-00 4 
-1. 720334e - 004 
[85] 
- 2 . 682 131e- 004 
Predictions were (data training) : 
1 2 3 4 5 
0 . 2127752 0 . 06249427 0 . 3571506 0 . 3571506 0 . 357 1506 
6 7 8 9 10 11 
0 . 2127752 0 . 2127752 0 . 4117692 0 0 . 370383 0 . 411 7 692 
12 13 14 15 16 17 
0 . 2127752 0 . 4117692 0 0 . 3571506 0 . 3571506 0 . 41 17692 
18 19 20 21 22 23 
0 . 370383 0 . 2127752 0 0 . 06249427 0 0 . 06249427 
24 25 26 27 28 
0 . 06249427 0 . 2127752 0 . 06249427 0 . 370383 0 . 062 49427 
29 30 31 32 33 
0 . 370383 0 . 2127752 0 . 2127752 0 . 6666743 0 . 3333806 
34 35 36 37 38 39 40 
0 . 2127752 0 . 2127752 0 0 . 370383 0 0 0 . 4999568 
41 42 43 44 45 
0 . 370383 0 . 2127752 0 . 2127752 0 . 2127752 0 . 3571506 
46 47 48 49 50 
0 . 3571506 0 . 06249427 0 . 2127752 0 . 2127752 0 . 3571506 
51 52 53 54 55 
0 . 2127752 0 . 2127752 0 . 370383 0 . 4999568 0 . 2127752 
56 57 58 59 60 
0 . 4117692 0 . 3571 506 0 . 06249427 0 .4117 692 0 . 2127 752 
61 62 63 64 65 
0 . 2127752 0 . 2127752 0 . 4117692 0.06249427 0 . 7142804 
66 67 68 69 70 71 
0 . 2500225 0 . 2127752 0 0 . 2500225 0 . 2500225 0 .7 1 42804 
72 73 74 75 76 77 
0 0 . 370383 0 . 2127752 0.370383 0 . 2127752 0 . 2127 752 
78 79 80 81 82 83 
0 . 3333806 0 . 370383 0 . 2127752 0 . 2127752 0 . 06249427 0 
84 85 86 87 88 
0 . 2127752 0 . 2127752 0 . 370383 0 . 4117692 0 . 2127752 
8 9 90 91 92 93 
0 . 06249427 0 . 2127752 0 . 2127752 0 . 2127752 0 . 370383 
94 95 96 97 98 
0.6666743 0 . 370383 0 . 06249427 0 . 06249427 0 . 370383 
99 100 101 102 103 
0 . 370383 0 . 06249427 0 . 4117692 0 . 37 0383 0 . 7499835 
104 105 106 107 108 
0 . 4117692 0 . 2127752 0 . 2127752 0 . 06249427 0 . 2127752 
109 110 111 112 113 
0 . 370383 0 . 2127752 0 . 370383 0 . 4999568 0 . 6666743 
114 115 116 117 118 
0 . 2127752 0 . 2127752 0 . 3571506 0 . 370383 0 . 2127752 
119 120 121 122 123 
0 . 7142804 0 . 4117692 0 . 2127752 0 . 7499835 0 . 4117692 
92 
lanjutan : Lampiran H 
124 125 12 6 127 128 
0 . 370383 0 . 7142804 0 . 2127752 0 . 7142804 0 . 370383 
129 130 131 132 133 
0 0 7142804 0 . 06249427 0 . 3571506 0 . 3571506 0.7499835 
134 135 136 137 138 
0 . 4117692 0 . 2127752 0 . 6666743 0 . 7142804 0 . 7499835 
139 140 141 142 143 
0.4117692 0 . 9999911 0 . 4117692 0 . 370383 0 . 370383 
144 145 146 147 1 4 8 
0 . 3571506 0 . 2127752 0 . 2127752 0 . 3333806 0 . 370383 
149 150 151 152 153 
0 . 370383 0 . 6666743 0.2127752 0 . 2500225 0 . 4117692 
154 155 156 157 1 58 
0.370383 0 . 6666743 0 . 4999568 0 . 4117692 0 . 3571506 
159 160 
0 . 2127752 0 . 370383 
Predictions were (data training) : 
[1) "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0" "0 " "0 " "0 " [13) "0 " "0 " "0 " "0 " "0 " "0 " "0" " 0 " "0 " "0 " "0 " "0 " [25) "0 " "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " "0 " "0 " [37) "0 " "0 " "0 " "0" "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " [ 4 9) "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " [61] "0 " "0 " "0 " "0 " "1 " "0 " " 0 " "0 " "0" "0 " "1" "0 " [73] "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " 
[85] "0 " "0 " "0 " "0 " "0" "0 " "0 " "0 " "0 " "1 " "0 " "0 " [97] "0 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " "0 " "0 " "0 " 
[109) "0 " "0 " non "0 " "1 " "0 " "0 " "0 " "0 " "0 " "1 " "0 " 
[121] "0 " "1 " "0 " "0 " "1 " "0 " "1 " "0 " "1 " "0 " "0 " "0 " [133) "1 " "0 " "0 " "1 " "1" "1 " "0 " "1 " "0 " "0 " "0 " "0 " 
[145] "0 " "0 " "0 " "0 " "0 " "1 " "0 " "0 " non "0 " "1 .. "0 " 
[157] "0" "0 " "0 " "0 " 
Predictions were (data testing) : 
[1) "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " 
[ 14) "0 " "0 " "0 " "0 " "0 " "0 " "0 " "0 " non non "1 " "0" "0 " [27] "0 " "0 " "0 " 
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