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ABSTRACT
We investigate the geometric distribution of gas metallicities in the circumgalactic medium (CGM) around
47, z< 0.7 galaxies from the “Multiphase Galaxy Halos” Survey. Using a combination of quasar spectra from
HST/COS and from Keck/HIRES or VLT/UVES we measure column densities of, or determine limits on, CGM
absorption lines. We then use a Monte-Carlo Markov chain approach with Cloudy to estimate the metallicity
of cool (T∼104K) CGM gas. We also use HST images to determine host galaxy inclination and quasar–galaxy
azimuthal angles. Our sample spans a H I column density range of 13.8 cm−2 < logNH I < 19.9 cm−2. We find (1)
while the metallicity distribution appears bimodal, a Hartigan dip test cannot rule out a unimodal distribution
(0.4σ). (2) CGM metallicities are independent of halo mass, spanning three orders of magnitude at fixed halo
mass. (3) The CGM metallicity does not depend on the galaxy azimuthal and inclination angles regardless of
H I column density, impact parameter and galaxy color. (4) Ionization parameter does not depend on azimuthal
angle. We suggest that the partial Lyman limit metallicity bimodality is not driven by a spatial azimuthal
bimodality. Our results are consistent with simulations where the CGM is complex and outflowing, accreting,
and recycled gas are well-homogenized at z < 0.7. The presence of low metallicity gas at all orientations
suggests that cold streams of accreting filaments are not necessarily aligned with the galaxy plane at low
redshifts or intergalactic transfer may dominate. Finally, our results support simulations showing that strong
metal absorption can mask the presence of low metallicity gas in integrated line-of-sight CGM metallicities.
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1. INTRODUCTION
The circumgalactic medium (CGM) of a galaxy is a vast
multi-phase gaseous halo extending out to distances of 200
kpc (e.g., Kacprzak et al. 2008, 2011; Chen et al. 2010; Steidel
et al. 2010; Tumlinson et al. 2011; Rudie et al. 2012; Burchett
et al. 2013; Nielsen et al. 2013b,a; Werk et al. 2013; Johnson
et al. 2015). It contains roughly half of the baryonic mass of
the galaxy (Thom et al. 2011; Tumlinson et al. 2011; Werk
et al. 2014), located at the interface between the intergalactic
medium (IGM) and the interstellar medium (ISM), and thus
plays an important role in regulating gas flows in and out of
galaxies. Understanding the physical processes and properties
of the CGM is necessary in order to correctly understand and
model the evolution of galaxies.
The CGM can regulate many aspects of the formation of
stars within a galaxy. “Closed box” galaxy models, which as-
sume that galaxies do not accrete or expel gas, cannot explain
the continued star-formation rate seen in galaxies today (e.g.
Lilly et al. 2013). Instead, gas flows from the IGM as well
as recycled gas from galactic outflows are required to main-
tain the star-formation rate of star-forming galaxies (Springel
& Hernquist 2003; Kereš et al. 2005; Oppenheimer & Davé
2008; Oppenheimer et al. 2010; Dekel et al. 2009; Davé et al.
2011b,a, 2012; Stewart et al. 2011; Kacprzak et al. 2013; Ford
et al. 2014). Simulations have found that galaxies accrete gas
from the CGM through both hot and cold accretion (e.g. Birn-
boim et al. 2007; Kereš et al. 2009; Dekel et al. 2009). In cold-
mode accretion, near pristine gas from the IGM spirals onto
the galaxy though filaments (e.g. Danovich et al. 2012, 2015;
Shen et al. 2013; Stewart et al. 2011, 2013, 2017; Fumagalli
et al. 2011; Oppenheimer et al. 2012; van de Voort & Schaye
2012; Kacprzak et al. 2016). The filaments were predicted
to be co-planar with the major axis of the galaxy (Danovich
et al. 2015). Cold-mode accretion is typical for z> 1 galaxies
with masses less than Mh < 1012 M (Birnboim et al. 2007;
Kereš et al. 2009; Dekel et al. 2009; van de Voort et al. 2012),
while hot-mode accretion tends to dominate after z = 1 (van de
Voort et al. 2011). Metal-enriched outflows, driven by super-
novae are then ejected perpendicular to the galaxy disk (e.g.
Brook et al. 2011; van de Voort et al. 2012; Shen et al. 2013).
Over time, the metal–rich outflows recycle through the CGM
and mix with the accreting metal–poor IGM (e.g. Rubin et al.
2012; Zheng et al. 2017; Oppenheimer et al. 2010; Anglés-
Alcázar et al. 2017).
The distribution of metals in the CGM has been investigated
using quasar absorption line detections of the Mg II doublet
with respect to the azimuthal angle, defined as the angle be-
tween the background quasar sight–line and the galaxy pro-
jected major axis. It was determined that there is an azimuthal
angle dependence on the covering fraction of Mg II absorption
systems whereby absorption tends to be found near the major
(Φ = 0◦) and minor axes (Φ = 90◦) of galaxies (Bouché et al.
2012; Kacprzak et al. 2012a). The absorption is generally
stronger along the minor axis where metal–enriched outflows
are expected (Bordoloi et al. 2011, 2014a; Kacprzak et al.
2012a; Lan et al. 2014; Lan & Mo 2018). Furthermore, the bi-
modality and absorption strength of Mg II absorbers are driven
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by star-forming galaxies where high metallicity winds are ex-
pected (Bordoloi et al. 2011, 2014a; Kacprzak et al. 2012a).
Similar bimodal azimuthal dependencies have been found for
the highly ionized CGM using O VI absorption (Kacprzak
et al. 2015a).
While both the low- (Mg II) and high- (O VI) ionization
studies have shown an azimuthal bimodality, where gas tends
to reside both along the major and minor axes of galaxies,
this does not demonstrate that the bimodality is a result of gas
flows in or out of galaxies. However, metallicity could be used
to identify metal–rich outflows and metal–poor accretion.
The CGM metallicity of individual metal-line selected
galaxy–absorber pairs has been investigated in an attempt
to identify accretion and outflows. In an effort to identify
cold-mode accretion, studies have found metal–poor absorp-
tion systems with a metallicity range between −2 < [X/H] <
−1 (e.g. Tripp et al. 2005; Cooksey et al. 2008; Kacprzak
et al. 2010b, 2014; Ribaudo et al. 2011; Churchill et al.
2012; Bouché et al. 2013, 2016; Crighton et al. 2013, 2015).
Some studies found that these metal–poor absorption sys-
tems were consistent with accreting filaments along the ma-
jor axis (Crighton et al. 2013; Bouché et al. 2013). Simi-
larly, high metallicity systems ([X/H]> −0.7) have also been
found near galaxies and assumed to be outflows or recycled
gas (e.g. Chen et al. 2005; Lehner et al. 2009; Péroux et al.
2011, 2016; Crighton et al. 2015; Muzahid et al. 2015, 2016).
Therefore, studies of individual metal-line selected galaxy–
absorber pairs have found tentative evidence for accretion
and outflows in the CGM. However, the orientation of the
galaxy disk was not always known and thus it was difficult
to determine whether the gas is truly inflowing or outflow-
ing. Furthermore, selecting absorption systems using metal-
lines may bias observations towards metal–enriched gas, po-
tentially limiting detections of accretion.
Lehner et al. (2013, 2018) and Wotta et al. (2016, 2019)
presented large, unbiased metallicity studies of the cool CGM
at low redshift (z < 1) where over 100 absorbers were se-
lected using only the presence of H I serendipitously dis-
covered in the quasar spectra. They found that the metal-
licity was bimodal for partial Lyman limit systems (pLLS,
16.2 cm−2 < logNH I < 17.2 cm−2) with two distinct peaks of
low ([Si/H]∼ −1.7) and high ([Si/H]∼ −0.4) metallicity gas.
They suggested that the low metallicity gas was due to cold
accretion onto galaxies from the IGM and the metal–rich gas
traced outflows containing processed gas.
Prochaska et al. (2017) presented the CGM metallicities of
32, z∼ 0.2 galaxies from the COS-Halos survey. They found
a median CGM metallicity of [Z/H]∼ −0.51 with a 95% con-
fidence interval spanning −1.71< [Z/H]< 0.76 for a H I col-
umn density range of 14.7 cm−2 < logNH I < 19.9 cm−2. In-
terestingly, the metallicity distribution was consistent with a
unimodal distribution, which overlapped with the high metal-
licity peak from Lehner et al. (2013, 2018) and Wotta et al.
(2016, 2019). Prochaska et al. (2017) suggested that the pre-
viously detected low metallicity peak may arise from lower
mass galaxies. This suggestion was supported by Johnson
et al. (2017) who found dwarf galaxies have fewer and weaker
detections of metal absorption. However, Prochaska et al.
(2017) and Berg et al. (2018) did not find any evidence that
CGM metallicity is dependent on stellar mass for≥ L∗ galax-
ies. The limitation of these CGM metallicity studies is the
lack of associated galaxy orientation data. If outflows and ac-
cretion have a preferred spatial relationship with respect to the
galaxy plane, then imaging and identifying associated galax-
ies is needed to investigate how metallicity relates to the ori-
entation of the galaxy, and hence the locations of outflows and
inflows.
Combining metallicity studies of the CGM with galaxy
data, Péroux et al. (2016) presented the galaxy ISM to CGM
gas metallicity difference as a function of azimuthal angle for
a sample of 9 galaxies. Interestingly, the authors found large
scatter in the CGM metallicity along the major axis of the
galaxy, while they found only low metallicity along the minor
axis. Thus, they suggest that accretion and outflows are com-
plex where accreting CGM may be contaminated by recycled
outflows, leading to higher metallicities along the major axis.
Lower metallicity absorption systems along the minor axis,
where outflows are expected may be explained by gas which
is ejected from the galaxy before it can form stars.
Following on from Péroux et al. (2016), we investigate the
relationship between CGM metallicity and the spatial distri-
bution of gas around a larger sample of 47 galaxy-absorber
pairs. We test the simple model that low metallicity gas is
accreted from the IGM along the projected galaxy major axis
while high metallicity gas is expelled along the projected mi-
nor axis. That is, we test the hypothesis that metallicity is
a powerful probe of baryon cycle processes around isolated
galaxies at z< 0.7.
This paper is organized as follows: In Section 2 we describe
our sample of galaxy–absorber pairs, detailing our method
for obtaining CGM metallicities and galaxy properties such
as redshift, halo mass, inclination, and the azimuthal angle.
We present the results of our analysis with absorption prop-
erties in Section 3. In Section 4 we discuss the relationship
between the metallicity of the CGM and other properties of
the galaxy–absorber pairs. In Section 5 we summarize our re-
sults and provide our concluding remarks. We use a standard
ΛCDM cosmology with Ho = 70 km s−1 Mpc−1, ΩM = 0.3 and
ΩΛ = 0.7.
2. OBSERVATIONS
In order to study the distribution of CGM metallicities, we
use the “Multiphase Galaxy Halos” Survey, which is com-
prised of our Hubble Space Telescope (HST) program (PID
13398) (Kacprzak et al. 2015a, 2019; Muzahid et al. 2015,
2016; Nielsen et al. 2017; Ng et al. 2019) as well as data taken
from literature (Yuan et al. 2002; Danforth et al. 2010; Meir-
ing et al. 2011; Churchill et al. 2012; Tilton et al. 2012; Tilton
& Shull 2013; Shull et al. 2012; Fox et al. 2013; Mathes et al.
2014). All 29 quasars fields have HST imaging and UV spec-
tra from the Cosmic Origins Spectrograph (COS) instrument
on the HST. In addition, 22 quasars have optical spectra from
Keck/HIRES or VLT/UVES.
Our sample comprises 47 galaxies with spectroscopic red-
shifts between 0.07 < z < 0.66 (〈z〉 = 0.27), which have an
impact parameter range of 21 kpc < D < 203 kpc from a
background quasar. We require the galaxies in this sample
to be isolated by selecting those which have no neighbors
within 100 kpc and have a line-of-sight velocity separation
of more than 500 km s−1 from the nearest galaxy. The galax-
ies in this sample were selected to be isolated to minimize
the possibility of the CGM structure being disturbed by merg-
ers. The halo mass range of the galaxies in our sample is
10.8< logMh/M < 12.5, (〈logMh/M〉 = 11.8). This range
represents that of typical L∗ galaxies.
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Table 1
Quasar Observations
(1) (2) (3) (4) (5) (6) (7) (8)
J-Name zqso RA (J2000) DEC (J2000) COS Gratings COS PID(s) Optical Spectrograph Optical PID(s)
J0125 1.074 01:25:28.84 −00:05:55.93 G160M 13398 UVES 075.A-0841(A)
J0351 0.616 03:51:28.54 −14:29:08.71 G130M, G160M 13398 UVES 076.A-0860(A)
J0407 0.572 04:07:48.43 −12:11:36.66 G130M, G160M 11541 HIRES G01H, U68H
J0456 0.533 04:56:08.92 −21:59:09.40 G160M 12466,12252,13398 UVES 076.A-0463(A)
J0853 0.514 08:53:34.25 +43:49:02.33 G130M, G160M 13398 · · · · · ·
J0914 0.735 09:14:40.38 +28:23:30.62 G130M, G160M 11598 HIRES U059Hb
J0943 0.564 09:43:31.61 +05:31:31.49 G130M, G160M 11598 HIRES U066Hb
J0950 0.589 09:50:00.73 +48:31:29.38 G130M, G160M 11598 HIRES U059Hb
J1004 0.327 10:04:02.61 +28:55:35.39 G130M, G160M 12038 · · · · · ·
J1009 0.456 10:09:02.06 +07:13:43.87 G130M, G160M 11598 HIRES U066Hb
J1041 1.270 10:41:17.16 +06:10:16.92 G160M 12252 HIRES C17H
J1119 0.176 11:19:08.67 +21:19:18.01 G130M, G160M 12038 HIRES U152Hb
J1133 0.524 11:33:27.78 +03:27:19.17 G130M, G160M 11598 HIRES U059Hb
J1139 0.556 11:39:10.70 −13:50:43.63 G130M 12275 · · · · · ·
J1219 0.331 12:19:20.93 +06:38:38.52 G130M, G160M 12025 · · · · · ·
J1233 0.470 12:33:04.05 −00:31:34.20 G130M, G160M 11598 HIRES U059Hb
J1241 0.583 12:41:54.02 +57:21:07.38 G130M, G160M 11598 HIRES U059Hb
J1244 1.273 12:44:10.82 +17:21:04.52 G160M 12466 HIRES a
J1301 0.477 13:01:12.93 +59:02:06.75 G130M, G160M 11541 · · · · · ·
J1319 1.014 13:19:56.23 +27:28:08.22 G160M 11667 HIRES U074
J1322 0.374 13:22:22.68 +46:45:35.22 G130M, G160M 11598 HIRES U066Hb
J1342 0.326 13:42:51.60 −00:53:45.31 G130M, G160M 11598 HIRES U059Hb
J1357 0.720 13:57:04.43 +19:19:07.37 G160M 13398 UVES 076.A-0860(A)
J1547 0.264 15:47:43.53 +20:52:16.61 G130M, G160M 13398 · · · · · ·
J1555 0.714 15:55:04.40 +36:28:48.04 G130M, G160M 11598 HIRES U059Hb
J1704 0.371 17:04:41.37 +60:44:30.50 STIS/E140M 8015 HIRES G400H, U019Hb
J2131 0.501 21:31:35.26 −12:07:04.79 G160M 13398 HIRES C54H, U51H, C99H
J2137 0.200 21:37:45.17 −14:32:55.81 G130M, G160M 13398 · · · · · ·
J2253 0.859 22:53:57.74 +16:08:53.56 G130M, G160M 13398 UVES 075.A-0841(A)
a Spectra from Churchill & Vogt (2001).
2.1. UV Quasar Spectra
The UV spectra in the “Multiphase Galaxy Halos” Sur-
vey are taken from the COS instrument. The spectra have a
medium resolving power of R≈ 20,000 and cover a range of
ions including the H I Lyman series, C II, C III, C IV, N II, N III,
N V, O I, O VI, Si II, Si III and Si IV. Details of the HST/COS
observations are shown in Table 1. The HST/COS spectra
were reduced using the CALCOS pipeline (Massa 2013). The
signal-to-noise ratio was improved by co-adding all spectra
(Danforth et al. 2010)1 and binning by three pixels. Contin-
uum normalization was done by fitting low-order polynomi-
als to the spectra while excluding regions with lines. The UV
spectrum for J1704 was obtained using the E140M grating
of the Space Telescope Imaging Spectrograph (STIS) on the
HST with a spectral resolving power of R = 45,800.
2.2. Optical Quasar Spectra
We use the optical spectra to complement the UV spectra
because ionic transitions including Mg I, Mg II, Fe II, Mn II
and Ca II are especially useful in providing metallicity con-
straints for absorption systems at redshifts of zabs & 0.2. We
have optical spectra from Keck/HIRES or VLT/UVES for 34
absorption systems with a resolving power of R ≈ 40,000.
The project IDs and instruments for the optical spectra are
shown in Table 1. The HIRES spectra were reduced using
either the Mauna Kea Echelle Extraction (MAKEE) pack-
age or IRAF. The UVES spectra were reduced using the Eu-
ropean Southern Observatory (ESO) pipeline (Dekker et al.
2000) and the UVES Post-Pipeline Echelle Reduction (UVES
POPLER) code (Murphy 2016; Murphy et al. 2018).
1 http://casa.colorado.edu/~danforth/science/cos/
costools.html
2.3. Galaxy Imaging
Each of the galaxy–absorber pairs in the “Multiphase
Galaxy Halos” Survey have high-resolution images from ei-
ther HST/WFPC2 (F702W or F606W filters), HST/WFC3
(F625W, F390W or F702W filters) or HST/ACS (F814W fil-
ter) to determine the morphology of the galaxies. The details
of the cameras and filters used for each of the quasar fields
along with their exposure times and PIDs are shown in Table
2.
Reduction of the HST/WFPC2 images was done using the
WFPC2 Associations Science Products Pipelines (WASPP)
(see Kacprzak et al. 2011, for more details). The Driz-
zlePac software was used to reduce the WFC3 and ACS im-
ages (Gonzaga 2012) where cosmic rays were removed using
the multidrizzle process or by using lacosmic (van Dokkum
2001).
The Source Extractor package (SExtractor; Bertin &
Arnouts 1996) was used to calculate the galaxy photometry.
For WFPC2, the Vega mHST magnitudes were calculated by
Kacprzak et al. (2011) and were then converted to AB B-
band absolute magnitudes (Nielsen et al. 2013a). The mag-
nitudes from the ACS and WFC3 filters were calculated in
AB. We obtained B- and K- band magnitudes and luminosi-
ties for each galaxy, as well as their B−K color (Nielsen et al.
2013a, 2017). Using galaxy magnitudes, we calculated the
halo masses (dark + baryonic matter) using the halo abun-
dance matching method described in Churchill et al. (2013b).
The galaxy properties are detailed in Table 2.
Morphologies and orientations of the galaxies were deter-
mined using GIM2D (Galaxy IMage 2D; Simard et al. 2002)
to fit a two-component (disk+bulge) model. The disk compo-
nent is fit with an exponential profile while the bulge compo-
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Table 2
Galaxy Observations and Properties
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)
J-Name zgal Ref.a RA DEC D B−K Φ i logMh/ HST HST Exp. HST
(J2000) (J2000) (kpc) (◦) (◦) M Filter Camera (s) PID
J0125 0.398525 1 01:25:27.671 −00:05:31.39 163.0±0.1 1.80 73.4+4.6−4.7 63.2+1.7−2.6 12.51+0.16−0.15 F702W WFPC2 700 6619
J0351 0.2617 2 03:51:28.933 −14:29:54.31 188.6±0.3 2.30 64.9+21.1−15.8 83.0+2.0−3.0 11.56+0.44−0.21 F702W WFPC2 800 5949
J0351 0.356992 1 03:51:27.892 −14:28:57.88 72.3±0.4 0.30 4.9+33.0−4.9 28.5+19.8−12.5 12.00+0.29−0.19 F702W WFPC2 800 5949
J0407 0.1534 3 04:07:43.930 −12:12:08.49 195.9±0.1 · · · 26.3+0.9−1.0 49.5+0.5−0.7 11.94+0.31−0.20 F702W WFPC2 800 5949
J0407 0.3422 3 04:07:48.481 −12:12:11.13 172.0±0.1 · · · 48.1+1.0−0.9 85.0+0.1−0.4 11.62+0.42−0.21 F702W WFPC2 800 5949
J0407 0.495164 4 04:07:49.020 −12:11:20.76 107.6±0.4 · · · 21.0+5.3−3.7 67.2+7.6−7.5 11.41+0.45−0.21 F702W WFPC2 800 5949
J0456 0.2784 2 04:56:09.660 −21:59:03.930 50.7±0.5 0.46 78.4+2.1−2.1 71.2+2.6−2.6 11.44+0.50−0.21 F702W WFPC2 600 5098
J0456 0.381511 1 04:56:08.820 −21:59:27.400 103.4±0.3 1.78 63.8+4.3−2.7 57.1+19.9−2.4 12.00+0.29−0.19 F702W WFPC2 600 5098
J0456 0.4828 5 04:56:08.913 −21:59:29.000 108.0±0.5 1.66 85.2+3.7−3.7 42.1+3.1−3.1 12.28+0.19−0.15 F702W WFPC2 600 5098
J0853 0.1635 2 08:53:33.384 43:49:03.97 26.2±0.1 1.80 56.0+0.8−0.8 70.1+1.4−0.8 11.89+0.33−0.20 F702W WFPC2 800 5949
J0853 0.2766 2 08:53:36.881 43:49:33.32 179.4±0.2 0.63 36.7+14.9−15.3 32.8+5.7−6.7 11.59+0.43−0.21 F702W WFPC2 800 5949
J0853 0.4402 2 08:53:35.160 43:48:59.81 58.1±0.4 1.80 23.0+6.5−7.6 73.3+3.8−3.0 11.95+0.27−0.18 F702W WFPC2 800 5949
J0914 0.244312 1 09:14:41.759 +28:23:51.18 105.9±0.1 1.02 18.2+1.1−1.0 39.0+0.4−0.2 11.88+0.33−0.20 F814W ACS 1200 13024
J0943 0.1431 6 09:43:29.210 +05:30:41.75 154.2±0.1 2.46 77.7+0.1−0.1 75.5+0.1−0.1 12.16+0.25−0.18 F814W ACS 1200 13024
J0943 0.2284 6 09:43:33.789 +05:31:22.26 123.3±0.1 1.93 30.4+0.3−0.4 52.3+0.3−0.3 12.20+0.23−0.17 F814W ACS 1200 13024
J0943 0.353052 1 09:43:30.671 +05:31:18.08 96.5±0.3 0.96 8.2+3.0−5.0 44.4+1.1−1.2 11.66+0.41−0.21 F814W ACS 1200 13024
J0950 0.211866 1 09:50:00.863 +48:31:02.59 93.6±0.2 2.39 16.6+0.1−0.1 47.7+0.1−0.1 12.37+0.18−0.16 F814W ACS 1200 13024
J1004 0.1380 2 10:04:02.353 +28:55:12.50 56.7±0.2 0.81 12.4+2.4−2.9 79.1+2.2−2.1 10.87+0.63−0.22 F702W WFPC2 800 5949
J1009 0.227855 1 10:09:01.579 +07:13:28.00 64.0±0.8 1.39 89.6+0.4−1.3 66.3+0.6−0.9 11.76+0.37−0.21 F625W WFC3 2256 11598
J1041 0.3153 7 10:41:16.858 +06:10:06.13 54.0±0.5 2.20 77.3+1.2−1.2 72.6+1.3−1.3 11.57+0.43−0.22 F702W WFPC2 1300 5984
J1041 0.442173 1 10:41:17.801 +06:10:18.97 56.2±0.3 2.81 4.3+0.9−1.0 49.8+7.4−5.2 11.99+0.26−0.18 F702W WFPC2 1300 5984
J1119 0.1383 8 11:19:06.675 +21:18:29.56 138.0±0.2 2.21 34.4+0.4−0.4 26.4+0.8−0.4 12.24+0.21−0.17 F606W WFPC2 2200 5849
J1133 0.154599 4 11:33:28.218 +03:26:59.00 55.6±0.1 1.07 56.1+1.7−1.3 23.5+0.4−0.2 11.64+0.41−0.21 F814W ACS 1200 13024
J1139 0.1755 2 11:39:10.536 −13:49:48.59 163.0±0.5 · · · 21.4+10.7−10.7 85.0+0.2−0.2 11.16+0.58−0.21 F702W ACS 700 6619
J1139 0.204194 1 11:39:11.520 −13:51:08.69 93.2±0.3 2.30 5.8+0.4−0.5 83.4+0.4−0.5 11.69+0.40−0.21 F702W ACS 700 6619
J1139 0.212259 1 11:39:09.533 −13:51:31.46 174.8±0.1 2.10 80.4+0.4−0.5 85.0+5.0−0.6 11.73+0.39−0.21 F702W ACS 700 6619
J1139 0.219724 4 11:39:08.330 −13:50:45.64 122.0±0.2 2.10 44.9+8.9−8.1 85.0+5.0−8.5 11.04+0.60−0.21 F702W ACS 700 6619
J1139 0.319255 1 11:39:09.801 −13:50:53.08 73.3±0.4 1.60 39.1+1.9−1.7 83.4+1.4−1.1 11.86+0.34−0.20 F702W ACS 700 6619
J1219 0.1241 8 12:19:23.469 +06:38:19.84 93.4±5.3 1.20 67.2+22.8−67.2 22.0+18.7−21.8 11.87+0.34−0.20 F702W WFPC2 600 5143
J1233 0.318757 4 12:33:04.084 −00:31:40.20 88.9±0.2 1.15 17.0+2.0−2.3 38.7+1.6−1.8 11.91+0.32−0.20 F814W ACS 1200 13024
J1241 0.205267 1 12:41:53.731 +57:21:00.94 21.1±0.1 1.19 77.6+0.3−0.4 56.4+0.3−0.5 11.64+0.41−0.21 F814W ACS 1200 13024
J1241 0.217905 4 12:41:52.410 +57:20:43.28 94.6±0.2 1.29 63.0+1.8−2.1 b 17.4+1.4−1.6 11.62+0.42−0.21 F814W ACS 1200 13024
J1244 0.5504 2 12:44:11.045 +17:21:05.05 21.2±0.3 1.34 20.1+16.7−19.1 31.7+16.2−4.8 11.82+0.31−0.19 F702W WFPC2 1300 6557
J1301 0.1967 2 13:01:20.123 +59:01:35.72 135.5±0.1 1.60 39.7+2.8−2.2 80.7+4.3−3.2 11.36+0.53−0.21 F702W WFPC2 700 6619
J1319 0.6610 9 13:19:55.773 +27:27:54.84 103.9±0.5 1.45 86.6+1.5−1.2 65.8+1.2−1.2 12.15+0.19−0.15 F702W WFPC2 1300 5984
J1322 0.214431 1 13:22:22.470 +46:45:45.98 38.6±0.2 1.73 13.9+0.2−0.2 57.9+0.1−0.2 12.13+0.25−0.18 F814W ACS 1200 13024
J1342 0.0708 6 13:42:50.002 −00:53:28.88 39.4±0.5 · · · 13.9+0.2−0.2 57.7+0.3−0.3 11.36+0.53−0.21 F814W ACS 1200 13024
J1342 0.2013 6 13:42:52.235 −00:53:43.10 31.8±0.2 2.12 44.5+0.1−0.3 71.6+0.3−0.2 11.66+0.41−0.21 F814W ACS 1200 13024
J1342 0.227042 1 13:42:51.866 −00:53:54.07 35.3±0.2 1.34 13.2+0.5−0.4 b 0.1+0.6−0.1 12.40+0.17−0.16 F814W ACS 1200 13024
J1357 0.4295 2 13:57:03.290 +19:18:44.41 157.9±1.5 1.69 8.7+1.6−1.4 85.0+5.0−1.7 11.49+0.43−0.21 F702W WFPC2 800 5949
J1357 0.4592 2 13:57:04.539 +19:19:15.15 45.5±0.7 1.40 64.2+13.6−13.8 24.7+5.7−6.5 11.72+0.34−0.20 F702W WFPC2 800 5949
J1547 0.0949 2 15:47:45.561 +20:51:41.37 79.8±0.5 1.00 54.7+2.0−2.4 80.9+1.8−2.0 10.77+0.63−0.22 F702W WFPC2 1100 5099
J1555 0.189201 1 15:55:05.295 +36:28:48.46 33.4±0.1 1.20 47.0+0.3−0.8 51.8+0.7−0.7 12.07+0.27−0.18 F814W ACS 1200 13024
J1704 0.0921 2 17:04:34.330 +60:44:47.59 93.6±0.5 · · · 53.1+0.6−0.6 72.0+0.5−0.5 11.48+0.48−0.21 F702W WFPC2 600 5949
J2131 0.430200 1 21:31:35.635 −12:06:58.56 48.4±0.2 2.06 14.9+6.0−4.9 48.3+3.5−3.7 12.04+0.25−0.18 F702W WFPC2 600 5143
J2137 0.0752 2 21:37:45.083 −14:32:06.27 70.9±0.7 · · · 73.2+1.0−0.5 71.0+0.9−1.0 11.40+0.52−0.21 F702W WFPC2 1400 5343
J2253 0.352787 1 22:54:00.417 +16:09:06.82 203.2±0.5 1.30 88.7+1.3−4.8 36.7+6.9−4.6 11.93+0.32−0.20 F702W WFPC2 700 6619
a Galaxy redshift reference: (1) Kacprzak et al. (2019), (2) Chen et al. (2001b), (3) Johnson et al. (2013), (4) this work, (5) Kacprzak et al. (2010a), (6) Werk et al.
(2012), (7) Lanzetta et al. (1995), (8) Prochaska et al. (2011), (9) Kacprzak et al. (2012b).
b We note that the uncertainties in the azimuthal angles of face-on galaxies (i < 20◦) are statistical errors derived from modelling in GIM2D. It is possible that the
systematic errors are larger.
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nent is fit with a Sérsic profile. The Sérsic parameter varied
between 0.2 ≤ n ≤ 4.0. The details of the models are de-
scribed in Kacprzak et al. (2015a). The azimuthal angle is
then defined as the angle between the semi-major axis of the
galaxy and the quasar sight–line where Φ = 0◦ indicates that
the quasar lies along the projected major axis of the galaxy,
while Φ = 90◦ is where the quasar is located along the pro-
jected minor axis. Galaxy inclination angles are defined such
that i = 0◦ represents face-on galaxies while i = 90◦ indicates
edge-on galaxies.
2.4. Galaxy Spectra
The Keck Echelle Spectrograph and Imager (ESI) (Shei-
nis et al. 2002) was used to obtain spectra of 27 galaxies.
The method of reduction used is presented in Kacprzak et al.
(2019). The slits used in the observations were 20′′ by 1′′
and the data were binned by two, which resulted in pixel sizes
of 0.27′′ − 0.34′′ in the spatial direction and a spectral reso-
lution of 22 km s−1. The wavelength range of the ESI spec-
tra is 4000 Å to 10,000 Å, which cover a range of emission
and absorption lines. The ESI data were reduced using IRAF
and then vacuum and heliocentric corrections were applied.
Galaxy redshifts were then calculated to be the velocity cen-
troid of the emission lines and are shown in column (2) of
Table 2 and are labeled ‘1’ or ‘4’ in column (3). The remain-
ing galaxy redshifts were taken from the literature indicated
in Table 1.
2.5. Spectral Analysis
The absorption systems were modeled with Voigt profiles
using the VPFIT software (Carswell & Webb 2014). To ac-
count for the non-Gaussian line spread function (LSF) of the
COS spectrograph, we use the LSF from Kriss (2011). The
LSF for each absorption profile was calculated and convolved
with the model profile in the fitting process. This method of
calculating the LSF also takes into account the life-time posi-
tion of COS at the time of observation for each spectrum. The
velocity resolution of the HIRES and UVES spectrographs is
∼ 6.6 km s−1 and we assumed a Gaussian LSF.
We searched for 40 different ionic transitions in each spec-
trum within ±400 km s−1 of the associated galaxy redshift.
We required that the H I absorption was measurable and that
any absorption from other ions were associated with the H I.
Additionally, since we often cover multiple transitions of the
same ion, such as the Mg II doublet and the Si II quintet, we
expect to observe similar structure in the transitions. These
checks help to rule out coincidental absorption features which
may be due to gas at other redshifts.
We initially fit the typically unsaturated low ionisation
states such as Mg II and Si II. While fitting the absorption
profiles, we could encounter a number of scenarios. In the
first scenario, the absorption system is uncontaminated by
other absorption features. This could be determined by con-
sistency in the shape the absorption profile compared to others
from a similar ionization state. To optimize the chi-squared
value of each fit, we attempted to use the minimum number
of Voigt profile components possible while maintaining rea-
sonable Doppler parameters for each component.
In the second scenario, one or more transitions are blended
with gas at other redshifts or with ions at similar rest-frame
wavelengths (e.g. the C II λo = 1036.34 Å and O VI λo =
1037.62 Å lines). Where possible, additional components
were added to the fit to account for the blend in the absorption
profile. We then follow the same process used for unblended
absorption profiles. For example, if there is unblended ab-
sorption in the Lyα and Lyγ lines while Lyβ has a dominant
blend, we would only use the former transitions to calculate
the fit to the data. As a check, we overlay the fit onto the
blended transition to ensure that it is consistent with the data.
It was also quite common that many of the H I Lyman series
lines were saturated, providing only lower limits on the H I
column density. An accurate measurement of the H I column
density was possible where a part of the series was unsatu-
rated. Where we only detected saturated H I absorption across
the entire series available we had two options:
(1) A basic one or two component fit was applied to the
absorption profile. Then, applying the curve-of-growth rela-
tionship between the column density and Doppler parameter
gave us a lower limit on the H I column density. Due to the
absence of damping wings in the absorption profile, the upper
limit on the H I column density is then logNH I < 19.0 cm−2,
above which we detect sub-DLAs, which are notable for the
presence of wings.2 In some cases, we instead apply an upper
limit of logNH I < 17.2 cm−2, classifying the system as a pLLS.
This occurred where the H I absorption profile was unlikely to
be saturated at the Lyman limit.
(2) Saturated H I absorption was modeled using the fits to
cool gas tracers such as Mg II and Si II as a template. In this
case, we would calculate a fit to the Mg II or Si II absorp-
tion profiles following the method described for unsaturated
systems. We then assume that H I has the same kinematic
stricture as Mg II or Si II, where the Voigt profile component
redshifts are fixed between ions. We further assume that the
ions are at the same temperature, such that thermal broaden-
ing dominates. This required that the ratio between Mg II or
Si II and H I for a given component is the square root of the
ion mass ratio. The column densities of the H I components
were permitted to vary. We note that method (2) assumes that
all of the H I in the absorption profile is associated with the
low temperature gas traced by Mg II and Si II. However, this
method of fitting the absorption profile is consistent with the
assumption of a single–phase ionization model to calculate
the CGM metallicity which also associates all H I gas with
low ionization gas.
The H I column density obtained from VPFIT for both
methods (1) and (2) was then assumed to be a lower limit. A
comparison of methods (1) and (2) found that they produced
consistent column densities.
In most cases, 3σ upper limits on the column densities were
calculated for ions where no absorption profile was measur-
able. To calculate the limits we assume a single cloud with
a Doppler parameter b ∼ 8 km s−1. We chose this Doppler
parameter as it is the average width of a Si II transition in our
survey. We found that adopting a larger Doppler parameter
did not significantly change the calculated metallicities, indi-
cating that the ionization approach described in Section 2.6 is
not overly sensitive to the column density limits. Where an
ion is significantly blended we fit a Voigt profile to the ab-
sorption profile and use the column density as a conservative
upper limit.
From this analysis, we were able to obtain column densi-
2 We follow the definition in Lehner et al. (2018); Wotta et al. (2019) for
the classification of H I absorbers. The H I column density ranges for pLLSs
are 16.2 cm−2 < logNH I < 17.2 cm−2, LLS have 17.2 cm−2 < logNH I <
19.0 cm−2, sub–DLAs have 19.0 cm−2 < logNH I < 20.3 cm−2 and DLAs
have logNH I > 20.3 cm−2.
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ties for the H I Lyman series, C II, C III, C IV, N II, N III, N V,
O I, O VI, Si II, Si III, Si IV, Ca II, Mg I, Mg II and Fe II. In Fig-
ure 1, we present the results of the Voigt profile fitting for the
galaxy–absorber pair J0351, zgal = 0.356992. The black line
represents the data, while the red line shows the fit to the ab-
sorption profiles for the ionic transition labeled above the plot.
The pink lines indicate the individual components used in the
fit while the pink ticks indicate the central position of each
component. Where additional components were added to the
fit to de-blend the absorption profile, the total fit is shown in
blue with each additional component represented by a grey
line. From the fitting process, we extract the column density
of each ion and list them in Table 3 for this galaxy–absorber
pair. The plots and tabulated data for all the other 46 systems
are shown in Appendix B. We note that the O VI column den-
sity measurements are presented in Kacprzak et al. (2015a)
and the total fits from Nielsen et al. (2017) are shown in this
work for completeness but are not used in the ionization mod-
eling.
2.6. Ionization Modelling
The CGM metallicity for each galaxy–absorber pair is then
obtained by calculating a likelihood function using the mea-
sured column densities and a grid of ionization properties gen-
erated by the ionization modeling suite Cloudy (Ferland et al.
2013). Cloudy predicts the column densities of the ions at
each grid point given a particular combination of H I column
density, logNH I, hydrogen density, nH and metallicity, [Si/H].
Typical grids cover a range −5.0 cm−3 < lognH < −1.0 cm−3,
13.0 cm−2 < logNH I < 20.0 cm−2 and −4.0 < [Si/H] < 1.5.
We model a uniform layer of gas that is irradiated by back-
ground UV radiation, by assuming a single-phase model with
no dust and solar abundance ratios (Crighton et al. 2013,
2015).
Previous studies have investigated the difference between
the ionizing backgrounds from Haardt and Madau 2005, as
implemented in Cloudy, and Haardt & Madau (2012) (here-
after HM05 and HM12, respectively) (Howk et al. 2009; Werk
et al. 2014; Wotta et al. 2016, 2019; Chen et al. 2017; Zahedy
et al. 2019). Most recently, Wotta et al. (2019) found a mean
difference between the metallicities derived from the two ion-
izing backgrounds of [Z/H]HM12 − [Z/H]HM05 = +0.37± 0.19
for the entire logNH I column density range in their sample.
They also recomputed the metallicities from COS-HALOS
(Prochaska et al. 2017) using the HM05 ionizing background
and compared them to the HM12 metallicities. The mean
difference between the metallicities from COS-HALOS cal-
culated from the two ionizing backgrounds was found to be
[Z/H]HM12 − [Z/H]HM05 = +0.26± 0.19. The smaller differ-
ence in metallicities between the two ionizing backgrounds
for the COS-Halos sample, compared to Wotta et al. (2019) is
attributed to the difference H I column density ranges probed
by the samples. The harder spectrum of ionizing photons from
the HM12 background is due to a lower escape fraction of
radiation from galaxies compared to the HM05 background,
which leads to higher metallicity estimates.
We investigate the difference between the HM05 and HM12
metallicity measurements in Appendix A. We find no signifi-
cant difference between the metallicities calculated using the
HM05 ionizing background compared to the HM12 ionizing
background, although most of the data does tend to reside
above the 1–1 line. Therefore, for consistency with the H I
absorption-selected surveys by Lehner et al. (2013, 2018) and
Table 3
J0351, zgal = 0.356992 Measured Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 16.86 0.03
C II 14.45 0.03
N II 14.23 0.04
N III 14.40 0.03
N V < 13.34 · · ·
O I < 13.69 · · ·
Si II 13.01 0.08
Si III 13.68 0.15
Ca II < 11.31 · · ·
Mg I < 11.02 · · ·
Mg II 13.09 0.02
Mn II < 12.22 · · ·
Fe II 12.78 0.05
Wotta et al. (2016, 2019), where a bimodal metallicity distri-
bution was observed, we use the HM05 ionizing background.
The shape of the ionization background, which impacts the
metallicity and ionization parameter values (Fechner 2011),
is evolved with redshift.
We used the Markov Chain Monte Carlo (MCMC) tech-
nique described by Crighton et al. (2013) to find the most
likely range of metallicities and ionization parameters asso-
ciated with the measured column densities. The likelihood
function takes into account upper and lower limits of column
densities, which are treated as one-sided Gaussians. In gen-
eral, any priors on the grid variables applied to the likelihood
analysis are boundaries of the Cloudy ionization grids. In
such cases, the priors on the metallicity and gas density are
flat. The priors placed on the H I column density of galaxy-
absorber pairs are Gaussian where we measured a column
density and its associated uncertainty. When only upper and
lower limits of the H I column density were found, we applied
them as bounds on a flat prior. The column densities used in
the MCMC analysis are shown in Table 3 and Table 4. The
O VI measurements are shown in the table for completeness.
However, as a single–phase ionization model is assumed, we
do not include the O VI column densities in the MCMC anal-
ysis. For each MCMC analysis we initialize 100 walkers with
a burn-in stage of 200 steps. We then run the MCMC walkers
for another 200 steps to calculate the final distributions.
In Figure 2 the MCMC posterior distributions and his-
tograms are plotted for J0351, zgal = 0.356992. From left to
right, the columns are plotted as a function of the metallicity
[Si/H], ionization parameter logU , hydrogen number density
lognH and H I column density logNH I. The green histograms
on the end of each row are the distributions of the final po-
sitions of the walkers in the MCMC analysis for each cor-
responding parameter. The 68% confidence interval and the
average of these two values for each parameter are labeled at
the top of the histogram panels, and indicated by the black
lines. The remaining plots show the posterior distributions
of the walkers at the end of the MCMC analysis for the pa-
rameter listed on the y-axis as a function of the parameter on
the x-axis. Darker colors indicate a higher probability. Pos-
terior distribution plots for the remaining systems are plotted
in Appendix B. The inferred model parameters, shown as the
maximum likelihood values with 68% confidence interval un-
certainties, for the full sample are tabulated in Table 4. Upper
or lower limits are calculated such that we are 95% confident
that the true value should be located below or above, respec-
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Figure 1. The fits for the system J0351, zgal = 0.356992. The data for each ion (labeled above each panel) is shown in black. The fit to the absorption profile
is shown in red while the components are shown in pink. The centers of each Voigt profile used to fit the absorption profile are marked with a pink tick. The
total profile fit, incorporating all ion components and blended components, is shown in blue. The fits to each of the blended components are shown in gray. The
error spectrum is shown in green. The zero-point of the velocity is defined by the associated galaxy’s redshift. For ions where we calculate limits, we show the
continuum level as a red line. The Si II 989 Å and N III 989 Å absorption profiles are blended together, while Si II 1190 Å and Si II 1193 Å lines are blended with
unknown lines. However, the shape and depth of the Si II absorption is constrained by the Si II 1260 Å and 1304 Å lines. The total O VI fits from Nielsen et al.
(2017) are shown here for completeness, although they are not used in the ionization modelling. Plots for the rest of the sample are shown in Appendix B.
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Figure 2. The posterior distribution profiles from the MCMC analysis of the
Cloudy grids for J0351, zgal = 0.356992 are shown as the orange hexbin plots
where the model parameters on the x-axis are plotted as a function of the
model parameters on the y-axis. The model parameters shown are [Si/H],
logU , lognH and logNH I . On the end of each row, the distributions of each of
those parameters are shown in green where the average and width of the 68%
confidence intervals are shown above and indicated by the black lines. Plots
for the rest of the sample are shown in Appendix B.
tively.
3. RESULTS
Here, we present the metallicity analysis of the “Multiphase
Galaxy Halos” survey. We first present the distribution of H I
column density and investigate its relationship with the CGM
metallicity, galaxy impact parameter and galaxy azimuthal an-
gle. We then explore the distribution of CGM metallicities
and probe the relationship with other intrinsic properties of
the sample including H I column densities and galaxy impact
parameters, halo masses and redshifts. The relationship be-
tween the orientation of the galaxies and the CGM metallicity
is then investigated.
3.1. logNH I
The H I column density of each system was calculated using
the Voigt profile fitting process described in Section 2. The
hydrogen column density ranges from 13.8 cm−2 < logNH I <
19.9 cm−2 with an average of 〈logNH I〉 = 15.8 cm−2.
The relationship between the hydrogen column density and
the CGM metallicity, galaxy impact parameter and galaxy az-
imuthal angle are shown in the top panels of Figure 3. Purple
points indicate systems where we were able to constrain the
metallicity, while orange points indicate those where we were
only able to calculate metallicity upper limits. The bottom
panels show the distributions of logNH I (d), impact parameter
(e) and azimuthal angle (f). Similarly, the purple and orange
histograms correspond to systems where we have metallicity
measurements or upper limits, respectively.
In Figure 3(a), we show the metallicity as a function of the
hydrogen column density. The distribution of data appears
to show a slight anti–correlation with about 1 dex of scat-
ter. The majority of the metallicity upper limits are found
for logNH I < 17.0 cm−2, which would be due to the difficulty
in detecting metals in lower H I column density systems with
the signal–to–noise ratios in our sample. To test for a correla-
tion between H I column density and metallicity, we perform
a Kendall-τ rank correlation test on the sample, taking into
account the metallicity upper limits. We do not detect a sig-
nificant (0.1σ) anti-correlation between the metallicity and H I
column density. This is consistent with Zahedy et al. (2019),
who performed a similar analysis for H I associated with lu-
minous red galaxies. In contrast, Prochaska et al. (2017) re-
ported a significant (> 4σ) anti-correlation between the H I
column density and metallicity for L∗ galaxies. These in-
consistent results may be due to a different selection of the
ionizing background since Zahedy et al. (2019) and our work
uses HM05 while Prochaska et al. (2017) uses HM12. Inter-
estingly, when we perform a Kendall-τ rank correlation test
between the H I column density measurements and the metal-
licities derived using the HM12 ionizing background, we do
find a significant anti-correlation (3.3σ). The harder HM12
background seems to produce an anti-correlation between H I
column density and CGM metallicity (see Appendix A, Chen
et al. 2017; Wotta et al. 2019; Zahedy et al. 2019).
In Figure 3(d) we show the distribution of H I column den-
sity, which has a range of 13.8 cm−2 < logNH I < 19.9 cm−2.
The majority of the H I detections are outside of the pLLS
range of 16.2 cm−2 < logNH I < 17.2 cm−2 from Lehner et al.
(2013, 2018) and Wotta et al. (2016, 2019). The spread of
H I column densities is similar to the range observed in COS-
Halos (14.7 cm−2 < logNH I < 19.9 cm−2; Prochaska et al.
2017).
In Figure 3(b), logNH I is plotted as a function of impact pa-
rameter. A Kendall-τ rank correlation test, which accounts
for logNH I upper limits, indicates that there is a significant
(3.4σ) anti-correlation. This is consistent with other stud-
ies (e.g., Lanzetta et al. 1995; Tripp et al. 1998; Chen et al.
2001a; Rao et al. 2011; Borthakur et al. 2015; Curran et al.
2016; Prochaska et al. 2017) who also find that the H I column
density decreases with increasing impact parameter. We also
show the distribution of impact parameters in Figure 3(e). The
majority of the systems with metallicity measurements are lo-
cated within 125 kpc of the quasar sight-line, while many of
the metallicity upper limits are located at larger impact param-
eters. Absorbers at higher impact parameters have lower H I
column density, and thus we are less likely to measure metal
lines with our current spectra to determine the metal content,
as shown in Figure 3.
In Figure 3(c), we show logNH I as a function of the galaxy
azimuthal angle. There is no relationship between the H I
column densities and the galaxy azimuthal angles, consistent
with results from Borthakur et al. (2015). Figure 3(f) shows
that all systems (purple+orange) are evenly distributed across
all azimuthal angles. However, the distribution of absorbers
with metallicity measurements (purple) appear to be clustered
towards low and high azimuthal angles. Bouché et al. (2012)
and Kacprzak et al. (2012a) found that Mg II absorbers were
more likely to be detected along the major and minor axes.
If it is assumed that metallicity measurements (purple) are
equivalent to the detection of metal absorption, such as Mg II,
this result suggests that the azimuthal angle distribution may
be bimodal.
Applying direct binning to the azimuthal angle distribution,
as shown in Figure 3, does not take into account the affect of
uncertainties which are sometimes wider than the bin width
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Table 4
MCMC Output
Meas. HM05 HM12
J-name zgal logNH Ia [Si/H]b logNH Ib lognHb logUb [Si/H]b logNH Ib lognHb logUb
J0125 0.398525 [18.85,19.00] −1.56+0.03−0.03 18.85
+0.04
−0.01 −3.018
+0.003
−0.001 −2.41
+0.01
−0.01 −1.60
+0.03
−0.04 18.90
+0.08
−0.01 −3.228
+0.005
−0.001 −3.21
+0.01
−0.01
J0351 0.2617 14.51±0.13 < 0.82 14.51+0.09−0.15 < −2.001 < −2.91 < 1.15 14.51+0.11−0.14 < −2.005 < −2.85
J0351 0.356992 16.86±0.03 −0.38+0.04−0.04 16.86+0.03−0.03 −2.628+0.039−0.039 −2.91+0.12−0.04 −0.38+0.04−0.04 16.86+0.33−0.27 −2.629+0.048−0.034 −3.34+0.12−0.04
J0407 0.1534 13.79±0.01 < 0.45 13.79+0.01−0.01 < −2.001 < −2.14 < 0.51 13.79+0.01−0.01 < −2.001 < −2.17
J0407 0.3422 13.78±0.01 < −0.04 13.79+0.02−0.02 < −2.002 < −2.11 < 0.48 13.77+0.04−0.01 < −2.012 < −2.38
J0407 0.495164 14.34±0.56 −1.10+0.49−0.55 14.35+0.35−0.35 −3.790+0.754−0.384 −2.68+1.53−0.39 −0.23+0.42−0.70 14.34+0.39−0.32 −3.947+0.659−0.520 −2.91+1.69−0.50
J0456 0.2784 [15.06,19.00] < −1.40 15.71+1.55−0.73 < −2.000 < −2.68 < −1.08 15.13
+2.11
−0.14 < −2.015 < −2.94
J0456 0.381511 15.10±0.39 −0.06+0.03−1.01 15.13+0.38−0.35 −3.238+0.459−0.381 −3.11+1.29−0.46 0.19+0.01−0.98 15.12+0.38−0.30 −3.389+0.447−0.286 −3.29+1.11−0.38
J0456 0.4828 [16.53,19.00] −1.32+0.15−0.15 17.65
+0.18
−0.17 −2.381
+0.053
−0.056 −3.06
+0.17
−0.06 −1.14
+0.11
−0.14 17.63
+0.16
−0.10 −2.597
+0.053
−0.066 −3.23
+0.16
−0.04
J0853 0.1635 19.93±0.01 −1.70+0.06−0.05 19.93+0.01−0.01 −2.631+0.052−0.045 −3.17+0.14−0.04 −1.69+0.07−0.05 19.93+0.01−0.01 −3.024+0.067−0.053 −3.28+0.19−0.07
J0853 0.2766 14.15±0.03 −0.30+0.04−0.92 14.15+0.04−0.02 −3.225+0.357−0.830 −2.67+1.18−0.01 −0.11+0.37−0.17 14.15+0.03−0.03 −4.211+0.950−0.202 −2.77+0.76−0.02
J0853 0.4402 17.30±0.20 < −1.19 17.23+0.21−0.19 < −2.000 < −3.21 −1.58+0.19−0.27 17.32+0.34−0.76 −2.440+0.055−0.052 −3.44+0.15−0.05
J0914 0.244312 15.55±0.03 −0.78+0.09−0.10 15.55+0.04−0.03 −3.436+0.037−0.206 −2.29+0.33−0.09 −0.03+0.06−0.31 15.45+0.14−0.12 −3.508+0.137−0.063 −2.36+0.33−0.13
J0943 0.1431 [15.45,17.00] < −1.14 < 16.88 < −2.000 < −2.56 < −0.92 < 16.93 < −2.004 < −2.76
J0943 0.2284 16.03±0.67 −1.33+0.66−0.71 16.04+0.66−0.48 −3.242+0.151−0.344 −2.69+0.66−0.16 −0.79+0.60−0.66 16.02+0.51−0.51 −3.385+0.159−0.266 −2.95+0.59−0.17
J0943 0.353052 16.46±0.03 < −1.69 16.38+0.11−0.01 < −2.155 < −1.79 −0.88+0.05−0.06 16.46+0.03−0.03 −2.577+0.059−0.043 −3.43+0.15−0.05
J0950 0.211866 [16.28,19.00] −1.48+0.04−0.02 19.00
+0.01
−0.09 −3.140
+0.003
−0.001 < −2.51 −1.35
+0.03
−0.02 18.78
+2.56
−2.40 −3.374
+0.005
−0.001 −2.74
+0.01
−0.01
J1004 0.1380 14.91±0.14 −0.23+0.05−0.07 15.08+0.01−0.06 −3.291+0.031−0.039 −2.52+0.10−0.03 −0.06+0.08−0.07 15.18+0.37−0.53 −3.484+0.031−0.041 −2.80+0.11−0.04
J1009 0.227855 [17.51,19.00] −2.00+0.07−0.04 18.26
+0.10
−0.13 −3.131
+0.028
−0.001 −2.56
+0.07
−0.01 −1.77
+0.15
−0.03 18.22
+0.04
−0.22 −3.371
+0.090
−0.004 −2.93
+0.22
−0.01
J1041 0.3153 [14.43,17.00] −0.42+0.05−0.05 16.12
+0.05
−0.06 −2.005
+0.005
−0.071 −3.51
+0.08
−0.00 −1.02
+0.24
−0.01 17.00
+2.18
−2.40 −2.209
+0.062
−0.061 −3.91
+0.23
−0.11
J1041 0.442173 [16.77,19.00] −1.77+0.04−0.03 18.91
+0.04
−0.12 −2.988
+0.053
−0.003 −2.51
+0.13
−0.01 −1.60
+0.05
−0.03 18.69
+0.06
−0.08 −3.196
+0.021
−0.001 −2.64
+0.05
−0.01
J1119 0.1383 15.64±0.32 −0.23+0.09−0.10 15.82+0.08−0.11 −2.536+0.046−0.080 −3.31+0.18−0.05 0.02+0.10−0.06 15.78+0.71−0.92 −2.974+0.069−0.054 −3.37+0.17−0.05
J1133 0.154599 [15.82,17.00] < −1.98 16.11+0.42−0.29 < −2.001 < −2.69 −2.87
+0.47
−1.07 16.02
+0.49
−0.20 < −2.023 < −2.71
J1139 0.1755 14.15±0.05 < 0.69 14.15+0.04−0.05 < −2.001 < −2.34 < 0.65 14.15+0.05−0.05 < −2.074 < −2.49
J1139 0.204194 [16.04,17.00] −0.35+0.03−0.07 16.04
+0.04
−0.01 −3.040
+0.056
−0.077 −2.74
+0.20
−0.06 −0.07
+0.04
−0.08 16.04
+0.59
−0.55 −3.362
+0.062
−0.058 −2.87
+0.18
−0.06
J1139 0.212259 15.33±0.04 < 0.60 15.33+0.03−0.05 < −2.053 < −2.46 < 0.56 15.33+0.04−0.04 < −2.019 < −2.41
J1139 0.219724 14.20±0.07 < 0.63 14.30+0.01−0.28 < −2.001 < −2.42 < 0.62 14.21+0.07−0.21 < −2.005 < −2.38
J1139 0.319255 16.19±0.03 −2.59+0.58−0.04 16.19+0.03−0.03 −3.626+0.497−0.077 −2.81+0.99−0.42 −1.91+0.20−0.13 16.19+0.14−0.20 −3.992+0.542−0.015 −3.29+1.36−0.80
J1219 0.1241 15.25±0.03 −0.72+0.20−1.39 15.25+0.95−0.01 −3.437+0.031−0.154 −2.48+0.30−0.11 −0.40+0.36−1.58 15.51+1.39−0.28 −3.434+0.033−0.111 −2.91+0.20−0.06
J1233 0.318757 15.72±0.02 −1.14+0.13−0.09 15.72+0.02−0.02 −3.445+0.167−0.159 −2.39+0.49−0.16 −0.54+0.16−0.08 15.72+0.02−0.02 −3.535+0.215−0.112 −2.75+0.46−0.13
J1241 0.205267 [16.63,19.00] −0.32+0.05−0.03 17.43
+0.02
−0.03 −3.593
+0.011
−0.012 −2.54
+0.03
−0.01 −0.28
+0.03
−0.04 17.43
+0.02
−0.03 −3.601
+0.016
−0.008 −2.54
+0.04
−0.01
J1241 0.217905 15.59±0.12 −0.57+0.16−0.09 15.72+0.09−0.11 −3.879+0.069−0.063 −2.37+0.22−0.09 −0.39+0.18−0.18 15.47+0.12−0.12 −3.520+0.105−0.123 −2.82+0.36−0.13
J1244 0.5504 [17.00,19.00] −1.20+0.07−0.03 18.96
+0.04
−0.21 −2.801
+0.075
−0.130 −2.99
+0.27
−0.07 −1.20
+0.08
−0.03 18.95
+0.05
−0.18 −2.826
+0.071
−0.116 −2.95
+0.24
−0.05
J1301 0.1967 13.86±0.01 < 0.56 < 16.01 < −2.002 < −2.50 < 1.43 < 15.40 < −2.002 < −2.80
J1319 0.6610 18.30±0.30 −2.18+0.03−0.04 18.60+0.01−0.05 −2.016+0.016−0.053 −3.16+0.07−0.00 −1.96+0.11−0.04 18.61+0.12−0.17 −2.303+0.109−0.032 −3.46+0.26−0.12
J1322 0.214431 [16.97,19.00] −1.90+0.04−0.03 19.00
+0.01
−0.12 −2.827
+0.055
−0.104 −2.96
+0.26
−0.09 −1.64
+0.07
−0.06 18.77
+0.22
−0.11 −3.072
+0.093
−0.104 −3.17
+0.25
−0.05
J1342 0.0708 14.61±0.47 −0.02+0.57−0.33 15.33+0.26−0.69 −3.812+0.133−0.174 −2.21+0.34−0.03 0.38+0.33−0.85 15.35+0.35−0.90 −4.015+0.316−0.006 −2.64+0.31−0.01
J1342 0.2013 14.22±0.03 < −0.12 14.30+0.03−0.15 < −2.000 < −2.15 < 0.16 14.15+0.11−0.01 < −2.016 < −2.16
J1342 0.227042 18.83±0.05 −0.36+0.04−0.05 18.88+0.06−0.04 −2.500+0.030−0.037 −3.19+0.10−0.03 −0.28+0.04−0.05 18.87+0.33−0.42 −2.703+0.038−0.044 −3.46+0.12−0.04
J1357 0.4295 14.25±0.05 < 0.32 14.26+0.04−0.16 < −2.001 < −2.27 < 0.42 14.33+0.03−0.23 < −2.007 < −1.94
J1357 0.4592 [16.87,19.00] −1.38+0.03−0.02 18.60
+0.03
−0.04 −2.991
+0.012
−0.001 −2.41
+0.04
−0.01 −1.18
+0.04
−0.02 18.50
+0.03
−0.03 −3.204
+0.008
−0.001 −2.57
+0.02
−0.01
J1547 0.0949 13.75±0.03 < 0.79 13.74+0.06−0.06 < −2.000 < −2.08 < 0.80 13.68+0.16−0.04 < −2.007 < −2.42
J1555 0.189201 [16.37,19.00] −1.43+0.71−0.04 18.04
+0.01
−0.90 −3.176
+0.268
−0.055 −2.82
+0.26
−0.05 −1.20
+0.30
−0.05 18.08
+0.02
−0.35 −3.371
+0.130
−0.043 −3.01
+0.28
−0.11
J1704 0.0921 14.27±0.02 < 0.62 14.25+0.03−0.04 < −2.000 < −2.70 < 0.71 14.27+0.08−0.01 < −2.010 < −2.52
J2131 0.430200 19.88±0.10 −1.96+0.03−0.03 19.78+0.01−0.01 −2.594+0.043−0.031 −2.86+0.11−0.03 −1.85+0.02−0.03 19.78+0.28−0.28 −2.874+0.051−0.053 −3.00+0.13−0.03
J2137 0.0752 13.96±0.02 < 0.78 13.91+0.07−0.01 < −2.006 < −2.23 < 0.81 14.01+0.03−0.11 < −2.007 < −2.56
J2253 0.352787 14.53±0.05 < −0.22 14.56+0.02−0.19 < −2.012 < −1.88 < 0.35 14.57+0.01−0.20 < −2.033 < −2.19
a The H I column density calculated from the Voigt profile models of the absorption, which were then used to constrain the cloudy models. A range of H I
values indicated where we have used a flat prior for the MCMC analysis of the ionization models.
b The maximum likelihood value with the 68% uncertainties from the MCMC analysis. For upper limits, we take the 95% upper uncertainty.
10 POINTON ET AL.
13 14 15 16 17 18 19 20
−3
−2
−1
0
1
M
et
a
ll
ic
it
y,
[S
i/
H
]
0 25 50 75 100 125 150 175 200 225
13
14
15
16
17
18
19
20
H
i
C
o
lu
m
n
D
en
si
ty
,
lo
g
N
H
i
(c
m
−
2
)
0 10 20 30 40 50 60 70 80 90
13
14
15
16
17
18
19
20
H
i
C
o
lu
m
n
D
en
si
ty
,
lo
g
N
H
i
(c
m
−
2
)
13 14 15 16 17 18 19 20
H i Column Density, logNH i (cm
−2)
0
10
C
ou
n
ts
0 25 50 75 100 125 150 175 200 225
Impact Parameter (kpc)
0
10
C
ou
n
ts
0 10 20 30 40 50 60 70 80 90
Azimuthal Angle (deg)
0
5
C
ou
n
ts
(a) (b) (c)
(d) (e) (f)
Figure 3. The metallicity, [Si/H], is shown as a function of H I column densities, logNH I , in (a). The H I column densities, logNH I , are shown as a function of (b)
impact parameter and (c) azimuthal angle. Purple circles represent systems which have constrained metallicity values while orange triangles indicate where there
are only upper limits on the metallicity. In the bottom row of panels, the distribution of (d) H I column density, (e) impact parameter and (f) azimuthal angle are
shown. The purple histogram shows the systems which have [Si/H] measurements, while the orange histogram shows systems with [Si/H] upper limits.
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Figure 4. The azimuthal angle histograms for metallicity measurements (purple; (a)) and metallicity upper limits (orange; (b)). The dashed line represents the
smoothed PDF of the data. The shaded regions indicate the 1σ errors calculated from 1000 bootstrap realizations. Each galaxy azimuthal angle was described
by a Gaussian with mean and standard deviation defined by the azimuthal angle and its uncertainty, respectively. The PDF is then the area normalized sum of the
individual Gaussians. The function was then smoothed using a convolution with a 15◦ FWHM Gaussian. Panel (c) compares the smoothed PDFs for azimuthal
angles for metallicity measurements and upper limits.
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(Kacprzak et al. 2012a). Therefore, to test the presence of a
bimodality in the azimuthal angle we divide the sample into
a metallicity measurement subsample and a metallicity up-
per limit subsample. The azimuthal angle histograms of the
metallicity measurements (purple) and metallicity upper lim-
its (orange) are shown as solid lines in Figure 4(a) and (b),
respectively. We further create a probability density func-
tion (PDF) for each galaxy azimuthal angle using a Gaus-
sian where the mean and standard deviation are defined by
the azimuthal angle and its uncertainty, respectively. The PDF
for the subsample is then calculated by summing the individ-
ual Gaussians and area normalizing. This function is then
smoothed by a convolution with a Gaussian with a full width
at half maximum (FWHM) of 15◦ and is shown as the dashed
line. To calculate the uncertainty, we bootstrap the data values
of both subsample with replacement 1000 times and calculate
the PDF each time. The shaded regions then show the 1σ er-
ror range. This method results in galaxies with more precise
azimuthal angles to have a higher weight in the distribution.
In Figure 4(a), we find that there is a higher probability of
observing absorbers with metallicity measurements along the
major axis, where the peak at 15◦ is consistent with Mg II
(Kacprzak et al. 2012a) and O VI (Kacprzak et al. 2015b) ab-
sorbers. Assuming the toy model of the CGM is correct, we
would expect to observed another peak at high azimuthal an-
gles, along the minor axis. However, the smoothed PDF and
the histogram of metallicity measurements indicate that there
is not a significant number of absorbers at high azimuthal an-
gles. Furthermore, a Hartigan’s dip test did not find signifi-
cant (0.4σ) evidence for a bimodal azimuthal angle distribu-
tion distribution (Hartigan & Hartigan 1985).
In Figure 4(b), we show the histogram and smoothed PDF
of the absorption systems with metallicity upper limits. The
azimuthal distribution of metallicity upper limits is reason-
ably uniform, although there may be a peak in metallicity up-
per limits at ∼ 50◦. In Figure 4(c), we compare the smoothed
PDFs of the metallicity measurements and upper limits. It is
clear that metallicity measurements dominate over upper lim-
its along the major axis. These results do suggest that metals
are more likely to be detected along the major axis.
3.2. Metallicity Distributions
The metallicity distribution, presented in Figure 5(a),
ranges from −2.6 < [Si/H] < 0.8 with a median metallicity
of [Si/H] = −1.3. The purple and orange histograms repre-
sent metallicity measurements and upper limits, respectively.
In Figure 5(b), we show the histogram of the metallicity
measurements as the solid purple line. In order to fold in the
uncertainty information and reduce the effect of binning, we
also show the smoothed PDF of metallicity measurements as
the purple dashed line. We applied the same method which
was used to create the azimuthal angle smoothed PDF. Each
metallicity measurement was assumed to be represented by
a Gaussian, with a width described by the 68% confidence
interval reported by the MCMC analysis. The mean of the
Gaussian was taken to be the midpoint of the confidence in-
terval (shown on the posterior distribution plots in Figure 2
and in Appendix B). The PDF was formed by area normaliz-
ing the sum of the individual Gaussians. We then smoothed
the PDF using a convolution with a Gaussian with a FWHM
of 0.4. The shaded regions represent the 1σ errors calculated
using 1000 bootstrap realizations, where the metallicity sam-
ple was randomly drawn with replacement and the smoothed
PDF was calculated for each bootstrap step.
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Figure 5. The distribution of metallicity for the total sample is presented in
panel (a). The purple histogram represents the systems which have [Si/H]
measurements, while the orange histogram shows systems with [Si/H] upper
limits. In panel (b), the histogram of metallicity measurements is indicated
by the solid purple line. The dashed line represents the PDF of the metallic-
ity data, formed by making a normalized sum of Gaussians where each data
point is represented by an individual Gaussian, smoothed by convolution with
a Gaussian with a FWHM of 0.4. The shaded region represents the 1σ uncer-
tainty calculated from 1000 bootstrap realizations. The vertical black lines
are the locations of the peaks in the pLLS distribution found by Wotta et al.
(2019).
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Figure 6. The ionization parameter distribution. The purple histogram shows
the systems which have [Si/H] measurements, while the orange histogram
shows absorbers with [Si/H] upper limits.
The distribution of metallicity measurements appears bi-
modal. Therefore, we test for the presence of a bimodal dis-
tribution of metallicity measurements using a Hartigan dip
test and find that a unimodal distribution cannot be ruled out
(0.4σ). We note that this results is dependent on the sample
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size.
Interestingly, the bimodal peaks in pLLS from H I absorp-
tion selected surveys are at [X/H]∼ −1.7 and −0.4 (Wotta
et al. 2019), shown as black lines on Figure 5(b). These
values are located near to peaks in our metallicity distribu-
tion. However, we note that the bimodal distribution peaks
from Wotta et al. (2019) were calculated using only pLLS
(16.2 cm−2 < logNH I < 17.2 cm−2), while the full sample was
used in our calculations.
We probe a wider metallicity range than Prochaska et al.
(2017) who found a median metallicity of [Si/H] = −0.51 with
a range of −1.9 < [Si/H] < 1.00 using the HM12 ionizing
background. However, our metallicities calculated from the
HM12 ionizing background span −2.87< [Si/H]< 1.43. The
differences between the metallicity ranges from our study and
Prochaska et al. (2017) may then be attributed to a wider H I
column density range and redshift range.
Similarly, Zahedy et al. (2019) found a metallicity median
of [M/H] = −0.7 with a range of −2.47 < [M/H] < 0.75
for luminous red galaxies. Unlike our study, Zahedy et al.
(2019) investigates galaxies of higher mass, as well as report-
ing component-by-component metallicities in contrast to the
integrated line-of-sight values presented in this work.
We also show the ionization parameter distribution in Fig-
ure 6. The ionization parameters found using the MCMC
analysis have a range of −3.51 < logU < −1.79 with a mean
of 〈logU〉 = −2.54, compared to the COS-Halos sample which
had a range of −3.8 < logU < −1.6 and a mean of 〈logU〉 =
−2.8 (Werk et al. 2014). The median width between the upper
and lower 68 percentiles for our sample is logU = 0.65 dex.
All systems with measured metallicities have ionization pa-
rameters of logU < −2.0. The distribution appears to peak at
logU ∼ −2.75, unlike the distributions found by Lehner et al.
(2013) and Wotta et al. (2016) which peaked at logU ∼ −3 for
a narrower H I column density range of (16 cm−2 < logNH I <
17.7 cm−2). They applied a Gaussian prior for logU , while we
use a flat prior, which could account for the slight difference.
We also investigate the relationship between the metallicity
and galaxy properties including the impact parameter, halo
mass and redshift. We show the metallicity as a function of
the impact parameter in Figure 7(a) and the distribution of
impact parameters in Figure 7(d). The purple points and his-
togram correspond to metallicity measurements while the or-
ange points and histogram correspond to the metallicity upper
limits. Most of the detections are within 125 kpc. We do not
see a metallicity gradient, indicating that there is a full range
of metallicities at all impact parameters. The proportion of
systems which have metallicity upper limits increases at larger
impact parameters, which is a result of these absorbers having
low logNH I and no detectable metals. This is consistent with
the lack of metals at large impact parameters (e.g. Chen et al.
2010; Nielsen et al. 2013a). Interestingly, it appears that for
D < 75 kpc, the metallicity distribution is bimodal, while at
higher impact parameters, the distribution converges to mid-
range metallicity values.
In Figure 7(b) we show the metallicity as a function of halo
mass, while in Figure 7(e), we show the halo mass distribu-
tion. The galaxies in our sample have a narrow halo mass
range which is representative of L∗ galaxies. Over the narrow
mass range of 10.77 M < logMh/M < 12.51 M, we find
that galaxies contain a full range of CGM metallicities, which
could be expected for halos that have active star-formation
driven outflows, gas accretion and gas recycling. The scat-
ter in the metallicities shows that the CGM is quite complex.
Interestingly, we find low metallicity CGM gas for high mass
halos, (logMh/M> 12 M), for which cold–mode accretion
is unlikely to occur (Fumagalli et al. 2011; van de Voort et al.
2011, 2012; van de Voort & Schaye 2012; Faucher-Giguère
et al. 2015; Hafen et al. 2017, 2019).
Finally, we investigate the influence of redshift on the
metallicity of the CGM. In Figure 7(c) the metallicity is plot-
ted as a function of redshift, while the redshift distribution
is presented in 7(f). The relationship appears to be rela-
tively flat. We performed a Kendall-τ rank correlation test
on the metallicity measurements and upper limits and find
that there is no significant (0.3σ) anti-correlation between
the metallicity and galaxy redshift. The range of H I column
densities where Si II absorbers are measured is 14.6 cm−2 <
logNH I < 19.9 cm−2 with an average of 〈logNH I = 17.1 cm−2〉
We find that a majority of metallicity upper limits are found
for low redshifts (zgal < 0.3) and low H I column densities
(logNH I < 16.5 cm−2).
3.3. Metallicity and Orientation
Models of the CGM suggest that gas accretion along cosmic
filaments should occur along the major axis and be low metal-
licity since it is expected that the gas has not yet been influ-
enced by star formation (Fumagalli et al. 2011; van de Voort
& Schaye 2012; Shen et al. 2013). Similarly, outflowing gas
located perpendicular to the galaxy plane is expected to be
more metal–enriched since it is being ejected from the host
galaxy by winds (Brook et al. 2011; van de Voort & Schaye
2012; Peeples et al. 2019). In this section, we explore how the
CGM metallicities behave as a function of the orientation of
the quasar sightline with respect to the galaxy.
3.3.1. Metallicity and Azimuthal Angle
To probe the spatial distribution of metallicity in the CGM,
we plot it as a function of azimuthal angle in Figure 8(a)
where metallicity measurements are shown as purple circles
and upper limits are shown as orange triangles. There are two
clusters of metallicity measurements showing the bimodal
distribution of metallicity for azimuthal angle. The major
and minor axes both appear to have absorption systems with
metallicities which span from −2.0< [Si/H]< −0.1 with sim-
ilar distributions. To test this, we separated the sample into
two bins using an azimuthal angle cut of Φ = 45◦ and per-
formed a Kolmogorov-Smirnov test on the metallicity mea-
surements to compare the two samples. We find no significant
(0.5σ) difference between the major and minor axis metal-
licity distributions. The lack of a trend between the metal-
licity and azimuthal angle, combined with the results from
the Kolmogorov-Smirnov test indicates that a wide range of
metallicities exist for gas at all azimuthal angles, and that
no significant difference exists between the metallicity of gas
along the minor axis compared to the major axis. This is con-
trary to the simplistic model of CGM structure.
The presence of scatter in the metallicity distribution as a
function of azimuthal angle could due to a dependence on
other galaxy or gas properties. To investigate this, we ex-
plore the relationship between metallicity and azimuthal angle
while considering the H I column density, inclination angle,
impact parameter and B−K galaxy color in Figures 8(b)-(e).
In Figure 8(b), we show the relationship between metallic-
ity and azimuthal angle where the points are colored by H I
column density. The full range of H I column densities reside
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Figure 8. The relationship between metallicity and the azimuthal angle of the associated galaxies. Note that the major and minor axes correspond to azimuthal
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along both the major and minor axes. However, no clear popu-
lation of absorbers selected by H I column density has a trend
in the relationship between metallicity and azimuthal angle.
Even for pLLS, where we expect the metallicity bimodality
to be the strongest (Wotta et al. 2019), we do not see any de-
pendence on azimuthal angle. There is a large scatter in the
metallicity for both major and minor axes, which prevents a
general conclusion about accretion occurring along the major
axis and outflows along the minor axis. Instead, this suggests
that the CGM is well mixed at all azimuthal angles, for all H I
column densities.
We also consider the effects of the inclination angle on the
relationship between metallicity and the azimuthal angle. As-
suming the simple model of the CGM, outflows and inflows
would be more distinguishable if the galaxy was edge-on
since the cross–section of the gas flows on the sky are min-
imized and do not overlap. As the inclination of the galaxy
becomes more face-on, the cross–sections of the gas flows
increase and multiple structures along the line–of–sight are
present, making it more difficult to determine if the quasar
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sight-line probes the major or minor axis (Churchill et al.
2015; Peeples et al. 2019; Kacprzak et al. 2019). Therefore,
considering the inclination angle of a galaxy is important for
understanding whether a trend is present between metallicity
and azimuthal angle. In Figure 8(c) we plot the metallicity as
a function of azimuthal angle with points colored by galaxy
inclination angle. The sample contains 23 edge-on galaxies,
i > 60◦, with both high and low azimuthal angles. However,
edge-on galaxies with quasar sight–lines along the major and
minor axes probe gas that spans the full metallicity range.
While we may detect cold gas flows for individual galaxies,
it is clear that the CGM is more complex than suggested by
simple models. It is further interesting to note that, while the
metallicity limits span all azimuthal angles, they tend to be
found more often for edge-on galaxies.
We also investigate the effect of impact parameter on the
relationship between metallicity and azimuthal angle. Previ-
ous studies found that the equivalent width of Mg II absorbers
was strongest along the minor axis for impact parameters less
than 50 kpc (Bordoloi et al. 2011) and 100 kpc (Lan & Mo
2018), indicating that the azimuthal distribution of the CGM
metallicity could be more bimodal at smaller radii. There-
fore, absorption systems with lower impact parameters might
have an orientation-dependent metallicity structure. In Figure
8(d), we show the metallicity as a function of azimuthal an-
gle with the points colored by impact parameter. Low impact
parameter systems tend to exist along the major and minor
axes as expected for our simple model. However, there is no
clear indication of a relationship between the metallicity and
azimuthal angle for low impact parameters.
Kacprzak et al. (2012a) also found a bimodality in the Mg II
absorber azimuthal angle distribution, which was driven by
blue star-forming galaxies. This result suggests that the sim-
ple model may be most valid in blue, star-forming galaxies. In
Figure 8(e) we show the metallicity as a function of azimuthal
angle colored by B−K color. While blue star-forming galax-
ies (B−K< 1.5) have quasar sight–lines probing all azimuthal
angles, the projected major and minor axes exhibit similar
metallicity distributions. We even find unexpected low metal-
licity systems along the minor axis where we expect outflows
to be dominated by metal–enrichment. Thus, we do not find
that the blue galaxies have a relationship between the CGM
metallicity and azimuthal angle of the galaxy.
To further investigate the impact of H I column density, in-
clination angle, impact parameter and B−K galaxy color on
the relationship between metallicity and azimuthal angle, we
isolate sub–samples of the absorber and galaxy properties de-
scribed above, where a relationship is most likely to be ob-
served.
The metallicity bimodality was only found for pLLS and
LLS (16.2 cm−2 < logNH I < 19.0 cm−2) absorption systems
by Lehner et al. (2013); Wotta et al. (2016, 2019), which is
therefore the H I column density range where a metallicity–
azimuthal angle relationship would be expected. Also, edge–
on galaxies (i> 60◦) should have a metallicity–azimuthal an-
gle relationship due to the cross–section of inflows and out-
flows becoming minimized and ceasing to overlap. Addi-
tionally, simulations have found that lower impact parameter
(D < 50 − 100 kpc) absorption systems have low metallicity
accretion along the major axis and metals present in the out-
flows (Danovich et al. 2015), while observations have found
that the equivalent width of Mg II absorbers is strongest along
the minor axis (Bordoloi et al. 2011; Lan & Mo 2018). Fi-
nally, Bordoloi et al. (2011), Kacprzak et al. (2012a) and Lan
& Mo (2018) found that the bimodality in the azimuthal an-
gle distribution of Mg II absorbers was driven by blue star–
forming galaxies (B −K < 1.5). These four conditions then
represent the optimal conditions for which we expect to ob-
serve a bimodal azimuthal angle distribution of CGM metal-
licities.
In Figure 9, we investigate these sub–samples, with the
sub–sample of pLLS and LLS metallicities as a function of
azimuthal angle in the first row (a), the second row (b) shows
the low impact parameter (D< 75 kpc) sub–sample, the third
row (c) shows the blue (B−K < 1.5) galaxy sub–sample and
the fourth row (d) shows the edge–on (i > 60◦) galaxy sub–
sample. Along the main diagonal, we show the metallicity
measurements as purple circles and the metallicity upper lim-
its as orange triangles. All other plots show the metallicity–
azimuthal angle plot for the row sub–sample where columns
(i), (ii), (iii) and (iv) are colored by H I column density, incli-
nation angle, impact parameter and galaxy color, respectively.
In Figure 9(ai), we find that although the distribution of
metallicities is clustered about the major and minor axes for
pLLS and LLS, there is no trend between metallicity and az-
imuthal angle measurements. We do find that the pLLS and
LLS typically occur for lower impact parameters with only
one absorption system with D> 120 kpc. We detect a range of
inclination angles and galaxy colors for pLLS and LLS in our
sample. This supports our conclusion that there is no CGM
metallicity–azimuthal angle relationship for pLLS and LLS,
driven by cold–accretion and outflows for our galaxy sample.
In Figure 9(b), we show the sub–sample for low impact pa-
rameter (D < 75 kpc) galaxies, where we detect a range of
metallicities along both the major and minor axes. Many of
the absorption systems with metallicity measurements at low
impact parameter have high H I column densities, which is
representative of the anti–correlation found in Figure 3(b).
This is consistent with studies which have found that the
strength of H I absorption decreases with increasing impact
parameter (Lanzetta et al. 1995; Tripp et al. 1998; Chen et al.
2001a; Rao et al. 2011; Curran et al. 2016; Prochaska et al.
2017). There is a large scatter in the galaxy inclination angles
and colors along both major and minor axes for low impact
parameter absorption systems.
In Figure 9(c), we show the sub–sample of blue (B −K <
1.5) galaxies and find that there is no relationship between the
metallicity and azimuthal angle for this sub–sample. The scat-
ter and detection of metallicity appears to be greatest along
the major (Φ< 30◦) and minor (Φ> 60◦) axes, with only two
metallicity measurements detected at median azimuthal an-
gles (30◦ < Φ < 60◦), which is consistent with the full sam-
ple observations. All but one metallicity measurement occurs
at low (D < 120 kpc) impact parameters, consistent with the
range of impact parameters in our sample. Additionally, all
but one metallicity measurement of blue, edge–on galaxies
occur at high azimuthal angles. However, the small sample
and large scatter in metallicity measurements means than we
are unable to associate the absorbers with the expected metal-
licities of outflows in this situation.
We also investigate the relationship of metallicity with az-
imuthal angle for galaxy-absorber pairs with high impact pa-
rameters. We take the mid-point of the impact parameters
suggested by Bordoloi et al. (2011) (50 kpc) and Lan & Mo
(2018) (100 kpc) for which they observe a bimodal distribu-
tion of Mg II equivalent width with azimuthal angle at low
impact parameters. Since we do not see a relationship be-
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cles indicate metallicity measurements while triangles represent metallicity
upper limits. The color of the points indicates the H I column density of the
system.
tween metallicity and impact parameter below 75 kpc, we in-
vestigate the high impact parameter galaxy-absorber pairs. In
Figure 10, we show the metallicity as a function of azimuthal
angle for absorber-galaxy pairs with D> 75 kpc. Circles and
triangles represent metallicity measurements and metallicity
upper limits, respectively. The color of the points indicate the
H I column density of the absorber. Interestingly, the high col-
umn density absorbers have low metallicities and are located
along the minor axis where outflows are expected. However,
a Kendall-τ rank correlation test, which accounts for metal-
licity upper limits, finds no significant evidence for a relation-
ship between the metallicity and azimuthal angle (1.5σ).
We describe the effect of galaxy inclination on the
metallicity–azimuthal angle relationship in the next section,
where the sub–sample for edge–on galaxies is shown in Fig-
ure 9(d).
3.3.2. Metallicity and Inclination Angle
It is possible that quasar sight–lines passing near low incli-
nation galaxies could intersect both inflows and outflows re-
gardless of the azimuthal angle. Thus, the value of the metal-
licity derived for these systems would represent an integrated
metallicity with metal–poor absorption obscured by metal–
rich CGM environments. However, the absorption near edge-
on galaxies is less likely to pass though both outflows and
inflows. Thus, a bimodal azimuthal distribution of the CGM
metallicity would become more distinguishable for edge-on
galaxies.
To investigate this, we show the metallicity as a function
of inclination angle in Figure 11(a), where metallicity mea-
surements are purple circles and the upper limits are orange
triangles. The data are reasonably flat with broad scatter. To
determine if there is a difference between the metallicities de-
tected for edge-on and face-on galaxies, we split the sam-
ple by i = 45◦. The median (mean) metallicities for i < 45
and i > 45, respectively are −1.15± 0.51 (−1.53± 0.38) and
−2.18± 0.55 (−2.50± 0.27). There is no significant differ-
ence between the median (1.0σ) or mean (1.5σ) metallici-
ties of high and low inclination angles. We also performed a
Kolmogorov-Smirnov test on the metallicity measurements in
the two samples. We find that the difference between the two
samples is statistically insignificant (2.5σ), which indicates
that the scatter in the CGM metallicity distribution obscures
any potential trend between inclination angle and metallicity.
We follow our investigation for the azimuthal angle by ex-
ploring the effect different physical parameters have on the
relationship between metallicity and inclination angle. In Fig-
ure 11(b) we show the metallicity as a function of inclination
angle colored by the H I column density. Absorption systems
with higher H I column densities are found at lower metal-
licities, which is consistent with the suggestion of an anti-
correlation between metallicity and H I column density. How-
ever, the distribution of HI column densities and metallici-
ties for edge-on and face-on galaxies is similar. Addition-
ally, there is no significant metallicity bimodality for edge-on
galaxies when we consider only LLS and pLLS.
In our simple model of the CGM, the azimuthal angle distri-
bution of metallicities would become more apparent for edge-
on galaxies. To investigate this, we show the metallicity as
a function of inclination angle colored by azimuthal angle in
Figure 11(c). For edge-on galaxies, i > 45◦, there is a large
scatter in azimuthal angle for both high and low metallicities.
This suggests that the distribution of CGM metallicities in az-
imuthal angle is complex and that metal–enriched gas is not
only located along the minor axis, as seen in Figure 9(d). We
find that the CGM metallicity has no apparent structure in az-
imuthal angle for edge-on galaxies, on average.
The effect of the impact parameter on the relationship be-
tween the metallicity and inclination angle is shown in Figure
11(d). Consistent with the results from Figure 9, there is no
clear clustering with impact parameter for edge–on galaxies in
the metallicity distribution. Even for absorbers at low impact
parameters, there is no clear bimodality in CGM metallicity
for edge-on galaxies.
Finally, we investigate the impact of galaxy color on the re-
lationship between metallicity and inclination angle in Figure
11(e). Kacprzak et al. (2012b) found that the Mg II bimodality
in azimuthal angle was strongest for blue star-forming galax-
ies. For i > 45◦, there is a wide range of galaxy colors at
all metallicities. Thus, there is no evidence of a metallicity
bimodality for blue, edge-on galaxies.
The edge–on galaxy sample in Figure 9(d) has metallic-
ity measurements uniformly distributed across all azimuthal
angles. However, the lowest metallicity measurements are
found at median to high azimuthal angles, contrary to our
expectations from a toy model. Interestingly, we find that
the minor axis absorption systems for edge-on galaxies have
higher H I column densities than the major axis, which is
similar to the results from Bordoloi et al. (2011) and Lan &
Mo (2018). However, we note that the full sample has high
H I column densities present along both the major and minor
axis. It is possible that multiple structures of both accreting
gas and outflows contribute to higher H I column densities for
more inclined galaxies. The absorption for edge–on galaxies
also primarily occurs for low impact parameter systems with
only one metallicity measurement in the sub–sample having
D > 120 kpc. This is representative of the full sample distri-
bution, shown in Figure 7(d). A range of galaxy colors are
detected for edge–on galaxies.
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Figure 11. The relationship between metallicity and the inclination angle of the associated galaxies. Note that the major and minor axes correspond to azimuthal
angles of 0◦ and 90◦, respectively. Similarly face-on and edge-on galaxies have inclination angles of 0◦ and 90◦, respectively. In panel (a) metallicity mea-
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Figure 12. We show the ionization parameter, logU , as a function of az-
imuthal angle. Note that the major and minor axes correspond to azimuthal
angles of 0◦ and 90◦, respectively. Purple circles indicate measurements of
the ionization parameter while orange triangles show upper limits.
3.4. Ionization Parameter and Azimuthal Angle
In the ionization modelling, it was assumed that the ion-
izing background was uniform. However, the ionization pa-
rameter could be higher along the minor axis where outflows
occur, while accreting gas could shield the CGM along the
major axis (Nielsen et al. 2017). The ionization parameter as
a function of azimuthal angle is presented in Figure 12 where
purple circles are measurements of the ionization parameter
and orange triangles are where we have upper limits on the
ionization parameter. There is a spread of ionization param-
eter values along the major and minor axes, indicating that
there is no orientation-dependence of the UV background or
nearby ionizing sources.
4. DISCUSSION
Our “Multiphase Galaxy Halos” Survey probed the rela-
tionship between the metallicity of the CGM and the ori-
entation of z < 0.7, L∗ isolated galaxies. We investigated
the metallicity of the CGM and examined its relationship
CGM H I column density and galaxy orientation, impact pa-
rameter, color, halo mass and redshift. A Hartigan dip test
cannot rule out a unimodal distribution for the current sam-
ple, although it may be limited by sample size. If it is as-
sumed that we observe a bimodal distribution, then the peaks
are located at [Si/H] = −0.4 and [Si/H] = −1.6 compared to
[X/H] = −0.4 and [X/H] = −1.7 from Wotta et al. (2019).
However, the peaks from Wotta et al. (2019) were calculated
using pLLS while we used all H I column density absorbers
due to limited statistics. Wotta et al. (2019) also found that
for logNH I > 19 cm−2, the metallicity distribution becomes
unimodal. Therefore, the higher H I column density absorbers
in our sample could prevent the detection of a bimodal dis-
tribution. However, restricting the sample to encompass only
pLLS and LLS in Figure 9 found that there was no significant
difference between the metallicity distributions for major and
minor axes.
The COS-Halos galaxy-selected survey found a unimodal
metallicity distribution, which has a similar H I column den-
sity and metallicity range to ours and a mean of [Si/H] =
−0.51 (Prochaska et al. 2017). The authors suggested that the
lack of low metallicity pLLS systems in COS-Halos indicated
that metal–poor pLLS absorbers are unlikely to be associated
with L∗ galaxies. However, we have shown in Figure 3(a)
that low metallicity galaxy–absorber pairs have been found
in our sample for galaxies with 10.77 M < logMh/M <
12.51 M. Additionally, in Figure 7(b), for fixed halo mass,
we detect a range of metallicities consistent with that from
the pLLS and LLS in Wotta et al. (2019) and Prochaska et al.
(2017). Therefore, the CGM of L∗ galaxies contains a range
of metallicities and does not strongly contribute towards only
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the high metallicity branch in Wotta et al. (2019). We note
that we use the HM05 ionizing background in our metallic-
ity calculations, while Prochaska et al. (2017) uses the HM12
background. However, we also observe a wide range of metal-
licities calculated using the HM12 background in our study
(−2.87< [Si/H]< 1.43) for the narrow halo mass range. This
agrees with the conclusion that high metallicity CGM gas is
not only associated with L∗ galaxies. However, it is possible
that the CGM of sub-L∗ galaxies could contribute towards a
lower metallicity peak. Future studies should investigate the
relationship between the halo mass and the metallicity of the
CGM.
Interestingly, the zoom-in Feedback In Realistic Environ-
ments (FIRE) simulations suggest that for z< 1 the metallic-
ity distribution plateaus between −1.3 and −0.5 and is not bi-
modal, where inflows and outflows have the same distribution
of metallicities (Hafen et al. 2017, 2019). Wotta et al. (2019)
suggests that the processes in the FIRE simulations which reg-
ulate the recycling of outflows and mixing of gas are too ef-
ficient since they do not produce a bimodality in pLLS and
LLS. However, for the full sample of galaxy-absorber pairs
with metallicity measurements, we are unable to rule out a
unimodal metallicity distribution.
We have further explored the relationship between the
metallicity of the CGM and galaxy orientation. We find that
there is no obvious relationship between the azimuthal angle
of the galaxy and the CGM metallicity. While it appears that
the range of CGM metallicities detected becomes wider for
edge-on galaxies, the difference between edge-on and face-on
CGM metallicities is insignificant. There is no significant dif-
ference between the CGM metallicities of the major and mi-
nor axes for edge-on galaxies, where a relationship between
the metallicity and azimuthal angle would be easier to detect.
Interestingly, Péroux et al. (2016) also found a large scatter
(2 dex) in the galaxy–to–CGM metallicity ratio along the ma-
jor axis. The presence of a range of CGM metallicities at both
the major and minor axes indicates that the CGM is not easily
described by a simple model with bipolar outflows and cold-
mode planar accretion.
Simulations of the CGM have indicated that outflows,
which are metal–enriched, are more likely to be found along
the minor axis (Brook et al. 2011; Stewart et al. 2011; van de
Voort & Schaye 2012; Shen et al. 2013; Peeples et al. 2019;
Hafen et al. 2019). It is generally suggested that metal–rich
outflows should have metallicities which are at least compa-
rable to the associated galaxy’s metallicity at the time of ejec-
tion (Fumagalli et al. 2011; Kimm et al. 2011; Shen et al.
2013; Wotta et al. 2016). The ISM metallicities for galax-
ies at fixed mass have relatively little scatter (< 0.6 dex; Erb
et al. 2006; Mouhcine et al. 2007; Ellison et al. 2009; Scudder
et al. 2012; Hughes et al. 2013; Sanders et al. 2015; Kacprzak
et al. 2015b). The large scatter (2 dex) in CGM gas metal-
licities detected in this sample for a fixed halo mass (Figure
7(b)) suggests there must be more complex phenomena occur-
ring within the virial radii of galaxies compared to the ISM of
galaxies.
In-falling gas in simulations is expected to align with the
major axis of the galaxy and have low metallicities, which
have only been enriched through Population III stars and
dwarf galaxies. Simulations find that LLS inflows have metal-
licities of ∼ −1.5± 0.3 (Fumagalli et al. 2011; van de Voort
& Schaye 2012; Shen et al. 2013). This is consistent with
the low metallicity branch found by Lehner et al. (2013) and
Wotta et al. (2016, 2019). Shen et al. (2013) also found that
in-falling gas contained a high proportion of recycled high
metallicity gas from outflows.
The relationship between the CGM metallicity and the
galaxy orientation has been suggested as a method for de-
termining if gas is accreting or outflowing (e.g., Kacprzak
2017) with metal–enriched outflows and low metallicity ac-
creting filaments. Support for this relationship stems from
the bimodality shown in the metallicity distribution of pLLS
and LLS (Lehner et al. 2013; Wotta et al. 2016, 2019) and
bimodalities in azimuthal angle detections of metals in the
CGM with a concentration of metals towards the major and
minor axes of galaxies (Bordoloi et al. 2011, 2014b; Bouché
et al. 2012; Kacprzak et al. 2011, 2012a, 2015a; Lan et al.
2014; Lan & Mo 2018). Thus, it would be expected that the
metallicity of the CGM should have some dependence on the
orientation of the galaxy. We do not find a bimodal azimuthal
angle distribution for our full sample (see Figure 4. However,
a significant peak found for systems with metallicity mea-
surements was detected along the major axis. The strength
of a peak in the azimuthal angle distribution along the minor
axis would be highly correlated with the outflow opening an-
gle since large opening angles could obscure a strong peak.
Our sample also includes a range of galaxy inclination an-
gles which would further dilute the signal. The presence of
a significant peak along the major axis, despite the range of
inclination angles, implies compact and narrow gas structures
akin to filaments.
To further explore the relationship between the CGM metal-
licity and azimuthal angle, we compare the metallicity mea-
surements of the full sample, in purple, and the pLLS+LLS
sample, in orange, on Figure 13 for major and minor axis
sight-lines. The metallicity distributions are shown as box
plots with the error on the median represented by the shaded
region. Along the major axis, the distributions of our full
metallicity sample and the metallicities for pLLS+LLS are
consistent. Similarly, the distributions of the CGM metallic-
ity for our full and pLLS+LLS samples are consistent along
the minor axis. However, it appears that we are less likely
to detect high metallicity absorption systems where outflows
are expected. There is no significant difference between the
metallicity distributions along the major and minor axes for
the full or limited H I samples.
Using the metallicity results from Wotta et al. (2019), we
construct predicted major and minor metallicity distributions
based on our toy model. This allows us to determine if it
is possible to statistically measure a bimodal relationship be-
tween the metallicity and azimuthal angle of our pLLS+LLS
sample. We assumed that the low metallicity peak from Wotta
et al. (2019) is associated with accreting gas along the major
axis, while the high metallicity peak is associated with out-
flows along the minor axis. We randomly sample metallicities
with replacement from each peak distribution, such that they
have the same number of measurements for our pLLS+LLS
sample. This process is bootstrapped 1000 times. We then
plot the distributions in green on Figure 13.
The means of the major and minor axis metallicity distri-
butions for the toy model are significantly different (3.2σ).
Assuming that the toy model is a true representation of the
CGM, it is expected that we would detect a difference be-
tween the metallicity along the major and minor axes for
our sample. The metallicity distributions for our full sam-
ple, pLLS+LLS sub–sample and the toy model are all consis-
tent along the major axis, although the spreads of our metal-
licities are larger than the toy model. Along the minor axis,
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Figure 13. The purple box plots represent the full measured metallicity presented in this work, for major axis sight–lines on the left and minor axis sight–lines
on the right. The orange box plots similarly represent the metallicity distribution along the major (left) and minor (right) axes for pLLS and LLS in our sample.
For the green boxes, we assume that the pLLS high and low metallicity peaks found in Wotta et al. (2019) represent the metallicities expected from outflows and
accretion, respectively. Therefore, these green boxes represent toy models of the CGM metallicities, where the low metallicity peak is associated with accretion
along the major axis and the high metallicity peak is associated with outflows. Grey crosses indicate outliers. The box plots show the minimum, maximum,
median and the 25% and 75% quartiles. The shaded regions show the error on the median.
the toy model metallicity distribution appears higher than the
measured metallicities from our pLLS+LLS sample, but the
means are not significantly different (2.9σ). Both major and
minor axis metallicity distributions in our survey (full and
pLLS+LLS samples) are statistically consistent with the toy
model metallicity predictions. Therefore, we are unable to
use metallicity to distinguish between accretion and outflows
at this time. This suggests that the spatial distribution of
the CGM metallicity is not represented by a toy model with
a clear separation between biconical outflows and accretion
along the plane of the galaxy. Instead, the metallicity distri-
butions are more consistent with recent simulation predictions
from Anglés-Alcázar et al. (2017) and Hafen et al. (2017,
2019) where the CGM is well mixed due to feedback pro-
cesses and intergalactic wind transfer dominates over cold ac-
cretion.
Low metallicity systems along the major axis of the galaxy
are expected to indicate cold-mode accretion of cosmic fila-
ments (e.g. Stewart et al. 2011, 2013, 2017; Danovich et al.
2012, 2015). However, the presence of low metallicity gas at
all azimuthal angles could suggest that accreting filaments are
not necessarily aligned with the major axis of the galaxy. In-
deed, a study by Kacprzak et al. (2012a) found evidence for
cold-mode accretion along the minor axis of a z = 0.66 galaxy.
Simulations found that cold-mode accretion of gas will typ-
ically form filaments, where the alignment of the filaments
is preferentially along the spin axis of the accreting stream
rather than the galaxy axis. This would result in a misalign-
ment of the low metallicity CGM accretion disk and the galac-
tic plane. Additionally, Anglés-Alcázar et al. (2017) stud-
ied accretion onto low redshift galaxies in the FIRE simula-
tions and found that intergalactic transfer dominates accretion
processes for z < 1 L∗ galaxies. The gas filaments are then
aligned to the axis between the galaxies, rather than the plane
of the galaxy. Thus, accreting low metallicity gas may not
have to be coplanar with the disk of the galaxy at low red-
shift.
In addition, simulations find that in-falling gas aligned with
the major axis is typically cold-mode accretion (van de Voort
et al. 2011). This mode of accretion is dominant for higher
redshift (z > 1) halo masses of Mh < 1012 M and is more
easily observed for pLLS (Fumagalli et al. 2011; van de Voort
& Schaye 2012; van de Voort et al. 2012; Faucher-Giguère
et al. 2015; Hafen et al. 2017, 2019). Therefore, we might not
expect to see cold-mode accretion in our low redshift z < 1,
more massive galaxy halos Mh & 1012 M where we have
limited numbers of pLLS absorbers.
Interestingly, Churchill et al. (2013a) found that Mg II was
present in the CGM of galaxies with halo masses of Mh &
1012 M. The presence of low ionization gas in massive ha-
los where cold–mode accretion may have switched off could
indicate efficient cooling of outflows or the presence of sub-
halos. Either scenario points towards a more complex, clumpy
structure of the CGM which is supported by the large scatter
in the metallicity of absorbers for both major and minor axes.
However, the presence of large metallicity scatter along the
major axis does not preclude the possibility of cold accretion.
However, the low metallicity gas would then have to be cre-
ated by other mechanisms.
The presence of high metallicity systems for all azimuthal
angles can be explained through feedback processes. At the
peak of star formation (z ≈ 2), winds generated by galactic
outflows were stronger than they are in present–day galaxies.
At this time, star formation was able to pollute the CGM with
metals. Through feedback processes this gas could recycle
through the CGM and back onto the galaxy within time scales
of < 1 Gyr, resulting in recycled metals existing at all orien-
tations around the galaxy at the present time (Gnat & Stern-
berg 2007; Oppenheimer & Schaye 2013; Oppenheimer et al.
2016; Anglés-Alcázar et al. 2017). Similarly, observations of
the CGM, including our sample, have found metal–enriched
gas where accretion is expected (Péroux et al. 2016; Bouché
et al. 2016; Muzahid et al. 2016). Therefore, we suggest that
the structure of the CGM at low redshift is more mixed than
expected from a toy model of the CGM.
The metallicities in this study have been calculated us-
ing integrated line-of-sight absorption profiles. However, the
CGM is a multiphase environment where each quasar sight-
line can potentially pass through different structural features.
Churchill et al. (2015) and Peeples et al. (2019) found that
for simulated absorption profiles, the gas occurs in a range of
structures and physical locations. Along the line–of–sight, the
CGM instead has metallicity structure across an absorption
profile. The presence of any metals in the CGM along the
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sight–line will mask signatures of metal–poor gas at similar
line–of–sight velocities even if the gas is at different physical
locations. Thus, we are losing a tremendous amount of infor-
mation by assuming a single metallicity per sight–line. Obser-
vationally, studies of individual absorbers have detected dif-
ferent metallicities within one absorber, suggesting that there
can be a range of CGM properties along each sight–line (e.g.
Churchill et al. 2012; Crighton et al. 2015; Muzahid et al.
2015; Rosenwasser et al. 2018; Zahedy et al. 2019). Addi-
tionally, in the same absorber different metallicities have been
derived for low and high ionization gas, suggesting that they
trace different CGM structures (e.g. Muzahid et al. 2015).
In order to separate outflows from accretion, future studies
should dissociate metal–enriched and metal–poor gas within
an absorption system through multi-component and/or multi-
phase modelling. However, H I saturates at low column den-
sities, making it difficult to determine how much hydrogen is
associated with each metal line feature.
A general understanding of the relationship between the
CGM metallicity and the galaxy orientation for surveys of
multiple sight–lines towards many galaxies has not been pos-
sible thus far. While efforts have been made to select galaxy–
absorber pairs where galaxy properties are similar, it is possi-
ble that the star–formation rate and merger histories, as well
as prior AGN events of individual galaxies complicated the
CGM (Heckman et al. 2015; Tumlinson et al. 2017). Ad-
ditionally, the metallicity of the CGM is unlikely to exceed
the galaxy metallicity. Therefore, studies, similar to that un-
dertaken by Péroux et al. (2016), need to take into account a
range of galaxy properties, in addition to the orientation infor-
mation. Instead, studies of the CGM using IFU observations
could be extended to observe the spatial distribution of CGM
metallicity throughout a specific halo (e.g., Lopez et al. 2018).
A spatially distinct azimuthal distribution of CGM metallic-
ity may be found at high redshifts where feedback processes
have had less time to distribute high metallicity gas through-
out the halo. At the peak of star formation, z ≈ 2, accretion
and outflows should be enhanced (van de Voort et al. 2011).
Future studies may use the ability of James Webb Space Tele-
scope and the planned 30m class telescopes to determine ori-
entations of galaxies at the peak of star formation. Strong out-
flows and accretion could lead to a more distinct azimuthal
distribution of CGM metallicity. Additionally, studies have
started using IFU observations to map the structure of the
CGM in emission at low redshifts (Martin et al. 2016) as
well as in absorption using large background lensed galax-
ies (Lopez et al. 2018). Future simulations and observations
need to investigate how the velocity structure of an absorp-
tion profile relates to the combination of CGM geometry and
metallicity for large samples.
Finally, we have neglected to consider the velocity structure
of the absorption profiles in understanding the physical origin
of the observed gas. However, an extensive body of work
exists showing that kinematics are a powerful probe of both
inflows and outflows regardless of whether the CGM metallic-
ity was known (e.g. Steidel et al. 2002; Tremonti et al. 2007;
Weiner et al. 2009; Martin & Bouché 2009; Kacprzak et al.
2010b; Coil et al. 2011; Martin et al. 2012; Bouché et al. 2012;
Gauthier & Chen 2012; Rubin et al. 2014; Kacprzak et al.
2014; Bordoloi et al. 2014a; Nielsen et al. 2015; Schroetter
et al. 2016; Ho et al. 2017; Martin et al. 2019). Future simu-
lations and observations need to combine the information ob-
tained from the absorption velocity structure, CGM geometry,
and the CGM metallicities for large samples in order to have
a more complete picture of baryon cycle processes.
5. SUMMARY AND CONCLUSIONS
We used the “Multiphase Galaxy Halos” Survey to cal-
culate the CGM metallicity of 47, z < 0.7 isolated galaxy–
absorber pairs. The metallicity of the CGM was then com-
pared to other physical properties of the halo such as the H I
column density and galaxy inclination, azimuthal angle, im-
pact parameter, halo mass, color and redshift.
Each ion in an absorption system was fit using the VPFIT
software to calculate a column density. The column densities
for the ions were then compared against a Cloudy ionization
model using a MCMC analysis to calculate the metallicity.
Galaxy inclinations and azimuthal angles were obtained by
modelling the galaxies in HST images with GIM2D. We then
investigated the metallicity structure of the CGM. Our find-
ings are:
1. The H I column density range of our sample is
13.8 cm−2 < logNH I < 19.9 cm−2 and decreases as the
impact parameter increases, which is consistent with
other CGM studies.
2. The absorption systems exhibit a uniform azimuthal
distribution. However, the absorption systems with
metallicity measurements are more likely to be detected
along the major axis, but have no obvious peak in the
PDF along the minor axis.
3. The metallicity range for all absorption systems is
−2.6 < [Si/H] < 0.8 with an average of 〈[Si/H]〉 =
−1.3. Although the metallicity distribution appears bi-
modal, we do not detect a significant bimodality (0.4σ).
We also do not find a metallicity bimodality for pLLS
and LLS due to the limited number of systems reported
here.
4. Metallicity is not anti-correlated with H I column den-
sity. A Kendall-τ rank correlation test, using metallicity
measurements and upper limits, indicated that the sig-
nificance of an anti-correlation is 0.1σ. There is also no
correlation between the CGM metallicity and the im-
pact parameter.
5. Despite observing a narrow range of halo mass
(10.77 M < logMh/M < 12.51 M), we detect a
wide range of metallicities and H I column densities.
Therefore, it is unlikely that pLLS and LLS, as well as
low metallicity CGM gas, occur for low mass galaxies
as suggested by Prochaska et al. (2017).
6. The metallicity is not related to the azimuthal an-
gle. This relationship is also not influenced by sub-
populations of H I column density, inclination angle,
impact parameter or B −K color. The lack of correla-
tion between the azimuthal angle and CGM metallicity
in this low redshift study is not consistent with the sim-
ple model of the CGM.
7. Metallicity is not related to the galaxy inclination angle.
Similarly to the azimuthal angle, the relationship is not
influenced by sub-populations of the H I column den-
sity, azimuthal angle, impact parameter or B−K color.
Even for edge-on galaxies, there is no indication of a
relationship between the metallicity and azimuthal an-
gle of the galaxy. We find no difference between the
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mean CGM metallicities of edge-on (−1.53±0.38) and
face-on (−2.50±0.27) galaxies.
8. The ionization parameter range for our sample is
−3.51 < logU < −1.79. The lack of azimuthal depen-
dence of the ionization parameter shows that there is no
ionization relation driven by outflows along the minor
axis.
In general, CGM metallicity does not appear to be dependent
on the orientation of the associated galaxy. Thus, the structure
of the CGM is not easily probed using the integrated line-of-
sight metallicities. While we expected to find low metallici-
ties in accreting gas along the major axis and high metallicity
gas in outflows along the minor axis, we detect a range of
metallicities for both infalling and outflowing gas. The pres-
ence of high metallicity gas at all azimuthal angles can be
explained by feedback processes causing gas recycling at low
redshifts, while low metallicity gas at all orientations suggests
that cold streams of accreting filaments are not necessarily
aligned with the galaxy plane at low redshifts or intergalactic
transfer may dominate. In such a scenario, it may be possi-
ble to detect low metallicity gas at all azimuthal angles. The
CGM at low redshift is complex, with a range of integrated
line-of-sight metallicities at all azimuthal angle. We note
though, that metallicity studies of individual galaxies may as-
sist with the detection of accretion or outflows, where access
to specific information about the galaxy star–formation his-
tory, past merger events and galaxy metallicity is available.
Our results are limited by the sample size. Larger surveys
which combine CGM spectroscopy and galaxy imaging or
IFU studies are required to understand the influence on prop-
erties such as the halo mass and redshift on the metallicity
structure of the CGM. Furthermore, detailed modelling of ab-
sorption systems to determine the metallicity profile within
each absorber may be able to identify structural features of
the CGM. Additionally, future optical and infrared telescopes
would allow galaxy orientations of higher redshift (z = 2− 3)
galaxies at the peak of star-formation to be determined, where
stronger outflows and accretion signatures are expected to
drive an azimuthal distribution of the CGM metallicity.
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A. HM05 AND HM12 COMPARISON
In Figure 14, we compare the metallicity measurements
calculated using the HM05 and HM12 ionizing background
in the Cloudy models. The purple circles indicate inferred
metallicities for the HM05 and HM12 ionizing backgrounds,
the orange triangles are modeled metallicities for HM12 back-
ground and a metallicity upper limit for the HM05 back-
ground. The green crosses are metallicity upper limits for
both backgrounds. The red dashed line in the plot shows a 1-1
relationship, while the red dotted line shows the fit derived by
Wotta et al. (2019). The majority of the points are consistent
with the lines. A Kolmogorov-Smirnov test on the two metal-
licity distributions finds no significant difference between the
samples (1.7σ) despite most of the points lying above the 1−1
relationship. However, there does seem to be some evidence
that this metallicity difference depends on the H I column den-
sity (Zahedy et al. 2019; Wotta et al. 2019). For consistency
with the bimodal absorption selected surveys by Lehner et al.
(2013, 2018) and Wotta et al. (2016, 2019), we use the HM05
ionizing background.
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Figure 14. The metallicity calculated using the HM12 UV background as
a function of the metallicity calculated using the HM05 UV ionizing back-
ground. The purple circles are where both metallicities are inferred by the
models. The orange triangles are inferred metallicities for the HM12 UV
background and upper limits for the metallicity from the HM05 UV back-
ground. The green crosses are metallicity upper limits for both ionizing back-
grounds. The red dashed line shows where a 1-1 relationship lies, while the
red dotted line shows the relationship derived by Wotta et al. (2019).
B. ABSORPTION PROFILE FITS AND IONIZATION
MODELLING RESULTS
We present the results of the Voigt profile fits, the column
densities used in the ionization modelling and the posterior
distribution plots of the model parameters for each remaining
galaxy–absorber pair.
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Figure 15. We show the H I, C II, O VI, Mg I, Mg II and Fe II fits presented in Muzahid et al. (2015) for the system J0125, zgal = 0.398525, using the same colors
from Figure 1. Muzahid et al. (2015) modelled the high and low ionization ions separately, matching H I components to each low and high ionization components.
We additionally model the Si II and C II. However the UV spectra is noisy compared to the optical spectra for Mg II. Hence, the same velocity structure was not
able to be fitted to the data. The Si III column density upper limit was adopted from Muzahid et al. (2015). The total O VI fits from Nielsen et al. (2017) are shown
here for completeness, although they are not used in the ionization modelling.
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Table 5
J0125, zgal = 0.398525 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [18.85,19.00] · · ·
C II 14.59 0.04
N V 14.77 0.05
O VI 15.14 0.02
Si II 13.75 0.08
Si III < 12.80 · · ·
Mg I 11.88 0.03
Mg II 13.48 0.02
Ca II < 11.80 · · ·
Fe II 12.89 0.08
Mn II < 12.65 · · ·
N II < 13.86 · · ·
O I < 14.67 · · ·
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Figure 16. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0125, zgal = 0.398525, as for figure 2.
Table 6
J0351, zgal = 0.2617 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.51 0.13
C II < 13.23 · · ·
C III < 12.58 · · ·
N II < 14.59 · · ·
N III < 13.28 · · ·
N V < 13.17 · · ·
O I < 14.30 · · ·
Si II < 12.63 · · ·
Si III < 12.06 · · ·
Si IV < 12.86 · · ·
Ca II < 11.20 · · ·
Mg I < 11.36 · · ·
Mg II < 11.88 · · ·
< 0.82
−3
−2
lo
g
1
0
U
< −2.02
−3
−2
lo
g
1
0
n
H
< −2.001
−2 0
[Si/H]
14.2
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−3 −2
log10 U
−3 −2
log10 nH
14.2 14.4 14.6
log10 NHI
14.49± 0.12
Figure 17. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0351, zgal = 0.2617, as for figure 2.
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Figure 18. The fits for the system J0351, zgal = 0.2617, as for figure 1. The cyan fits for NII and O I indicate where we have used the fit as a conservative upper
limit on the column density, given that these lines are likely blended and we do not have supporting information to deblend them.
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Figure 19. The fits for the system J0407, zgal = 0.1534, as for figure 1. Note that no metal lines are detected here.
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Table 7
J0407, zgal = 0.1534 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 13.79 0.01
C II < 12.44 · · ·
N II < 12.43 · · ·
N III < 12.85 · · ·
N V < 12.17 · · ·
O I < 13.00 · · ·
Si II < 11.49 · · ·
Si III < 11.23 · · ·
Si IV < 12.17 · · ·
Ca II < 11.03 · · ·
Mg I < 10.94 · · ·
Mg II < 11.53 · · ·
< 0.45
−4
−3
−2
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lo
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Figure 20. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0407, zgal = 0.1534, as for figure 2.
Table 8
J0407, zgal = 0.3422 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 13.78 0.01
C II < 12.43 · · ·
C III < 11.64 · · ·
N II < 12.54 · · ·
N III < 12.51 · · ·
N V < 12.65 · · ·
O I < 13.24 · · ·
Si II < 12.25 · · ·
Si III < 11.57 · · ·
Ca II < 10.65 · · ·
Mg I < 10.65 · · ·
Mg II < 11.37 · · ·
Mn II < 12.77 · · ·
Fe II < 11.92 · · ·
< −0.04
−4
−3
−2
−1
lo
g
1
0
U
< −1.00
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0
n
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< −2.002
−2 0
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log10 nH
13.7513.775 13.8
log10 NHI
13.79± 0.02
Figure 21. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0407, zgal = 0.3422, as for figure 2. Note that O VI is
the only metal line detected here.
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Figure 22. The fits for the system J0407, zgal = 0.3422, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Figure 23. The fits for the system J0407, zgal = 0.495164, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Table 9
J0407, zgal = 0.495164 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.34 0.56
C II < 12.72 · · ·
C III 13.20 0.02
N II < 12.82 · · ·
N III < 12.77 · · ·
O I < 13.14 · · ·
Si II < 12.59 · · ·
Ca II < 10.65 · · ·
Mg I < 10.61 · · ·
Mg II < 10.87 · · ·
Mn II < 11.26 · · ·
Fe II < 11.86 · · ·
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Figure 24. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0407, zgal = 0.495164, as for figure 2.
Table 10
J0456, zgal = 0.2784 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [15.06,19.00] · · ·
C II < 13.36 · · ·
N II < 13.55 · · ·
O I < 13.68 · · ·
Si II < 12.32 · · ·
Si III < 12.04 · · ·
Ca II < 10.96 · · ·
−3.43± 0.57
−3
−2
lo
g
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0
U
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Figure 25. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0456, zgal = 0.2784, as for figure 2. Note that no metal
lines are detected here.
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Figure 26. The fits for the system J0456, zgal = 0.2784, as for figure 1.
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Figure 27. The fits for the system J0456, zgal = 0.381511, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Table 11
J0456, zgal = 0.381511 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.10 0.39
C II < 13.10 · · ·
N II < 13.27 · · ·
N V < 13.32 · · ·
O I < 14.32 · · ·
Si II < 12.53 · · ·
Si III 13.25 0.55
Ca II < 11.05 · · ·
Mg I < 11.31 · · ·
Mg II < 11.99 · · ·
−0.56± 0.52
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−2
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Figure 28. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0456, zgal = 0.381511, as for figure 2.
Table 12
J0456, zgal = 0.4838 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.53,19.00] · · ·
C II 14.53 0.03
C III > 14.34 · · ·
N II 14.11 0.05
N III 14.48 0.03
O I 13.97 · · ·
Si II 13.34 · · ·
Ca II 11.40 0.04
Mg I 11.84 0.03
Mg II 13.60 0.09
Mn II 12.64 · · ·
Fe II 12.85 0.82
−1.34± 0.15
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−2.9
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Figure 29. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0456, zgal = 0.4838, as for figure 2.
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Figure 30. The fits for the system J0456, zgal = 0.4838, as for figure 1. The H I Lyman series was moderately affected by the spectral shift in the COS
spectrograph. In order to model all available H I transitions, additionally components on the left H I peak were required. The total O VI fits from Nielsen et al.
(2017) are shown here for completeness, although they are not used in the ionization modelling.
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Figure 31. The fits for the system J0853, zgal = 0.1635, as for figure 1. The blend in the Lyα line is from the C III transition at zgal = 0.4402, shown in blue.
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Table 13
J0853, zgal = 0.1635 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 19.93 0.01
C II 14.58 0.05
C III 14.31 0.04
N II 14.28 0.03
N III 13.88 0.12
N V < 12.97 · · ·
O I 14.91 0.11
Si II 14.04 0.07
Si IV 13.26 0.19
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Figure 32. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0853, zgal = 0.1635, as for figure 2.
Table 14
J0853, zgal = 0.2766 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.15 0.03
C II < 13.32 · · ·
C III 13.09 0.05
N III < 13.33 · · ·
N V < 13.56 · · ·
O I < 13.71 · · ·
Si II < 12.60 · · ·
Si III < 12.12 · · ·
−0.75± 0.48
−3
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Figure 33. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0853, zgal = 0.2766, as for figure 2.
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Figure 34. The fits for the system J0853, zgal = 0.2766, as for figure 1. Note that there is an unknown blended line (blue) with Lyα.
38 POINTON ET AL.
0.0
0.5
1.0
HI λo=1215.67 HI λo=920.96 NII λo=1083.99 SiII λo=989.87
0.0
0.5
1.0
HI λo=1025.74 HI λo=919.35 NIII λo=989.80 SiII λo=1190.42
0.0
0.5
1.0
HI λo=937.80 HI λo=918.13 OI λo=1039.23 SiII λo=1193.29
0.0
0.5
1.0
HI λo=930.75 HI λo=917.18 OI λo=988.77 SiIII λo=1206.50
0.0
0.5
1.0
HI λo=926.23 CII λo=1036.34 OVI λo=1031.93
−300 −150 0 150
0.0
0.5
1.0
HI λo=923.15
−300 −150 0 150
CIII λo=977.02
−300 −150 0 150
OVI λo=1037.62
−300 −150 0 150
Velocity (km/s)
N
o
rm
al
iz
ed
F
lu
x
Figure 35. The fits for the system J0853, zgal = 0.4402, as for figure 1. The blend in the C III line in blue is from the DLA Lyα transition at zgal = 0.1634.
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Table 15
J0853, zgal = 0.4402 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 17.30 0.20
C II 13.68 0.25
C III 13.45 0.08
N II 13.32 0.14
N III 13.68 0.09
O I < 13.61 · · ·
Si II 12.97 0.17
Si III 13.00 0.40
< −1.19
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−3.1
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Figure 36. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0853, zgal = 0.4402, as for figure 2.
Table 16
J0914, zgal = 0.244312 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.55 0.03
C II 13.52 0.16
C III < 11.25 · · ·
N II < 13.51 · · ·
N III 13.89 0.19
N V < 13.36 · · ·
O I < 13.89 · · ·
Si II 12.52 0.21
Si III 12.80 0.09
Si IV < 13.16 · · ·
Ca II < 10.98 · · ·
Mg I < 10.67 · · ·
Mg II < 11.13 · · ·
Mn II < 11.41 · · ·
Fe II < 11.59 · · ·
−0.78± 0.10
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Figure 37. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0914, zgal = 0.244312, as for figure 2.
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Figure 38. The fits for the system J0914, zgal = 0.244312, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Figure 39. The fits for the system J0943, zgal = 0.1431, as for figure 1. Note that no metal lines are detected here.
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Table 17
J0943, zgal = 0.1431 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [15.45,17.20] · · ·
C II < 13.58 · · ·
N II < 13.84 · · ·
N V < 13.44 · · ·
O I < 14.06 · · ·
Si II < 13.03 · · ·
Si III < 12.48 · · ·
Si IV < 13.26 · · ·
Ca II < 11.34 · · ·
Mg I < 11.30 · · ·
Mg II < 11.87 · · ·
< −1.14
−4
−3
−2
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g
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Figure 40. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0943, zgal = 0.1431, as for figure 2.
Table 18
J0943, zgal = 0.2284 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 16.03 0.67
C II < 13.56 · · ·
C III 14.18 0.39
N II < 13.70 · · ·
N V < 13.47 · · ·
O I < 14.26 · · ·
Si II < 12.95 · · ·
Si III 13.10 0.09
Si IV < 13.79 · · ·
Ca II < 11.34 · · ·
Mg I < 11.21 · · ·
Mg II < 11.67 · · ·
Mn II < 12.17 · · ·
Fe II < 12.29 · · ·
−1.33± 0.70
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Figure 41. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0943, zgal = 0.2284, as for figure 2.
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Figure 42. The fits for the system J0943, zgal = 0.2284, as for figure 1. Although there are absorption lines (blue) near C II, we are confident that this line is real
given the existance of Si III at the same redshift.
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Figure 43. The fits for the system J0943, zgal = 0.353052, as for figure 1. The absorption profile where C II is expected is the O VI 1037 Å transition, so we
calculate an upper limit from the spectra. The N II absorption profile, in orange, is heavily blended. The column density from the profile fit is taken to the
conservative upper limit on the column density. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the
ionization modelling.
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Table 19
J0943, zgal = 0.353052 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 16.46 0.03
C II < 14.44 · · ·
C III 16.01 1.92
N II < 14.09 · · ·
N III < 13.93 · · ·
N V < 14.04 · · ·
O I < 14.29 · · ·
Si II < 13.35 · · ·
Si III < 12.96 · · ·
Mg I < 11.24 · · ·
Mg II < 11.82 · · ·
Mn II < 12.22 · · ·
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Figure 44. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0943, zgal = 0.353052, as for figure 2.
Table 20
J0950, zgal = 0.211866 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.28,19.00] · · ·
C II 14.71 0.06
C III > 14.48 · · ·
N II 14.59 0.06
N III > 14.95 · · ·
N V 13.66 0.11
O I 14.35 0.07
Si II 14.30 0.36
Si III 14.18 0.33
Si IV 13.98 0.10
Ca II < 11.21 · · ·
Mg I 11.87 0.07
Mg II 13.78 0.34
Mn II < 12.51 · · ·
Fe II 13.16 0.07
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Figure 45. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J0950, zgal = 0.211866, as for figure 2.
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Figure 46. The fits for the system J0950, zgal = 0.211866, as for figure 1. As the C III and N III absorption profiles are saturated, the column densities from the
fits are used as lower limits in the metallicity analysis. There are blends (blue) in the Lyα transition, although the H I column density is constrained by the other
lines. Similarly, the unknown blends in the O I 1039 Å and Si IV 1402 Å lines are constrained by the other O I and Si IV transitions. The N III and Si II 989 Å
transitions are blended. However, the remaining Si II, apart from the 1206 Å transition with an unknown blend, constrain the column densities. The total O VI fits
from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization modelling.
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Figure 47. The fits for the system J1004, zgal = 0.1380, as for figure 1. Note that C II 1334 Å is blended with an unknown line. However, the column density is
constrained by the C II 1036 Å line. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization
modelling.
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Table 21
J1004, zgal = 0.1380 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.91 0.14
C II 13.07 0.24
N II < 13.07 · · ·
N V < 12.77 · · ·
O I < 13.36 · · ·
Si II < 11.92 · · ·
Si III 13.99 0.03
Si IV < 12.54 · · ·
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Figure 48. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1004, zgal = 0.1380, as for figure 2.
Table 22
J1009, zgal = 0.227855 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [17.51,19.00] · · ·
C II 14.55 0.07
N II < 13.65 · · ·
N V < 13.72 · · ·
O I < 14.35 · · ·
Si II < 13.27 · · ·
Si III 13.54 0.27
Si IV 13.57 0.09
Ca II < 11.34 · · ·
Mg I < 11.22 · · ·
Mg II 12.61 0.05
Mn II < 12.28 · · ·
Fe II 12.32 0.11
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Figure 49. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1009, zgal = 0.227855, as for figure 2.
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Figure 50. The fits for the system J1009, zgal = 0.227855, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Figure 51. The fits for the system J1041, zgal = 0.3153, as for figure 1.
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Table 23
J1041, zgal = 0.3153 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [14.43,17.20] · · ·
C II 14.40 0.05
N II < 13.34 · · ·
N V < 13.36 · · ·
O I < 13.91 · · ·
Si II < 12.60 · · ·
Si III < 12.59 · · ·
Ca II < 11.10 · · ·
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Figure 52. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1041, zgal = 0.3153, as for figure 2.
Table 24
J1041, zgal = 0.442173 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.77,19.00] · · ·
C II 15.05 0.19
C III > 15.30 · · ·
N II 14.47 0.05
N III 14.80 0.05
O I < 13.78 · · ·
Si II 13.81 0.05
Si III > 14.14 · · ·
Ca II < 11.04 · · ·
Mg I 11.59 0.06
Mg II 13.67 0.02
Mn II < 12.73 · · ·
Fe II < 12.92 · · ·
−1.76± 0.03
−2.5
−2.45
−2.4
lo
g
1
0
U
−2.41± 0.03
−3
−2.95
−2.9
−2.85
lo
g
1
0
n
H
−2.96± 0.03
−1.85−1.8−1.75−1.7
[Si/H]
18.6
18.8
19
lo
g
1
0
N
H
I
−2.5−2.45−2.4
log10 U
−3 −2.95−2.9−2.85
log10 nH
18.6 18.8 19
log10 NHI
18.87± 0.08
Figure 53. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1041, zgal = 0.442173, as for figure 2.
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Figure 54. The fits for the system J1041, zgal = 0.442173, as for figure 1. The N III and Si II 989 Å lines are blended together, while there are unknown blends
in the Si II 1190 Å transition. However, the Si II 1193 Å transition constrains the column densities. Additional unknown blend exits on the sides of the C III and
Si III transitions, which were simple to remove. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the
ionization modelling.
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Figure 55. The fits for the system J1119, zgal = 0.1383, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Table 25
J1119, zgal = 0.1383 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.64 0.32
C II 13.99 0.74
N II 13.72 0.16
O I < 13.03 · · ·
Si II 12.66 0.02
Si III 12.87 0.03
Ca II < 10.90 · · ·
Mg I < 10.62 · · ·
Mg II 12.72 0.05
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Figure 56. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1119, zgal = 0.1383, as for figure 2.
Table 26
J1133, zgal = 0.154599 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [15.82,17.20] · · ·
C II < 13.56 · · ·
N II < 13.68 · · ·
N III < 14.68 · · ·
N V < 13.30 · · ·
O I < 13.99 · · ·
Si II < 12.60 · · ·
Si III < 12.43 · · ·
Si IV < 13.37 · · ·
Ca II < 10.98 · · ·
Mg I < 10.68 · · ·
Mg II < 11.15 · · ·
< −1.98
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Figure 57. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1133, zgal = 0.154599, as for figure 2.
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Figure 58. The fits for the system J1133, zgal = 0.154599, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Figure 59. The fits for the system J1139, zgal = 0.1755, as for figure 1.
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Table 27
J1139, zgal = 0.1755 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.15 0.05
C II < 14.18 · · ·
C III < 12.66 · · ·
N II < 13.46 · · ·
N III < 13.52 · · ·
N V < 13.41 · · ·
O I < 13.89 · · ·
Si II < 12.57 · · ·
Si III < 11.95 · · ·
< 0.69
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Figure 60. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1139, zgal = 0.1755, as for figure 2.
Table 28
J1139, zgal = 0.204194 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.04,17.20] · · ·
C II 13.91 0.06
C III > 14.41 · · ·
N II < 13.04 · · ·
N III 14.16 0.05
O I 15.73 2.60
Si II 13.41 0.06
Si III 13.88 1.50
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Figure 61. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1139, zgal = 0.204194, as for figure 2.
CGM METALLICITY AND GALAXY ORIENTATION 57
0.0
0.5
1.0
HI λo=1215.67 CII λo=1036.34 OI λo=1039.23 SiII λo=989.87
0.0
0.5
1.0
HI λo=1025.74 CIII λo=977.02 OI λo=988.77 SiII λo=1190.42
0.0
0.5
1.0
HI λo=972.54 NII λo=1083.99 OVI λo=1031.93 SiII λo=1193.29
−300 −150 0 150
0.0
0.5
1.0
HI λo=949.74
−300 −150 0 150
NIII λo=989.80
−300 −150 0 150
OVI λo=1037.62
−300 −150 0 150
SiIII λo=1206.50
Velocity (km/s)
N
or
m
al
iz
ed
F
lu
x
Figure 62. The fits for the system J1139, zgal = 0.204194, as for figure 1. There are blends present in the H I 1025 Å and 949 Å transitions, while the remaining
H I lines constrain the column density. The Si II and N III 989 Å lines are blended together. The presence of Si II 1990 Å and 1993 Å transitions constrain the
column densities. The O I 1039 Å constrained the component at v∼ −20 km s−1, while the O I 988 Å transition constrained the left component at v∼ −140 km s−1.
The total O VI fits and the blend in the O VI 1031 Å line from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization
modelling.
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Figure 63. The fits for the system J1139, zgal = 0.212259, as for figure 1. Although there are unknown blends present in the H I 1025 Å and 972 Å transitions, the
H I column density is constrained by the other H I lines. We do not detect any Si II absorption, although blends are present towards 989 Å and 1190 Å transitions.
The Si II and N III 989 Å lines are blended together, although the non-detection of Si II in other transitions suggests that the absorption is primarily due to N III.
The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization modelling.
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Table 29
J1139, zgal = 0.212259 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.33 0.04
C II < 14.10 · · ·
N II < 13.24 · · ·
N III < 14.63 0.04
O I < 13.73 · · ·
Si II < 12.93 · · ·
Si III < 12.60 · · ·
< 0.60
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Figure 64. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1139, zgal = 0.212259, as for figure 2.
Table 30
J1139, zgal = 0.219724 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.20 0.07
C II < 13.09 · · ·
C III < 12.62 · · ·
N II < 13.21 · · ·
N III < 13.41 · · ·
O I < 13.77 · · ·
Si II < 12.91 · · ·
< 0.63
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Figure 65. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1139, zgal = 0.219724, as for figure 2.
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Figure 66. The fits for the system J1139, zgal = 0.219724, as for figure 1. There are blends present in the H I 1025 Å transition. However, the other H I
lines constrain the column density. There are no other metals, apart from O VI detected here. The total O VI fits from Nielsen et al. (2017) are shown here for
completeness, although they are not used in the ionization modelling.
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Figure 67. The fits for the system J1139, zgal = 0.319255, as for figure 1. The blends fitted in the H I 1025 Å and 949 Å transitions were done to improve the
model and do no overlap with the H I absorption. However, the blends in the H I 972 Å, 930 Å and 926 Å lines were significant. The H I column density was
constrained using the 937 Å transition. The C II 1036 Å transition is havily blended. However, in the absence of additional data the modelled transition had to
be used as an upper limit on the column density. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the
ionization modelling.
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Table 31
J1139, zgal = 0.319255 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 16.19 0.03
C II < 15.60 · · ·
C III 14.09 0.16
N II < 13.73 · · ·
N III < 13.27 · · ·
O I < 14.41 · · ·
Si II < 13.16 · · ·
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Figure 68. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1139, zgal = 0.319255, as for figure 2.
Table 32
J1219, zgal = 0.1241 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.25 0.03
C II < 13.19 · · ·
N II < 13.48 · · ·
N V < 13.01 · · ·
O I < 14.48 · · ·
Si II < 12.11 · · ·
Si III 12.81 0.04
Si IV 13.68 0.75
−1.45± 0.60
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Figure 69. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1219, zgal = 0.1241, as for figure 2.
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Figure 70. The fits for the system J1219, zgal = 0.1241, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
62 POINTON ET AL.
0.0
0.5
1.0
HI λo=1215.67 HI λo=917.18 OVI λo=1031.93 MgII λo=2796.35
0.0
0.5
1.0
HI λo=1025.74 CII λo=1334.54 OVI λo=1037.62 MgII λo=2803.53
0.0
0.5
1.0
HI λo=972.54 CII λo=1036.34 SiII λo=989.87 MnII λo=2606.46
0.0
0.5
1.0
HI λo=949.74 CIII λo=977.02 SiII λo=1190.42 MnII λo=2594.5
0.0
0.5
1.0
HI λo=937.80 NII λo=1083.99 SiII λo=1193.29 MnII λo=2576.88
0.0
0.5
1.0
HI λo=930.75 NIII λo=989.8 SiII λo=1260.42 FeII λo=2600.17
0.0
0.5
1.0
HI λo=926.23 NV λo=1238.82 SiII λo=1304.37 FeII λo=2586.65
0.0
0.5
1.0
HI λo=923.15 NV λo=1242.8 SiIII λo=1206.50 FeII λo=2382.76
0.0
0.5
1.0
HI λo=920.96 OI λo=1302.17 CaII λo=3934.78
0.0
0.5
1.0
HI λo=919.35 OI λo=1039.23 CaII λo=3969.59
−300 −150 0 150
0.0
0.5
1.0
HI λo=918.13
−300 −150 0 150
OI λo=988.77
−300 −150 0 150
MgI λo=2852.96
−300 −150 0 150
Velocity (km/s)
N
or
m
a
li
ze
d
F
lu
x
Figure 71. The fits for the system J1233, zgal = 0.318757, as for figure 1. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although
they are not used in the ionization modelling.
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Table 33
J1233, zgal = 0.318757 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.72 0.02
C II < 13.41 · · ·
C III 15.84 0.62
N II < 13.39 · · ·
N III 13.66 0.19
N V < 13.81 · · ·
O I < 14.11 · · ·
Si II < 12.72 · · ·
Si III 12.99 0.12
Ca II < 10.98 · · ·
Mg I < 10.66 · · ·
Mg II < 11.14 · · ·
Mn II < 11.43 · · ·
Fe II < 11.52 · · ·
−1.11± 0.11
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Figure 72. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1233, zgal = 0.318757, as for figure 2.
Table 34
J1241, zgal = 0.205267 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.63,19.00] · · ·
C II > 15.22 · · ·
C III > 15.47 · · ·
N II < 13.19 · · ·
N III > 16.27 · · ·
N V 13.81 0.08
O I < 13.76 · · ·
Si II 14.53 0.10
Si III > 14.13 · · ·
Si IV 14.79 2.44
Ca II < 11.58 · · ·
Mg I 12.03 0.08
Mg II < 14.26 · · ·
Mn II < 12.96 · · ·
Fe II < 13.61 · · ·
−0.31± 0.04
−2.54
−2.52
−2.5
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Figure 73. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1241, zgal = 0.205267, as for figure 2.
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Figure 74. The fits for the system J1241, zgal = 0.205267, as for figure 1. There are unknown blends on the left of the H I absorption. The positions of the blends
were not consistent with deuterium absorption. However, the small strength of the blends, particularly in the H I 1025 Å and 972 Å lines, meant that a reasonable
upper limits on the H I column density was obtained. The Si II and N III 989 Å lines are blended together. The presence of the other Si II transitions constrained
the column densities. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization modelling.
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Figure 75. The fits for the system J1241, zgal = 0.217905, as for figure 1. Although there was unknown blend in the H I 972 Å transition, the presence of other
H I lines was suffieient to constrain the column density. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used
in the ionization modelling.
66 POINTON ET AL.
Table 35
J1241, zgal = 0.217905 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 15.59 0.12
C II < 13.37 · · ·
C III > 14.66 · · ·
N II < 13.44 · · ·
N III < 13.50 · · ·
O I < 13.86 · · ·
Si II < 12.49 · · ·
Si III 12.77 0.09
Si IV 13.15 0.12
Ca II < 11.74 · · ·
Mg I < 11.66 · · ·
Mg II < 12.20 · · ·
Mn II < 13.07 · · ·
Fe II < 12.98 · · ·
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Figure 76. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1241, zgal = 0.217905, as for figure 2.
Table 36
J1244, zgal = 0.5504 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [17.00,19.00] · · ·
C II 14.82 0.08
C III > 15.23 · · ·
N II 14.50 0.09
N III > 14.90 · · ·
O I < 14.83 · · ·
Si II < 14.23 · · ·
Ca II 11.73 0.05
Mg I 11.83 0.04
Mg II 13.55 0.05
Mn II < 12.40 · · ·
Fe II 13.60 0.05
−1.17± 0.05
−3
−2.8
−2.6
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Figure 77. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1244, zgal = 0.5504, as for figure 2.
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Figure 78. The fits for the system J1244, zgal = 0.5504, as for figure 1. Although there are blends present in the H I 972 Å, 949 Å, 926 Å and 920 Å transitions,
the other H I lines are able to constrain the upper limit on the column density. Additionally, there is a blend on the left of the C II 977 Å line. However, it is
sufficiently offset from the absorption, such that it has minimal impact on obtaining an upper limit on the column density. The total O VI fits from Nielsen et al.
(2017) are shown here for completeness, although they are not used in the ionization modelling.
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Figure 79. The fits for the system J1301, zgal = 0.1967, as for figure 1. There is an unknown blend for the O I 1039 Å transition. However, the presence of other
O I transitions is sufficient to constrain the column density. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not
used in the ionization modelling.
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Table 37
J1301, zgal = 0.1967 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 13.86 0.01
C II < 12.74 · · ·
C III < 12.08 · · ·
N II < 13.01 · · ·
N III < 12.94 · · ·
N V < 12.94 · · ·
O I < 13.18 · · ·
Si II < 12.30 · · ·
Si III < 11.46 · · ·
Si IV < 12.24 · · ·
< 0.56
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Figure 80. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1301, zgal = 0.1967, as for figure 2.
Table 38
J1319, zgal = 0.6610 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 18.30 0.30
C II < 13.34 · · ·
C III 14.35 0.07
N III < 13.32 · · ·
O I < 13.73 · · ·
Si II < 13.24 · · ·
Mg I 11.37 0.04
Mg II 13.17 0.02
Mn II < 11.80 · · ·
Fe II 13.07 0.02
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Figure 81. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1319, zgal = 0.6610, as for figure 2.
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Figure 82. The fits for the system J1319, zgal = 0.6610, as for figure 1. The H I column density measurement was taken from Kacprzak et al. (2012b) where it
was obtained by fitting the Lyman break. There is a blend on the right of the C III transition. However, it is sufficiently distinct from the transition, such that the
column density is well constrained. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization
modelling.
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Figure 83. The fits for the system J1322, zgal = 0.214431, as for figure 1. The Si II and N III 989 Å lines are blended together. The presence of other Si II
constrains the column densities. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization
modelling.
72 POINTON ET AL.
Table 39
J1322, zgal = 0.214431 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.97,19.00] · · ·
C II 14.45 0.03
N II 14.03 0.10
O I < 14.19 · · ·
Si II 13.53 0.07
Si III 13.74 0.06
Ca II < 11.43 · · ·
Mg I < 11.34 · · ·
Mg II 12.83 0.03
Mn II < 12.56 · · ·
Fe II 12.93 0.11
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Figure 84. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1322, zgal = 0.214431, as for figure 2.
Table 40
J1342, zgal = 0.0708 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.61 0.47
C II < 14.68 · · ·
C IV 14.19 0.05
N II < 13.94 · · ·
N V < 13.71 · · ·
O I < 14.46 · · ·
Si II < 13.98 · · ·
Si III < 13.63 · · ·
Si IV 13.49 0.10
Ca II < 10.98 · · ·
Mg I < 10.95 · · ·
0.11± 0.45
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−2
−1.8
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Figure 85. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1342, zgal = 0.0708, as for figure 2.
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Figure 86. The fits for the system J1342, zgal = 0.0708, as for figure 1. We have used the column densities from the C II, N II, O I, Si II and Si III line models
as upper limits in the metallicity calculation. The main absorption peak for each of these ions is coincident with only weak H I absorption and is typically very
strong. The inclusion of these ions in the metallicity calculation results in a super-solar metallicity ([Si/H]> 1), which is unlikely to occur in the CGM.
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Figure 87. The fits for the system J1342, zgal = 0.2013, as for figure 1.
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Table 41
J1342, zgal = 0.2013 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.22 0.03
C II < 13.18 · · ·
C III < 12.73 · · ·
N II < 14.16 · · ·
N III < 13.61 · · ·
N V < 13.23 · · ·
O I < 13.73 · · ·
Si II < 12.54 · · ·
Si III < 12.10 · · ·
Si IV < 13.03 · · ·
Ca II < 10.98 · · ·
Mg I < 10.67 · · ·
Mg II < 11.15 · · ·
Mn II < 11.43 · · ·
Fe II < 11.61 · · ·
< −0.12
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Figure 88. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1342, zgal = 0.2013, as for figure 2.
Table 42
J1342, zgal = 0.227042 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 18.83 0.05
C II 15.46 0.12
C III 15.28 0.23
N II 15.07 0.12
N V < 13.37 · · ·
O I 15.45 0.09
Si II 14.72 0.09
Si III 14.65 0.22
Si IV 13.64 0.07
Ca II 12.49 0.05
Mg I 12.58 0.12
Mg II 15.00 0.16
Mn II 12.30 0.06
Fe II 15.00 0.17
−0.37± 0.05
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Figure 89. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1342, zgal = 0.227042, as for figure 2.
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Figure 90. The fits for the system J1342, zgal = 0.227042, as for figure 1. The H I column density is well constrained by the presence of damping wings, despite
unidentified blends in the H I 1215 Å, 1025 Å and 972 Å transitions. There are blends in the C II, C III and Si II transitions. However, the offset of the blends
is sufficient that the column density of the ions can be constrained. The O I 1039 Å transition was also blended with an unknown line. However, the column
density was constrained using the O I transition. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the
ionization modelling.
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Figure 91. The fits for the system J1357, zgal = 0.4295, as for figure 1. The H I column density was constrained using the 1025 Å line, despite blends in the
1215 Å and 972 Å transitions. No other metals were detected here.
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Table 43
J1357, zgal = 0.4295 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.25 0.05
C II < 13.27 · · ·
C III < 12.44 · · ·
N II < 13.79 · · ·
N III < 13.34 · · ·
O I < 13.69 · · ·
Si II < 12.89 · · ·
Si III < 12.47 · · ·
Ca II < 11.17 · · ·
Mg I < 11.29 · · ·
Mg II < 11.77 · · ·
< 0.32
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Figure 92. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1357, zgal = 0.4295, as for figure 2.
Table 44
J1357, zgal = 0.4592 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.87,19.00] · · ·
C II > 15.10 · · ·
C III > 15.04 · · ·
N II > 14.72 · · ·
N III > 15.30 · · ·
O I < 13.74 · · ·
Si II 15.31 0.23
Ca II < 11.08 · · ·
Mg I 11.63 0.14
Mg II 13.74 0.01
−1.37± 0.03
−2.4
−2.38
lo
g
1
0
U
−2.38± 0.01
−2.98
−2.96
lo
g
1
0
n
H
−2.98± 0.01
−1.4 −1.35 −1.3
[Si/H]
18.5
18.6
18.7
lo
g
1
0
N
H
I
−2.4 −2.38
log10 U
−2.98 −2.96
log10 nH
18.5 18.6 18.7
log10 NHI
18.60± 0.04
Figure 93. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1357, zgal = 0.4592, as for figure 2.
CGM METALLICITY AND GALAXY ORIENTATION 79
0.0
0.5
1.0
HI λo=1025.74 NIII λo=989.80 SiII λo=989.87 MgI λo=2852.96
0.0
0.5
1.0
HI λo=972.54 OI λo=1039.23 SiII λo=1190.42 MgII λo=2796.35
0.0
0.5
1.0
CII λo=1036.34 OI λo=988.77 SiII λo=1193.29 MgII λo=2803.53
0.0
0.5
1.0
CIII λo=977.02 OVI λo=1031.93 CaII λo=3934.78
−300 −150 0 150
0.0
0.5
1.0
NII λo=1083.99
−300 −150 0 150
OVI λo=1037.62
−300 −150 0 150
CaII λo=3969.59
−300 −150 0 150
Velocity (km/s)
N
or
m
a
li
ze
d
F
lu
x
Figure 94. The fits for the system J1357, zgal = 0.4592, as for figure 1. The Si II and N III 989 Å lines are blended together. Additionally, an unknown blend was
present in the Si II 1193 Å transition. The presence of the Si II 1990 Å transition constrains the column densities. The total O VI fits from Nielsen et al. (2017) are
shown here for completeness, although they are not used in the ionization modelling.
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Figure 95. The fits for the system J1547, zgal = 0.0949, as for figure 1. There were no other metals detected here.
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Table 45
J1547, zgal = 0.0949 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 13.75 0.03
C II < 12.88 · · ·
N II < 13.22 · · ·
N III < 15.66 · · ·
N V < 12.97 · · ·
O I < 13.57 · · ·
Si II < 12.19 · · ·
Si III < 11.87 · · ·
Si IV < 11.95 · · ·
< 0.79
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Figure 96. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1547, zgal = 0.0949, as for figure 2.
Table 46
J1555, zgal = 0.189201 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I [16.37,19.00] · · ·
C II 14.56 0.04
C III > 15.46 · · ·
N II 14.25 0.09
N III 15.62 1.50
N V < 13.45 · · ·
O I < 14.08 · · ·
Si II 14.05 0.70
Si III 13.98 0.93
Si IV 13.80 0.08
Ca II < 12.06 · · ·
Mg I < 11.77 · · ·
Mg II 14.38 0.40
Mn II < 12.63 · · ·
Fe II < 12.62 · · ·
−1.09± 0.37
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Figure 97. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1555, zgal = 0.189201, as for figure 2.
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Figure 98. The fits for the system J1555, zgal = 0.189201, as for figure 1. Despite the presence of small, unknown blends in the H I 1215 Å and 972 Å transitions,
the column density was constrained using the 1025 Å transition. The blend in the C III transition is sufficiently distinct from the absorption such that the column
density could be calculated. The Si II and N III 989 Å lines are blended together. Additionally, an unknown blend was present in the Si II 1304 Å transition. The
presence of the other Si II transitions constrains the column densities.
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Figure 99. The fits for the system J1704, zgal = 0.0921, as for figure 1. No other metals are detected here.
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Table 47
J1704, zgal = 0.0921 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.27 0.02
C II < 12.82 · · ·
N II < 13.62 · · ·
N V < 12.84 · · ·
O I < 13.16 · · ·
Si II < 12.06 · · ·
Si III < 11.85 · · ·
Si IV < 12.34 · · ·
< 0.62
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Figure 100. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J1704, zgal = 0.0921, as for figure 2.
Table 48
J2131, zgal = 0.430200 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 19.88 0.10
C II 14.71 0.12
C III 14.48 0.03
N II 14.31 0.03
N III 14.62 0.03
N V < 13.18 · · ·
O I < 13.74 · · ·
Si II 14.05 2.83
Si III 13.65 0.03
Ca II 12.00 0.01
Mg I 12.19 0.01
Mg II 13.53 0.01
Fe II 13.83 0.04
−1.96± 0.03
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Figure 101. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J2131, zgal = 0.430200, as for figure 2.
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Figure 102. The fits for the system J2131, zgal = 0.430200, as for figure 1. The H I column density is well constrained by the presence of the DLA, despite
unknown blends in the H I 949 Å and 930 Å transitions. The blends in the C II, C III and N II transitions are sufficiently offset such that the column densities of
the ions can be constrained. The Si II and N III 989 Å lines are blended together. The presence of the other Si II transitions constrains the column densities. The
total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in the ionization modelling.
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Figure 103. The fits for the system J2137, zgal = 0.0752, as for figure 1. The H I column density was constrained using fit to the 1025 Å line. There were no
other metals detected for this absorber.
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Table 49
J2137, zgal = 0.0752 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 13.96 0.02
C II < 12.68 · · ·
N II < 13.14 · · ·
N V < 13.84 · · ·
O I < 14.63 · · ·
Si II < 12.02 · · ·
Si III < 11.79 · · ·
Si IV < 12.19 · · ·
< 0.78
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Figure 104. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J2137, zgal = 0.0752, as for figure 2.
Table 50
J2253, zgal = 0.352787 Column Densities
Ion logN (cm−2) logN Error (cm−2)
H I 14.53 0.05
C II < 14.70 · · ·
C III < 13.98 · · ·
N II < 13.39 · · ·
N III < 13.84 · · ·
N V < 13.45 · · ·
O I < 14.13 · · ·
Si II < 12.63 · · ·
Si III < 12.40 · · ·
Ca II < 10.92 · · ·
Mg I < 10.69 · · ·
Mg II < 11.26 · · ·
Mn II < 12.80 · · ·
Fe II < 11.96 · · ·
< −0.22
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Figure 105. The posterior distribution profiles from the MCMC analysis of
the Cloudy grids for J2253, zgal = 0.352787, as for figure 2.
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Figure 106. The fits for the system J2253, zgal = 0.352787, as for figure 1. The blends in the C II and C III transitions were sufficiently offset that the absorption
column density for each ion could be constrained. The total O VI fits from Nielsen et al. (2017) are shown here for completeness, although they are not used in
the ionization modelling.
