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Estimating the Parameters of
Emrick’s Mastery Testing Model
Wim J. van der Linden
Twente University of Technology
Emrick’s model is a latent class or state model
for mastery testing that entails a simple rule for
separating masters from nonmasters with respect to
a homogeneous domain of items. His method for
estimating the model parameters has only restricted
applicability inasmuch as it assumes a mixing pa-
rameter equal to .50 and an a priori known ratio of
the two latent success probabilities. The maximum
likelihood method is also available but yields an in-
tractable system of estimation equations which can
only be solved iteratively. The emphasis in this pa-
per is on estimates to be computed by hand but
nonetheless accurate enough for most practical situ-
ations. It is shown how the method of moments can
be used to obtain such "quick and easy" estimates.
In addition, an endpoint method is discussed that
assumes that the parameters can be estimated from
the tails of the sample distribution. A monte carlo
experiment demonstrated that for a great variety of
parameter values, test lengths, and sample sizes,
the method of moments yields excellent results and
is uniformly much better than the endpoint meth-
od.
In many instructional systems organized according to principles derived from recent develop-
ments in educational technology, the testing procedures being applied are criterion referenced. The
major reason for applying these procedures, and not their norm-referenced counterparts, ordinarily
lies in the fact that they utilize test items constructed on the basis of well-defined learning objectives.
They thereby enable the test user to interpret test scores in terms of the specific knowledge and skills
the student does and does not master. Norm-referenced measurements lack these properties; they are
mainly of importance when the interest is in the relative standing of students in some norm group or
population. Further differences between norm-referenced and criterion-referenced measurement are
elucidated in Hambleton, Swaminathan, Algina, and Coulson (1978) and in van der Linden (in press).
When used for deciding whether the student has reached the learning objectives and may proceed
with the next instructional unit (or take up a new course), criterion-referenced tests are ordinarily
called mastery tests. Typically, a mastery decision is based on a cutoff score or mastery score on the
test. Students with observed test scores exceeding this cutoff score are granted mastery status and dis-
charged from the instructional unit. The others are the nonmasters; they are retained and in most
cases they receive extra learning time or remedial instruction to enable them to reach the learning ob-
jectives.
APPLIED PSYCHOLOGICAL MEASUREMENT
Vol. 5, No. 4, Fall 1981, pp. 517-530
@ Copyright 1981 Applied Psychological Measurement Inc.
0146-6216/81 /040517-14.8’1. 70
Downloaded from the Digital Conservancy at the University of Minnesota, http://purl.umn.edu/93227.  
May be reproduced with no cost by students and faculty for academic use.  Non-academic reproduction  
requires payment of royalties through the Copyright Clearance Center, http://www.copyright.com/ 
518
With regard to the student’s true status underlying his or her observed test score, all existing mas-
tery testing models can be classified as either continuum or state models (Meskauskas, 1976). Models
of the former type postulate a latent or true score continuum, 9, underlying the observed test score
and assume that a point 9~, the true mastery score, is given dividing the continuum into a mastery
(9 > 8e) and a nonmastery (0 < 8J region. State models differ from continuum models in that they do
not postulate a latent continuum but conceive mastery and nonmastery as two latent classes, each
characterized by a different probability of a successful response to the test items. Ideally, this prob-
ability would be equal to one for a master and to zero for a nonmaster; but the influence of extrane-
ous factors (measurement error) introduces a bias, making both probabilities differ from these ideal
values. According to the state conception, mastery testing consists of collecting item responses gen-
erated by the two latent probabilities in an unknown ratio, estimating the values of these unknown
parameters from the collected item responses, and classifying students as masters or nonmasters.
Emrick and Adams (1969) and Emrick (1971) were the first to introduce the latent class type of
mastery testing modei. Their terminoiogy and approach is mainly Bayesian, and their model, general-
ly referred to as Emrick’s model, is in principle an application of the well-known binomial error
model (Lord & Novick, 1968, chap. 23). Assuming threshold loss, they also derive an optimal cutoff
score for separating masters from nonmasters. Besel (1973), Dayton and Macready (1976), and Ma-
cready and Dayton (1977) have presented state models that are essentially extensions of Emrick’s
model, obtained either by allowing the parameters to vary across the items or by imposing a hierarchi-
cal structure on the responses.
In this paper the concern is chiefly with procedures for estimating the parameters in Emrick’s
mastery testing model and with the properties of the cutoff score that can be computed from these es-
timates. The emphasis will be on &dquo;quick and easy&dquo; estimates, that is, on estimates in principle to be
computed by hand or with the aid of a simple calculator. These estimates can be used not only in the
event of no computer being available (e.g., classroom applications) but also as suitable starting values
for the more complex iterative procedures involved in, for example, maximum likelihood estimation.
Emrick and Adams (1969) and Emrick (1971) have suggested such an estimation procedure; but their
procedure is based on an impractical assumption, requires the presence of prior information, and is
therefore only of restricted meaning. This procedure will be reviewed in the next section and its re-
strictions will be elucidated. Comparatively simple estimates can be obtained by the method of
moments and by an &dquo;endpoint&dquo; method (Muench, 1936). The purpose of this paper is to discuss the
suitability of applying these estimation procedures to Emrick’s model and to present the results of a
monte carlo investigation carried out to compare their statistical properties.
Emrick’s Mastery Testing Model
Let X be a random variable representing the number-correct test score obtained by a test with
length n, probability a that a nonmaster will give a successful reply to an item, and probability [3 that
a master will do likewise. Emrick’s model simultaneously applies the binomial probability function
with success parameters a and [3 as follows:
where M is a randomly drawn master and M a nonmaster. (In Emrick and Adams, 1969, and Emrick,
1971, P(X ~ M) is given with 1 - {3 substituted for {3; the parameterization in Equation 1 has been cho-
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sen to be consistent with the more recent literature on state models for mastery testing). Although
Emrick and Adams do not make this assumption explicitly, it is clear from their paper that
For a population of students with Prob{M} = p, the model given in Equation 1 results in a distribu-
tion of test scores tending to be bimodal with modes at na and n(3.
The contribution of the above model lies not only in the possibility of using the (estimated) pa-
rameters a, (3, and ~ for theoretical and practical purposes, but also in an elegant decision rule that
can be derived for granting mastery and nonmastery status to students. This rule is a monotone, non-
randomized Bayes rule, i.e., it has the form of a cutoff score c such that students with X > c are de-
clared to be masters, those with X < c nonmasters, and the value of c is chosen to minimize the Bayes
risk for a given population of students (for decision rules of this form, see, e.g., Ferguson, 1967, chap.
6, pp. 30-31). To arrive at this optimal rule, Emrick and Adams (1971) assume a threshold loss func-
tion with positive losses (which may be different) for the two incorrect decisions and zero loss for the
two correct decisions:
The Bayes risk or expected loss for cutoff score c, which will be denoted by B(c), is for the model of
Equation 1 and the loss function of Equation 3 equal to
Completing the first sum,
Since the binomial probability function has a monotone likelihood ratio with respect to x (Ferguson,
1967, sec. 5.2), it follows from Equation 2 that the bracketed factor in the second sum is negative up
to some value of x, and positive thereafter. Therefore, Equation 5 is minimal if c assumes the value c*
satisfying
This may be reduced to
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where A is equal to the loss ratio ~1/~2. (For a somewhat different derivation, see Emrick and Adams,
1969.) In order to prevent Equation 7 from being indeterminate, the restrictions a > 0, (3 < 1, a # ~3
(this one is automatically satisfied by the inequality given in Equation 2), and p 0 1 must be imposed.
The last two restrictions also have some right in their own; they avoid degeneration of the model into
a single binomial probability function.
Davis, Hickman, and Novick (1973, pp. 32-47) introduced and discussed the same model, deriv-
ing the same decision rule without realizing that these are Emrick’s model and decision rule. Fricke
(1974) discussed Emrick’s model, providing tables for c* as function of n, a, and {3 under the assump-
tions y = .50 and I = 12, and giving corrections to use in the event that one of these two assumptions
is not met. Interestingly, the correction for p 0 .50 is independent of n and A = I ~/1,, whereas the cor-
rection four 11 # j<2 does not depend on n and ~. The state model given by Besel (1973) is an extension
of Emrick’s model and allows for varying success probabilities across the items for both masters and
nonmasters. Besel’s model can be conceived as a simultaneous application of the compound binomial
model (Lord & Novick, 1968, sec. 23.10; Walsh, 1953, 1959, 1963) with both latent classes character-
ized by a different set of parameter values.
Macready and Dayton (1977) present a response vector form of Emrick’s model and use the maxi-
mum likelihood technique to obtain estimates for the parameters of the model. They also present a
more general model, which is equivalent to Besel’s model, and outline as well how maximum likeli-
hood estimates for this model can be obtained. The possibility of incorporating a priori hierarchical
relations between items into the two above state models and using them for validating behavioral
hierarchies are given by Dayton and Macready (1976). References to other state models are Bergan,
Cancelli, and Luiten (1980), Dayton and Macready (1980), Harris and Pearlman (1978), Knapp
(1977), and Wilcox (1977a, 1977b, 1979a, 1979b). An excellent review of state models for mastery test-
ing is given in Macready and Dayton (1980a).
Estimating a, {3, and ~
Assuming 1A = .50 and an a priori known ratio of the two latent success probabilities, Emrick and
Adams (1969) and Emrick (1971) have shown how estimators for a and {3 can be obtained via the
square root of the interitem correlation. The fact that 1A is assumed to take the value .50 (which is only
mentioned in Emrick and Adams, 1969, and has also been documented by Wilcox and Harris, 1977)
seriously restricts the applicability of this estimation method. Moreover, there will be hardly any
situations in which the ratio a/~3 is a priori known.
As indicated earlier, one of the Macready and Dayton models is formally identical to Emrick’s
model. Their computer program MODEL3G can therefore be used to obtain maximum likelihood es-
timates of Emrick’s parameters (Dayton & Macready, 1977; see also Macready & Dayton, 1980b).
Though these estimates are attractive from a statistical point of view, maximum likelihood estimates
for Emrick’s model are not simple. The estimation equations do not yield closed-form estimators, and
the iterative procedure used in MODEL3G (method of scoring) is too involved to be executed by
hand. The same holds for Goodman’s proportional fitting algorithm for obtaining maximum likeli-
hood estimates (Goodman, 1974, 1975, 1979). This is also an iterative procedure, which generally has
excellent properties and always converges (although, in some circumstances, convergence may be
slow, Goodman, 1979, and not necessarily to maximum likelihood estimates, Goodman, 1974). For
test lengths and sample sizes ordinarily encountered in mastery testing, the use of the proportional
fitting algorithm requires access to a computer and is too involved to be used by hand. Properties of
both the method of scoring and Goodman’s algorithm for a constrained version of Emrick’s model
have been investigated in a monte carlo study by Houang and Harris (1980).
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In this paper the emphasis is on &dquo;quick and easy&dquo; estimates, to be computed by hand or eventual-
ly with the aid of a simple calculator. Nevertheless, the estimators must be applicable in a wide variety
of situations and have favorable statistical properties. An additional application of these estimates is
their use as suitable start values in situations where facilities to employ the above iterative procedures
for maximum likelihood estimation do exist. It is a common experience that the choice of good initial
estimates reduces the required number of iterations considerably and prevents the procedure from
converging to suboptimal &dquo;solutions.&dquo; Before embarking on the introduction of simple estimators,
note that in the following, closed-form estimators obtained under restrictions on test length have been
left out of consideration. Examples are maximum likelihood estimators for the case of n = 2 (Wilcox,
1977a, 1977b) and the estimators derived in Werts, Linn, and Joreskog (1973) for n = 3.
Method of Moments
Written as
with p as an explicit parameter, it is clear that Emrick’s model can be conceived as a mixture of two
binomial distributions applied to the mastery testing problem. Mixtures of distributions (also called
compound or composite distributions, but the term mixture has become current) have been extensive-
ly studied in the statistical literature. The properties of mixtures of two distributions have especially
been subject of study, including well-known distributions as the normal (e.g., Rao, 1948; for a review,
see Molenaar, 1965), the Poisson (Blischke, 1963; Rider, 1961), and the binomial (Blischke, 1962,
1963, 1964; Muench, 1936, 1938; Pearson, 1915; Rider, 1961). The last references have not been
noted in the literature about state models for mastery testing, nor the fact that the method of mo-
ments has been used on several independent occasions to obtain estimators for mixtures of two bi-
nomials with results applying to Emrick’s model.
For distributions with r unknown parameters, the method of moments consists of equating r
moments (preferably the first r) to their corresponding sample functions and solving this system of
equations for the parameters, provided, of course, that these r moments exist. Moment estimators are
usually comparatively simple and are consistent under very mild conditions (Rao, 1973, p. 351).
Assuming Equation 2 and denoting the sample size by m, it can be shown that for a mixture of
two binomials, the moment estimators are equal to
with
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and the restriction
(Blischke, 1962, 1964; see also Johnson & Kotz, 1969, sec. 3.11). Equation 12 is, up to the factor
(n - 1)... (n - k + 1), equal to the definition of the kth sample factorial moment, where U, denotes the
number of students in the sample with test score x = j ( j = 0, ..., n). The restriction in Equation 14 is
necessary to obtain solutions that are real valued and in the interval [0, 1].
Although moment estimators usually have an asymptotic relative efficiency less than 1, Blischke
(1962) has shown that a mixture of two binomials is an exception and that Equations 9 through 11 do
have an asymptotic efficiency equal to 1. This means that for n - 00 the efficiency of these estimators
tends to be equal to that of maximum likelihood estimators, which is the Cramer-Rao lower bound.
He has also shown that the limiting joint distribution of Equations 9 through 11 is the normal, with
first marginal moments equal to a, {3, and p, respectively, and a known, albeit tedious to compute,
variance-covariance matrix.
For data sets generally encountered in mastery testing, Equation 12 can be computed easily by
hand for k = 1, 2, 3. Once A has been calculated from Equation 13, Equations 9 through 11 give the
desired estimates.
The &dquo;Endpoint&dquo; Method
Reulecke (1977a) discusses Emrick’s model and proposes a method of estimation in which a is
treated as an a priori known parameter and {3 and ~ are estimated from the observed frequencies in
the right-hand tail of the sample distribution. His method for estimating {3 is exactly the same as the
one used by Muench (1936) for fitting mixtures of binomials to biological data; the terminology in this
paper will therefore be derived from Muench and this method will be called the &dquo;endpoint&dquo; method.
It is assumed in Reulecke’s method that the applicability of Emrick’s model is restricted to multi-
ple-choice items and that a can be treated as an a priori known parameter equal to q-’ (q being the
number of alternatives).
To estimate {3, the endpoint method assumes that the right-hand tail of the score distribution is
virtually unmixed and that U&dquo;_, and U&dquo; can therefore be considered to come from a single binomial
distribution with parameters {3 and n. Equating the ratio of these observed frequencies to the ratio of
their estimated expected frequencies yields
which, on solving for the endpoint estimator ø, results in
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(see also Reulecke, 1977b).
An estimate of p is obtained by Reulecke via
as
Note that there is no reason to restrict the applicability of the endpoint method to the right-hand
tail of the score distribution. When the items are not of the multiple-choice type, or the knowledge or
random guessing model on which a = q-’ is based does not hold for other reasons, a can be estimated
from the ratio of Uo to U, as
It is also possible, analogous to Equation 18, to derive a second endpoint estimator for JA from ir
and Uo. However, the problem this creates can be circumvented by using neither of the two and in-
stead by substituting a and P in the first moment equation:
To some extent this also circumvents another problem of endpoint estimation, namely, that it uses
only the observations in the two outermost categories and throws away the larger part of the data.
Endpoint estimators are thus inefficient and likely to yield, for the same sample size, larger errors of
estimation than estimators more fully exploiting the information in the sample. There is even a non-
zero probability of or (Uo + U, = 0), ~ (u&dquo;-l + Un = 0), or P (U&dquo; = 0) being undefined. Especially for
smaller samples and longer tests this might give rise to situations in which the endpoint method is un-
usable and, for example, moment or maximum likelihood estimation is still possible.
From Equations 16 and 19 it is clear that for all samples with (Uo + Ul) > 0 or (U-i + U,,) > 0, or
and P are in the interval [0, 1]. A comparable property, however, does not hold for Equation 18. For
example, when n = 10, m = 100, U9 = 20, and U,o = 6 (these two frequencies have a joint probability
of occurrence that increases as (3 and ~ approach 1), it appears that = 1.07. In such a case, it seems
natural to equate ~ to the maximum value of 1A, that is put p = 1.
A Monte Carlo Experiment
The properties of the moment and endpoint estimators were examined and compared with each
other, using monte carlo techniques. The two success parameters, the mixing parameter, test length,
and sample size (number of students) were varied, and for each combination the expected error of es-
timation and the risk function using squared error loss were computed. This was done for both the
model parameters to be estimated-a, {3, and p-and the optimal cutoff score, c*. All results reported
here are each based on 1,000 replications. Data were simulated with the aid of random procedures
from the NAG Fortran Library (1977).
Table 1 shows the results for the moment estimators with varying a and {3. The parameter values
for Table 1 have been chosen such that the extent to which Emrick’s model approaches the case of a
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Table 1
Results for Moment Estimators with Varying Success
Parameters and p = .70, n = 10, and m = 100
single binomial is systematically varied. As will be seen below, this is a crucial factor in interpreting
the properties of the various estimators. In all tables, E is a generic symbol for an error of estimation.
The results for a, (3, and A are extremely good, both according toEE andEE2. (The latter is more infor-
mative, of course, since it contains the square of the former as an additive component). An exception
must be made for A with (a, (3) = (.40, .60). This estimator is clearly more dependent on the difference
between the values for a and {3 than the estimators for these parameters themselves. Its results are
even worse than may seem at first sight. During the experiment account was kept of the number of
cases in which the inequalities in Equation 14 were not met. For the 12,000 replications in Tables 1
through 4, this happened only occasionally (131 times)’.
Most of these cases occurred for (a, (3) = (.40, .60), that is, for the situation in which Emrick’s
model approaches a single binomial. Whenever these inequalities were not met, Blischke’s advice was
followed and a single binomial was fitted with parameters a = ~3 = Fl and P = 1. With true parameter
value p, this can be expected to lead to a positive bias for A rather than the negative one shown in
Table 1. (EE and E£2 could also have been computed only for those cases satisfying Equation 14, pos-
sibly eliminating such biases, but the line of action chosen here was expected to be closer to the one
that will be pursued in practice.)
More important, perhaps, than the results for a, ~3, andp are the results for c*. Table 1 gives these
for a loss ratio A = 11/12 equal to .25, 1, and 4. It is important to note that these results should be eval-
uated against the test length n = 10 used in Table 1. Taking this into account, all results are excellent
with the exception of the risk for (.40, .60). A risk from 10 to 12 amounts to a standard error of esti-
mation between 3 and 4, and for a 10-item test this is too large to be practicable.
Results for the moment estimators with varying mixing parameters are given in Table 2. Going
from .50 to .90, there is a slight loss in efficiency. On the whole, however, the results for both the pa-
rameter estimates and 6* are extremely good. The difference in bias and risk between a and ft’ for
p = .90 may be explained by the fact that 12 of the 1,000 replications did not meet the inequalities in
Equation 14, and that putting a = ~ = F, for a data set with 1A = .90 introduces a larger bias in a than
in 
~. 
No such replications were encountered for y = .50 and p = .70.
Table 3 shows how the results for the moment estimators vary with test length. The general im-
pression is that the results are better the longer the test, and that even for a test as short as five items
1The center column is the same in Table 1 through 3 and serves as a benchmark.
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Table 2
Results for Moment Estimators with Varying Mixing
Parameter and a = 
.25, (3 = .75, n = 10, and m = 100
moment estimators are still usable for estimating Emrick’s model and for computing its optimal cut-
off score.
A comparable impression can be derived from Table 4, where results clearly show the previously
mentioned asymptotic efficiency of the moment estimators. It appears that c* shares this property for
the three loss ratio values.
The endpoint estimators showed less optimistic results. Both the estimators given in Equation 16
and 18 through 20 and the optimal cutoff scores that can be computed from these were checked.
From the great variety of parameter sets that were used, three were closer and are shown in Table 5 to
illustrate how wildly the endpoint estimators fluctuate and how inefficient they are. Parameter Set I
Table 3
Results for Moment Estimators with Varying Test
Length and a = .25, ~ = .75, p = .70, and m = 100
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Table 4
Results for Moment Estimators with Varying Sample
Size and a = 
.25, ~ = .75, u = .90, and n = 10
(a = .10, (3 = .90, IJ = .70, n = 10, m = 100) is the set with the best results. Its results can be compared
with those of the same parameter set in Table 1, but the moment estimators are nevertheless superior.
Especially the optimal cutoff score, il~ computed from ä, ~, and p, for which the results are given in
rows 5 through 7 of Table 5, is inferior to the cutoff score based on moment estimators, c*. It is inter-
esting to note that the estimator ~ given in Equation 20, which is based on or, (3, and the first moment
equation, displays a considerable improvement on p. As can be seen in the last three rows of Table 5,
substituting ~ instead of ~ into the optimal cutoff score results in a remarkable gain in efficiency. Pa-
rameter Set II (a = .25, ~ = .75, ~ = .70, n = 10, m = 25) was one of the poorest sets. It shows risk
values that cannot be tolerated in practice.
Results typical of what was normally encountered were obtained for Parameter Set III (a = .25,
(3 = .75, ~ = .50, n = 10, m = 100). The risk values are smaller than those for Set II but still too large
for practical purposes. It is also seen that ~ is here again an improvement on p.
The above impression of the endpoint estimators is still too optimistic. Just as in the case of the
moment estimators, account was kept of how often inadmissible endpoint estimates were met for the
various parameter sets. Unlike the moment estimators, where only an overall percentage of inadmissi-
ble estimates hardly exceeding 1% was found, the endpoint estimators p and ~ showed large numbers
of inadmissible values. Test length and the value of p proved to be especially critical. Percentages ex-
ceeding 20% or 30% were no exception. There was even a case with ~ _ .90 in which some 47% of the
replications yielded values for p larger than one. (In all these cases the estimators were set equal to
zero or one before entering the computations, so that Table 5 is based on these cases as well.)
A different problem was met with the endpoint parameters er and ~. As can be seen from Equa-
tions 16 and 19, these expressions are indeterminate whenever the tails of the sample distributions are
empty, that is, when Uo = U, = 0 and/or U,,-I = U. This happened especially for a and (3 values close
to each other, pi values close to one, small samples, and long tests. To give some examples: 8.8% for
y = .90 with a = .25, ~ = .75, n = 10, and m = 100; 15.9% for m = 25 with a = .25, (3 = .75, and
n = 10; and no fewer than 48% for n = 20 with a = .25, (3 = .75, ~ _ .70, and m = 100 (all percentages
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Table 5
Some Results for the Endpoint Estimators
representing the number of times Uo = U, = 0 was met during 1,000 replications). These cases have
been left out of consideration in Table 5.
Conclusion
From the monte carlo experiments it can be concluded that the moment estimators do very well in
nearly all situations. Best results were obtained for a and {3 values close to zero and one, respectively, p
values close to 
.50, long tests, and large samples. But even for 5-item tests and for sample sizes as
small as 25 examinees, results were obtained that are sufficiently accurate for use in practice. This is a
worthwhile property of moment estimators, since mastery tests are often said to be short and the sam-
ple of 25 examinees can be compared with a normal classroom size. Only one exception has to be
made, namely, when the a and {3 values approach each other and when Emrick’s model comes close to
the model of a single binomial. In that case ~, and hence 6*, lose their good properties and larger er-
rors of estimation are likely to occur. The endpoint estimators proved to be unsuited for practical ap-
plications. They fluctuate too widely, yield unreliable cutoff scores, and were in all cases much infer-
ior to the moment estimators.
Houang and Harris (1980) have reported on a monte carlo study of a constrained version of Em-
rick’s model in which a is set equal to 0 (leaving only two parameters to be estimated). They compared
the properties of four estimation procedures; two of these are Goodman’s proportional fitting algo-
rithm and the method of scoring for maximum likelihood estimation. Although the results were ob-
tained for different sets of parameters values and are reported using different statistics, the impres-
sion is that for comparable sets of parameter values, these estimators behave comparably to the
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moment estimators in this paper. In a companion paper (van der Linden, 1981b), moment estimators
are derived for the case where a may be treated as a known parameter. A replication of the present ex-
periment indicates that in this case the method of moment yields estimators that have most favorable
properties and hardly get &dquo;upset&dquo; when the model comes close to a single binomial.
Elsewhere, the author of the paper has compared latent class and trait models for mastery testing
and indicated that the latent class conception is akin to an all-or-none view of learning (van der Lin-
den, 1978). He also proposed to reparameterize the latent class model and expressed some criticism of
the interpretation of a and (3 as probabilities of guessing and forgetting, as given in Macready and
Dayton (1977). However, this does not apply to the interpretation of a and (3 as just two different prob-
abilities of a correct item response.
It is important to realize this when choosing a model for analyzing mastery tests. Emrick’s model
seems more realistic the more the instructional process results in a situation in which a mixture of two
homogeneous groups of examinees with different success probabilities can indeed be expected. This
siiuation will seldom be entirely reached. However, it may be that the educational tester is willing to
tolerate this in exchange for the simplicity of Emrick’s model, its elegant decision rule, and the fact
that its parameters can be easily estimated. The choice of a psychometric model often depends on
more factors than only the extent to which its assumptions are met.
During the monte carlo experiments it was observed that depending on test length, the optimal
cutoff score pertaining to Emrick’s model, c*, has the desirable property of being robust with respect
to the loss ratio. To illustrate this, a 20-item test with a = .25, ~ = .65, and y = .70 yielded c* = 9.3
for A = 2, differing only slightly from the value c* = 9.9 obtained when the loss ratio was reduced by a
factor of 4 to A =1/2. In practice, with test scores taking only integer values, this implies that for both
loss ratios the same decisions will be made. This robustness follows from the fact that in Equation 7
the influence of A is mitigated by the factor 1/n. (For a discussion of the importance of robust decision
rules with respect to loss functions and other models having this property, refer to van der Linden,
1980.)
In concluding, it is noted that other estimators for mixtures of binomial distributions, such as
minimum X2 estimators and estimators by LeCam’s procedure and Neyman’s linearization technique,
are available and have been examined by Blischke (1964). Blischke has also reported empirical results
from a modest experiment in which, for only two sets of parameter values, the properties of minimum
X2, LeCam’s, and moment estimators for mixtures of two binomials were compared. That the results
show considerably more bias and less efficiency for each of these estimators than has been found for
the moment estimators in this paper may be due to the use of too small a number of iterations (name-
ly, 105). The estimators discussed by Blischke have been left out of consideration here because they
involve iterative computations and by no means yield &dquo;quick and easy&dquo; estimates. It is recalled, how-
ever, that the rate of convergence of such estimation procedures heavily depends on the quality of the
initial guess used. The results in this paper demonstrate that moment estimates can excellently be
used for this purpose as well.
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