Abstract：In this paper we propose a numerical method based on the splitting strategy to solve the Cheeger cut model. In order to improve the classification results, we propose a new self-tuning strategy to choose a robust scaling parameter. Some numerical examples are arranged to illustrate the efficiency of our proposed method.
Introduction
Data classification is of an important topic in machine learning and computer vision. Some original clustering techniques aiming to data classification were based on the combinatorial normalize/ratio graph cut problem [10] . These techniques tend to find the second eigenvector or the first k th eigenvectors of the unnormalized and normalized graph Laplacians based on some suitable relaxations. Recent ideas were extended to the standard graph Laplacian such as graph p -Laplacian [4, 9] , where they showed that using a ratio of p -homogeneous functions leads quite naturally to a nonlinear eigenvalue problem associated to a certain nonlinear operator. Furthermore, Hein and Buhler [7] noticed that the graph p -Laplacian approximates to the Cheeger cut when 1 → p . Unlike other graph-based approximation/relaxation techniques, this approximation can be obtained any arbitrarily exact. This observation theoretically and practically thus starts a direction for spectral clustering techniques based applications.
Following the work in the Cheeger cut problem [7] , Bresson et al. [12, 3] recently proposed to first introduce some constrained variables and then to use an operator splitting method. Since these subproblems could be efficiently solved by using the classical optimization methods such as the splitting method and the augmented Lagrangian method, they gave some efficient numerical results. In this paper we also consider the relaxation strategy following the work in [12, 3] . Differentially, we use the penalty method to solve it by introducing a variable substitution. Furthermore, we propose a new and more robust scaling parameter to improve the effectiveness of classification. Some numerical compares are arranged to illustrate the effectiveness of our proposed method.
The rest of this paper is organized as follows. In section 2 we proposed a numerical method to solve the Cheeger cut model. We give some numerical comparisons to illustrate the efficiency of our proposed method
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The problem (2.2) is actual the fractional programming problem. However, as the usual drawbacks of the fractional programming problem, there is no direct algorithm for guaranteeing to get the global solution of (2.2), which urges us to consider the following parametric problem
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Obviously the set 1 C is a bounded close convex set, then the problem (2.6) has at least one global solution denoted by x . However, the problem (2.6) includes two non-smoothing terms, which is not to be solved. With the help of an auxiliary variable y , we can transfer to consider 
Conclusion
In this paper we proposed a splitting method to solve a balanced data classification problem. In order to improve the numerical results, we also propose a new self-tuning strategy for choosing suitable scale. Some numerical examples were arranged to illustrate the efficiency of our proposed method. However, we also noticed that our method did not efficiently deal with the more complicated data. In the future we will further consider some new numerical models or methods to improve the classification results.
