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Veselago lens focusing in graphene p-n junction is promising for realizations of new generation
electron optics devices. However, the effect of the strain-induced Aharonov-Bohm interference in a
p-n junction has not been discussed before. We provide an experimentally feasible setup based on
the Veselago lens in which the presence of strain can result in both the valley-dependent Lorentz
force and Aharonov-Bohm interference. In particular, by employing the Green’s function and tight
binding methods, we study the strain induced by dislocations and line defects in a p-n junction and
show how the resulting Aharonov-Bohm phase and interference can be detected. Furthermore, for a
different strain configuration, e.g. corresponding to corrugated graphene, we find strong signatures
of valley splitting induced by the fictitious magnetic field. Our proposal can be useful for mapping
elastic deformations and defects, and for studying valley dependent effects in graphene.
I. INTRODUCTION
Two dimensional materials, like graphene and several
others, can lead to realizations of optoelectronic devices
operating at much higher frequencies compared to con-
ventional devices [1, 2]. A lot of theoretical and exper-
imental research efforts have concentrated on graphene
as it exhibits the half integer quantum Hall effect, non-
zero Berry curvature, high mobility charge carriers (100
times higher than in Silicon), and other unique proper-
ties [3–6]. It has been shown that CMOS devices made
out of graphene are superior compared to the best silicon
devices of the same size [5–7]. The lack of bandgap, as
conduction and valence bands touch each other at the
Dirac point, makes graphene implausible for device ap-
plications. Nevertheless, by using several state-of-the-
art engineering techniques, one can easily open small
bandgaps. For example, bandgap opening is achieved
by considering the effect of spin-orbit coupling, or rip-
ples and strain. Spintronics devices made from graphene
nanoribbons possess a larger band gap opening at Γ-
point [8–13].
Graphene can be also used for realizations of electron
optics devices, e.g., the transmission electron microscope.
Here, a fine focusing of classical electron-hole trajectories
can be achieved by making devices out of graphene p-n
junctions [14–19]. The electric field control of electron-
hole charge carriers in a transparent graphene p-n junc-
tion can utilize the idea of optical refraction at inter-
faces, where graphene acts as a material that possesses
properties of metamaterials with negative refractive in-
dex [16, 20–22]. The negative refractive index arises in
graphene p-n junction because the group velocity of elec-
trons in the conduction band is opposite in direction to
that of holes in the valence band.
The non-vanishing strain in graphene can induce ficti-
tious vector potentials and gauge fields [23–26] and it
can be utilized to measure the Aharonov-Bohm (AB)
interference [27, 28]. Quantum interference phenom-
ena can be revealed in mesoscopic conductivity measure-
ments in a variety of setups [29–34]. The effect of the
Pancharatnam-Berry phase on the Veselago lens focus-
ing in the armchair and zigzag graphene nanoribbons
has been studied theoretically [20]. A possibility of spa-
tial valley separation in electron-hole beam focusing in
strained graphene p-n junctions has been suggested [35].
There is a variety of ways to control strain in graphene.
Both in-plane and out-of-plane components of strain ten-
sor in graphene can be controlled in a desired fashion by
applying in-plane and out-of-plane deformations [36–39]
or by creating dislocations [40–43] or line defects [44–
46]. A substrate (e.g. SiC) can induce a large strain
due to lattice mismatch between graphene and the sub-
strate [47, 48]. Furthermore, applying compressive ten-
sile edge stress through the armchair and zigzag bound-
aries can also lead to the formation of ripples and wrin-
kles [37, 39, 49–51]. Dangling bond sites at the edge of
graphene can lead to the formation of edge strain due to
adsorbtion of different organic materials [52, 53]. Uni-
axial strain in graphene can be induced by bending the
substrate on which graphene is grown [54]. Biaxial, lo-
calized strain can be induced by the atomic force mi-
croscope or scanning tunneling microscope tips [55, 56].
Tunable biaxial tensile and compressive strain can also
be induced by growing graphene on a piezoelectric sub-
strate and by controlling the bias voltage [57]. Finally,
tensile or compressive biaxial strain in graphene can be
induced by employing the thermal expansion coeficient
mismatch between the graphene and the substrate (e.g.
SiC) [58, 59].
In this paper, using the Green’s function and tight
binding methods, we show that Veselago lens can be used
for mapping strain, e.g., produced by in-plane ripples,
line defects and dislocations [28, 40–46, 60–62]. The pres-
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FIG. 1. (a) A schematic setup for inducing valley splitting in Veselago lens via corrugated strain along x-direction. (b) The
distribution of strain εxx = −Aq sin(qx) in p-region. (c) Simulations of electron-hole beams trajectories in the presence of
fictitious magnetic field. The black lines show the trajectories of holes for K′ valley while magenta lines for K valley. The
dimensionless parameters are chosen as E=2U0 with U0 = 2E with E = 2, A = −0.07, q = 0.63. The values of dimensionless fic-
titious magnetic field are encoded in the background colors, and are in the range given by BsaL/βφ0=(min,max)=(-0.028,0.028)
where Bs = 8.1T for L = 100nm.
ence of strain leads to a fictitious vector potential which
in turn can lead to a Lorentz force and to accumulation of
the Berry phase. Below, we show that both effects can be
separately identified in a graphene p-n junction. To this
end, we first study the valley separation and signatures
of strong Lorentz force in the trajectories of graphene
holes and electrons subjected to strain, e.g. in corru-
gated graphene [60], which could have implications for
the field of valleytronics. Next, we study the Berry phase
accumulation in a setup containing line defects and dislo-
cations and provide an experimental setup for AB phase
measurement by employing the Veselago lens focusing.
The paper is organized as follows. In Sec. II, we provide
a detailed theoretical formulation of the Green’s function
approach applicable to a strained graphene p-n junction.
We then study the effect of strain on the diffraction pat-
terns of charge carriers in such graphene p-n junctions.
First, we show how strain engineering can lead to val-
ley splitting. The Green’s function approach is further
used to describe the AB phase for strain induced by line
defects or dislocations. We also perform tight binding
simulations to confirm our predictions numerically. In
Sec. III, we give our conclusions.
II. STRAINED P-N JUNCTION
In this section, we study a strained graphene p-n junc-
tion and try to identify signatures of the fictitious Lorentz
force (see Fig. 1) and Berry phase (see Figs. 2 and 9).
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FIG. 2. Schematics of a graphene sheet with a p-n junction
at x = 0. The strain is induced by a graphene insertion
shown as a filled rectangle. Dislocations in graphene result
in insertions (or cuts) described by the Burgers vector, e.g.,
~b = n~a1 + m~a2, where ~a1 and ~a2 are translation vectors of
graphene lattice. A chemically induced line defect can also
result in the deformation shown in this figure.
In the continuum limit, after expanding the momentum
close to the K(K ′) point in the Brillouin zone, the Hamil-
tonian for pi electrons at the K(K ′) point in strained
graphene sheet with zigzag edge reads as [63]:
H = vF (σxPx + τσyPy) + U(x), (1)
3where P = p − eA with p = −ih¯∇ be-
ing the canonical momentum operator and A =
βφ0 (−2εxy, εyy − εxx, 0) /a is the vector potential in-
duced by strain tensor, φ0 = 2pih¯/e is the fundamental
unit of flux, εij = 1/2[∂jui + ∂iuj + (∂ih)(∂jh)] is strain
tensor expressed in terms of in-plane and out-of-plane
displacements, u and h, and τ = ±1 for the K(K ′) val-
ley [63, 64]. Here U(x) = 0 for x < 0 and U(x) = U0 for
x > 0, a is the lattice constant, β = −∂ ln t/∂ ln a ≈ 2 de-
scribes the change in the hopping amplitude as the bond
length changes and t is the nearest neighbor hopping pa-
rameter.
In this paper, we limit our consideration to pure in-
plane deformations; however, a case with more general
strain should lead to similar physics. To get a clear
signature of the Lorentz force, we consider strain along
x-direction, as shown in Fig. 1, (i.e., only ux is non-
vanishing) which leads to the valley splitting. Experi-
mentally, such strain can be realized in an armchair cor-
rugated graphene nanoribbon [60]. To get clear signa-
tures of the Berry phase, we consider strain induced by
dislocations or line defects, as shown in Fig. 2, which
results in the AB-like interference effects.
Throughout the paper, we use dimensionless parame-
ters as follows: x˜ = x/L, y˜ = y/L, x˜s = xs/L, k˜y = kyL,
E˜ = ELι/h¯vF with ι = h¯vF /E0L, U˜ = U0Lι/h¯vF
and Ψ˜ = E0L
2Ψ. Here L is the width of the graphene
nanoribbon and E0 is the typical energy scale of the prob-
lem.
A. Valley splitting due to Lorentz force
To identify the effect of strain, we consider the eigen-
value problem, HΨ = EΨ, where the spinor wavefunc-
tion of Hamiltonian (1) can be written as, Ψ (r) =
exp (ikyy)
(
ΦA (x) ΦB (x)
)T
. Thus from (1), we write
two coupled equations as
−ih¯vF (∂x + τky + βεxx/a) ΦB = (E − U0) ΦA, (2)
−ih¯vF (∂x − τky − βεxx/a) ΦA = (E − U0) ΦB . (3)
Now, we apply operator −ih¯vF (∂x + ky + βεxx/a) from
left in (3) and write a single decoupled second order par-
tial differential equation as:
∂2xΦA = −
[(
E − U0
h¯vF
)2
− k2y − exx −
β
a
χ(x)
]
ΦA, (4)
where exx = (βεxx/a)
2
+ τ2βεxxky/a, and χ(x) =
−Aq2 cos(qx). Also εxx = ∂xux, where ux = A cos(qx)
with A being the amplitude of the ripple wave and
q = 2pi/λ, where λ is the wavelength of the ripple wave.
Here the non-vanishing strain induces fictitious magnetic
fields [37, 60, 63]. When the fictitious magnetic fields are
comparable to 50 T, they induce Landau levels [60, 61].
In the opposite limit of weak fictitious magnetic fields
considered here, one can write the solutions of Eq. (4)
in terms of semiclassical trajectories [28]. We intro-
duce source term, J(x) = (α1 α2)
T δ(x − xs), in (1)
and write its solution in terms of Green’s functions [21],
Ψ(x) = G(x, xs) (α1 α2)
T , where α1 and α2 are constants
and
G(x, xs) =
i
4piι2
∫ km
−km
dky
(
ei(φ−θ)/2 e−i(φ+θ)/2
ei(φ+θ)/2 e−i(φ−θ)/2
)
× 1
cos((φ+ θ)/2)
eiS(ky,x,y)/ι. (5)
Here km is the maximum value of ky, φ and θ are angles
made by incident electrons and transmitted holes at the
interface and ι = h¯vF /E0L is a constant. The classical
action, S(ky, x, y), is written as
S(ky, x, y) = −xs
√(
E
h¯vF
)2
− k2y −
∫ x
ph(x)dx+ yky,
(6)
where
ph(x) =
√(
U0 − E
h¯vF
)2
− k2y − exx −
β
a
χ(x). (7)
In the scattering process, the momentum along
y-direction is conserved. Thus, we can write,
∂kyS(ky, x, y) = 0 and find the semiclassical trajectories
of the beams as
y = −xs ky√
(E/h¯vF )
2 − k2y
− ∂ky
∫ x
0
ph(x)dx. (8)
For the strain in p-region in the vicinity of interface (x =
0), we have εxx = 0 and ∂xεxx = −Aq2. Thus, we can
write Eq. (8) as [35]
y = −xs tanφ− x tan θ, (9)
where
tanφ =
ky√
(E/h¯vF )2 − k2y
, (10)
tan θ = − ky√
((U0 − E)/h¯vF )2 − k2y + τAq2
. (11)
The strain induced magnetic field can modify semiclassi-
cal trajectories and induce valley splitting due to the ac-
tion of the valley dependent Lorentz force. The schematic
diagram for valley splitting of the beams is shown in
Fig. 1(a), where the strain is applied to the whole p-
region through the bottom gate while preserving the mo-
mentum, py = h¯ky, along the y-direction. The distribu-
tion of strain in the p-region is shown in Fig. 1(b). The
strain engineering of such kind at the device level is ex-
perimentally feasible in graphene nanoribbons [60]. Note
that the particle trajectories corresponding to the Dirac
points K and K ′ experience equal but opposite fictitious
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FIG. 3. Diffraction patterns of particle density for unstrained in (a,d,g) and valley separation due to applied strain in (b,e,h)
near hole focal point in graphene p-n junction. The cross section plot in (c,f,i) along y-direction at the dotted lines captures the
maxima of the particle density. Here we have chosen the dimensionless parameters, A = −0.07, q = 0.63, ι = 0.0639, U0 = 2E
with E = 2 in (a,b,c), E = 2, U0 = 4.5 in (d,e,f) and E = 2, U0 = 3.5 in (g,h,i). For graphene p-n junction, these numbers
correspond to E = 203 meV and L = 100 nm.
magnetic fields. This unique behavior leads to valley
splitting of the trajectories in the Veselago lens focusing
in the setup shown schematically in Fig. 1(a). Simula-
tions of particle trajectories obtained from the semiclas-
sical action in the presence of fictitious magnetic fields
are shown in Fig. 1(c). The fictitious magnetic fields are
shown in the background image in Fig. 1(c). As can be
seen in Fig. 1(c), we find the valley splitting due to the
Lorentz force induced by fictitious magnetic fields.
In Fig. 3, we provide the simulation results for the
diffraction patterns in the p-region for unstrained (upper
panel) and strained (lower panel) cases. As can be seen
in Fig. 3(a) for unstrained symmetric case (U0 = 2E),
a symmetric diffraction pattern, i.e., the ideal case for
hole focusing, is observed. For asymmetric cases of un-
strained graphene (U0 > 2E or U0 < 2E), we find the
caustics to the right and to the left of the focal point in
Figs. 3(d) and 3(g), respectively. The caustics arise when
the classical trajectories have an envelope. By consider-
ing strain in the p-region for symmetric case, as shown in
Fig. 3(b), in addition to the valley splitting, we also ob-
serve caustics. These can be also seen in Fig. 1. For the
strained, asymmetric cases (U0 > 2E, or, U0 < 2E) in
Fig. 3(e,h), we again find valley splitting and somewhat
deformed pattern of caustics.
In Figs. 4, 5, and 6, we investigate the evolution of the
caustics for different magnitudes of strain. For symmetric
case (U0 = 2E) in Fig 4, we find that the caustics accom-
pany the valley splitting in agreement with the diffrac-
tion patterns calculated earlier. For asymmetric case in
Figs. 5 (U0 > 2E) and 6 (U0 < 2E), we observe the
deformation of caustics by the effect of strain. This de-
formation can be significant for larger strain (Bs > 8T ),
resulting in the valley separation.
Finally, we note that the validity of semiclassi-
cal approximation requires electron wavelength, λe =
2pih¯vF /E << `B , where `B =
√
(h¯/eBf ) is the magnetic
length induced by fictitious magnetic fields. For param-
eters chosen in our calculations, we estimate λe ∼ nm
and `B ∼ µm where E approximately corresponds to the
Fermi energy at room temperature as in most experi-
ments [61]. The system size is also chosen to be much
larger than λe.
B. Aharonov-Bohm phase
To study signatures of strain-induced AB-like phase,
we consider strain produced by an insertion shown in
Fig. 2, which could be a result of a dislocation [40–43] or a
line defect [44–46]. To account for the physics associated
with AB phase, we write the components of effective in-
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FIG. 5. The parameters and strain magnitude are chosen the same as in Fig. 4 but E =2 and U0=4.5. The fictitious magnetic
field due to strain leads to the valley splitting and modifies the caustics pattern.
plane displacement in polar coordinates as
ur =
by
2pi
(pi − |θ|) sign θ, (12)
uϑ =
bx
2pi
(pi − |θ|) sign θ, (13)
where the polar angle θ is measured from the insertion,
and ~b describes the insertion (see Fig. 2). One can notice
that the vector potential corresponding to Eqs. (12) and
(13) results in an AB-like phase. When the insertion
results from a dislocation in a graphene layer, we get
~b = n~a1 + m~a2, where ~a1 and ~a2 are translation vectors
of graphene lattice. In what follows, we will characterize
dislocation defects by two numbers as (n,m). The Berry
phase corresponding to a dislocation defect when β = 0
then becomes [27]
Φ = K± · b, (14)
where we introduced the vectorsK+ = K
′ andK− = K
to characterize the two valleys. We note here that the
Berry phase flips the sign depending on the valley and
only the phases given by 2pi/3 or −2pi/3 can be accumu-
lated on defects induced by dislocations [27]. We argue
that other non-quantized phases may be accumulated in
the setup shown in Fig. 2 due to strain. To account for
such situations, we also consider arbitrary, non-physical
values of b. Furthermore, we note that the strain-induced
Berry phase can combine with the real AB phase due to
a magnetic field flux [27].
We now discuss the effect of the Berry phase in the
setup shown in Fig. 2. The semiclassical trajectories with
ky > 0 accumulate (+Φ/2) AB-like phase but trajectories
with ky < 0 accumulate (−Φ/2) AB-like phase. When
the two beams are recombined at the focal point, the
total wavefunction has the form
Ψ = ψ1 exp(iΦ/2) + ψ2 exp(−iΦ/2), (15)
where ψ1/2 = G(x, xs)(α1 α2)
T is the Green’s function
calculated without strain. It is clear that by tuning the
phase, Φ, we can tune the system between destructive
and constructive interference. This approach is well jus-
tified for trajectories away from the center region. Fur-
thermore, for a typical system size the role of trajectories
passing through the center is negligible. We also confirm
the validity of such semiclassical approximation by per-
forming the tight binding simulations of transport in the
presence of strain using Pybinding [65] and Kwant [66]
packages.
In Fig. 7, we plot the results of semiclassical calcula-
tions for the particle density in the vicinity of the focal
point for three cases demonstrating the destructive and
constructive interference: (a) zero flux, (b) pi-flux and
(c) 2pi-flux. Here for simplicity we assume that electrons
are valley polarized. Evidently, we find destructive in-
terference patterns for pi AB phase, and constructive in-
terference patterns for 2pi AB phase. The phase shifts
for constructive and destructive interference patterns are
also reflected in Fig. 7(d). This shows that realization of
AB phase in Veselago lens focusing by strain engineering
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FIG. 7. Diffraction patterns of the particle density for van-
ishing vector potentials (i.e., having no AB phase) in (a),
pi AB phase (i.e., destructive interference) in (b), and 2pi AB
phase (i.e., constructive interference) in (c). The cross-section
plot of particle density along y-direction passing through the
focal point is shown in (d), which also captures the maxima
of particle density in (a), (b) and (c). The dimensionless pa-
rameters are chosen as ι = 0.0464 and U = 2E = 4. For the
case of realistic graphene p-n junction, these dimensionless
numbers correspond to L = 200 nm and U0 = 2E = 0.28 eV.
is experimentally feasible. Here the constructive and de-
structive interference patterns can be observed by tuning
mechanical properties of strain in a controllable way, for
example, by controlling the chemical line defects [44–46]
and dislocations [40–43].
C. Tight-binding approach
We now simulate the behavior of charge carriers in a
graphene p-n junction using a lattice model of graphene
in a tight-binding approach for transport calculations im-
plemented in Kwant [66] package. We simulate a two-
terminal system schematically shown in Fig. 8 where the
injected electrons have no valley polarization. Thus, here
we show that interference can be also demostrated on
electrons with no valley polarization. Electrons are in-
jected into the device through a narrow lead and then
lead 0 lead 1
FIG. 8. Schematics of a graphene p-n junction with attached
leads. The hole region is shown by dark red with a wide
infinite lead while the electron region is shown by dark blue
with a narrow infinite lead. A dislocation in the center of the
figure corresponds to the Berry phase Φ = ±2pi/3.
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FIG. 9. Diffraction patterns of the particle density obtained
by the tight-binding simulations for vanishing strain in (a),
and for a strain corresponding to a (2, 0) dislocation with the
Berry phase Φ = ±2pi/3 in (b). The plots correspond to
U0 = 2E = 0.2t where t =2.8 eV is the hopping parameter.
collected through a drain lead. The strain is applied to
the system using tools included in a Pybinding code [65].
It is customary to express transport responses in terms
of the retarded (advanced) Green’s functions:
Gr(a)(E) = [E −H − Σr(a)]−1, (16)
where the tight-binding Hamiltonian only accounts for
the central region while coupling to the leads is included
in the self-energy Σr(a). At zero temperature, the con-
ductance can be calculated from the expression;
G =
e2
h
Tr[ΓrG
rΓlG
a], (17)
7where Γl(r) = i(Σ
r
l(r) − Σal(r)) corresponds to the broad-
ening due to the left (right) lead. For the purposes of
demonstrating the Veselago lens effect, one can also con-
sider the electron density response to electrons injected
through a narrow lead. Here we calculate such response
given by
δρ(i) =
e2
2pi
Tr[GrΓlG
a]ii, (18)
where the trace is taken over a unit cell and the index i
enumerates unit cells.
In Fig. 9, we plot the local particle density calculated
for the strain magnitude corresponding to a dislocation
(see Fig. 2). The accumulated Berry phase, Φ = K± · b,
combined with the strain induced phase clearly leads to
interference at the focal point of the Veselago lens. In
Fig. 9(b), the insertion corresponds to (2, 0) dislocation
resulting in the Berry phase Φ = ±2pi/3. One can see a
clear destructive interference pattern at the focal point.
Finally, we also observe the recovery of the peak at the
focal point for a (3, 0) dislocation (not shown in the fig-
ure). Our results are consistent with the semiclassical ap-
proach, as discussed in details in the previous sub-section.
III. CONCLUSION
We have shown that the presence of strain can lead
to a Lorentz force and accumulation of the Berry phase
in a Veselago lens based graphene p-n junction. We
have shown that both effects can be separately identi-
fied. In particular, we have demostrated the valley sepa-
ration and signatures of strong Lorentz force in the tra-
jectories of graphene holes and electrons in corrugated
graphene [60], which could have implications for the field
of valleytronics. The valley split current can be fur-
ther measured in a setup similar to Ref. [14]. We have
also demonstrated how the same p-n junction can be
used to study the Berry phase accumulation in a setup
containing line defects and dislocations. This analog of
the Aharonov-Bohm phase can be identified by observ-
ing interference patterns, and in the presence of the real
magnetic field will also have additional component cor-
responding to the real field. Our ideas can lead to exper-
iments in which one can map the strain by analyzing the
interference patterns in electron optics devices. In addi-
tion, the signatures of Lorentz force in the trajectories
of graphene holes and electrons can have implications for
the field of valleytronics.
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