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Abstract 
Let g(k) be the smallest integer n for which there are n planar points each of which has k others equidistant 
from it. Every equilateral triangle realizes g(2) = 3. We prove that g(3) = 6, g(4) = 8 and g(5) < 16. Every 
realizer of g(3) = 6 consists of the vertices of two similarly-oriented equilateral triangles of side length d with 
distance d between each vertex of a triangle and its congruent twin in the other triangle. Our constructions for 
k = 4,5 feature squares and equilateral triangles. 
1. Introduction 
Let f(n) be the largest integer k such that each of some n points in the plane has k others equidistant 
from it. We have f(2) = 1, f(3) = 2, f(4) = 2 (see Fig. 2 in ErdBs and Fishburn [2]: an example is the 
first drawing in the next section) and, by our new results for g, f(5) = 2, f(6) = f(7) = 3, f(8) = 4 
and f (16) 3 5. It follows easily from an fi x fi square lattice [l] that 
n c/logkzn < f(n) 
for some c > 0. Path has noted [3] that f(n) < cn2j5 for some c > 0 can be deduced from a result in 
Path and Sharir [4], and ErdSis offers $500 for a proof that f(n) < nE for every E > 0 and n > no(z), 
but only $50 for a counterexample. 
We focus here on the partial inverse g of f where g(k) is the smallest n for which there are n points 
in the plane each of which has at least k others equidistant from it. Different k-replicated distances can 
be used for different focal points among the n. We will concentrate on small lc but hope to motivate 
attention to large k. A primary question is whether the exponent in g(k) > ck5/* by Path’s observation 
can be increased. 
Clearly, g(1) = 2 and g(2) = 3. The seven-point example of the center and vertices of a regular 
hexagon has k = 3, but we can do slightly better. 
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Fig. 1. Solutions for g(3) = 6: 0 < 0 < 30”. 
Theorem 1. g(3) = 6. Each of six planar points has three others equidistant from it if and only if the 
points are the vertices of two congruent and similarly-oriented equilateral triangles, and the distance 
from each vertex of one triangle to some vertex of the other equals the side length of the equilateral 
triangles. 
See Fig. 1. We say that two point sets in the plane are similar if one can be mapped into the other 
by rotation about a point, reflection about a line, translation and uniform resealing. Up to similarity, 
Theorem 1 implies that all realizations of g(3) = 6 form a continuum of six-point sets, one for each 
6’ on Fig. 1 with 0 < 0 < 30”. Rotation at 8 = 30” yields the picture on the right of the figure. 
When 0 = 0, two vertices coincide, and Theorem 1 implies that it is impossible to add a sixth point 
to the resulting five so that k = 3 for all six. We reformulate and generalize this corollary as a lemma 
that will play a major role in the proof of Theorem 1. 
Lemma 2. If f our of six points in the plane form the vertices of two equilateral triangles with a 
common side, then one of the six does not have three others equidistant from it. 
Fig. 2 gives our basic constructions for k = 4 (top) and k = 5 (bottom). We denote by Si a subset 
of k points that are equidistant from point i. The top drawing has four congruent equilateral triangles 
within the larger square; the triangles surround an inner square. The bottom drawing uses two copies 
of the top figure that have the same center and orientation but different scales. The scale ratio of the 
outer to inner copy is 1 + a. 
It is easily seen that the S’i of Fig. 2 are valid, so g(4) < 8 and g(5) < 16. We conjecture that, 
up to similarity, the top drawing in Fig. 2 identifies the only eight-point set in which every point is 
equidistant to four others, but will prove only g(4) = 8. 
We first heard about the eight-point configuration on the top of Fig. 2 from Heiko Harborth. Note 
that it uses different distances for the inner and outer points to verify k = 4. It is easily proved that 
more than eight points are needed for k = 4 when the same distance is used from every point for the 
replications. The top drawing of Fig. 4 shows that n = 9 suffices for 
the possibility for large k that the asymptotic behaviors of g and its 
different. 
this restricted case. This suggests 
same-distance restriction may be 
Theorem 3. g(4) = 8. 
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S, = (2,4,7,83 
S, = (1,4,6,81 
S, = (2,4,7,8,11) 
S, = (1,4,6,8,15) 
S, = {1,10,12,15,16) 
S,, = (5,9,12,14,16} 
a I . 
Fig. 2. Constructions for g(4) < 8, g(5) 6 16. 
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Theorem 3 is proved in Section 3 after we verify g(3) = 6 and Lemma 2 in Section 2. The rest of 
the proof of Theorem 1, which is case intensive, is outlined in Appendix A. Section 4 concludes the 
paper with a brief discussion. 
In the ensuing sections, { 1,2, . . . , n} is our basic point set and ij denotes the Euclidean distance 
between i and j. Subsets of {1,2,. . . , n} are often written without parentheses, and * denotes an 
unidentified point. Thus 25** is a four-point set consisting of 2, 5 and two other points. We refer to 
a set S of k points equidistant from i as i’s equidistant set and denote this by 
i + S with i 4 S. 
For example, 2 -+ 134 means that 12 = 23 = 24, and 3 + 25~ indicates that 2, 5 and two other 
points are equidistant from 3. 
2. Proof of g(3) = 6 and Lemma 2 
The following elementary observation will be used shortly. 
Lemma 4. At most one point is equidistant from three others. 
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We begin with the proof of g(3) = 6. Fig. 1 shows that g(3) 6 6, and g(3) > 4 is obvious. We 
suppose that g(3) = 5 and obtain a contradiction. 
Under the supposition that g(3) = 5, it is easily seen that no point in { 1,2,3,4,5} is equidistant 
from the other four. It follows that each point in { 1, . . . ,5} is in exactly three of the five equidistant 
sets Sr , . . . , S’s for k = 3. By Lemma 4, we assume without loss of generality that 1 + 234 and 
5 + 123. Then 5 is in the equidistant set of each of 2, 3 and 4, and 4 must be in the equidistant sets 
of 2 and 3. We have 
1+234 
2+45* 
3+45* 
4-+5** 
5 + 123. 
Because 2 and 3 are interchangeable in this picture, and 1 must be in S2 U S’s, assume without loss of 
generality that 2 -+ 45 1. Then 1 4 S’s by Lemma 4, so 1 E S2 fl S’4 fl S’s, and 2 E S3. The complete 
picture is 
1 -+ 234, 2 + 145, 3 + 245, 4 + 135, 5 + 123. 
This implies that all 10 interpoint distances are equal, which is impossible. Hence g(3) # 5, and we 
conclude that g(3) = 6. 
For Lemma 2, assume that points 1, 2, 3 and 4 are the vertices of congruent equilateral triangles 
with common side [2,4]: 
We have 2 + 134 and 4 -+ 123, and are to prove that if 5 and 6 are two other points then one of 
1, 3, 5 and 6 cannot have three others in { 1,2,3,4,5,6} equidistant from it. 
Suppose otherwise, so that each of the six points has a three-point equidistant set. We can then 
assume that either 1 --+ 245 or 1 -+ 356, and that 3 + 245 or 3 + 246 or 3 + 156. If both 1 -+ 356 
and 3 -+ 156 then 5 and 6 are on the line through 2 and 4, one above 2 and one below 4, and neither 
5 nor 6 has a three-point equidistant set. Hence either 1 + 356 or 3 f, 156, and we assume further 
without loss of generality that 1 --+ 245. 
Given 1 --+ 245, suppose 3 -+ 156. Then 5 is an intersection point of the radius 12 circle centered 
at 1 and the radius 13 circle centered at 3, and therefore 5 has different distances to each of 1, 2, 3 
and 4, a contradiction. By Lemma 4, this forces 3 + 246: see Fig. 3. 
It follows that 5 is not equidistant from 1 and 3 (points 2 and 4 cover the available positions), or 
from 2 and 3, or from 3 and 4, or from 2 and 4 (then 5 could not have that same distance to 1, 3 
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Fig. 3. 
or 6), or from 1 and 2 (which would place 5 at Z, force 5 + 126, 
from 1 and 4. So 5 has different distances to each of 1, 2, 3 and 4, 
Lemma 2 is complete. 
3. Proof of Theorem 3 
and make 6 coincide with 2), or 
a contradiction, and the proof of 
We prove g(4) = 8. Fig. 2 shows that g(4) < 8, and g(4) > 6, else deletion of one point would 
give the contradiction that g(3) < 5. It remains to show that g(4) # 7. 
Suppose g(4) = 7. We give a short proof and a longer proof that yield contradictions to g(4) = 7. 
The short proof observes that if any one of the seven points is deleted, what remains must realize 
g(3) = 6. However, it is impossible to add a seventh point to the six in Fig. 1 so that every six of the 
seven have the configuration required by Theorem 1. This completes the short proof. 
Because the preceding proof uses the full force of Theorem 1, we give a longer proof that does not 
rely on the extensive analysis for Theorem 1 outlined in Appendix A. Given g(4) = 7, let ,S’i denote 
a four-point equidistant set for i. By Lemma 4, 
lSinSjl <2 wheneveri#j. 
Let 
Then t E {4,5,6}. We consider the possibilities. 
Suppose t = 6. Assume for definiteness that 7 E niG6 Si. Then another point, say 6, must be in at 
least four Si, so we can presume that {6,7} E St n Sz tl S3. Then one of the other five points must 
be in two of St, S2 and Ss, a contradiction to ISi n Sj 1 < 2. 
Suppose t = 5. Assume that 7 E &s Si. If 6 is in more than three Si, we get a contradiction as in 
the preceding paragraph. So assume that 6 is in fewer than four Si. In fact, 6 is in exactly three S,, 
else some point other than 7 would be in five Si and force a contradiction of (Si n S’,j 6 2. At this 
stagewecanpresumethatl+67**, 2+67**, ~ES,IIS’~~S~,~$S~US~US~~~~~ES’~.W~ 
have 
3 -+ 7*** 
4 + 7*** no * = 6. 
5 -+ 7*** 
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If 1 or 2 appears in all three of S 3, S4 and S5, we contradict ISi II Sj 1 < 2, so assume that each of 1 
through 5 is used only once or twice in S’s, S4 and Ss. If each of 3, 4 and 5 is used twice, we must 
contradict ISi II Sj 1 < 2 when 1 and 2 are positioned. So assume without loss of generality that 5 is 
used only once, say in Ss. Then 
4 + 7*** 
no * is 5 or 6. 
5 + 7*** 1 
This requires two of 1 through 3 to be used twice and gives a contradiction to JSi n Sj 1 < 2. 
Suppose t = 4. Then every point is in exactly four Si. To satisfy ISi n Sj I 6 2, we can presume 
that 7 E Si n S2 n S3 n S4, then that 6 E Si n S2 n Ss n S7 and 5 E S3 n S4 n & n S7: 
1 + 76** 
2 --+ 76** 
1 
1,2,3,4 used for * 
3 -9 75x* 
4 + 75x* 
5 + 6*** 
6 -+ 5*x* 
7 + 56~. 
Mindful of ISi n Sj I < 2, we can take 2,3 E Sr and 1,4 E S2 for definiteness. These force 2, 4 E S’s 
and 1,3 E S4. Then 57 = 67 and, because, 
1 + 2367 
2 -+ 1467 
3 -+ 2457 
4 -+ 1357, 
we have 
12 = 13 = 16 = 17 = 24 = 26 = 27 = dr, 
23 = 34 = 35 = 37 = 14 = 45 = 47 = d2. 
These distance equalities are collectively impossible. For example, the subsystem (12 = 16 = 17 = 
26=27=d,, 34=35=37=45=47=dz, 13=24, 23=14and57=67}impliesdr =d2 
with 13 > dl. 
Because each t E {4,5,6} yields a contradiction, we conclude that g(4) # 7. 
4. Discussion 
Questions left open by the paper include whether 
realizes g(4) = 8, whether g(5) = 16, and g’s large-k 
earlier, we mention the upper bounds 
Fig. 2 identifies the unique configuration that 
behavior. As a companion to the bounds noted 
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g(k) 6 3 ‘I2 for even k, 
g(k) G (2)3 (k-1)/2 for odd k. 
These bounds are not as tight for large k as the Erdtis bound g(k) < kql/log’ogk implied by f(n) > 
rP~loslosn but they are more restrictive than lattice-based bounds for small k. They follow from 
the construction begun in Fig. 1. To derive the upper bound of 3’/* for even k, we begin with 
Xr = {zr,22, x3}, where the zi are vertices of an equilateral triangle of side length 1. We have 
g(2) 6 3 from XI. Form X2 with translates of Xl as 
x2 = Xl u (Xl + VI> u (Xl + u2), 
where ~11 and 212 are unit vectors from the origin with interior angle of 60”, chosen so that Xr and 
its 2ri translates are mutually disjoint. We have g(4) < 9 from X2: see the top diagram of Fig. 4. The 
general step in the construction forms X,+1 from translates of Xj as 
x,+r = xj u (Xj + V’I) u (Xj + ?J;>, 
9 points with k = 4 
27 points with k = 6 
Fig. 4. Construction for g(k) < 3k/2, k even. 
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where ~‘1 and wk are unit vectors from the origin with interior angle of 60”, chosen so that Xj and its $ 
translates are mutually disjoint. It is obvious that IXj ) = 3j and easily seen that Xj gives g(2j) < 33. 
The lower diagram on Fig. 4 pictures a realization of X3 generated from the diagram of X2 at the top 
of the figure. 
Corresponding to ErdBs’ question of whether f(n) < rf, we ask whether for every c > 0 there is 
an n, such that g(k) < kc for all k 3 n,. The questions are equivalent, and it would be nice to have 
a proof or a counterexample. 
Appendix A 
Given n = 6, assume that i + S’i, ISiJ = 3, for i = 1,. . . ,6. By Lemma 2, no four points in 
{1,2,--76) are the vertices of two congruent equilateral triangles with a common edge. 
We outline the proof that the six points form a configuration similar to one on the left part of Fig. 1. 
Let 
so t E {3,4,5}. We observe first that t = 5 and t = 4 are impossible. 
Suppose t = 5. Assume for definiteness that 6 E n,,, Si, and S6 = 123. Lemma 4 prohibits 
i, j -+ 456 for distinct i, j E { 1,2,3}, so we assume also that 2 E Sr . Then 126 are the vertices of an 
equilateral triangle, and 36 = 12. Because 12 = 26, we take 1 E S2 and have 
l-+62* 
2-+61* 
3-+6** 
4+6** 
5+6** 
6--+ 123. 
Lemma 2 prohibits 3 E SI U S2 and requires { 1,2} n & = 8. Then 4,5 E S3, and 3 $! Sr forces 4 or 
5 into S1. Assume 4 E S1 for definiteness. Then 
1 + 624 
2+61*, * E (475) 
3+645 
4-+6** 
5 + 6** 
6+ 123 
with 
16 = 26 = 36 = 12 = 34 = 35 = 14. 
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Lemma 2 gives a contradiction if 4 E S2, so 2 4 615 with 14 = 25. The lemma also forbids 
1 E S4, 3 E S4, 2 E S’s and 3 E S’s, so the complete description of the Si is 1 --+ 624, 2 + 615, 3 + 
645, 4 -+ 625, 5 -+ 614 and 6 -+ 123. These imply 
16=26=36=12=34=35=14=25, 
15 =45 = 56 = 24 = 46, 
with equilateral triangles for 126 and 456. Moreover, with 1~ the perpendicular bisector of line 
segment [i,j], we have 5 E 116 and 4 E 126: 
Then 12 = 14 = 25 and equilateral triangle 456 are clearly incompatible, so t = 5 is impossible. 
Suppose t = 4. Assume without loss of generality that 5 E niGb Si and S6 = 123. Because 
u,2,3)ns5f0~ assume also that 1 E S’s: 
1) 2,3,4 + 5** 
5+ l** 
6 + 123. 
Because S’s # 123 (Lemma 4), and the picture thus far is symmetric in 2 and 3, one of the following 
can be presumed henceforth for t = 4: 
I. 5 -+ 124 
II. 5 + 126 
III. 5 + 146. 
From this point on we omit many details but note main steps. 
Suppose I holds: 5 -+ 124. We branch on whether or not 6 is in St U Sz. If 6 $ Si U S2, 2 E S1 
or 1 E ST: take 2 E Si , so 12 = 15 = 25 = 45. Then we can also presume 1 E S2. By Lemma 2, 
4 $ s?_, 3 $ si, so 4 E s 1, contradicting Lemma 2. Suppose 6 E Si U S2. Then 15 = 25 = 
45 = 16 = 26 = 36, so presume 6 E Si fl Sz. Lemma 2 is violated if 2 E St or 1 E S2, so take 
3 E Sl, 4 E S2, 2 E S4. Then Lemma 2 requires 3 + 524 and none of 1, 3 and 6 in S4, so )S4J < 2. 
Suppose II holds: 5 + 126. Lemma 2 requires 6 $ Si U S2, so take 2 E Si with 15 = 12 = 25 = 56, 
hence also 1 E S2. The third member of St is 3 or 4. If 4 E Sr, Lemma 2 requires 3 E S2, 
and interchange of 1 and 2 is tantamount to presuming 3 E Si, so presume that 1 + 523 and, by 
Lemma 2, 2 -+ 514. Lemma 2 implies 1 $ Ss and 2 $ S4. We have 
14523 
2-+514 
3-+5** no * = 1 
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4+5** no*=2 
5+ 126 
6-123 
so 15 = 12 = 25 = 56 = 13 = 24. This gives equilateral triangle 125, and 16 = 26 requires 6 on 1t2 
with 56 = 12. Both positions of 6 on 112 give contradictions. 
Suppose III holds: 5 -+ 146. If 6 E St, Lemma 2 forces {2,3,4} fl St = 8 and 1st 1 < 2, so 6 $ S,. 
We can assume 2 E St, so St is 52x. In addition, 1 E S2 leads to a contradiction by the preceding 
paragraphs (we have 51 = 54 = 56 = 52), so 1 $!- S2. We now branch on the third member of St, 
which is 3 or 4. Suppose 4 E St, so 1 E Sa also. Lemma 2 requires {2,6} n S, = 0, so S, = 513. 
Then 4 $ Ss by Lemma 2. Analysis based on equilateral triangle 145 shows that 4 E St + 1 $ ,5’s, 
so S’s = 526. Then 26 = 23 and, because 1 $ S2, we can presume 2 + 536. But then Lemma 2 is 
violated. Hence 4 $ St, so consider 3 E St. We have 
1+523 
2,3,4 + 5** 
4+ 146 
6--+ 123 
with 1 $ S2. Analysis on equilateral triangle 135 if 1 E 5’3 yields a contradiction (Lemma 2, IS’s/ = 3), 
so 1 $ S3. Symmetry in 2 and 3 allows us to take 2 E S3 without loss of generality. If 3 E S2, then 
235 forms an equilateral triangle with center point 1 because 1 + 235, and an easy contradiction 
ensues. Hence 3 # S2, so S2 = 546. We then have an easy contradiction if 6 E 53, so S3 = 524. 
The only unspecified Si is S4 = 5*w, and our usual methods show that all possibilities for ** give 
contradictions. 
This concludes the proof that t = 4 is impossible. 
Assume henceforth that t = 3. Then every i E { 1,2,. . . ,6} is in exactly three Sj, and the six Sj 
must be distinct by Lemma 4. Consideration of all possibilities shows that, up to permutations on 
{1,2,... ,6}, there are exactly four patterns for the six Sj: 
PI P2 P3 P4 ---- 
123 123 123 123 
134 234 134 134 
156 345 156 156 
245 456 234 235 
246 561 256 246 
356 612 456 456 
Pattern PI is the only one in which every two Sj have a nonempty intersection: each of the others has 
123 and 456. P2 is the cyclic arrangement in which each Sj contains two points of its predecessor. 
P3 has the similar three-Sj cycle (123,234,341) plus (156,256,356), and P4 is composed of the 
similar triples (413,132,325) and (156,564,642). 
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Our analysis of each pattern considers all ways that 1 through 6 can be assigned to its rows for 
i + (pattern triple) = S’j so that i $ Sj. The possibilities for P2 are: 
P2 Each column, (il , i2, . . . , i(j), gives a case of ii -+ 123, i2 -+ 
234, . . . , ‘& + 612 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 
123 5555555566 6 6 6 6 
234 1116666615 5 5 5 5 
345 6661112221 11 2 2 
456 2232231132 2 3 1 1 
561 3423423443 4 2 3 4 
612 4344344354 3 4 4 3 
We omit columns that begin with 4 because they are isomorphic to columns that begin with 6, given 
the cyclic structure of P2. 
It remains to determine for each column case for each pattern whether it contradicts the basic 
equidistant assumptions or has a valid geometric realization. It turns out that all cases for Pl, P3 
and P4 yield contradictions. All cases for P3 and most for P4 contradict Lemma 2. Two cases for 
PI illustrate other contradictions as follows. 
Pi(a). 4 -+ 123, 6 -+ 134, 2 + 156, 3 --+ 245, 5 + 246, 1 + 356. Then 
14=24=34=23=35, 
16=36=46= 13= 15, 
12=25=26=45=56. 
These give equilateral triangles 234, 136 and 256. For triangle 234, 5 E J-24 with 35 = 23, and 
6 E 134 with 26 = 56. It follows that neither position for 5 on 124 gives 256 as an equilateral 
triangle, a contradiction. 
Pi(b). 5 -+ 123, 6 + 134, 4 + 156, 3 -+ 245, 1 + 246, 2 + 356. Then 
15=25=35=23=34=26=di, 
16=36=46=14=45=12=d2. 
These give equilateral triangles 235 and 146. With respect to 235, 1 is on the circle of radius dl 
centered at 5, and 4 is on the circle at radius dl centered at 3. There are then two possible placements 
of 1 and 4 on their circles that satisfy 14 = 45 = 12, and in neither case can 6, which is on the circle 
of radius dl centered at 2, be positioned so that 146 is equilateral. 
We conclude with comments on column cases 1 through 14 listed above for P2. Lemma 2 yields 
immediate contradictions for cases 1, 3, 5, 6, 7, 8, 10, 11, 13, 14. Cases 2 and 12 are eliminated by 
analyses similar to that just given for Pi(b). This leaves cases 4 and 9. 
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P2(4). We have 5 + 123, 6 + 234, 1 + 345, 2 + 456, 3 -+ 561, 4 -_j 612. These are satisfied 
if and only if 
15 = 25 = 35 = 36 = 13 = 26 = 46 = 14 = 24. 
The nine equal distances are satisfied by congruent equilateral triangles 135 and 246 along with the 
same-distance equations for 14, 25 and 36 between vertices of the two triangles. The latter imply 
that the triangles have similar orientations and that the entire nine-point configuration is similar to a 
configuration for some 8, 0 < 0 < 30”, shown on the left of Fig. 1. 
P2(9). We have 6 + 123, 1 -+ 234, 2 -+ 345, 3 + 456, 4 -+ 561, 5 -+ 612, which are valid if 
and only if 
16=26=36=34=35=d,, 
12 = 13 = 14 = 45 = 46 = d2, 
23=24=25= 15=56=d3. 
This is the only case among all patterns that has no immediate equilateral triangle implication. If we 
delete points 2 and 5, what remains has two distances among the remaining four points: 
16=36=34=dl, 
13=14=46=d2. 
Fig. 2 in ErdBs and Fishbum [2] notes that, up to similarity, there are exactly six four-point planar 
configurations that use only two interpoint distances. Only one of those six is valid for the preceding 
equations. It uses four of the five vertices of a regular pentagon: 
dwz or d@$l 
1 d2 4 6 dl 3 
Similar deletions, namely 3 and 6, then 1 and 4, in the original equations for P2(9), yield similar 
diagrams for four-sets { 1,2,4,5} and {2,3,5,6}. It is easily seen to be impossible to combine 
three four-point subdiagrams into a single six-point configuration, so we have a contradiction 
case 9. 
the 
for 
References 
[I] I? ErdBs, On sets of distances of n points, Amer. Math. Monthly 53 (1946) 248-250. 
[2] P. ErdBs and P Fishburn, Maximum planar sets that determine k distances, Discrete Math., to appear. 
[3] J. Path, Personal communication (1994). 
[4] J. Path and M. Sharir, Repeated angles in the plane and related problems, J. Combin. Theory, Ser. A 59 
(1992) 12-22. 
