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Abstract
This book provides the analytic solution of a fundamental open problem in control theory. It
provides the general analytic criterion to obtain the state observability of nonlinear systems in
presence of multiple unknown inputs. This problem, called the Unknown Input Observability
(UIO) problem, was introduced in the seventies. This book provides and illustrates its general
analytic solution. As for the observability rank condition introduced in [18] (that is the analytic
criterion to obtain the state observability of nonlinear systems in the case without unknown
inputs), the analytic criterion in presence of unknown inputs is based on the computation of
the observable codistribution by a recursive and convergent algorithm. The first part of the
book provides this algorithm together with its convergence criterion. The algorithm is unexpect-
edly simple and can be easily and automatically applied to nonlinear systems driven by both
known and unknown inputs, independently of their complexity and type of nonlinearity. Very
surprisingly, the complexity of the overall analytic criterion is comparable to the complexity
of the standard method to check the state observability in the case without unknown inputs
(i.e., the observability rank condition). Given any nonlinear system characterized by any type
of nonlinearity, driven by both known and unknown inputs, the state observability is obtained
by following a simple systematic procedure (e.g., it can be returned automatically by the us-
age of a very simple code that uses symbolic computation). This is a fundamental practical
(and unexpected) advantage. On the other hand, the analytic derivations and all the proofs
necessary to analytically derive the algorithm and its convergence properties and to prove their
general validity are very complex and they are extensively based on an ingenious analogy with
the theory of General Relativity. In practice, these derivations largely use Ricci calculus with
tensors (in particular, we largely adopt the Einstein notation to achieve notational brevity). The
analytic criterion here derived is the follow up of the analytic criterion given in [43, 46], that is
the analytic solution of the UIO problem for nonlinear driftless systems in presence of a single
unknown input. The new general analytic criterion accounts for the presence of a drift and the
presence of multiple unknown inputs. Very interestingly, in the aforementioned analogy with the
theory of General Relativity, the presence of the drift term corresponds to the presence of a time
dimension in relativity and the presence of unknown inputs corresponds to the space dimension
in relativity (i.e., in the aforementioned analogy, the space dimension of relativity equals the
number of unknown inputs). In this sense, the solution in [43, 46], which holds for driftless
systems and with a single unknown input, corresponds to the trivial case of a space-time frozen
with respect to time and with a single spatial dimension (this is the reason why the derivation
of the solution in [43, 46] did not require the use of Ricci calculus). The analytic criterion is
illustrated by checking the observability of several nonlinear systems driven by multiple known
inputs and multiple unknown inputs, ranging from planar robotics up to advanced nonlinear
systems. In particular, the last applications are in the framework of visual-inertial sensor fusion.
For this problem, the application of the analytic criterion provides a remarkable and amazing
result, which could have relevance on the problem of visual-vestibular integration for self-motion
perception in neuroscience.
Keywords: Nonlinear observability; Unknown Input Observability; Observability
Rank Condition; Observable Codistribution; Unknown Input Observer; Robotics
Applications; General Relativity; Visual-Inertial Sensor Fusion; Self-motion percep-
tion; Neuroscience
Chapter 1
Introduction
Checking the system observability is a fundamental step in state estimation. It has become praxis
in many application fields to provide an observability analysis prior to solving an estimation
problem (e.g., in robotics [6, 22, 24, 25, 33, 50, 51, 52, 54], in visual-inertial sensor fusion [19,
20, 21, 28, 29, 32, 34, 38, 39, 47, 49], in sensor calibration [7, 15, 35, 36, 48]). Investigating the
observability properties is very simple in the linear case. Unfortunately, real systems are very
rarely characterized by linearity.
The control theory community has developed the analytic tool necessary to check the state
observability for nonlinear systems provided that all the system inputs are known. This is the
observability rank condition introduced by Herman and Krener in 1977 [18]. In accordance with
this criterion, it is possible to derive all the observability properties of a nonlinear system by
performing automatic computation, independently of the complexity and the type of nonlinearity.
On the other hand, in many real scenarios, one or more disturbances can dramatically impact
the system dynamics. A disturbance can be considered as an unknown input. Its presence can
dramatically affect the observability properties of the state. This is for instance the case of a
drone that operates in presence of wind. The wind is in general unknown, time-variant and acts
on the system dynamics as an unknown input.
The problem of deriving an analytic tool able to determine the observability properties in
presence of unknown inputs is known as the Unknown Input Observability (UIO) problem. This
problem was introduced and firstly investigated by the automatic control community in the
seventies [3, 5, 14, 53]. In particular, Basile and Marro provided the solution of this problem
in the linear case [3]. In many application fields, most of the systems are characterized by
nonlinear dynamics, even in very simple cases (e.g. in planar robotics). Additionally, the presence
of disturbances cannot be ignored in many cases and can significantly affect the observability
properties.
The UIO problem in the nonlinear case has recently been investigated and partial solutions
have recently been proposed [4, 39, 40, 41]. These solutions only provide sufficient conditions for
the state observability. They are based on a suitable state extension.
A great effort has been devoted to design observers for both linear and nonlinear systems
in presence of UI, in many cases in the context of fault diagnosis, e.g., [1, 2, 8, 9, 10, 11, 12,
13, 16, 17, 23, 30, 31, 55]. In some of these works, interesting conditions for the existence of
an unknown input observer were also derived. On the other hand, these conditions have the
following limitations:
• They refer to a restricted class of systems since they are often characterized by linearity (or
some specific type of nonlinearity) with respect to the state in some of the functions that
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characterize the dynamics1 and/or the system outputs. No condition refers to any type of
nonlinearity with respect to the state in the aforementioned functions.
• They cannot be implemented automatically, i.e., by following a systematic procedure (e.g.,
by the usage of a simple code that adopts a symbolic computation tool).
• They do not characterize the system observability since they only check the existence of
an unknown input observer that belongs to a specific class of observers.
These limitations do not affect the observability rank condition in [18, 27]. However, this condi-
tion cannot be used in presence of Unknown Input (UI). The extension of the observability rank
condition to the UI case is a simple analytic condition able to provide the state observability in
presence of UI that does not encounter the three limitations of above. This is the solution of
the UIO problem. The goal of this book is to provide this extension. This can be considered
the natural extension of the observability rank condition introduced in [18] to the case when the
dynamics are also driven by unknown inputs.
Very recently, the analytic solution of the UIO problem in the case of a single unknown input
has been introduced [42, 43, 46]. This solution holds for any dynamics nonlinear in the state
and linear in the inputs (both known and unknown). This book provides the complete analytic
solution of the UIO problem in the nonlinear case. In chapter 2 we define the class of systems
for which we provide the solution. This class is very general and basically includes any nonlinear
system affine in the inputs (both known and unknown) and any number of known and unknown
inputs.
In [18, 27] the observability properties of a nonlinear system are obtained by computing the
observable codistribution. The computation of this codistribution is the core of the observability
rank condition introduced in [18]. In order to deal with the case of unknown inputs, we need to
derive a new algorithm able to generate the observable codistribution. In chapter 3 we remind the
reader the algorithm to compute the observable codistribution in the case without disturbances,
together with some basic properties that characterize its convergence (section 3.1). Then, in
sections 3.2 and 3.3, we introduce the new algorithm that generates the entire observable codis-
tribution in presence of disturbances, together with some basic properties that characterize its
convergence. The solution of the UIO problem is summarized in chapter 4 and it is illustrated
in chapter 5 by checking the observability of several nonlinear systems driven by multiple known
inputs and multiple unknown inputs, ranging from planar robotics up to advanced nonlinear
systems. In particular, the last applications are in the framework of visual-inertial sensor fusion.
For this problem, the application of the analytic criterion provides a remarkable and intrigu-
ing result, which could impact the current research conducted by the neuroscience community
about the visual-vestibular integration for self-motion perception (see sections 5.6 and 5.7 for
a detailed discussion about this application). Note that the method is very powerful and can
be used to automatically obtain the observability properties of any system that satisfies (2.1),
i.e., independently of the state dimension (intuitive reasoning becomes often prohibitive for sys-
tems characterized by high-dimensional states), independently of the type of nonlinearity and
in general independently of the system complexity. To this regard, note that the method can
be implemented automatically, by using a simple symbolic computation tool (in our examples,
in most of cases we executed the computation manually, and, in the hardest cases, we simply
used the symbolic toolbox of MATLAB). In chapter 6 we provide all the analytical derivations
necessary to prove the validity of the results presented in chapter 3.
1These functions are the functions that appear in equation (2.1), i.e.,
g0(x), g1(x), · · · , gmw (x), f1(x), · · · , fmu (x).
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Throughout this book we often consider a simplified case before considering the general case.
Specifically, in the simplified case, the dynamics are linear (and not affine) in the inputs (both
known and unknown) and they are characterized by a single unknown input. This simplified
case is precisely the case of a nonlinear driftless system with a single unknown input, for which
the analytic solution was previously published [42, 43, 46].
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Chapter 2
System definition
We will refer to a nonlinear control system with mu known inputs (u , [u1, · · · , umu ]T ) and mw
unknown inputs or disturbances (w , [w1, · · · , wmw ]T ). The state is the vector x ∈M , with M
an open set of Rn. We assume that the dynamics are nonlinear with respect to the state and
affine with respect to the inputs (both known and unknown). Finally, for the sake of simplicity,
we will refer to the case of a single output y and we provide the extension to multiple outputs,
which is trivial, separately. This will allow us to avoid the introduction of a further index. Our
system is characterized by the following equations:
x˙ = g0(x) +
mu∑
i=1
f i(x)ui +
mw∑
j=1
gj(x)wj
y = h(x)
(2.1)
where g0(x), f i(x), i = 1, · · · ,mu, and gj(x), j = 1, · · · ,mw, are vector fields in M and the
function h(x) is a scalar function defined on the open set M . Finally, we assume that the
unknown inputs w1, · · · , wmw are analytic functions of time.
Throughout this book, in the case when mu = 1, we denote by f(x) the vector field f1(x) and
by u the known input u1. Similarly, in the case mw = 1, we denote by g(x) the vector field g1(x)
and by w the unknown input w1.
As mentioned in the introduction, throughout this book, we often consider the simpler system
characterized by mw = 1 and dynamics linear (and not affine) in the inputs (i.e., without the
term g0). In other words, the system characterized by the following equations: x˙ =
mu∑
i=1
f i(x)ui + g(x)w
y = h(x)
(2.2)
In particular, we often provide the results for the system characterized by (2.2) before considering
the general case characterized by (2.1). We often refer to this system as to the case when mw = 1
and g0 = 0. Note that this simplified case is precisely the case previously published [42, 43, 46].
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Chapter 3
Observable Codistribution
As for the observability rank condition, the analytic method to investigate the observability
properties of the system in (2.1), is obtained by computing the observable codistribution1. In this
chapter we provide the algorithm to compute this codistribution. For educational purposes, we
start by reminding the reader the standard algorithm that generates the observable codisribution
in absence of unknown inputs (section 3.1). Then, in section 3.2, we provide the algorithm for the
system in (2.2). Finally, in 3.3, we provide the algorithm in the general case. For each algorithm
we also provide the convergence criterion. Note that this chapter directly provides the analytic
results. All the analytic proofs will be provided later, in chapter 6.
1The reader non-familiar with the concept of distribution, as it is used in [27], should not be afraid by the term
distribution and the term codistribution. Very simply speaking, a distribution is a vector space defined on M (our
set in Rn where the system is defined). In particular, this vector space changes by moving on M . This vector
space is in fact the span of a set of vector functions (vector fields) defined on M . A codistribution is the dual of
a distribution. Very simply speaking (and this is enough to understand the theory of nonlinear observability) a
distribution is generated by a set of column vectors. A codistribution is generated by a set of line vectors. All
these vectors are vector functions (i.e., they depend on the point x ∈ M) and they have the same dimension
of x. In the context of nonlinear observabilty (and more generally in nonlinear control theory) a more abstract
definition of the concept of codistribution makes only heavy very trivial concepts.
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3.1 Observable codistribution in the case without unknown
inputs
We consider the system in (2.1) when mw = 0 (all the inputs are known). We will denote with
the symbol D the differential with respect to the state x. For instance, if x = [x1, x2]T and
h = x1 + x
2
2, we have2: Dh = Dx1 + 2x2Dx2.
For a given codistribution Ω and a given vector field f = f(x) (both defined on the open set
M), we denote by LfΩ the codistribution whose covectors are the Lie derivatives along f of the
covectors in Ω. We remind the reader that the Lie derivative of a scalar function h(x) along the
vector field f(x) is defined as follows:
Lfh , ∂h
∂x
f
which is the product of the row vector ∂h∂x with the column vector f . Hence, it is a scalar function.
Additionally, by definition of Lie derivative of covectors, we have: LfDh = DLfh.
Finally, given two vector spaces V1 and V2, we denote by V1 + V2 their sum, i.e., the span of
all the generators of both V1 and V2.
The observable codistribution is generated by the following recursive algorithm (see [18] and
[27]):
Algorithm 1 Observable codistribution in the case mw = 0
1. Ω0 = span{Dh};
2. Ωm = Ωm−1 +
∑mu
i=1 LfiΩm−1 + Lg0Ωm−1
In presence of multiple outputs, we only need to add to the codistribution Ω0, the span of the
differentials of the remaining outputs. In [27] it is proven that this algorithm converges. In
particular, it is proven that it has converged when Ωm = Ωm−1. From this, it is easy to realize
that the convergence is achieved in at most n− 1 steps3.
3.2 Observable codistribution in the case without drift and
with a single unknown input
We now provide the new algorithm that generates the observable codistribution in presence
of unknown inputs. For the clarity sake, we start by providing the algorithm for the system
characterized by equation (2.2). We will denote by L1g = L1g(x) the first order Lie derivative of
the function h(x) along the vector field g(x), i.e.,
L1g , Lgh (3.1)
The analytic computation of the observable codistribution is based on the assumption that
L1g 6= 0 on a given neighbourhood of x0. In appendix A, we introduce the concept of canonic
2The span of the differentials of a set of scalar functions is a codistribution. The reader non familiar with
the theory of distributions can simply consider the differential as the gradient operator. The gradient of a scalar
function is a line vector. For instance, if x = [x1, x2]T and h = x1+ x22, we obtain for its gradient the line vector
function [1, 2x2]. In this book, we often adopt this representation. According to this, a codistribuion will be the
span of a set of line vectors and a covector (i.e., an element of a codistribution) will be a line vector.
3 This is a consequence of lemmas 1.9.1, 1.9.2 and 1.9.6 in [27].
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form with respect to the unknown inputs. For the case mw = 1 (dealt in section A.1), we show
that the system is in canonic form with respect to the unknown input w, if either L1g 6= 0 or it is
possible to redefine the output, without altering the system observability properties, such that
the Lie derivative of the new output along g does not vanish4. Finally, if a system characterized
by mw = 1 is not in canonic form, the unknown input is spurious (i.e., it does not affect the
observability properties). For these reasons, we can assume that L1g 6= 0.
Before introducing the new algorithm that generates the entire observable codistribution, we
introduce a new set of vector fields iφm ∈ Rn (i = 1, · · · ,mu and for any integer m). They are
obtained recursively by the following algorithm:
Algorithm 2
1. iφ0 = f i;
2. iφm =
[iφm−1, g]
L1g
where the parenthesis [·, ·] denote the Lie bracket of vector fields, defined as follows:
[a, b] , ∂b
∂x
a(x)− ∂a
∂x
b(x)
In other words, for each i = 1, · · · ,mu, we have one new vector field at every step of the algorithm.
Throughout this book, in the case when mu = 1, we denote by φm the vector field 1φm.
We are now ready to provide the algorithm that generates the entire observable codistribution.
It is the following:
Algorithm 3 Observable codistribution in the case mw = 1 and g0 = 0
1. Ω0 = span{Dh};
2. Ωm = Ωm−1 +
∑mu
i=1 LfiΩm−1 + L gL1g Ωm−1 +
∑mu
i=1 span
{Liφm−1Dh}
In presence of multiple outputs, we only need to add to the codistribution Ω0, the span of the
differentials of the remaining outputs. Note that, in presence of multiple outputs, the function L1g
is still a scalar function since it is still defined by using a single output. The result is independent
of the chosen output (provided that L1g does not vanish5).
In section 6.2.2 we investigate the convergence properties of algorithm 3. We consider first
the case of a single known input (i.e., mu = 1) and then the results are easily extended to the
case of multiple inputs (mu > 1) in section 6.2.3. We prove that algorithm 3 converges and
we also provide the analytic criterion to check that the convergence has been attained. This
proof and the convergence criterion cannot be the same that hold for algorithm 1, because of the
last term that appears in the recursive step6, i.e., the term
∑mu
i=1 span
{Liφm−1Dh} (the special
case when, the contribution due to this last term is included in the other terms, is considered
separately by lemma 6). In general, the criterion to establish that the convergence has been
attained is not simply obtained by checking if Ωm+1 = Ωm. Deriving the new analytic criterion
4The new output is selected from the space of functions F , defined, in this case, as the space that contains h
and its Lie derivative up to any order along the vector fields f1, · · · , fmu .
5The case when L1g = 0 for all the outputs is dealt in appendix A.
6The convergence criterion of algorithm 1 is a consequence of the fact that, all the terms that appear in the
recursive step of algorithm 1, are the Lie derivative of the codistribution at the previous step, along fixed vector
fields (i.e., vector fields that remain the same at each step of the algorithm). This is not the case for the last term
in the recursive step of algorithm 3.
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is not immediate. It requires to derive the analytic expression that describes the behaviour of
the last term in the recursive step. This fundamental equation is provided in chapter 6 and it is
the equation (6.17). The analytic derivation of this equation allows us to detect the key quantity
that governs the convergence of algorithm 3, in particular regarding the contribution due to the
last term in the recursive step. This key quantity is the following scalar:
τ ,
L2gh
(L1g)
2
(3.2)
We prove (see lemma 10 in chapter 6) that, in general, it exists m′ such that Dτ ∈ Ωm′ (and
therefore Dτ ∈ Ωm ∀m ≥ m′). Additionally, we prove that the convergence of the algorithm
has been reached when Ωm+1 = Ωm, m ≥ m′ and m ≥ 2 (theorem 2). We also prove that the
required number of steps is at most n+ 2.
In section 6.2.1 it is also shown that the computed codistribution is the entire observable
codistribution. Also in this case, the proof is given by first considering the case of a single
known input (see theorem 1) and then, its validity is extended to the case of multiple inputs in
section 6.2.3. Note that this proof is based on the assumption that the unknown input (w) is a
differentiable function of time, up to a given order (the order depends on the specific case).
Algorithm 3 differs from the standard algorithm 1 because of the following reasons:
• In the recursive step, the vector field that corresponds to the unknown input (i.e., g) must
be rescaled by dividing by L1g.
• The recursive step also contains the sum of the contributions ∑mui=1 Liφm−1Dh. In other
words, we need to compute the Lie derivatives of the differential of the output along the
vector fields obtained through the recursive algorithm 2.
• The convergence of algorithm 3 is achieved in at most n + 2 steps, instead of n − 1 steps
(in the special case dealt by lemma 6, this upper bound is n− 1 for both cases).
• When Ωm = Ωm−1 algorithm 1 has converged. For algorithm 3, we also need to check that
Dτ ∈ Ωm and m ≥ 2 (with the exception of the special case dealt by lemma 6).
3.3 Observable codistribution in the general case
In the sequel, when dealing with the casemw > 1, it is very useful, for notational brevity, to adopt
the Einstein notation, where mw plays the role of the spatial dimension in General relativity and
the presence of the term g0 corresponds to the time dimension. Specifically, Latin indexes will
take the values 1, 2, · · · ,mw while Greek indexes the values 0, 1, 2, · · · ,mw. According to this,
the dynamics in (2.1) can be written as follows: x˙ = g0 +
∑mu
i=1 f
iui+g
jwj (note that, according
to this notation, the sum on j is omitted). In general, according to this notation, an index that
is summed over is a summation index, in this case j. It is also called a dummy index since any
symbol can replace j without changing the meaning of the expression provided that it does not
collide with index symbols in the same term. When the dummy index is Latin, the sum is from
1 to mw. When it is Greek, the sum is from 0 to mw. In addition, let us suppose that we have
a tensor equation like Γαk = 0. To specify that this equation holds for α = 0, 1, · · · ,mw and
k = 1, · · · ,mw, we simply write Γαk = 0, ∀α, k. Similarly, if we want to refer to the components
of the tensor Γαk , for α = 0, 1, · · · ,mw and k = 1, · · · ,mw, we simply write Γαk , ∀α, k.
We start by selecting a set of mw scalar functions that we denote by h1, h2, · · · , hmw . These
functions are selected from the output and any order Lie derivative of the output only along
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the vector fields that correspond to the known inputs, i.e., f i(x), i = 1, · · · ,mu. In the case
of multiple outputs, we can use different outputs for this selection7. We define the two-index
tensor:
µij , Lgihj , ∀i, j (3.3)
Note that this tensor is of type (1, 1), i.e., it has one upper index and one lower index. The
analytic computation of the observable codistribution is based on the assumption that the tensor
µ is non singular on a given neighbourhood of x0. In appendix A, we introduce the concept of
canonic form with respect to the unknown inputs. The system is in its canonic form with respect
to its unknown inputs if it is possible to select mw scalar functions (as previously specified) such
that the corresponding tensor µ is non singular. In appendix A, we show that, for a system that
is not in its canonic form, it is possible either to find a finite number of local coordinates changes
in the space of the unknown inputs and their time derivatives up to a given order, such that the
canonic form is achieved, or to show that some of the unknown inputs are spurious (i.e., they do
not affect the observability properties). In this latter case, it is possible to write the dynamics
in (2.1) with a number of unknown inputs smaller than mw and in canonic form with respect to
these new unknown inputs. Hence, we can assume that the tensor µ is non singular.
We denote by ν the inverse of µ. In other words, according to the Einstein notation, we have:
µikν
k
j = δ
i
j , ∀i, j (3.4)
where, in accordance with the Einstein notation, the dummy Latin index k is summed over
k = 1, · · · ,mw, and δ is the Kronecker tensor. In the case mw = 1 (discussed in section 3.2) we
have µ11 = L1g and ν11 =
1
L1g
.
Note that the tensors µ and ν previously defined have both indexes Latin. We need to complete
their definition by including the components with 0 index. First of all, we extend equation (3.4)
to the following equation:
µαγ ν
γ
β = δ
α
β , ∀α, β (3.5)
where, in accordance with the Einstein notation, the dummy Greek index γ is summed over
γ = 0, 1, · · · ,mw. Hence, It suffices to complete the definition of only one of the two tensors.
We define µ0i the Lie derivative of hi along g0, i.e.,
µ0i , Lg0hi, ∀i (3.6)
The remaining components of µ will be actually provided for a specific coordinate setting (in
the analogy with the theory of General Relativity, this setting corresponds to the choice of an
inertial frame, which is locally always possible). We set:
µ00 = 1, µ
i
0 = 0, ∀i (3.7)
In this coordinate setting, we trivially obtain from (3.5):
ν00 = 1, ν
0
i = −νji µ0j , νi0 = 0, ∀i (3.8)
We introduce the following mw + 1 vector fields gˆα, ∀α:
gˆα , ναβ gβ (3.9)
7In appendix A, the space of functions that consists of the outputs and their Lie derivatives, up to any order,
along f1, · · · , fmu , is denoted by F .
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where, in accordance with the Einstein notation, the dummy Greek index β is summed over
β = 0, 1, · · · ,mw. Note that, when mw = 1 and g0 = 0, the previous equation defines the single
vector field gˆ1 , g
1
L1g
, which is the vector field that appears in algorithm 3 (where we denoted
g , g1).
Finally, we introduce the following abstract operation that generalizes the Lie bracket.
Definition 1 (Lie Bracket along a set of vector fields) Given a vector field φ, we call the
Lie bracket of φ along the set of vector fields gα, ∀α, through the (1, 1) tensor ν, the following
set of mw + 1 vector fields:
[φ]α , ναβ [φ, gβ ], ∀α (3.10)
where, in accordance with the Einstein notation, the dummy Greek index β is summed over
β = 0, 1, · · · ,mw. Note that the previous operation generalizes the operation of Lie bracket.
Specifically, in absence of the term g0 and when mw = 1 and ν11 = 1, it reduces to the Lie
bracket of φ along g1. In the same setting, but when ν11 =
1
L1g
, we obtain the same operation
that appears in the second line of algorithm 2.
Thanks to this new operation, we can express in compact form the general algorithm that
provides the entire observable codistribution. We start by providing the analogous of algorithm
2. In this case, the new algorithm generates, at the mth step, (mw + 1)m vector fields for every
i = 1, · · · ,mu. We have:
Algorithm 4
1. iφ0 = f i;
2. iφα1,··· ,αmm = [iφ
α1,··· ,αm−1
m−1 ]
αm , ∀α1, · · · , αm
which coincides with algorithm 2 when mw = 1 and g0 = 0. The algorithm that generates the
entire observable codistribution is:
Algorithm 5 Observable codistribution in the case with multiple unknown inputs
and g0 6= 0
1. Ω0 = span {Dhl}
2. Ωm = Ωm−1 +
∑mu
i=1 LfiΩm−1 + LgˆαΩm−1 +
∑mu
i=1 span
{
Liφα1,··· ,αm−1m−1 Dhl
}
Note that in the previous algorithm there are several dummy indexes (l, α, α1, · · · , αm−1) mean-
ing that the corresponding codistibution must be summed for all the values that the indexes can
take. For instance, the first equation of the algorithm is Ω0 =
∑mw
l=1 span {Dhl} and the third
contribution in the recursive step is
∑mw
α=0 LgˆαΩm−1.
In presence of multiple outputs, we only need to add to the codistribution Ω0, the span
of the differentials of those outputs that have not been used in the selection of the functions
h1, · · · , hmw .
In section 6.3.2 we investigate the convergence properties of algorithm 5. We consider first the
case of a single known input (i.e., mu = 1) and then the results are easily extended to the case of
multiple known inputs (mu > 1) in section 6.3.3. We prove that algorithm 5 converges and we also
provide the analytic criterion to check that the convergence has been attained. As for algorithm
3, this proof and the convergence criterion cannot be the same that hold for algorithm 1, because
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of the last term that appears in the recursive step8, i.e., the term
∑mu
i=1 span
{
Liφα1,··· ,αm−1m−1 Dhl
}
(the special case when, the contribution due to this last term is included in the other terms, is
considered separately by lemma 14). In general, the criterion to establish that the convergence
has been attained is not simply obtained by checking if Ωm+1 = Ωm. Deriving the new analytic
criterion is a very laborious and demanding task. It requires to derive the analytic expression
that describes the behaviour of the last term in the recursive step. This fundamental equation
is provided in chapter 6 and it is the equation (6.37). The analytic derivation of this equation
allows us to detect the key quantity that governs the convergence of algorithm 5, in particular
regarding the contribution due to the last term in the recursive step. Its derivation was very
troublesome since we did not a priori know that, instead of a scalar as for algortihm 3, the key
quantity becomes a three-index tensor. Specifically, it is the following three-index tensor of type
(2, 1):
T α,βγ , νβη (Lgˆαµηγ), ∀α, β, γ (3.11)
where, in accordance with the Einstein notation, the dummy Greek index η is summed over
η = 0, 1, · · · ,mw. Note that, when mw = 1 and g0 = 0, this tensor has the single component
T 1,11 , which coincides with the quantity τ defined in (3.2). In general, this tensor has (mw +
1)× (mw + 1)× (mw + 1) components. On the other hand, in our coordinate setting (for which
equations (3.7) and (3.8) hold) it is immediate to obtain that T α,β0 = 0 ∀α, β. In other words,
in this setting we can consider the lower index as a Latin index and the components of this
tensor are (mw + 1) × (mw + 1) ×mw. Note that, in the rest of this book we will work in this
coordinate setting. We prove (see lemma 18 in chapter 6) that, in general, it exists m′ such that
the differentials of all these components belong to Ωm′ (and therefore belong to Ωm ∀m ≥ m′).
Additionally, we prove that the convergence of the algorithm has been reached when Ωm+1 = Ωm,
m ≥ m′ and m ≥ 2. We also prove that the required number of steps is at most n+ 2.
In section 6.3.1 it is also shown that the computed codistribution is the entire observable
codistribution. Also in this case, the proof is given by first considering the case of a single known
input and then, its validity is extended to the case of multiple inputs in section 6.3.3. Note that
this proof is based on the assumption that the unknown inputs are differentiable functions of
time, up to a given order (the order depends on the specific case).
8Again, we remind the reader that the convergence criterion of algorithm 1 is a consequence of the fact that,
all the terms that appear in the recursive step of algorithm 1, are the Lie derivative of the codistribution at the
previous step, along fixed vector fields (i.e., vector fields that remain the same at each step of the algorithm).
This is not the case for the last term in the recursive step of algorithm 5.
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Chapter 4
The Analytic Method
In this chapter, we outline all the steps to investigate the weak local observability at a given point
x0 of a nonlinear system characterized by (2.1). Basically, these steps are the steps necessary
to compute the observable codistribution (i.e., the steps of algorithms 3 and 5 for the systems
described by (2.2) and (2.1), respectively) and to prove that the differential of a given state
component belongs to this codistribution. For the clarity sake, we distinguish the case mw =
1, g0 = 0 from the general case.
4.1 Method in the case without drift and with a single un-
known input
Note that, in the trivial case analyzed by lemma 6, the method provided below simplifies, since
we do not need to compute the quantity τ
(
=
L2gh
(L1gh)2
)
, and we do not need to check that its
differential belongs to the codistribution computed at every step of algorithm 3. In practice, we
skip the steps 4 and 5 in the procedure below.
1. For the chosen x0, compute L1g(= L1gh). In the case when L1g = 0, choose another function
in the space of functions F (defined as the space that contains h and its Lie derivative up
to any order along the vector fields f1, · · · , fmu) such that its Lie derivative along g does
not vanish1.
2. Compute the codistribution Ω0 and Ω1 (at x0) by using algorithm 3.
3. Compute the vector fields iφm (i = 1, · · · ,mu) by using algorithm 2, starting from m = 0,
to check if the considered system is in the special case dealt by lemma 6. In this trivial
case, set m′ = 0, use the recursive step of algorithm 3 to build the codistribution Ωm for
m ≥ 2, and skip to step 6.
4. Compute τ
(
=
L2gh
(L1g)
2
)
and Dτ .
5. Use the recursive step of algorithm 3 to build the codistribution Ωm for m ≥ 2, and, for
each m, check if Dτ ∈ Ωm. Denote by m′ the smallest m such that Dτ ∈ Ωm.
1If the Lie derivative of any function in F vanishes, it means that the unknown input can be ignored to obtain
the observability properties (the system is not canonic with respect to the unknown input, as shown in appendix
A).
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6. For each m ≥ m′, check if Ωm+1 = Ωm and denote by Ω∗ = Ωm∗ , where m∗ is the smallest
integer such that m∗ ≥ m′ and Ωm∗+1 = Ωm∗ (note that m∗ ≤ n+ 2).
7. If the differential of a given state component (xj , j = 1, · · · , n) belongs to Ω∗ (namely if
Dxj ∈ Ω∗) on a given neighbourhood of x0, then xj is weakly locally observable at x0.
If this holds for all the state components, the state x is weakly locally observable at x0.
Finally, if the dimension of Ω∗ is smaller than n on a given neighbourhood of x0, then the
state is not weakly locally observable at x0.
4.2 Method in the general case
Note that, in the trivial case analyzed by lemma 14, the method provided below simplifies, since
we do not need to compute the tensor T defined in (3.11), and we do not need to check that the
differentials of its components belong to the codistribution computed at every step of algorithm
5. In practice, we skip the steps 5 and 6 in the procedure below.
1. Select a set of mw scalar functions (h1, h2, · · · , hmw) among the output (or the outputs)
and any order Lie derivatives of the output (or the outputs) only along f i(x), i = 1, · · · ,mu,
such that the two index tensor µij , Lgihj defined in (3.3) is non singular. In the case is
singular for any of the previous selections, apply the procedure provided in appendix A in
order to set the system in canonic form. In the case the system cannot be set in canonic
form, it means that some of the unknown inputs can be ignored to obtain the observability
properties (note that the procedure detects these unknown inputs, automatically).
2. Complete the computation of µ by computing its components with 0 index (equations (3.6)
and (3.7)). Compute the two index tensor ν (i.e., the inverse of µ) and the mw + 1 vector
fields: gα defined in (3.9) (α = 0, 1, · · · ,mw).
3. Compute the codistribution Ω0 and Ω1 (at x0) by using algorithm 5.
4. Compute the vector fields iφα1,··· ,αmm (i = 1, · · · ,mu, ∀α1, · · · , αm) by using algorithm 4,
starting from m = 0, to check if the considered system is in the special case dealt by
lemma 14. In this trivial case, set m′ = 0, use the recursive step of algorithm 5 to build
the codistribution Ωm for m ≥ 2, and skip to step 7.
5. Compute the three-index tensor T defined in (3.11) and the differentials of all its compo-
nents.
6. Use the recursive step of algorithm 5 to build the codistribution Ωm form ≥ 2, and, for each
m, check if DT α,βk ∈ Ωm, ∀α, β, k. Denote by m′ the smallest m such that DT α,βk ∈ Ωm,
∀α, β, k.
7. For each m ≥ m′ check if Ωm+1 = Ωm and denote by Ω∗ = Ωm∗ , where m∗ is the smallest
integer such that m∗ ≥ m′ and Ωm∗+1 = Ωm∗ (note that m∗ ≤ n+ 2).
8. If the differential of a given state component (xj , j = 1, · · · , n) belongs to Ω∗ (namely if
Dxj ∈ Ω∗) on a given neighbourhood of x0, then xj is weakly locally observable at x0.
If this holds for all the state components, the state x is weakly locally observable at x0.
Finally, if the dimension of Ω∗ is smaller than n on a given neighbourhood of x0, then the
state is not weakly locally observable at x0.
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Chapter 5
Applications
We apply the method described in chapter 4 in order to investigate the observability properties of
several nonlinear systems characterized by the equations given in (2.1). For educational purposes,
we start by very simple examples where we analyze the observability properties of systems whose
dynamics are affected by a single unknown input and are linear in the inputs (i.e., the dynamics
is drift-less). These examples will be discussed in sections 5.1 and 5.2 (the same examples are also
discussed in [46] and [44], respectively). The dynamics of both these examples are the ones of the
unicycle. In accordance with the unicycle dynamics, the motion is powered by two independent
controls, which are the linear and the angular speed, respectively. In section 5.1 we consider the
case when one of these two inputs is unknown and acts as an unknown input. In section 5.2
we consider the case when both these two inputs are known. However, the dynamics are also
affected by an external unknown input.
Both these examples are deliberately very trivial in order to allow us to compare the ana-
lytic results provided by the proposed method with what we can expect by following intuitive
reasoning.
In sections 5.4-5.7, we discuss a very important sensor fusion problem, that is the problem
of fusing visual and inertial measurements. We start this discussion in the planar case. This
allows us to investigate an example where the dynamics are affected by two unknown inputs and
contain a drift term (g0). In other words, the dynamics are now affine (and not simply linear)
in the inputs.
Finally, in sections 5.6 and 5.7, we discuss the same sensor fusion problem, in 3D. This
last example is very important not only in technological sciences but also in neuroscience. As
it will be seen, our analysis will allow us to obtain compelling results about the problem of
visual-vestibular integration for self-motion perception in mammals.
Note that the method is very powerful and can be used to automatically obtain the observ-
ability properties of any system that satisfies (2.1), i.e., independently of the state dimension
(intuitive reasoning becomes often prohibitive for systems characterized by high-dimensional
states), independently of the type of nonlinearity and in general independently of the system
complexity. To this regard, note that the method can be implemented automatically, by using a
simple symbolic computation tool (in our examples, in most of cases we executed the computation
manually, and, in the hardest cases, we simply used the toolbox of MATLAB).
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5.1 Unicycle with one input unknown
5.1.1 The system
We consider a vehicle that moves on a 2D-environment. The configuration of the vehicle in a
global reference frame, can be characterized through the vector [xv, yv, θ]T where xv and yv are
the Cartesian vehicle coordinates, and θ is the vehicle orientation. We assume that the dynamics
of this vector satisfy the unicycle differential equations: x˙v = v cos θy˙v = v sin θ
θ˙ = ω
(5.1)
where v and ω are the linear and the rotational vehicle speed, respectively, and they are the system
inputs. We consider the following three cases of output (see also figure 5.1 for an illustration):
Figure 5.1: The vehicle state in cartesian and polar coordinates ([xv, yv, θ]T and [r, φ, θ]T , re-
spectively) together with the three considered outputs (r, β and φ).
1. the distance (r) from the origin (e.g., a landmark is at the origin and its distance is measured
by a range sensor);
2. the bearing angle (β) of the origin in the local frame (e.g., a landmark is at the origin and
its bearing angle is measured by an on-board camera);
3. the bearing angle (φ) of the vehicle in the global frame (e.g., a camera is placed at the
origin).
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Case Dimension of Ω
1st: y = r, u = ω, w = v 2
2nd: y = r, w = ω, u = v 2
3d: y = θ − φ, u = ω, w = v 1
4th: y = θ − φ, w = ω, u = v 2
5th: y = φ, u = ω, w = v 2
6th: y = φ, w = ω, u = v 3
Table 5.1: Dimension of the observable codistribution (Ω) obtained by following intuitive rea-
soning
We can analytically express the output in terms of the state. We remark that the expressions
become very simple if we adopt polar coordinates: r ,
√
x2v + y
2
v , φ = atan
yv
xv
. We have, for the
three cases, y = r, y = pi − (θ − φ) and y = φ, respectively. For each of these three cases, we
consider the following two cases: v is known, ω is unknown; v is unknown, ω is known. Hence,
we have six cases. The dynamics of the unicycle in polar coordinates become:

r˙ = v cos(θ − φ)
φ˙ =
v
r
sin(θ − φ)
θ˙ = ω
(5.2)
5.1.2 Intuitive procedure to obtain the observability properties
By using the observability rank condition in [18], we easily obtain that, when both the inputs are
known, the dimension of the observable codistribution is 2 for the first two observations (y = r
and y = θ − φ) and 3 for the last one (y = φ). In particular, for the first two observations
all the initial states rotated around the vertical axis are indistinguishable. When one of the
inputs misses, this unobservable degree of freedom obviously remains. On the other hand, when
the linear speed is unknown (i.e., it acts as an unknown input (w = v)) and the observation
is an angle (second and third observation, i.e., y = θ − φ and y = φ, respectively), we lose a
further degree of freedom, which corresponds to the absolute scale. In table 5.1 we provide the
dimension of the observable codistribuion obtained by following this intuitive reasoning for the
six considered cases.
5.1.3 Analytic results
We now derive the observability properties by applying the analytic criterion described in chapter
4. For all the cases we have mu = 1. Hence, we adopt the following notation: f , f1 (for the
vector field in (2.2)) and φm , 1φm (for the vectors defined by algorithm 2). We consider the
six cases defined in section 5.1.1, separately.
First Case: y = r, u = ω, w = v
We have:
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f =
 00
1
 g =
 cos(θ − φ)sin(θ−φ)
r
0

We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g = cos(θ − φ), which does not vanish, in general.
Step 2
We have: Ω0 = span{[1, 0, 0]}. Additionally, Ω1 = Ω0.
Step 3
We have Lφ0L1g = LfL1g = − sin(θ − φ), which does not vanish, in general. This suffices to
conclude that the considered system is not in the special case considered by lemma 6 and we
need to continue with step 4.
Step 4
We have τ , L
2
g
(L1g)
2 =
tan2(θ−φ)
r and
Dτ = tan(θ − φ)
r
[
− tan(θ − φ)
r
,− 2
cos2(θ − φ) ,
2
cos2(θ − φ)
]
Step 5
We need to compute Ω2 and, in order to do this, we need to compute φ1. We obtain:
φ1 =
 − tan(θ − φ)1
r
0

and
Ω2 = span
{
[1, 0, 0],
[
0,
1
cos2(θ − φ) ,−
1
cos2(θ − φ)
]}
It is immediate to check that Dτ ∈ Ω2, meaning that m′ = 2.
Step 6
By a direct computation, it is possible to check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2
Step 7
The dimension of the observable codistribution is 2. We conclude that the state is not weakly
locally observable. This result agrees with the one in table 5.1 (second line).
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Second Case: y = r, u = v, w = ω
We have:
f =
 cos(θ − φ)sin(θ−φ)
r
0
 g =
 00
1

We apply the analytic criterion in chapter 4. We obtain:
Step 1
We easily obtain Lgh = 0. We consider the function Lfh ∈ F . We have: Lfh = cos(θ − φ) and
LgLfh = − sin(θ − φ), which does not vanish, in general. Hence, we can proceed with the steps
in chapter 4 by setting:
h = cos(θ − φ)
We obtain: L1g = − sin(θ − φ)
Step 2
We have:
Ω0 = span{[1, 0, 0], [0, sin(θ − φ), − sin(θ − φ)]}
as long as the function r is also a system output. Additionally, Ω1 = Ω0.
Step 3
We have Lφ0L1g = LfL1g = sin(θ−φ) cos(θ−φ)r , which does not vanish, in general. This suffices to
conclude that the considered system is not in the special case considered by lemma 6 and we
need to continue with step 4.
Step 4
We have:
τ = − cos(θ − φ)
sin2(θ − φ)
Step 5
By a direct computation we obtain Ω2 = Ω1. Additionally, it is immediate to check that Dτ ∈ Ω2,
meaning that m′ = 2.
Step 6
By a direct computation, it is possible to check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2.
Step 7
The dimension of the observable codistribution is 2. We conclude that the state is not weakly
locally observable. This result agrees with the one in table 5.1 (third line).
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Third Case: y = θ − φ, u = ω, w = v
We have:
f =
 00
1
 g =
 cos(θ − φ)sin(θ−φ)
r
0

We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g = − sin(θ−φ)r , which does not vanish, in general.
Step 2
We have Ω0 = span{[0,−1, 1]} and Ω1 = Ω0.
Step 3
We have Lφ0L1g = LfL1g = − cos(θ−φ)r , which does not vanish, in general. This suffices to conclude
that the considered system is not in the special case considered by lemma 6 and we need to
continue with step 4.
Step 4
We have τ = 2 cot(θ − φ) and
Dτ = 2
sin2(θ − φ) [0, 1,−1]
Step 5
By a direct computation we obtain Ω2 = Ω1. Additionally, it is immediate to check that Dτ ∈ Ω2,
meaning that m′ = 2.
Step 6
By a direct computation, it is possible to check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2.
Step 7
The dimension of the observable codistribution is 1. We conclude that the state is not weakly
locally observable. This result agrees with the one in table 5.1 (fourth line). Note that, the new
unobservable direction with respect to the case when both inputs are known, is precisely the
absolute scale, since the vector Dr = [1, 0, 0] /∈ Ω∗.
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Fourth Case: y = θ − φ, u = v, w = ω
We have:
f =
 cos(θ − φ)sin(θ−φ)
r
0
 g =
 00
1

We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g = 1 6= 0.
Step 2
By a direct computation we obtain: Ω0 = span{[0,−1, 1]} and
Ω1 = span
{
[0,−1, 1],
[
− sin(θ − φ)
r2
,−cos(θ − φ)
r
,
cos(θ − φ)
r
]}
Step 3
Since L1g = 1, it is immediate to realize that LφjL1g = 0, for any integer j ≥ 0. Hence, the
considered system is in the special case considered by lemma 6 and we skip to step 6 by setting
m′ = 0.
Step 6
By a direct computation, it is possible to check that Ω2 = Ω1 meaning that m∗ = 1 and Ω∗ = Ω1.
Step 7
The dimension of the observable codistribution is 2. We conclude that the state is not weakly
locally observable. This result agrees with the one in table 5.1 (fifth line).
Fifth Case: y = φ, u = ω, w = v
We have:
f =
 00
1
 g =
 cos(θ − φ)sin(θ−φ)
r
0

We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g =
sin(θ−φ)
r , which does not vanish, in general.
Step 2
We easily obtain Ω0 = span{[0, 1, 0]} and Ω1 = Ω0.
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Step 3
We have Lφ0L1g = LfL1g = cos(θ−φ)r , which does not vanish, in general. This suffices to conclude
that the considered system is not in the special case considered by lemma 6 and we need to
continue with step 4.
Step 4
We have τ = −2 cot(θ − φ) and
Dτ = 2
sin2(θ − φ) [0,−1, 1]
Step 5
To compute Ω2 we need to compute φ1. We obtain:
φ1 =
 −rcot(θ − φ)
0

and
Ω2 = span
{
[0, 1, 0],
1
sin2(θ − φ) [0, 1,−1]
}
It is immediate to check that Dτ ∈ Ω2, meaning that m′ = 2.
Step 6
By a direct computation we obtain Ω3 = Ω2 meaning thatm∗ = 2 and Ω∗ = Ω2, whose dimension
is 2.
Step 7
The dimension of the observable codistribution is 2. We conclude that the state is not weakly
locally observable. This result agrees with the one in table 5.1 (sixth line). Note that, the new
unobservable direction with respect to the case when both inputs are known, is precisely the
absolute scale, since the vector Dr = [1, 0, 0] /∈ Ω∗.
Sixth Case: y = φ, u = v, w = ω
We have:
f =
 cos(θ − φ)sin(θ−φ)
r
0
 g =
 00
1

We apply the analytic criterion in chapter 4. We obtain:
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Step 1
We easily obtain Lgh = 0. We consider the function Lfh ∈ F . We have: Lfh = sin(θ−φ)r and
LgLfh = cos(θ−φ)r , which does not vanish, in general. Hence, we can proceed with the steps in
chapter 4 by setting:
h =
sin(θ − φ)
r
L1g =
cos(θ − φ)
r
Step 2
We have:
Ω0 = span
{
[0, 1, 0],
[
− sin(θ − φ)
r2
,−cos(θ − φ)
r
,
cos(θ − φ)
r
]}
as long as the function φ is also a system output. We compute Ω1. By a direct computation, we
obtain that its dimension is 3. Hence, we do not need to proceed with the remaining steps since
we can directly conclude that the entire state is weakly locally observable. This result agrees
with the one in table 5.1 (seventh line).
5.2 Unicycle in presence of an external disturbance
5.2.1 The system
We consider the same vehicle considered in section 5.1 and we adopt the same state [xv, yv, θ]T
to characterize its position and orientation. We assume that the vehicle motion is also affected
by an unknown input that produces an additional (and unknown) robot speed (denoted by w)
along a fixed direction (denoted by γ). Hence, the dynamics are characterized by the following
differential equations:  x˙v = v cos θ + w cos γy˙v = v sin θ + w sin γ
θ˙ = ω
(5.3)
where v and ω are the linear and the rotational speed, respectively, in absence of the unknown
input. We assume that these two speeds are known (we refer to them as to the known inputs),
w is unknown (we refer to it as to the unknown input or disturbance) and γ is constant in time.
See also figure 5.2 for an illustration.
We consider the same three cases of output considered in section 5.1. Additionally, we deal
with both the cases when γ is known and unknown (in section 5.2.2 and 5.2.3, respectively).
Finally, in subsection 5.2.4 we provide an alternative and direct derivation of the observability
properties for one of the cases discussed in subsection 5.2.2. The reader can verify that the result
is the same obtained by using the analytic criterion in chapter 4.
5.2.2 Observability properties when the disturbance direction is known
The state is [xv, yv, θ]T and its dynamics are provided by the three equations in (5.3), where
γ is a known parameter. These equations are a special case of (2.2). From (5.3) and (2.2) we
easily obtain: mu = 2, u1 = v, u2 = ω,
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Figure 5.2: The vehicle state together with the three considered outputs.
f1 =
 cos θsin θ
0
 , f2 =
 00
1
 , g =
 cos γsin γ
0

We consider the three outputs separately. For the simplicity sake, we actually consider the
following three outputs: y = r2 = x2v + y2v instead of y = r, y = tanβ =
yv−xv tan θ
xv+yv tan θ
instead of
y = β and y = tanφ = yvxv instead of y = φ. Obviously, the result of the observability analysis
does not change.
First Case: y = r2
We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g = 2(xv cos γ + yv sin γ), which does not vanish, in general.
Step 2
We have Ω0 = span{[xv, yv, 0]} and Ω1 = span{[xv, yv, 0], [cos θ, sin θ, yv cos θ − xv sin θ] }.
Step 3
We have L1φ0L1g = Lf1L1g = 2 cos(γ − θ), which does not vanish, in general. This suffices to
conclude that the considered system is not in the special case considered by lemma 6 and we
24
need to continue with step 4.
Step 4
We have τ = 12(xv cos γ+yv sin γ)2 and
Dτ = − 1
(xv cos γ + yv sin γ)3
[cos γ, sin γ, 0]
Step 5
We need to compute Ω2 and, in order to do this, we need to compute 1φ1 and 2φ1 through
algorithm 2. We obtain: 1φ1 =2 φ1 =
 00
0
. On the other hand, we obtain that L g
L1g
DLf1h /∈
Ω1. Hence, by using algorithm 3 we obtain that Ω2 has dimension equal to 3. As a result, we do
not need to proceed with the remaining steps, since we can directly conclude that the entire state
is weakly locally observable. Note that the same result can be obtained by a direct computation
(see subsection 5.2.4).
Second Case: y = tanβ
We apply the analytic criterion in chapter 4. We obtain:
Step 1
We have L1g = − yv cos γ−xv sin γx2v cos2 θ+2 sin θ cos θxvyv−y2v cos2 θ+y2v , which does not vanish, in general.
Step 2
By an explicit computation (by using algorithm 3) we obtain that the dimension of Ω0 is 1 and
the dimension of Ω1 is 2.
Step 3
We have L2φ0L1g = Lf2L1g 6= 0, in general. This suffices to conclude that the considered system
is not in the special case considered by lemma 6 and we need to continue with step 4.
Step 4
We have τ = xv cos γ+yv sin γ+xv cos(γ−2θ)−yv sin(γ−2θ)yv cos γ−xv sin γ
Step 5
We need to compute Ω2. Also in this case, we obtain that L g
L1g
DLf1h /∈ Ω1. Hence, by using
algorithm 3 we obtain that Ω2 has dimension equal to 3. As a result, we do not need to proceed
with the remaining steps, since we can directly conclude that the entire state is weakly locally
observable.
Third Case: y = tanφ
We apply the analytic criterion in chapter 4. We obtain:
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Step 1
We have L1g = −yv cos γ−xv sin γx2v , which does not vanish, in general.
Step 2
We have Ω0 = span{[−yv, xv, 0]}. In addition, by an explicit computation (by using algorithm
3) we obtain that the dimension of Ω1 is 2.
Step 3
We have L2φ0L1g = Lf2L1g 6= 0, in general. This suffices to conclude that the considered system
is not in the special case considered by lemma 6 and we need to continue with step 4.
Step 4
We have τ = − 2x4v cos γx4v sin γ−x3vyv cos γ
Step 5
We need to compute Ω2. Also in this case, we obtain that L g
L1g
DLf1h /∈ Ω1. Hence, by using
algorithm 3 we obtain that Ω2 has dimension equal to 3. As a result, we do not need to proceed
with the remaining steps, since we can directly conclude that the entire state is weakly locally
observable.
5.2.3 Observability properties when the disturbance direction is un-
known
The state is [xv, yv, θ, γ]T and its dynamics are provided by the following four equations:
x˙v = v cos θ + w cos γ
y˙v = v sin θ + w sin γ
θ˙ = ω
γ˙ = 0
(5.4)
From (5.4) and (2.2) we easily obtain: mu = 2, u1 = v, u2 = ω,
f1 =

cos θ
sin θ
0
0
 , f2 =

0
0
1
0
 , g =

cos γ
sin γ
0
0

We consider the three outputs separately. As in section 5.2.2, we actually consider the following
three outputs: y = r2 = x2v + y2v instead of y = r, y = tanβ =
yv−xv tan θ
xv+yv tan θ
instead of y = β and
y = tanφ = yvxv instead of y = φ. Obviously, the result of the observability analysis does not
change.
First Case: y = r2
We apply the analytic criterion in chapter 4. We obtain:
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Step 1
We obviously obtain the same expression as in the case y = r2 of section 5.2.2, i.e., L1g =
2(xv cos γ + yv sin γ), which does not vanish, in general.
Step 2
We have Ω0 = span{[xv, yv, 0, 0]} and Ω1 = span{[xv, yv, 0, 0], [cos θ, sin θ, yv cos θ−xv sin θ, 0] }.
Step 3
We have L1φ0L1g = Lf1L1g = 2 cos(γ − θ), which does not vanish, in general. This suffices to
conclude that the considered system is not in the special case considered by lemma 6 and we
need to continue with step 4.
Step 4
We have τ = 12(xv cos γ+yv sin γ)2 , as in the case y = r
2 of section 5.2.2. On the other hand, the
differential of τ also includes the derivative with respect to γ, namely:
Dτ = −1
(xv cos γ + yv sin γ)3
[cos γ, sin γ, 0, yv cos γ − xv sin γ]
Step 5
We need to compute Ω2 and, in order to do this, we need to compute 1φ1 and 2φ1 through
algorithm 2. We obtain: 1φ1 =2 φ1 =

0
0
0
0
. By using algorithm 3 we compute Ω2 and we
obtain that its dimension is 3. Additionally, it is possible to verify that Dτ ∈ Ω2, meaning that
m′ = 2.
Step 6
By a direct computation, it is possible to check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2.
Step 7
We conclude that the dimension of the observable codistribution is equal to 3(< 4) and the state
is not weakly locally observable. In particular, since the differential of every state component
does not belong to Ω2, we conclude that no state component is observable.
Second Case: y = tanβ
We apply the analytic criterion in chapter 4. We obtain:
Step 1
We obviously obtain the same expression as in the case y = tanβ of section 5.2.2, i.e., L1g =
− yv cos γ−xv sin γx2v cos2 θ+2 sin θ cos θxvyv−y2v cos2 θ+y2v , which does not vanish, in general.
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Step 2
We compute Ω0 and Ω1: their dimension are 1 and 2, respectively.
Step 3
We have L2φ0L1g = Lf2L1g 6= 0, in general. This suffices to conclude that the considered system
is not in the special case considered by lemma 6 and we need to continue with step 4.
Step 4
We have τ = xv cos γ+yv sin γ+xv cos(γ−2θ)−yv sin(γ−2θ)yv cos γ−xv sin γ , as in the case y = tanβ of section 5.2.2. On
the other hand, the differential of τ also includes the derivative with respect to γ.
Step 5
By using algorithm 3 we compute Ω2 and we obtain that its dimension is 3. Additionally, it is
possible to verify that Dτ ∈ Ω2, meaning that m′ = 2.
Step 6
By a direct computation, it is possible to check that Ω3 = Ω2 meaning that m∗ = 2 and Ω∗ = Ω2.
Step 7
We conclude that the dimension of the observable codistribution is equal to 3(< 4) and the state
is not weakly locally observable. In particular, since the differential of every state component
does not belong to Ω2, we conclude that no state component is observable.
Third Case: y = tanφ
We apply the analytic criterion in chapter 4. We obtain:
Step 1
We obviously obtain the same expression as in the case y = tanφ of section 5.2.2, i.e., L1g =
−yv cos γ−xv sin γx2v , which does not vanish, in general.
Step 2
We compute Ω0 and Ω1: their dimension are 1 and 2, respectively.
Step 3
We have L2φ0L1g = Lf2L1g 6= 0, in general. This suffices to conclude that the considered system
is not in the special case considered by lemma 6 and we need to continue with step 4.
Step 4
We have τ = − 2x4v cos γx4v sin γ−x3vyv cos γ , as in the case y = tanφ of section 5.2.2. On the other hand,
the differential of τ also includes the derivative with respect to γ.
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γ Output State observability
known y = r yes
known y = β yes
known y = φ yes
unknown y = r no
unknown y = β no
unknown y = φ yes
Table 5.2: Weak local observability of the state in all the considered scenarios
Step 5
By using algorithm 3 we compute Ω2 and we obtain that its dimension is 4. As a result, we
do not need to proceed with the remaining steps, since we can directly conclude that the entire
state is weakly locally observable.
Table 5.2 summarizes the results of the observability analysis carried out in this section. The
reader can find in [43] the results of extensive simulations for the system studied in this section.
These results clearly validate the analytic results of the previous observability analysis. In
addition, we remark that the analytic results provided by our observability analysis are also
understandable by following intuitive reasoning. By using the observability rank condition in
[18], we easily obtain that, in absence of the unknown input, the dimension of the observable
codistribution is 2 for the first two observations (y = r and y = β) and 3 for the last one (y = φ).
In particular, for the first two observations, all the initial states rotated around the vertical
axis are indistinguishable. In other words, in these two cases, the system exhibits a continuous
symmetry [37]. In presence of the unknown input, when γ is known, the aforementioned system
invariance is broken and the entire state becomes observable. When γ is unknown, the symmetry
still remains (and obviously also concerns the new state component γ).
We conclude by remarking a very important aspect. The presence of an unknown input
improves the observability properties of a system (this regards the case when γ is known). In
particular, if w = 0 (absence of unknown input), the state becomes unobservable despite the
knowledge of the unknown input (we know that it is zero), while, when w 6= 0, the state is
observable even if w is unknown. Note that having an unknown input equal to zero is an event
that occurs with zero probability and our theory accounts this fact since it is based on definition
3. To this regard, note also that the validity of theorem 1, which allows us to introduce the
algorithms 2 and 3, holds when the unknown input is different from 0.
5.2.4 Explicit proof of observability for the first case discussed in sub-
section 5.2.2
We conclude this section by providing an alternative proof of observability for the first case
discussed in subsection 5.2.2. The reader can check that the result will be consistent with the
one provided automatically by the analytic criterion in chapter 4.
We will provide a set of nonlinear equations that, independently of the unknown input func-
tion w(t), can be inverted to provide X = [x, y, θ] at a given time (t0) in terms of the outputs
returned during a given time interval.
To obtain this set of equations, we will set the known inputs (angular speed and linear speed)
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as follows:
ω(t) = 0
v(t) =
[
0 t < t0
v0 t ≥ t0
where v0 is a known parameter, strictly larger than 0. We assume that the output is available
during the time interval (t0 − τ, t0 + τ), with τ > 0. We use the following expression for the
output:
h =
x2 + y2
2
instead of x2 + y2 (this makes simpler the expression of its gradient, without changing the state
observability).
Let us compute the time derivative of h. We obtain:
dh
dt
= ∇hdX
dt
= [x, y, 0](f1v + gw) = (x cos θ + y sin θ)v + (x cos γ + y sin γ)w (5.5)
From this equation, we obtain the following left and right time derivative at t0:
dh
dt
∣∣∣∣
t−0
= (x0 cos γ + y0 sin γ)w0 (5.6)
and
dh
dt
∣∣∣∣
t+0
= (x0 cos θ0 + y0 sin θ0)v0 + (x0 cos γ + y0 sin γ)w0 (5.7)
where x0, y0, θ0 and w0 are the values of x, y, θ and w at t0 (note that, by assumption, the
unknown input (w) is continuous, i.e., limt→t−0 w(t) = limt→t+0 w(t) = w0).
From (5.6) and (5.7) we obtain:
dh
dt
∣∣∣∣
t+0
− dh
dt
∣∣∣∣
t−0
= (x0 cos θ0 + y0 sin θ0)v0 (5.8)
By differentiating (5.5) with respect to time, we obtain the second order time derivative of the
output. We have:
d2h
dt2
= ∇(x cos θ + y sin θ)(f1v + gw)v + (x cos θ + y sin θ)v˙
+∇(x cos γ + y sin γ)(f1v + gw)w + (x cos γ + y sin γ)w˙
We proceed this computation for all the values of t 6= t0 (note that v˙ = 0, ∀t 6= t0). We obtain:
d2h
dt2
= ∇(x cos θ+ y sin θ)(f1v+ gw)v+∇(x cos γ + y sin γ)(f1v+ gw)w+ (x cos γ + y sin γ)w˙ =
v2 + 2 cos(θ − γ)wv + w2 + (x cos γ + y sin γ)w˙
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Again, we compute the left and right second order time derivative at t0. We obtain:
d2h
dt2
∣∣∣∣
t−0
= w20 + (x0 cos γ + y0 sin γ)w˙0 (5.9)
and
d2h
dt2
∣∣∣∣
t+0
= v20 + 2 cos(θ0 − γ)w0v0 + w20 + (x0 cos γ + y0 sin γ)w˙0 (5.10)
where w˙0 = dwdt
∣∣
t=t0
(again, the time derivative of the unknown input is assumed to be continu-
ous). From (5.9) and (5.10) we obtain:
d2h
dt2
∣∣∣∣
t+0
− d
2h
dt2
∣∣∣∣
t−0
= v20 + 2 cos(θ0 − γ)w0v0 (5.11)
Finally, we have:
h(t0) =
x20 + y
2
0
2
(5.12)
We remind the reader that v0 and γ are known parameters. The set of equations (5.6), (5.8),
(5.11) and (5.12) provides a system of 4 nonlinear equations in the 4 unknowns x0, y0, θ0 and w0.
The Jacobian of this nonlinear system with respect to the 4 unknowns is:
J =

w0 cos γ w0 sin γ 0 x0 cos γ + y0 sin γ
v0 cos θ0 v0 sin θ0 v0(y0 cos θ0 − x0 sin θ0) 0
0 0 2v0w0 sin(γ − θ0) 2v0 cos(γ − θ0)
x0 y0 0 0

Its determinant is:
det(J) = 2w0v
2
0(x0 sin θ0 − y0 cos θ0)2
We remind the reader that, from the definition of indistinguishability (definition 2), it is explicitly
requested that the unknown input does not vanish. Since v0 > 0, this determinant does not vanish
almost everywhere in the space (x0, y0, θ0). Almost everywhere means that the set of points where
the determinant vanishes has zero Lebesgue measure (this is the case because this set of points
is the surface tan θ0 = y0x0 ). From the inverse function theorem, the system of 4 equations is
invertible in a neighbourhood of (x0, y0, θ0, w0), provided that (x0, y0, θ0) does not belong to the
aforementioned surface. Since the inversion of the aforementioned set of equations can only be
done locally, this proves the weak observability. This is consistent with the proposed analytic
condition, which allows us to check the weak local observability, exactly as the observability rank
condition.
We remark that, as in the case of nonlinear systems with only known inputs, the observability
depends on the input (contrary to what happens in the linear case). For v0 = 0 the determinant
vanishes for any (x0, y0, θ0). In this sense, the proposed criterion works like the observability
rank condition, i.e., if it provides observability this means that there exists at least one known
input under which the state is weakly locally observable. On the other hand, this holds for any
unknown input (provided that it is differentiable up to a given order).
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5.3 Vehicle moving in 3D in presence of a disturbance
This example is also dealt in [43, 45] where the reader can also find results from simulations that
validate the observability analysis here provided.
5.3.1 The system
We consider a vehicle that moves in a 3D−environment. We assume that the dynamics of the
vehicle are affected by the presence of a disturbance (e.g., this could be an aerial vehicle in
presence of wind). We assume that the direction of the disturbance is constant in time and
a priori known. Conversely, the disturbance magnitude is unknown and time dependent. The
vehicle is equipped with speed sensors (e.g., airspeed sensors in the case of an aerial vehicle),
gyroscopes and a bearing sensor (e.g., monocular camera). We assume that all the sensors share
the same frame (in other words, they are extrinsically calibrated). Without loss of generality, we
define the vehicle local frame as this common frame. The airspeed sensors measure the vehicle
speed with respect to the air in the local frame. The gyroscopes provide the angular speed in
the local frame. Finally, the bearing sensor provides the bearing angles of the features in the
environment expressed in its own local frame. We consider the extreme case of a single point
feature and, without loss of generality, we set the origin of the global frame at this point feature
(see figure 5.3 for an illustration). Additionally, we assume that the z−axis of the global frame
is aligned with the direction of the disturbance.
Figure 5.3: Local and global frame for the considered problem. The z−axis of the latter is
aligned with the direction of the disturbance (assumed to be known and constant in time). The
speed V is the vehicle speed with respect to the air, which differs from the ground speed because
of the disturbance (w).
32
Our system can be characterized by the following state:
X , [x, y, z, qt, qx, qy, qz]T (5.13)
where r = [x, y, z] is the position of the vehicle in the global frame and q = qt + qxi+ qyj + qzk
is the unit quaternion that describes the transformation change between the global and the
local frame. The dynamics are affected by the presence of the disturbance. The disturbance is
characterized by the following vector (in the global frame):
w¯ = w
 00
1
 (5.14)
where w is its unknown magnitude.
In the sequel, for each vector defined in the 3D space, the pedix q will be adopted to denote
the corresponding imaginary quaternion. For instance, regarding the vehicle position, we have:
rq = 0 + x i+ y j + z k. Additionally, we denote by V and Ω the following physical quantities:
• V = [Vx, Vy, Vz] is the vehicle speed with respect to the air expressed in the local frame
(hence, w k+ qVqq∗ is the vehicle speed with respect to the ground expressed in the global
frame).
• Ω , [Ωx Ωy Ωz] is the angular speed (and Ωq = 0 + Ωx i+ Ωy j + Ωz k).
The dynamics of the state are:  r˙q = w k + qVqq∗
q˙ =
1
2
qΩq
(5.15)
The monocular camera provides the position of the feature in the local frame (Fq = −q∗rqq) up
to a scale. Hence, it provides the ratios of the components of F :
hcam(X) , [hu, hv]T =
[
(q∗rqq)x
(q∗rqq)z
,
(q∗rqq)y
(q∗rqq)z
]T
(5.16)
where the pedices x, y and z indicate respectively the i, j and k component of the correspond-
ing quaternion. We have also to consider the constraint q∗q = 1. This provides the further
observation:
hconst(X) , q∗q (5.17)
Our system is characterized by the state in (5.13), the dynamics in (5.15) and the three outputs
hu, hv and hconst in (5.16) and (5.17).
5.3.2 Observability in absence of disturbance
Our system is characterized by the state in (5.13), the dynamics in (5.15) with w = 0 and the
three outputs hu, hv and hconst in (5.16) and (5.17).
By comparing (5.15) with (2.2) we obtain that our system is characterized by six known
inputs (mu = 6) that are: u1 = Ωx, u2 = Ωy, u3 = Ωz, u4 = Vx , u5 = Vy and u6 = Vz.
Additionally, we obtain:
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f1 =
1
2

0
0
0
−qx
qt
qz
−qy

, f2 =
1
2

0
0
0
−qy
−qz
qt
qx

, f3 =
1
2

0
0
0
−qz
qy
−qx
qt

,
f4 =

q2t + q
2
x − q2y − q2z
2qtqz + 2qxqy
2qxqz − 2qtqy
0
0
0
0

, f5 =

2qxqy − 2qtqz
q2t − q2x + q2y − q2z
2qtqx + 2qyqz
0
0
0
0

,
f6 =

2qtqy + 2qxqz
2qyqz − 2qtqx
q2t − q2x − q2y + q2z
0
0
0
0

Finally, in absence of disturbance we have:
g = [0, 0, 0, 0, 0, 0, 0]
T
In this case we can apply the observability rank condition, i.e., algorithm 1, to obtain the
observable codistribution. We compute the codistribution Ω0 by computing the differentials of
the three functions hu, hv and hconst. We obtain that this codistribution has dimension equal
to 3. We use algorithm 1 to compute Ω1. We obtain that its dimension is 4. In particular, the
additional covector is obtained by the differential of the following Lie derivative:
Lf4hu
In other words:
Ω1 = span
{Dhu, Dhv, Dhconst, DLf4hu,}
All the remaining first order Lie derivatives have differential that is in the above codistribution.
Additionally, by an explicit computation, it is easy to realize that Ω2 = Ω1. This means that
algorithm 1 has converged and the observable codistribution is Ω1.
By an explicit computation, it is possible to check that the differentials of the components of the
vector F belong to Ω1. This means that all the observable modes are the components of F , i.e.,
the position of the feature in the local frame (obviously, the fourth observable mode is the norm
of the quaternion). In particular, no component of the vehicle orientation is observable.
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5.3.3 Observability in presence of the disturbance
We now consider the case when the dynamics are affected by the presence of the disturbance.
By comparing (5.15) with (2.2) we obtain that the vector fields that characterize the dynamics
are the same that characterize the dynamics in absence of disturbance with the exception of the
last one, which becomes:
g = [0, 0, 1, 0, 0, 0, 0]
T
To derive the observability properties we apply the proposed analytic tool, by following the seven
steps provided in chapter 4.
First Step
We start by computing the Lie derivatives of the outputs hu, hv and hconst along the vector
field g. We find that the result differs from zero for the first two outputs. Hence, we use the first
output (hu) to define L1g (we could choose also the second output hv). In particular, we obtain:
L1g , Lghu =
−y(2qtqz − 2qxqy)− x(q2t − q2x + q2y − q2z)
[z(q2t − q2x − q2y + q2z) + 2x(qtqy + qxqz) + 2y(qyqz − qtqx)]2
Second Step
We compute the codistribution Ω0 by computing the differentials of the three functions hu,
hv and hconst. This coincides with the case without disturbance, and we obtain that this codis-
tribution has dimension equal to 3.
We use algorithm 3 to compute Ω1. We obtain that its dimension is 5. In particular, the
additional two independent covectors are obtained by the differentials of the following two Lie
derivatives:
Lf4hu, L g
L1g
hv
In other words:
Ω1 = span
{
Dhu, Dhv, Dhconst, DLf4hu, DL g
L1g
hv
}
All the remaining first order Lie derivatives have differential that is in the above codistribution.
Third Step
We compute 1φ1, 2φ1, 3φ1, 4φ1, 5φ1 and 6φ1 by using algorithm 2. We obtain that all
these vectors vanish. As a result, all the subsequent steps of algorithm 2 provide null vectors.
Therefore, the assumptions of lemma 6 are trivially met. We set m′ = 0 and we skip to the sixth
step.
Sixth Step
We use algorithm 3 to compute Ω2 and we obtain:
Ω2 = Ω1 + span
{
DLf4L g
L1g
hv
}
Hence, its dimension is 6. Finally, by using again algorithm 3 it is possible to compute Ω3
and to check that Ω3 = Ω2. This means that the algorithm has converged and the observable
codistribution is Ω∗ = Ω2.
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Seventh Step
By computing the distribution orthogonal to the codistribution Ω∗ we can find the continuous
symmetry that characterizes the unobservable space [37]. By an explicit computation we obtain
the following vector:
[
−y, x, 0, − qz
2
, − qy
2
,
qx
2
,
qt
2
]T
This symmetry corresponds to an invariance with respect to a rotation around the z−axis of the
global frame. This means that we have a single unobservable mode that is the yaw in the global
frame1. We conclude by remarking that the presence of the disturbance, even if its magnitude
is unknown and is not constant, makes observable the roll and the pitch angles. This result is
similar to the result that we obtain in the case of visual and inertial sensor fusion in presence
of gravity. The presence of gravity makes observable the roll and the pitch angles, even if its
magnitude is unknown [38, 39]. What it is non intuitive in the case now investigated, is that,
not only the magnitude of the disturbance is unknown, but it is also time dependent.
The reader can find in [43, 45] the results of simulations for the system studied in this section.
These results clearly validate the analytic results of the previous observability analysis.
5.4 Visual-inertial sensor fusion: the planar case with cali-
brated sensors
We consider a sensor suit that consists of inertial sensors (IMU) and a bearing sensor (camera).
We assume that this sensor suit moves on a 2D−environment. Without loss of generality, we
define the sensor suit local frame as the IMU frame. The inertial sensors measure the sensor suit
acceleration and the angular speed. In 2D, the acceleration is a two dimensional vector and the
angular speed is a scalar. The camera provides the bearing angle of the features in its own local
frame.
In this section, we derive the observability properties in the case when the IMU only pro-
vides the acceleration along a single axis (instead of two). In other words, we will consider the
other component of the acceleration and the angular speed as unknown inputs. Therefore, with
respect to the examples investigated in sections 5.1 and 5.2, the system is characterized by two
independent unknown inputs and, as we will see, the dynamics are affine in the inputs and not
simply linear (i.e., the dynamics are characterized by a non null vector g0). Finally, we directly
investigate the most challenging case of a single point feature.
In general, the camera frame does not coincide with the sensor suit frame. Additionally, the
measurements provided by the IMU are in general biased. We start our investigation in the simple
case when the camera frame coincides with the sensor suit frame and the inertial measurements
are unbiased. Then, in section 5.5, we relax both these assumptions by also assuming that the
camera is extrinsically uncalibrated (i.e., the transformation between the IMU frame and the
camera frame is unknown).
The state that characterizes our system is [xv, yv, vx, vy, θ]T , where the first two components
are the sensor suit position, the second two components the sensor suit speed and the last
component the sensor suit orientation. All these quantities are expressed in a common global
1Note that the chosen global frame is aligned with he direction of the disturbance (fig. 5.3). Hence, what is
unobservable is a rotation around the direction of the disturbance.
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Figure 5.4: Visual-inertial sensor fusion in 2D with calibrated sensors and in the case of a single
point feature. The global frame, the local frame and the bearing observation (β).
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frame (see fig 5.4 for an illustration). The dynamics are:
x˙v = vx
y˙v = vy
v˙x = cos θAx − sin θAy
v˙y = sin θAx + cos θAy
θ˙ = ω
(5.18)
where [Ax, Ay]T is the sensor suit acceleration expressed in the sensor suit frame and ω the
angular speed. In order to have a simpler expression for the output, it is better to work in polar
coordinates. In other words, we set:
• r ,√x2v + y2v ;
• φ , arctan
(
yv
xv
)
;
• v ,
√
v2x + v
2
y;
• α , arctan
(
vy
vx
)
;
Hence, we define the state:
X = [r, φ, v, α, θ]T (5.19)
Its dynamics are: 
r˙ = v cos(α− φ)
φ˙ =
v
r
sin(α− φ)
v˙ = Ax cos(α− θ) +Ay sin(α− θ)
α˙ = −Ax
v
sin(α− θ) + Ay
v
cos(α− θ)
θ˙ = ω
(5.20)
Without loss of generality, we assume that the feature is positioned at the origin of the global
frame. The camera provides the angle β = pi − θ + φ. Hence, we can perform the observability
analysis by using the output (we ignore pi):
y = h(X) = φ− θ (5.21)
We consider the system characterized by the state in (5.19), the dynamics in (5.20) and the
output in (5.21) under the assumptions that the IMU only provides the acceleration along a
single axis. Without loss of generality, we assume that it provides Ax. Hence, we have that
u = Ax is a known input while w1 = ω and w2 = Ay are two unknown inputs (or disturbances).
By comparing (5.20) with (2.1) we obtain:
g0 =

v cos(α− φ)
v
r sin(α− φ)
0
0
0
 , f , f1 =

0
0
cos(α− θ)
− 1v sin(α− θ)
0

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g1 =

0
0
0
0
1
 , g2 =

0
0
sin(α− θ)
1
v cos(α− θ)
0

Before proceeding with the steps summarized in section 4.2, we need to check that the system
is in canonic form. In the case is not, we need to perform the system canonization, as explained
in appendix A.2.
5.4.1 System Canonization
We follow the procedure described in appendix A.2. For, we start by building the space of
functions F0 and the codistribution DF0. Since Lfh = 0, we obtain that F0 only contains the
function h(X) in (5.21) and DF0 = span{[0, 1, 0, 0,−1]}. Additionally, the space LGF0 only
contains LGh = v sin(α−φ)r − w1. We easily obtain that DwLGF0 = span{[−1, 0]}. Hence, its
dimension is 1 < mw = 2 and the system is not in canonic form. Since the covectors in DwLGF0
have the second entry equal to zero, we do not need to change the coordinates according to (A.4).
In accordance with (A.6), we include w1 in the state:
X → [XT w1]T
We proceed by computing F1. Since L2fLGh = 0, F1 only contains the functions: h, LGh and
LfLGh. In particular, they are independent, i.e., the codistribution DF1 has dimension equal to
3. We compute the space LGF1. Then, we define the new unknown input vector in accordance
with (A.7):
1w = [w
(1)
1 w2]
We obtain DwLGF1 by computing the differentials (with respect to 1w) of the functions in
LGF1. By a direct computation we obtain that the dimension of DwLGF1 is 1 < mw = 2 and
the system is not in canonic form. This time, the second entry of the covectors in DwLGF1 is
not automatically 0. Hence, we need to change the coordinates in accordance with (A.4). We
obtain:
w
(1)
1 → w(1)1 −
cos(θ − φ)
r
w2
w2 → w2
In accordance with (A.6), we include w(1)1 in the state:
X → [XT w(1)1 ]T
We proceed by computing F2. In this case we obtain that the independent functions in F2,
i.e., the ones whose differentials with respect to X generate DF2, are: h, LGh, L2Gh, LfL2Gh
and L2fL2Gh. We compute the space LGF2. Then, we define the new unknown input vector in
accordance with (A.7):
2w = [w
(2)
1 w2]
We obtain DwLGF2 by computing the differentials (with respect to 2w) of the functions in LGF2.
By a direct computation we obtain that the dimension of DwLGF2 is 2 = mw and the system
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is in canonic form. In particular, DF2 is generated starting from the following two functions in
F2: L2Gh, LfL2Gh.
5.4.2 Observability properties
In accordance with the derivation in 5.4.1, we have the canonic form of our system. We denote
by ω¯ the angular acceleration. The state is:
X = [r, φ, v, α, θ, ω, ω¯]T (5.22)
The known input and the second unknown input remain the same (u = Ax, w2 = Ay). The first
unknown input becomes:
w1 = ˙¯ω
Regarding the dynamics, the first five components of the state satisfy (5.20). The last two
components satisfy the following equations: ω˙ = ω¯ and ˙¯ω = w1.
By comparing the new dynamics with (2.1) we obtain:
g0 =

v cos(α− φ)
v
r sin(α− φ)
0
0
ω
ω¯
0

, f , f1 =

0
0
cos(α− θ)
− 1v sin(α− θ)
0
0
0

g1 =

0
0
0
0
0
0
1

, g2 =

0
0
sin(α− θ)
1
v cos(α− θ)
0
0
0

We are now ready to apply the method in 4.2.
First step
In accordance with the derivation in 5.4.1, we can select h1 and h2 as follows:
h1 =L2Gh = −ω¯ −
v2 sin(2α− 2φ)
r2
h2 =LfL2Gh = −2
v sin(α− 2φ+ θ)
r2
From (3.3) we obtain:
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µ11 =Lg1h1 = −1
µ21 =Lg2h1 = −2v
cos(α− 2φ+ θ)
r2
µ12 =Lg1h2 = 0
µ22 =Lg2h2 =
2− 4 cos(φ− θ)2
r2
which is non singular.
Second step
We compute the inverse of the previous tensor. We easily obtain:
ν11 =− 1
ν21 =v
cos(α− 2φ+ θ)
cos(2φ− 2θ)
ν12 =0
ν22 =−
r2
2 cos(2φ− 2θ)
Additionally, we obtain from (3.6):
µ01 =Lg0h1 =
2v3 sin(3α− 3φ)
r3
µ02 =Lg0h2 = 2v
2v sin(2α− 3φ+ θ)− rω cos(α− 2φ+ θ)
r3
Finally, from (3.9) we obtain:
gˆ1 =

0
0
0
0
0
0
−1

, gˆ2 =
1
2v cos(2φ− 2θ)

0
0
−vr2 sin(α− θ)
−r2 cos(α− θ)
0
−vr cos(θ − φ)
2v2 cos(α− 2φ+ θ)

We do not provide the expression of gˆ0 for the sake of brevity (its expression is more complex).
Third step
We compute the differential of h1 and h2 (obtained at the first step) with respect to the state
in (5.22). By a direct computation we obtain that the dimension of Ω0 is 2. We compute Ω1 by
using the recursive step of algorithm 5 (we can ignore its last two terms, since the outputs are
among the functions h1 and h2). The dimension of Ω1 is 3.
Fourth step
We have Lφ0Lg2h1 = Lfµ21 = 4 sin
2(φ−θ)−2
r2 , which does not vanish, in general. This suffices to
conclude that the considered system is not in the special case considered by lemma 14 and we
need to continue with step 5.
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Fifth step
We compute the three-index tensor in (3.11). We remind the reader that we can consider the
lower index as a Latin index since the components of the tensor when this index is zero vanish.
We obtain: T 011 = T 012 = T 101 = T 102 = T 111 = T 112 = T 121 = T 122 = T 211 = T 212 = T 222 = 0,
T 022 =
2v sin(2α− 5φ+ 3θ) + 2v sin(φ− θ)− r3ω sin(2θ − 2φ) + r3ω sin(2φ− 2θ)
r3(1− 2 sin(φ− θ)2)
T 201 =
v sin(2φ− 2θ)(2v sin(2α− 3φ+ θ)− rω cos(α− 2φ+ θ))
r cos(2φ− 2θ)2 −3
v2 cos(3φ− 2α− θ) + v2 cos(2α− 3φ+ θ)
2r cos(2φ− 2θ)
T 202 =
2rω sin(2φ− 2θ)− 3v cos(α− 3φ+ 2θ) + v cos(φ− α)− 4v cos(3φ− α− 2θ)
2r cos(2φ− 2θ)
T 221 = r
2 sin(2φ−2θ)
2 sin(2φ−2θ)2−2 . We do not provide the expression of T 001 ,T 002 and T 021 for the sake of
brevity (their expression is more complex).
Sixth step
We need to compute Ω2 and, in order to do this, we need to compute 0φ1,1 φ1 and 2φ1, by using
algorithm 4. We obtain that only the first one differs from the null vector and it is:
0φ1 =

− cos(θ − φ)
− sin(θ−φ)r−ω sin(θ − α)
ω cos(θ−α)
v
0
0
0

Hence, by using algorithm 5 we can compute Ω2. Its dimension is 6. In addition, we obtain that
the differentials of all the components of the tensor T αij belong to Ω2, meaning that m′ = 2.
Seventh step
By an explicit computation (by using the subsequent step of both algorithms 4 and 5), we obtain
Ω3 = Ω2. Hence, algorithm 5 has coverged and Ω∗ = Ω2.
Eighth step
By computing the distribution orthogonal to the codistribution Ω2 we can find the continuous
symmetry that characterizes the unobservable space [37]. By an explicit computation we obtain
the vector: [0, 1, 0, 1, 1, 0, 0]T . This symmetry corresponds to an invariance with respect to
a rotation around the vertical axis2. Note that, the absolute scale is invariant with respect to
a rotation around the vertical axis meaning that it can be estimated. This also holds for the
sensor suit speed in the local frame.
We remark that, the invariance that corresponds to the continuous symmetry detected by our
observability analysis, would also exist by having a complete IMU, i.e., when the IMU provides
2If instead of working in polar coordinates we adopted Cartesian coordinates, we obtained the following sym-
metry: [yv , − xv , vy , − vx, 1, 0, 0]T .
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the acceleration along the two axes and the angular speed. This means that the information
obtained by fusing the measurements from a camera with the measurements from a complete
IMU is redundant.
5.5 Visual-inertial sensor fusion: the planar case with un-
calibrated sensors
Figure 5.5: Visual-inertial sensor fusion in 2D with uncalibrated sensors and in the case of a
single point feature. The global frame, the IMU frame and the bearing sensor frame are displayed
together with the parameters that characterize the sensor suit.
We consider now the case when the measurements from the accelerometer are biased and the
camera is extrinsically uncalibrated, i.e., the camera position and orientation in the sensor suit
frame is unknown. We characterize the camera configuration in the sensor suit frame with the
three parameters: ρ, φ1 and φ2 (see fig. 5.5 for an illustration). As in the previous case, we are
assuming that the IMU only provides the acceleration along the X-axis of the local frame (Ax).
Hence, we consider again the angular speed (ω) and the other component of the acceleration
(Ay), as two independent unknown inputs. We characterize our system by the following state
(in this case polar coordinates are useless):
X = [xv, yv, vx, vy, θ, B, ρ, φ1, φ2]
T (5.23)
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where B is the accelerometer bias. The dynamics of the state are:

x˙v = vx
y˙v = vy
v˙x = cos θ(Ax +B)− sin θAy
v˙y = sin θ(Ax +B) + cos θAy
θ˙ = ω
B˙ = 0
ρ˙ = 0
φ˙1 = 0
φ˙2 = 0
(5.24)
The analytic expression of the output is obtained starting from the expression β = pi + φc − θc,
where φc and θc are the bearing of the camera and its orientation in the global frame (see fig.
5.5). We compute the tangent of this expression, obtaining:
y , tanβ = yc cos θc − xc sin θc
xc cos θc + yc sin θc
(5.25)
where (xc, yc) is the camera position in the global frame. We can express the previous output
in terms of the state components by using the following equations: xc = xv + ρ cos(θ + φ1),
yc = yv + ρ sin(θ + φ1) and θc = θ + φ1 + φ2.
5.5.1 System Canonization
We need to check if the system is in canonic form and, if not, we need to proceed as explained in
appendix A.2. This is exactly what we have done in section 5.4.1. In particular, as in the case
of calibrated sensors, we need to compute the space of functions F2 and we can check that the
dimension of the codistribution DwLGF2 is 2. On the other hand, the functions h1 and h2 that
we automatically select from F2, have now an analytic expression much more complex than in
the case of calibrated sensors. Even if this fact does not prevent the application of the method in
4.2, for educational purposes, we prefer to proceed in a different manner. In particular, we apply
the result stated in the remark 4 (in appendix A). Specifically, it is possible to check, by running
algorithm 6, that the differential of the scalar v2x + v2y belongs to the observable codistribution.
Hence, we can assume that the quantity v2x + v2y is a further system output. It is possible to
check that the system defined by the state in (5.23), the dynamics in (5.24), the outputs v2x + v2y
and the one in (5.25) is directly in canonic form.
5.5.2 Observability properties
We apply the method in 4.2. By comparing the dynamics in (5.24) with (2.1) we obtain:
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g0 =

vx
vy
B cos θ
B sin θ
0
0
0
0
0

, f , f1 =

0
0
cos θ
sin θ
0
0
0
0
0

g1 =

0
0
0
0
1
0
0
0
0

, g2 =

0
0
− sin θ
cos θ
0
0
0
0
0

First step
In accordance with what we mentioned in 5.5.1, we can select h1 and h2 as follows:
h1 =
yc cos θc − xc sin θc
xc cos θc + yc sin θc
h2 =v
2
x + v
2
y
From (3.3) we obtain: µ21 = µ12 = 0, µ11 =
−ρ(xv cos(φ1 + θ) + yv sin(φ1 + θ))− x2v − y2v
(ρ cos(φ2) + xv cos(φ1 + φ2 + θ) + yv sin(φ1 + φ2 + θ))2
and µ22 = 2vy cos θ − 2vx sin θ, which is non singular (and diagonal).
Second step
We compute the inverse of the previous tensor. Because of the diagonal structure, we easily
obtain: ν21 = ν12 = 0, ν11 =
1
µ11
and ν22 =
1
µ22
. Additionally, we obtain from (3.6):
µ01 =
ρ(vy cos(φ1 + θ)− vx sin(φ1 + θ)) + vyxv − vxyv
(ρ cosφ2 + xv cos(φ1 + φ2 + θ) + yv sin(φ1 + φ2 + θ))2
µ02 =2B(vx cos θ + vy sin θ)
Finally, from (3.9) we obtain:
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gˆ0 =

vx
vy
Bvy
vy cos θ−vx sin θ−Bvx
vy cos θ−vx sin θ
ρ(vy cos(φ1+θ)−vx sin(φ1+θ))+vyxv−vxyv
x2v+ρ cos(φ1+θ)xv+y
2
v+ρ sin(φ1+θ)yv
0
0
0
0

The vector field gˆ1 has all the entries null with the exception of the fifth entry that is
−(ρ cosφ2 + xv cos(φ1 + φ2 + θ) + yv sin(φ1 + φ2 + θ))2
x2v + ρ cos(φ1 + θ)xv + y
2
v + ρ sin(φ1 + θ)yv
The vector field gˆ2 has all the entries null with the exception of the third and fourth ones, which
are − sin θ2vy cos θ−2vx sin θ and
cos θ
2vy cos θ−2vx sin θ , respectively.
Third step
We compute the differential of h1 and h2 (obtained at the first step) with respect to the state
in (5.23). By a direct computation we obtain that the dimension of Ω0 is 2. Additionally,we
compute Ω1. Its dimension is 3.
Fourth step
We have Lφ0Lgjhi = Lfµji = 0, ∀i, j. In order to check if we are in the special case considered
by lemma 14 we need to compute 0φ1,1 φ1 and 2φ1, by using algorithm 4. We obtain that only
the first two differ from the null vector and they are:
0φ1 =

− cos θ
− sin θ
− sin θ(ρ(vy cos(φ1+θ)−vx sin(φ1+θ))+vyxv−vxyv)x2v+ρ cos(φ1+θ)xv+y2v+ρ sin(φ1+θ)yv
cos θ(ρ(vy cos(φ1+θ)−vx sin(φ1+θ))+vyxv−vxyv)
x2v+ρ cos(φ1+θ)xv+y
2
v+ρ sin(φ1+θ)yv
0
0
0
0
0

1φ1 =

0
0
sin θ(ρ cosφ2+x cos(φ1+φ2+θ)+yv sin(φ1+φ2+θ))
2
x2v+ρ cos(φ1+θ)xv+y
2
v+ρ sin(φ1+θ)yv
− cos θ(ρ cosφ2+xv cos(φ1+φ2+θ)+yv sin(φ1+φ2+θ))2x2v+ρ cos(φ1+θ)xv+y2v+ρ sin(φ1+θ)yv
0
0
0
0
0

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We have L1φ1Lg2h2 = L1φ1µ22 = −2 (r cosφ2+xv cos(φ1+φ2+θ)+yv sin(φ1+φ2+θ))
2
x2v+r cos(φ1+θ)xv+y
2
v+r sin(φ1+θ)yv
, which does not
vanish, in general. This suffices to conclude that the considered system is not in the special case
considered by lemma 14 and we need to continue with step 5.
Fifth step
We compute the three-index tensor in (3.11). We do not provide here the expression of its
components, for brevity sake. We only mention that the non-vanishing components are the
following eleven: T 001 , T 002 , T 011 , T 022 , T 101 , T 102 , T 201 , T 202 , T 111 , T 122 and T 222 .
Sixth step
By using algorithm 5 and the vector fields 0φ1,1 φ1 and 2φ1 previously computed, we can compute
Ω2. Its dimension is 7. We obtain that the differentials of all the components T belong to Ω2 with
the exception of T 001 , T 011 , T 101 , T 201 and T 111 . Hence, we need to compute Ω3 by using algorithms
4 and 5. We do not provide all the steps. It is possible to check that also the differentials of the
remaining components of T belong to Ω3, whose dimension is 8. Therefore, we have m′ = 3.
Seventh step
By an explicit computation (by using the subsequent step of both algorithms 4 and 5), we obtain
Ω4 = Ω3. Hence, algorithm 5 has coverged and Ω∗ = Ω3.
Eighth step
By computing the distribution orthogonal to the codistribution Ω3 we can find the continuous
symmetry that characterizes the unobservable space [37]. By an explicit computation we obtain
the vector: [yv, − xv, vy, − vx, 1, 0, 0, 0, 0]T , which corresponds to a rotation around the
vertical axis. Note that, the absolute scale is invariant with respect to a rotation around the
vertical axis meaning that it can be estimated. This also holds for the sensor suit speed in the
local frame.
We remark that we obtain the same result that holds in the case of calibrated sensors. This
means that the sensors, even if not calibrated, provide enough information to perform their self-
calibration. Additionally, as in the case of calibrated sensors, we remark that, the invariance that
corresponds to the continuous symmetry detected by our observability analysis, would be present
also by having a complete IMU, i.e., when the IMU provides the acceleration along the two axes
and the angular speed. This means that the information obtained by fusing the measurements
from a camera with the measurements from a complete IMU is redundant.
5.6 Visual-inertial sensor fusion: the 3D case with cali-
brated sensors
We consider again a sensor suit that consists of inertial sensors (IMU) and a bearing sensor
(camera). However, we now investigate the 3D case. Without loss of generality, we define
the sensor suit local frame as the IMU frame. The inertial sensors measure the sensor suit
acceleration and the angular speed. In 3D, the acceleration and the angular speed are three
dimensional vectors. The camera provides the bearing angles of the features in its own local
frame.
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We derive the observability properties in the case when the IMU only provides the acceleration
along a single axis (instead of three). In other words, we will consider the other components of
the acceleration and the angular speed as unknown inputs. Therefore, the system is characterized
by five unknown inputs. Finally, we consider the extreme case of a single point feature.
In general, the camera frame does not coincide with the IMU frame. Additionally, the mea-
surements provided by the IMU are in general biased. We start our investigation in the simple
case when the camera frame coincides with the IMU frame and the inertial measurements are
unbiased. Then, in section 5.7, we relax both these assumptions by also assuming that the cam-
era is extrinsically uncalibrated (i.e., the transformation between the IMU frame and the camera
frame is unknown).
Figure 5.6: Visual-inertial sensor fusion in 3D with calibrated sensors and in the case of a single
point feature.
Our system can be characterized by the following state (see fig 5.6 for an illustration):
X , [Fx, Fy, Fz, Vx, Vy, Vz, qt, qx, qy, qz, g]T (5.26)
where F = [Fx, Fy, Fz] is the position of the point feature in the local frame, V = [Vx, Vy, Vz]
is the sensor suit speed in the local frame, q = qt + qxi + qyj + qzk is the unit quaternion
that describes the transformation change between the global and the local frame and g is the
48
magnitude of the gravity (that is assumed unknown). The dynamics are:

F˙ = −Ω ∧ F − V
V˙ = −Ω ∧ V +A+G
q˙ =
1
2
qΩq
g˙ = 0
(5.27)
where Ω , [Ωx Ωy Ωz] is the unknown angular speed of the camera, Ωq is the imaginary quater-
nion associated with Ω, i.e., Ωq , Ωxi + Ωyj + Ωzk, G is the gravity in the local frame and A
is the acceleration that would be perceived by a noiseless tri-axis accelerometer. In other words,
since the accelerometer also perceives the gravity, Ainertial , A + G is the inertial acceleration
expressed in the local frame. Without loss of generality, we assume that the accelerometer pro-
vides the third component of A. In other words, the first two components of A act as unknown
inputs.
The monocular camera provides the position of the feature in the local frame (F ) up to a
scale. Hence, it provides the ratios of the components of F :
hcam(X) , [hu, hv]T =
[
Fx
Fz
,
Fy
Fz
]T
(5.28)
We have also to consider the constraint q∗q = 1. This provides the further observation:
hconst(X) , hq = q∗q (5.29)
We consider the system characterized by the state in (5.26), the dynamics in (5.27) and the three
outputs hu, hv and hq in (5.28) and (5.29) under the assumptions that the IMU only provides
the acceleration (inertial and gravitational) along the z−axis of the local frame. Hence, we have
a single known input (mu = 1) that is u = u1 = Az. Additionally, we have five unknown inputs
(mw = 5) that are: w1 = Ωx, w2 = Ωy, w3 = Ωz, w4 = Ax and w5 = Ay. By comparing (5.27)
with (2.1) we obtain:
g0 =

−Vx
−Vy
−Vz
−2g(qtqy − qxqz)
2g(qtqx + qyqz)
g(q2t − q2x − q2y + q2z)
0
0
0
0
0

, f , f1 =

0
0
0
0
0
1
0
0
0
0
0

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g1 =

0
Fz
−Fy
0
Vz
−Vy
−qx/2
qt/2
qz/2
−qy/2
0

, g2 =

−Fz
0
Fx
−Vz
0
Vx
−qy/2
−qz/2
qt/2
qx/2
0

, g3 =

Fy
−Fx
0
Vy
−Vx
0
−qz/2
qy/2
−qx/2
qt/2
0

g4 = [0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0]T
g5 = [0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0]T
5.6.1 System Canonization
We need to check if the system is in canonic form and, if not, we need to proceed as explained
in appendix A.2. This is exactly what we have done in sections 5.4.1 and 5.5.1. In particular,
we need to compute the space of functions F3 and we can check that the dimension of the
codistribution DwLGF3 is 5. On the other hand, the functions h1, h2, h3, h4 and h5 that we
automatically select from F3, have a complex analytic expression. Even if this fact does not
prevent the application of the method in 4.2, for educational purposes, we prefer to proceed
in a different manner. In particular, we apply the result stated in remark 3 (in appendix A).
Specifically, it is possible to check that the functions h1 = Fx, h2 = Fy, h3 = Vx, h4 = Vy and
h5 = Vz belong to F3 (the first two functions also belong to F2). Additionally, it is possible
to check that the system defined by the state in (5.26), the dynamics in (5.27) and the outputs
h1, h2, h3, h4 and h5 is directly in canonic form. Note that we applied the result stated by the
remark 3 (in appendix A), with k = 0, because the five functions only depend on the original
state.
5.6.2 Observability properties
We apply the method in 4.2 to obtain the observability properties of the system characterized by
the state in (5.26), the dynamics in (5.27) and the outputs h1 = Fx, h2 = Fy, h3 = Vx, h4 = Vy,
h5 = Vz and hq = q2t + q2x + q2y + q2z .
First step
In accordance with what we mentioned in 5.6.1, the system is in canonic form. From (3.3) we
obtain:
µ =

0 −Fz Fy 0 0
Fz 0 −Fx 0 0
0 −Vz Vy 1 0
Vz 0 −Vx 0 1
−Vy Vx 0 0 0

where the upper index corresponds to the column and the lower index to the line. This tensor is
non-singular.
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Second step
We compute the inverse of the previous tensor. We easily obtain
ν =
1
Fz(FxVy − FyVx)

−FxVx −FyVx
−FxVy −FyVy
−FzVx −FzVy
−Vy(FxVz − FzVx) FzV 2y − FyVyVz
FxVxVz − FzV 2x Vx(FyVz − FzVy)
0 0 −FxFz
0 0 −FyFz
0 0 −F 2z
Fz(FxVy − FyVx) 0 −Fz(FyVz − FzVy)
0 Fz(FxVy − FyVx) Fz(FxVz − FzVx)

Additionally, we obtain from (3.6):
µ01 =− Vx
µ02 =− Vy
µ03 =− 2g(qtqy − qxqz)
µ04 =2g(qtqx + qyqz)
µ05 =g(q
2
t − q2x − q2y + q2z)
Finally, from (3.9) we obtain:
gˆ1 =
1
2η

2Fz(FxVy − FyVx)
0
2FxFyVx − 2F 2xVy
0
0
0
FxVxqx + FxVyqy + FzVxqz
FxVyqz − FxVxqt − FzVxqy
FzVxqx − FxVxqz − FxVyqt
FxVxqy − FzVxqt − FxVyqx
0

, gˆ3 =

0
0
0
1
0
0
0
0
0
0
0

,
gˆ2 =
1
2η

0
2Fz(FxVy − FyVx)
2F 2y Vx − 2FxFyVy
0
0
0
FyVxqx + FyVyqy + FzVyqz
FyVyqz − FyVxqt − FzVyqy
FzVyqx − FyVxqz − FyVyqt
FyVxqy − FzVyqt − FyVyqx
0

, gˆ4 =

0
0
0
0
1
0
0
0
0
0
0

, gˆ5 =
Fz
2η

0
0
0
0
0
2FxVy − 2FyVx
Fxqx + Fyqy + Fzqz
Fyqz − Fxqt − Fzqy
Fzqx − Fxqz − Fyqt
Fxqy − Fzqt − Fyqx
0

where η = Fz(FxVy − FyVx). We do not provide the expression of g0 for the brevity sake.
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Third step
We compute the differential of h1, h2, h3, h4, h5 and hq with respect to the state in (5.26). By
a direct computation we obtain that the dimension of Ω0 is 6. Additionally, we obtain Ω0 = Ω1.
Fourth step
We have Lφ0Lg1h4 = Lfµ14 = 1 6= 0. This suffices to conclude that the considered system is not
in the special case considered by lemma 14 and we need to continue with step 5.
Fifth step
We compute the three-index tensor in (3.11). We remind the reader that we can consider the
lower index as a Latin index since the components of the tensor when this index is zero vanish.
Since the Latin index takes the values 1, · · · , 5 and the Greek indexes 0, · · · , 5, this tensor has 180
components that can be different from zero. To display these components, we provide separately
T 1ji , T 2ji , T 3ji , T 4ji , T 5ji . We do not provide T 00i , T 0ji , T j0i for the brevity sake. We have:
T 1ji =
1
η

−(F 2xVy)/Fz −(FxFyVy)/Fz 0
(Vx(F
2
x + F
2
z ))/Fz (VyF
2
z + FxFyVx)/Fz 0
0 0 0
0 0 0
0 0 0
0 −FxFy
0 F 2x + F
2
z
0 0
0 0
0 0
 , T 2ji = 1η

−(VxF 2z + FxFyVy)/Fz
(FxFyVx)/Fz
0
0
0
−(Vy(F 2y + F 2z ))/Fz 0 0 −F 2y − F 2z
(F 2y Vx)/Fz 0 0 FxFy
0 0 0 0
0 0 0 0
0 0 0 0

T 3ji =
1
η

0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
FzVx FzVy 0 0 F
2
z
−FxVy −FyVy 0 0 −FyFz

T 4ji =
1
η

0 0 0 0 0
0 0 0 0 0
−FzVx −FzVy 0 0 −F 2z
0 0 0 0 0
FxVx FyVx 0 0 FxFz

T 5ji =
1
η

0 0 0 0 0
0 0 0 0 0
FxVy FyVy 0 0 FyFz
−FxVx −FyVx 0 0 −FxFz
0 0 0 0 0

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Sixth step
We need to compute Ω2 and, in order to do this, we need to compute 0φ1,1 φ1,2 φ1,3 φ1,4 φ1 and
5φ1, by using algorithm 4. We obtain that 3φ1 and 4φ1 are null. The remaining four are: 0φ1 = 1η
0
0
Fz(FxVy − FyVx)
g(Fyq
2
t − Fyq2x − Fyq2y + Fyq2z)Fz − (FyV 2y + FxVxVy)
(FxV
2
x + FyVyVx)− Fzg(Fxq2t − Fxq2x − Fxq2y + Fxq2z)
0
0
0
0
0
0

1φ1 =
1
η

0
0
0
−FxVy
FxVx
0
0
0
0
0
0

,2 φ1 =
1
η

0
0
0
−FyVy
FyVx
0
0
0
0
0
0

,5 φ1 =
1
η

0
0
0
−FyFz
FxFz
0
0
0
0
0
0

Hence, by using algorithm 5 we obtain Ω2. Its dimension is 8. We obtain that the differentials
of all the components of T belong to Ω2 with the exception of T 003 , T 004 , T 005 , T 103 , T 104 , T 105 ,
T 203 , T 204 , T 205 , T 503 , T 504 and T 505 .
We need to compute Ω3 by using algorithms 4 and 5. We do not provide all the steps. We
obtain that the dimension of Ω3 is 10. Additionally, we obtain that the differentials of all the
components of T belong to Ω3. Hence, we have m′ = 2.
Seventh step
We compute Ω4 by using algorithms 4 and 5. We obtain Ω4 = Ω3. Hence, algorithm 5 has
converged to the codistribution Ω∗ = Ω3.
Eighth step
By computing the distribution orthogonal to the codistribution Ω∗ we can find the continuous
symmetry that characterizes the unobservable space [37]. By an explicit computation we obtain
the vector: [0, 0, 0, 0, 0, 0, − qz, − qy, qx, qt, 0]T , which corresponds to a rotation around
the vertical axis (the axis aligned with the gravity).
We remark that the invariance that corresponds to the continuous symmetry detected by our
observability analysis, would be present also by having a complete IMU, i.e., when the IMU
provides the acceleration along the three axes and the three components of the angular speed.
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This means that the information obtained by fusing the measurements from a camera with the
measurements from a complete IMU is redundant.
5.7 Visual-inertial sensor fusion: the 3D case with uncali-
brated sensors
We now consider the same sensor fusion problem considered in the previous section, but we
assume that the camera is not extrinsically calibrated and the inertial measurements are biased.
We need to include in the state the inertial bias and the parameters that describe the trans-
formation change between the camera and the IMU. We remind the reader that the IMU only
consists of a single axis accelerometer.
We assume that the local frame coincides with the frame attached to the single-axis accelerom-
eter and, without loss of generality, we assume that this local frame has its z-axis coincident with
the axis of the accelerometer. The position of the camera optical center in the local frame will
be denoted by Pc = [Xc, Yc, Zc]T and the camera orientation will be characterized through
the three Euler angles α, β, γ. Specifically, a vector with orientation τˆ in the local frame, will
have the orientation Rτˆ in the camera frame, where R = R(α, β, γ) = RzαRxβR
z
γ and Rzη and
Rxη rotates the unit vector τˆ clockwise through the angle η about the z−axis and the x−axis,
respectively. The vector Pc and the three angles α, β, γ, characterize the extrinsic camera cal-
ibration and are assumed to be unknown. As in the previous section, we consider the extreme
case when a single point feature is available and we denote its position in the camera frame with
cF , [cFx cFy cFz]T . We characterize our system through the following state:
X ,
[
cFT , V T , qt, qx, qy, qz, g, P
T
c , α, β, γ, B
]T
(5.30)
where B is the accelerometer bias. Note that the position of the point feature is expressed in
the camera frame, while the speed, V = [Vx, Vy, Vz]T , is in the local frame. Additionally,
q = qt + qxi+ qyj+ qzk is the unit quaternion that describes the transformation change between
the global and the local frame. The dynamics are:
cF˙ = −cΩ ∧c F −R(V + Ω ∧ Pc)
V˙ = −Ω ∧ V +A+G
q˙ =
1
2
qΩq
P˙c = [0, 0, 0]
T g˙ = B˙ = α˙ = β˙ = γ˙ = 0
(5.31)
where cΩ is the angular speed expressed in the camera frame, which is related to the one expressed
in the local frame through the rotation matrix R, cΩ = RΩ. As in the previous section, the
accelerometer provides the third component of the acceleration perceived in the local frame,
which includes the gravity. We assume that the measurements are affected by the bias B.
The monocular camera provides the position of the feature in the camera frame (cF ) up to
a scale. Hence, it provides the ratios of the components of cF :
hcam(X) , [hu, hv]T =
[
cFx
cFz
,
cFy
cFz
]T
(5.32)
Additionally, as in the previous section, we have also to consider the constraint q∗q = 1. This
provides the further observation given in (5.29).
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We consider the system characterized by the state in (5.30), the dynamics in (5.31) and the three
outputs hu, hv and hq in (5.32) and (5.29) under the assumptions that the IMU only provides
the acceleration (inertial and gravitational) along the z−axis of the local frame. Hence, we have
a single known input (mu = 1) that is u = u1 = Az. Additionally, we have five unknown inputs
(mw = 5) that are: w1 = Ωx, w2 = Ωy, w3 = Ωz, w4 = Ax and w5 = Ay.
By comparing (5.31) with (2.1) we obtain the expressions of the vector fields: g0, g1, g2, g3,
g4, g5 and f . In particular:
• g0 is obtained by setting to zero all the components of both A and Ω in (5.31), with the
exception of the third component of A, which is set equal to −B;
• f is obtained by removing g0 from (5.31) and then by setting Ax = Ay = Ωx = Ωy = Ωz = 0
and Az = 1;
• gj (for j = 1, · · · , 5) are obtained by removing g0 from (5.31) and then by setting to zero
all the components of both A and Ω with the exception of one of them depending on j
(e.g., to obtain g1 we set Ax = Ay = Az = Ωy = Ωz = 0 and Ωx = 1).
5.7.1 System Canonization
We need to check if the system is in canonic form and, if not, we need to proceed as explained
in appendix A. This is exactly what we have done in section 5.6.1. By proceeding with the
procedure described in appendix A it is possible to set the system in canonic form. On the other
hand, the analytic expressions of the quantities computed by the application of this procedure,
are complex. For educational purposes, we prefer to proceed differently. In particular, by using
algorithm 6, it is possible to prove that the differential of the following scalar functions, that only
depend on the components of the state in 5.30, belong to the observable codistribution: cFx,
cFy, cFz, V 2x + V 2y , Vz,
Vy cos γ−Vx sin γ
Vx cos γ+Vy sin γ
, α, β and B. Hence, we can use these functions as system
outputs. In particular, we find that the system is directly in canonic form by using the following
outputs: h1 = cFx, h2 = cFy, h3 =
Vy cos γ−Vx sin γ
Vx cos γ+Vy sin γ
, h4 = V
2
x + V
2
y and h5 = Vz. Therefore, we
use these five scalar functions for the mw scalar functions that we have to select, in accordance
with the first step of the method in section 4.2. Before proceeding, in order to further simplify
the analytic computation, we can remove α, β and B from the state. In particular, we can set
their values to zero. Hence we refer to the following state:
X ,
[
cFT , V T , qt, qx, qy, qz, g, P
T
c , γ
]T
(5.33)
whose dynamics are easily obtained from (5.31). Note that now the matrix R only describes a
rotation of γ about the accelerometer axis. By comparing these dynamics with (2.1) we obtain:
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g0 =

−Vx cos γ − Vy sin γ
Vx sin γ − Vy cos γ
−Vz
−2g(qtqy − qxqz)
2g(qtqx + qyqz)
g(q2t − q2x − q2y + q2z)
0
0
0
0
0
0
0
0
0

, f , f1 =

0
0
0
0
0
1
0
0
0
0
0
0
0
0
0

,
g1 =

sin γ(cFz + Zc)
cos γ(cFz + Zc)
−Yc −c Fy cos γ −c Fx sin γ
0
Vz
−Vy
−qx/2
qt/2
qz/2
−qy/2
0
0
0
0
0

,
g2 =

− cos γ(cFz + Zc)
sin γ(cFz + Zc)
Xc +
c Fx cos γ −c Fy sin γ
−Vz
0
Vx
−qy/2
−qz/2
qt/2
qx/2
0
0
0
0
0

, g3 =

0
0
0
1
0
0
0
0
0
0
0
0
0
0
0

,
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g4 =

0
0
0
0
1
0
0
0
0
0
0
0
0
0
0

, g5 =

cFy + Yc cos γ −Xc sin γ
−cFx −Xc cos γ − Yc sin γ
0
Vy
−Vx
0
−qz/2
qy/2
−qx/2
qt/2
0
0
0
0
0

5.7.2 Observability properties
We apply the method in 4.2 to obtain the observability properties of the system characterized
by the state in (5.33), the dynamics in (5.31) (without α, β and B) and the outputs:
h1 =
cFx
h2 =
cFy
h3 =
Vy cos γ − Vx sin γ
Vx cos γ + Vy sin γ
h4 =V
2
x + V
2
y
h5 =Vz
and hz =c Fz and hq = q2t + q2x + q2y + q2z .
First step
In accordance with what we mentioned in 5.7.1, the system is directly in canonic form. From
(3.3) we obtain: µji =

sin γ(cFz + Zc) − cos γ(cFz + Zc) 0 0 cFy + Yc cos γ −Xc sin γ
cos γ(cFz + Zc) sin γ(
cFz + Zc) 0 0
cFy + Yc cos γ −Xc sin γ
VxVz
(Vx cos γ+Vy sin γ)2
VyVz
(Vx cos γ+Vy sin γ)2
−Vy
(Vx cos γ+Vy sin γ)2
Vx
(Vx cos γ+Vy sin γ)2
−(V 2x+V 2y )
(Vx cos γ+Vy sin γ)2
2VyVz −2VxVz 2Vx 2Vy 0
−Vy Vx 0 0 0

where the upper index corresponds to the column and the lower index to the line. This tensor is
non-singular.
Second step
We compute the inverse of the previous tensor. We do not provide the expression for the brevity
sake. Additionally, we obtain from (3.6):
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µ01 =− Vx cos γ − Vy sin γ
µ02 =Vx sin γ − Vy cos γ
h03 =
Vx(2gqtqx + 2gqyqz) + Vy(2gqtqy − 2gqxqz)
(Vx cos γ + Vy sin γ)2
µ04 =4Vyg(qtqx + qyqz)− 4Vxg(qtqy − qxqz)
µ05 =g(q
2
t − q2x − q2y + q2z)
Finally, from (3.9) we obtain the expressions of gˆ0, gˆ1, gˆ2, gˆ3, gˆ4 and gˆ5. For the brevity sake,
we only provide the expressions of gˆ3 and gˆ4, which are simple.
gˆ3 =
(Vx cos γ + Vy sin γ)
2
V 2x + V
2
y
×
[0, 0, 0, − Vy, Vx, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]T
gˆ4 =
1
2(V 2x + V
2
y )
×
[0, 0, 0, Vx, Vy, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]
T
Third step
We compute the differential of h1, h2, h3, h4, h5, hz and hq with respect to the state in (5.33).
By a direct computation we obtain that the dimension of Ω0 is 7. Additionally, we compute Ω1
and we obtain Ω1 = Ω0.
Fourth step
We have Lφ0Lg1h4 = Lfµ14 = 2Vy 6= 0, in general. This suffices to conclude that the considered
system is not in the special case considered by lemma 14 and we need to continue with step 5.
Fifth step
We compute the three-index tensor in (3.11). We remind the reader that we can consider the
lower index as a Latin index since the components of the tensor when this index is zero vanish.
Since the Latin index takes the values 1, · · · , 5 and the Greek indexes 0, · · · , 5, this tensor has 180
components that can differ from zero. For the brevity sake, we do not provide here the analytic
expressions of its components. We only mention which are the non-vanishing components. They
are the following 63: T 001 , T 002 , T 003 , T 004 , T 005 , T 101 , T 102 , T 103 , T 104 , T 105 , T 201 , T 202 , T 203 , T 204 ,
T 205 , T 301 , T 302 , T 304 , T 305 , T 401 , T 402 , T 403 , T 405 , T 503 , T 504 , T 505 , T 011 , T 021 , T 051 , T 012 , T 022 , T 052 ,
T 111 , T 121 , T 151 , T 112 , T 122 , T 152 , T 211 , T 221 , T 251 , T 212 , T 222 , T 252 , T 333 , T 343 , T 334 , T 314 , T 324 , T 354 ,
T 315 , T 325 , T 355 , T 413 , T 423 , T 433 , T 453 , T 444 , T 455 , T 513 , T 523 , T 553 and T 554 .
Sixth step
We need to compute Ω2 and, in order to do this, we need to compute 0φ1,1 φ1,2 φ1,3 φ1,4 φ1
and 5φ1, by using algorithm 4. We obtain that 3φ1 and 4φ1 are null. We do not provide the
expression of the remaining four. By using algorithm 5 we obtain Ω2. Its dimension is 10. We
obtain that the differentials of the following 19 components of T belong to Ω2: T 031 , T 032 , T 035 ,
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T 041 , T 042 , T 045 , T 333 , T 343 , T 334 , T 433 , T 444 , T 455 , T 554 , T 315 , T 325 , T 355 , T 513 , T 523 and T 553 . Hence,
the differentials of 63− 19 = 44 components of T do not belong to Ω2.
We compute Ω3 by using the subsequent steps of algorithms 4 and 5. Its dimension is 13.
Additionally, the differentials of all the components of T belong to Ω3. Hence, m′ = 3;
Seventh step
We need to compute Ω4 by using algorithms 4 and 5. We do not provide all the steps. We obtain
that Ω4 = Ω3. Hence, algorithm 5 has converged to the codistribution Ω∗ = Ω3.
Eighth step
By computing the distribution orthogonal to the codistribution Ω∗ we can find the continuous
symmetries that characterize the unobservable space [37]. By an explicit computation we obtain
the following two vectors: 
0
0
0
0
0
0
−qz/2
−qy/2
qx/2
qt/2
0
0
0
0
0

,

0
0
0
−Vy
Vx
0
qz/2
−qy/2
qx/2
−qt/2
0
−Yc
Xc
0
1

The former corresponds to a rotation around the vertical axis (the axis aligned with the gravity).
This was the only continuous symmetry that characterized the case with calibrated sensors,
discussed in the previous section. It is non surprising that this symmetry remains. The latter
corresponds to a rotation around the accelerometer axis.
We conclude this section by remarking that, if the camera is not extrinsically calibrated, an
internal symmetry arises. As a result, it is not possible to distinguish all the physical quantities
rotated around the accelerometer axis, independently of the accomplished trajectory. This means
that, in this setting, it is not possible to fully perceive self-motion. If an additional inertial sensor
is introduced, the latter symmetry is broken, provided that this additional sensor is not aligned
with the accelerometer.
We summarize the results of the last two sections as follows:
In the visual-inertial sensor fusion problem with only two inertial sensors, the observability
properties are the same as in the standard case provided that the two inertial sensors are along
two distinct axes and with at least one of them that is an accelerometer. In other words,
a sensor suit constituted of a monocular camera and two singe-axis inertial sensors, is able
to perceive self-motion as a sensor suit constitutes by a monocular camera and a complete
inertial measurement unit. This holds even in the most challenging scenario, i.e., in the case
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of unknown camera-inertial sensor transformation, unknown magnitude of the gravity, unknown
biases and single point feature available. In the case when the inertial sensors only consist of
a single accelerometer, a new internal symmetry arises. As a consequence, the initial speed
and orientation and the camera-inertial sensor transformation are not fully observable: all these
quantities cannot be distinguished from the same quantities rotated around the accelerometer
axis. All the remaining states are observable as in the standard visual-inertial sensor fusion
problem.
It is very interesting to remark that these results provide a new insight about the problem of
visual-vestibular integration for self-motion perception in neuroscience. Most of vertebrates are
equipped with two distinct organs in the inner ear that are able to sense acceleration (both
inertial acceleration and gravity). These are called otoliths and are the saccule and the utricle.
The interesting point is that each of them is able to sense acceleration along two distinct axes.
In accordance with our results, this makes possible to auto calibrate these sensors, separately.
Specifically, our results clearly prove that there is enough information to estimate the position
and orientation of a two-axis accelerometer with respect to the visual sensor, by only using
the data provided by the two-axis accelerometer and the visual sensor. The auto calibration
is a fundamental step to be accomplished in order to have the possibility of properly use the
measurements provided by the sensor. In other words, if each otolith was constituted by a single
axis accelerometer, the calibration was not possible. As a result, the measurements provided by
this sensor were not properly used and the self-perception of motion was not possible.
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Chapter 6
Analytic Derivations
In this chapter, we prove the validity of the analytic results presented in chapter 3. We start
by introducing several important concepts starting by providing the definition of state indistin-
guishability in presence of unknown inputs 6.1. Section 6.2 is devoted to prove the results that
hold in the case of a single unknown input (mw = 1) and dynamics linear in the inputs (g0 = 0).
Then, in section 6.3, we extend these results to the general case. Note that the case of a single
unknown input is also dealt in [46].
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6.1 State Indistinguishability, State augmentation and Ob-
servable Codistribution
In [18, 27] the observability properties of a nonlinear system driven by only known inputs are
derived starting from the definition of indistinguishable states. According to this definition, it is
proven the following fundamental property:
Proposition 1 The Lie derivatives of any output computed along any direction allowed by the
system dynamics take the same values at the states which are indistinguishable.
Starting from this fundamental property it is possible to prove that algorithm 1 generates
the observable codistribution [27]. In presence of unknown inputs, we first need to introduce a
new definition of indistinguishability. To be conservative, the new definition must consider two
states indistinguishable if there exists at least one pair of unknown inputs, such that, the outputs
obtained starting from the first state under the effect of the first unknown input on a given time
interval (I), coincide with the outputs obtained starting from the second state under the effect of
the second unknown input on the same time interval, and this holds for any choice of the known
inputs.
We introduce the following definition:
Definition 2 (Indistinguishable states in presence of UI) Two states xa and xb are in-
distinguishable if, for every u(t) (the known input vector function), there exist wa(t) and wb(t)
(i.e., two unknown input vector functions in general, but not necessarily, different from each other
and at least one of them does not vanish) such that h(x(t; xa; u; wa)) = h(x(t; xb; u; wb))
∀t ∈ I.
On the other hand, if the condition that the outputs coincide on I is achieved only for a unique
pair of unknown inputs, the probability that this event occurs is zero. For this reason, we require
that this condition is met for infinite pairs of unknown inputs. Unfortunately, the concept of
measure in spaces with infinite dimensions is not trivial. In particular, there is no analogue of
Lebesgue measure on an infinite-dimensional Banach space. One possibility, which is frequently
adopted, is to use the concept of prevalent and shy sets [26]. Let us denote by W the functional
space of all the possible unknown input functions. The probability that a given unknown input
belongs to a shy subset of W, is 0. The probability that a given unknown input belongs to a
prevalent subset of W, is 1. Finally, the probability that a given unknown input belongs to a
non-shy subset of W, is strictly larger than 0. In accordance with these remarks, we introduce
the following definition:
Definition 3 (Indistinguishable states in presence of UI) Two states xa and xb are in-
distinguishable if, for every u(t) (the known input vector function), there exists a non-shy subset
Wa in the functional space of all the possible unknown input functions, such that, for any unknown
input function wa ∈ Wa it exists an unknown input function wb such that h(x(t; xa; u; wa)) =
h(x(t; xb; u; wb)) ∀t ∈ I.
In the sequel we will adopt the second definition. In the case of driftless systems characterized
by a single unknown input (mw = 1), it is possible to obtain the same results by using the first
definition.
The property stated by proposition 1 does not hold in presence of unknown inputs. Our first
objective is to extend the original state in order to obtain a similar property for the resulting
extended system. This new property will be the one stated by proposition 4.
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To obtain such a result, we proceed as follows. We extend the original state by including the
unknown inputs together with their time derivatives. Specifically, we denote by kx the extended
state that includes the unknown inputs and their time derivatives up to the (k − 1)−order:
kx , [xT , wT , w(1) T , · · · , w(k−1) T ]T (6.1)
where w(k) , dkw
dtk
and kx ∈M (k), with M (k) an open set of Rn+kmw . From (2.1) it is immediate
to obtain the dynamics for the extended state:
kx˙ = G+
mu∑
i=1
F iui +
mw∑
j=1
W jw
(k)
j (6.2)
where:
G ,

g0 +
∑mw
j=1 g
jwj
w(1)
w(2)
· · ·
w(k−1)
0mw
 (6.3)
F i ,
[
f i
0kmw
]
, W j ,
 0n+(k−1)mw+j−11
0mw−j
 (6.4)
and we denoted by 0m the m−dimensional zero column vector. We remark that the resulting
system has still mu known inputs and mw unknown inputs. However, while the mu known inputs
coincide with the original ones, the mw unknown inputs are now the k−order time derivatives
of the original unknown inputs. The state evolution depends on the known inputs via the vector
fields F i, (i = 1, · · · ,mu) and it depends on the unknown inputs via the unit vectors W j ,
(j = 1, · · · ,mw). Finally, we remark that only the vector field G depends on the new state
elements.
In the sequel, we will denote the extended system by Σ(k). Additionally, we use the notation:
ξ , [wT , w(1) T , · · · , w(k−1) T ]T . In this notation we have kx = [xT , ξT ]T . We also denote by
Σ(0) the original system, i.e., the one characterized by the state x and the equations in (2.1).
We start by providing a simple result for Σ(k):
Lemma 1 In Σ(k), the Lie derivatives of the output up to the mth order (m ≤ k) are independent
of w(f)j , j = 1, · · · ,mw, ∀f ≥ m.
Proof: We proceed by induction on m for any k. When m = 0 we only have one zero-order
Lie derivative (i.e., h(x)), which only depends on x, namely it is independent of w(f), ∀f ≥ 0.
Let us assume that the previous assert is true for m and let us prove that it holds for m+ 1. If
it is true for m, any Lie derivative up to the mth order is independent of w(f), for any f ≥ m.
In other words, the analytical expression of any Lie derivative up to the m−order is represented
by a function g(x,w,w(1), · · · , w(m−1)). Hence, ∇g = [ ∂g∂x , ∂g∂w , ∂g∂w(1) , · · · , ∂g∂w(m−1) , 0(k−m)mw ]. It
is immediate to realize that the product of this differential by any vector field in (6.2) depends
at most on w(m), i.e., it is independent of w(f), ∀f ≥ m+ 1 
A simple consequence of this lemma is the following property:
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Proposition 2 Let us consider the system Σ(k). The Lie derivatives of the output up to the kth
order along at least one vector among W j (j = 1, · · · ,mw) are identically zero.
Proof: From the previous lemma it follows that all the Lie derivatives, up to the (k−1)−order
are independent of w(k−1), which are the last mw components of the extended state in (6.1).
Then, the proof follows from the fact that any vector among W j (j = 1, · · · ,mw) has the first
n+ (k − 1)mw components equal to zero 
We have the following property:
Proposition 3 The Lie derivatives of the output up to the kth order along any vector field G,
F 1, · · · , Fmu for the system Σ(k)coincide with the same Lie derivatives for the system Σ(k+1)
Proof: We proceed by induction on m for any k. When m = 0 we only have one zero-order
Lie derivative (i.e., h(x)), which is obviously the same for the two systems, Σ(k)and Σ(k+1). Let
us assume that the previous assert is true form and let us prove that it holds form+1 ≤ k. If it is
true for m, any Lie derivative up to the mth order is the same for the two systems. Additionally,
from lemma 1, we know that these Lie derivatives are independent of w(f), ∀f ≥ m. The proof
follows from the fact that the first n + mmw components of the vector fields G, F 1, · · · , Fmu
for Σ(k), coincide with the first n+mmw components of the same vector fields for Σ(k+1), when
m < k 
For Σ(k) we have a fundamental property that is the extension of the one stated by proposition
1:
Proposition 4 If xa and xb are indistinguishable, there exist ξa and ξb such that, in Σ(k), the
Lie derivatives of the output up to the kth-order, along all the vector fields that characterize the
dynamics of Σ(k), take the same values at [xa, ξa] and [xb, ξb].
Proof: We consider a piecewise-constant input u˜ as follows (i = 1, · · · ,mu):
u˜i(t) = (6.5)
u1i t ∈ [0, t1)
u2i t ∈ [t1, t1 + t2)
· · ·
ugi t ∈ [t1 + t2 + · · ·+ tg−1, t1 + t2 + · · ·+ tg−1 + tg)
Since xa and xb are indistinguishable, there exist two unknown input functions wa(t) and wb(t)
such that the output coincide on xa and xb. In particular, we can write:
h(x(t; [xa, ξa]; u˜; w
(k)
a )) = h(x(t; [xb, ξb]; u˜; w
(k)
b )) (6.6)
∀t ∈ [0, t1 + t2 + · · ·+ tg−1 + tg) ⊂ I. On the other hand, by taking the two quantities in (6.6) at
t = t1 + t2 + · · ·+ tg−1 + tg, we can consider them as functions of the g arguments t1, t2, · · · , tg.
Hence, by differentiating with respect to all these variables, we also have:
∂gh(x(t1 + · · ·+ tg; [xa, ξa]; u˜; w(k)a ))
∂t1∂t2 · · · ∂tg = (6.7)
=
∂gh(x(t1 + · · ·+ tg; [xb, ξb]; u˜; w(k)b ))
∂t1∂t2 · · · ∂tg
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By computing the previous derivatives at t1 = t2 = · · · = tg = 0 and by using proposition 2 we
obtain, if g ≤ k:
Lgθ1θ2···θgh
∣∣∣∣∣∣∣∣x = xaξ = ξa
= Lgθ1θ2···θgh
∣∣∣∣∣∣∣∣x = xbξ = ξb
(6.8)
where θh = G+
∑mu
i=1 F
iuhi , h = 1, · · · , g. The equality in (6.8) must hold for all possible choices
of uh1 , · · · , uhmu . By appropriately selecting these uh1 , · · · , uhmu , we finally obtain:
Lgv1v2···vgh
∣∣∣∣∣∣∣∣x = xaξ = ξa
= Lgv1v2···vgh
∣∣∣∣∣∣∣∣x = xbξ = ξb
(6.9)
where v1v2 · · · vg are vector fields belonging to the set {G,F 1, · · · , Fmu} 
By using the definition of shyness and the definition of indistinguishability previously introduced,
it is possible to prove that, the statement of proposition 4, holds not only for a given pair ξa and
ξb, but for infinite pairs. In particular, there exist a subset, Ua, of the Euclidean space Rk+1,
such that the property holds for any pair ξa ∈ Ua and a given ξb. The fundamental point is that
the subset Ua has measure larger than zero (in this case it is the measure of Lesbegues in the
Euclidean space Rk+1). Therefore, we can certainly find a pair ξa and ξb where the components
of ξa are all different from zero. This property will be used in the sequel. We summarize this
property with the following statement:
Remark 1 The statement of proposition 4 holds for a pair ξa and ξb where all the components
of ξa are different from zero.
The main difference between propositions 1 and 4 is that, in the latter, we cannot consider any
order Lie derivative, since the order cannot exceed k. This will have important consequences,
as we will see. Before discussing this point, we remark that in [18] it was also defined the
concept of V−indistinguishable states, with V a subset of the definition set that includes the two
considered states. From this definition and the previous proof we can alleviate the assumptions
in the previous proposition. Specifically, we have the following:
Remark 2 The statement of proposition 4 also holds if xa and xb are V−indistinguishable.
Now let us discuss how we can use the result stated by the proposition 4 to investigate the
observability properties. Thanks to the results stated by propositions 3 and 4 we can easily build
a codistribution that is observable. In the sequel, we will denote by DE the differential with
respect to the entire extended state. We will call original state the vector x and, we remind the
reader that we denote by D the differential with respect to the original state. The observable
codistribution for Σ(k) is the span of the differentials of all the Lie derivatives of the output
along G, F 1, · · · , Fmu up to the k-order. Hence, for any m ≤ k, it is obtained recursively by the
following algorithm:
Algorithm 6 Observable codistribution for the extended state (m ≤ k)
1. Ω¯0 = span{DEh};
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2. Ω¯m = Ω¯m−1 + LGΩ¯m−1 +
∑mu
i=1 LF iΩ¯m−1
It is possible to obtain all the observability properties of the original state starting from the
codistributions generated by the previous algorithm. In order to show this, we introduce the
concept of Observable Function. This concept can be also useful in the case without unknown
inputs.
Given x0, we denote by Ix0 the set of all the states x such that x and x0 are indistinguishable.
According to the theory of observability, a system is observable in x0 if Ix0 = x0. We introduce
here the following new definition:
Definition 4 (Observable Function) A scalar function is observable in x0 if it is constant
on Ix0 . Additionally, it is weakly observable in x0 if it exists an open neighbourhood Bx0 such
that it is constant on Bx0 ∩ Ix0 .
The basic idea behind definition 4 is the following. Let us suppose that the true initial state
is x0. According to the definition of indistinguishable set (which is based on definition 3),
the system only contains the information to establish whether the initial state belongs to the
indistinguishable set Ix0 or not. Hence, if a scalar function takes the same value on this set,
we conclude that the system has enough information to known the value of this scalar function
at the initial time. We also remark that definition 4 generalizes the definition of observability.
Specifically, a system is observable in x0 when all the components of the state x are observable
functions in x0. When the scalar function is only weakly observable at x0, we conclude that
the system has enough information to know the value of this scalar function at the initial time,
provided that we a priori know that the initial state is sufficiently close to x0.
The following two propositions generalize theorem 3.1 and 3.11 in [18].
Proposition 5 Given a scalar function θ(x), if it exists an integer k such that for the extended
system Σ(k), DEθ ∈ Ω¯k in a given x0 and for a given extension ξ0, then θ is weakly observable
in x0.
Proof: θ(x) can be expressed in terms of the Lie derivatives of the output along the fields that
characterize the dynamics of Σ(k), up to the k−order. We can write θ(x) = G(φ1(x, ξ), · · · , φL(x, ξ)),
∀x ∈ Bx0 where φ1(x, ξ), · · · , φL(x, ξ) are L Lie derivatives among the ones of above and G is a
given function.
Let us consider a given x indistinguishable from x0 and that belongs to Bx0 . In other words,
x ∈ Bx0∩Ix0 . From proposition 4 there are two extensions ξa and ξb, such that, the Lie derivatives
φ1(x, ξ), · · · , φL(x, ξ) take the same values on the two extended states [x, ξa] and [x0, ξb]. There-
fore, ∀x ∈ Bx0∩Ix0 we have: θ(x) = G(φ1(x, ξa), · · · , φL(x, ξa)) = G(φ1(x0, ξb), · · · , φL(x0, ξb)) =
θ(x0) and θ is weakly observable in x0 
Proposition 6 If the scalar function θ(x) is weakly observable in x0, then ∃k and ξ0 such that
DEθ ∈ Ω¯k a.e. on an open neighbourhood Bx0 .
Proof: We proceed by contradiction. ∀k and ξ and for any open ball centered on x0
with radius r (Brx0), it exists a set C
r
x0 ⊆ Brx0 with measure strictly larger than zero for whichDEθ /∈ Ω¯k. This means that ∀k and ξ it exists a distribution with dimension larger than zero that
is orthogonal to the codistribution Ω¯k in Crx0 . This means that it exists at least one vector field
s, of the same dimension of the original state, such that, ∀k and ξ, it exists at least one vector
field sk of dimension kmw, such that the vector field [sT , sTk ]
T is orthogonal to the codistribution
Ω¯k in Crx0 . From this, we obtain that it exists  > 0 such that the states x0 and x0 + s are
indistinguishable. Indeed, it is possible to express the m−time derivative of the output at the
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initial time, for a generic integer m, in terms of the Lie derivatives of the output along the fields
of Σ(k), up to the m−order, and the known inputs and their time derivatives (see [39], sect
2.5.1). Since this holds for any k, the m−order time derivative of the output at the initial time
coincides in x0 and x0 +s. Since this holds for any order m, from the Taylor theorem the output
coincides on a given time interval and consequently x0 and x0 + s are indistinguishable. But
this means that also θ(x0) = θ(x0 + s). Hence, DEθ · s = 0 a.e. on an open neighbourhood Bx0
and DEθ ∈ Ω¯k a.e. on an open neighbourhood Bx0 
Propositions 5 and 6 state that all the observability properties of the original state are con-
tained in the codistributions generated by algorithm 6. From this, we can easily obtain a sufficient
condition for the observability of the original state. Indeed, if on a given x0, the differential of
a given component of x (the original state) belongs to Ω¯m for a given integer m ≤ k, we can
conclude that this state component is weakly locally observable (in x0). If this holds for all the
state components, we can conclude that the entire original state is weakly locally observable.
More in general, we can conclude that, a given scalar function of the original state, is weakly
observable in a given point x0 if its differential (computed in x0) belongs to Ω¯m (computed in
x0) for a given integer m ≤ k. On the other hand, we remark the following two fundamental
differences between algorithms 1 and 6:
1. In the latter, since the state augmentation can be continued indefinitely, we do not have
convergence;
2. The latter provides a codistribution that describes simultaneously the observability prop-
erties of the original state and its extension.
The goal of the next two sections is to address these fundamental issues. In particular, we
show that it is possible to directly compute the entire observable codistribution of the original
system, namely, without the need of extending the state. In section 6.2 we start by dealing with
the case of a single unknown input (mw = 1) and dynamics linear in the inputs (g0 = 0). In
this case the entire observable codistribution of the original system (i.e., without extension) is
the one computed by algorithm 3. In section 6.3 we consider the general case (i.e., ∀mw and
dynamics affine in the inputs). In this case the entire observable codistribution of the original
system is the one computed by algorithm 5. For both algorithms 3 and 5, we analytically derive
the convergence criteria, which are the ones provided in chapter 3.
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6.2 Proof of the validity of the analytic criterion in the drift-
less case and with a single unknown input
This section is devoted to the case of a single unknown input (i.e., mw = 1) and dynamics linear
in the inputs (g0 = 0). In other words, we are considering the system characterized by (2.2).
When mw = 1, the extended state that includes the time derivatives of w up to the (k−1)−order
is:
kx , [xT , w, w(1), · · · , w(k−1)]T (6.10)
where w(j) , djwdtj . The dimension of the extended state is in this case n + k. For the clarity
sake, let us consider the case of a single known input (i.e., we consider the system in (2.2) with
mu = 1). We provide all the analytic results in this simpler case and then we extend them to
the case of mu > 1. From (2.1) it is immediate to obtain the dynamics for the extended state:
kx˙ = G(kx) + F (x)u+Ww(k) (6.11)
where:
F ,

f(x)
0
0
· · ·
0
0
 G ,

g(x)w
w(1)
w(2)
· · ·
w(k−1)
0
 W ,

0
0
0
· · ·
0
1
 (6.12)
and we set f(x) , f1(x).
Algorithm 6 becomes:
Algorithm 7 Observable codistribution for the extended state in the case mu = 1 (m ≤ k)
1. Ω¯0 = span{DEh};
2. Ω¯m = Ω¯m−1 + LGΩ¯m−1 + LF Ω¯m−1
where G is now the simpler vector field given in (6.12) and DE denotes the differential respect
to the state in (6.10).
We will address the two fundamental issues mentioned at the end of the previous section.
This is obtained into two separates steps. In the first step (sect. 6.2.1) we perform a separation
on the observable codistribution defined by algorithm 7. This codistribution can be split into
two codistributions: the former is the codistribution generated by algorithm 3, once embedded in
the extended space, and the latter is the codistribution Lm defined in section 6.2.1 (see theorem
1). We prove (Lemma 2) that the second codistribution (Lm) can be ignored when deriving
the observability properties of the original state. In the second step (sect. 6.2.2) we prove that
algorithm 3 converges in at most n+ 2 steps and we provide the convergence criterion. Finally,
in section 6.2.3 we extend the results of the previous two theorems to the case of multiple known
inputs (mu > 1).
68
6.2.1 Separation
For each integer m, we generate the codistribution Ωm by using algorithm 3 (note that here we
are considering mu = 1). By construction, the generators of Ωm are the differentials of scalar
functions that only depend on the original state (x) and not on its extension. In the sequel, we
need to embed this codistribution in Rn+k. We will denote by [Ωm, 0k] the codistribution made
by covectors whose first n components are covectors in Ωm and the last components are all zero.
Additionally, we will denote by Lm the codistribution that is the span of the Lie derivatives of
DEh up to the order m along the vector G, i.e., Lm , span{L1GDEh,L2GDEh, · · · ,LmGDEh}. We
finally introduce the following codistribution:
Definition 5 (Ω˜ codistribution) This codistribution is defined as follows: Ω˜m , [Ωm, 0k]+Lm
The codistribution Ω˜m consists of two parts. Specifically, we can select a basis that con-
sists of exact differentials that are the differentials of functions that only depend on the orig-
inal state (x) and not on its extension (these are the generators of [Ωm, 0k]) and the dif-
ferentials L1GDEh,L2GDEh, · · · ,LmGDEh. The second set of generators, i.e., the differentials
L1GDEh,L2GDEh, · · · ,LmGDEh, are m and, with respect to the first set, they are differentials
of functions that also depend on the state extension ξ = [w, w(1), · · · , w(m−1)]T . We have the
following result:
Lemma 2 Let us denote with xj the jth component of the state (j = 1, · · · , n). We have:
Dxj ∈ Ωm if and only if DExj ∈ Ω˜m
Proof: The fact that Dxj ∈ Ωm implies that DExj ∈ Ω˜m is obvious since [Ωm, 0k] ⊆ Ω˜m by
definition. Let us prove that also the contrary holds, i.e., that if DExj ∈ Ω˜m then Dxj ∈ Ωm.
Since DExj ∈ Ω˜m we have DExj =
∑N1
i=1 c
1
iω
1
i +
∑N2
i=1 c
2
iω
2
i , where ω11 , ω12 , · · · , ω1N1 are N1
generators of [Ωm, 0k], ω21 , ω22 , · · · , ω2N2 are N2 generators of Lm and c11, · · · , c1N1 , c21, · · · , c2N2 are
suitable coefficients. We want to prove that N2 = 0.
We proceed by contradiction. Let us suppose that N2 ≥ 1. We remark that the first set
of generators have the last k entries equal to zero, as for DExj . The second set of generators
consists of the Lie derivatives of DEh along G up to the m order. Let us select the one that is the
highest order Lie derivative and let us denote by j′ this highest order. We have 1 ≤ N2 ≤ j′ ≤ m.
By a direct computation, it is immediate to realize that this is the only generator that depends
on w(j
′−1). Specifically, the dependence is linear by the product L1gw(j
′−1) (we remind the reader
that L1g 6= 0). But this means that DExj has the (n+ j′)th entry equal to L1g 6= 0 and this is not
possible since DExj = [Dxj , 0k] 
A fundamental consequence of this lemma is that, if we are able to prove that Ω˜m = Ω¯m, the
weak local observability of the original state x, can be investigated by only considering the
codistribution Ωm. In the rest of this section we prove this fundamental theorem, stating that
Ω˜m = Ω¯m.
For a given m ≤ k we define the vector Φm ∈ Rn+k by the following algorithm:
1. Φ0 = F ;
2. Φm = [Φm−1, G]
where now the Lie brackets [·, ·] are computed with respect to the extended state, i.e.:
[F, G] , ∂G
∂kx
F (kx)− ∂F
∂kx
G(kx)
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By a direct computation it is easy to realize that Φm has the last k components identically null.
In the sequel, we will denote by Φ˘m the vector in Rn that contains the first n components of Φm.
In other words, Φm , [Φ˘Tm, 0Tk ]T . Additionally, we set φˆm ,
[
φm
0k
]
(φm is defined by algorithm
2).
We have the following result:
Lemma 3 LGΩ¯m + LΦmDEh = LGΩ¯m + LFLmGDEh
Proof: We have LFLmGDEh = LGLFLm−1G DEh+ LΦ1Lm−1G DEh.
The first term LGLFLm−1G DEh ∈ LGΩ¯m. Hence, we need to prove that LGΩ¯m +LΦmDEh =
LGΩ¯m + LΦ1Lm−1G DEh. We repeat the previous procedure m times. Specifically, we use the
equality LΦjLm−jG DEh = LGLΦjLm−j−1G DEh + LΦj+1Lm−j−1G DEh, for j = 1, · · · ,m, and we
remove the first term since LGLΦjLm−j−1G DEh ∈ LGΩ¯m 
Lemma 4 Φ˘m =
∑m
j=1 c
n
j (LGh,L2Gh, · · · ,LmGh)φj, i.e., the vector Φ˘m is a linear combination
of the vectors φj (j = 1, · · · ,m), where the coefficients (cnj ) depend on the state only through the
functions that generate the codistribution Lm
Proof: We proceed by induction. By a direct computation it is immediate to obtain:
Φ˘1 = φ1LGh.
Inductive step: Let us assume that Φ˘m−1 =
∑m−1
j=1 cj(LGh,L2Gh, · · · ,Lm−1G h)φj . We have:
Φm = [Φm−1, G] =
m−1∑
j=1
[
cj
[
φj
0k
]
, G
]
=
m−1∑
j=1
cj
[[
φj
0k
]
, G
]
−
m−1∑
j=1
LGcj
[
φj
0k
]
We directly compute the Lie bracket in the sum (note that φj is independent of the unknown
input w and its time derivatives):[[
φj
0k
]
, G
]
=
[
[φj , g]w
0k
]
=
[
φj+1L1Gh
0k
]
Regarding the second term, we remark that LGcj =
∑m−1
i=1
∂cj
∂(LiGh)
Li+1G h. By setting c˜j =
cj−1L1Gh for j = 2, · · · ,m and c˜1 = 0, and by setting c¯j = −
∑m−1
i=1
∂cj
∂(LiGh)
Li+1G h for j =
1, · · · ,m − 1 and c¯m = 0, we obtain Φ˘m =
∑m
j=1(c˜j + c¯j)φj , which proves our assert since
cnj (, c˜j + c¯j) is a function of LGh,L2Gh, · · · ,LmGh 
It also holds the following result:
Lemma 5 If w 6= 0, φˆm =
∑m
j=1 b
n
j (LGh,L2Gh, · · · ,LmGh)Φj, i.e., the vector φˆm is a linear
combination of the vectors Φj (j = 1, · · · ,m), where the coefficients (bnj ) depend on the state
only through the functions that generate the codistribution Lm
Proof: We proceed by induction. By a direct computation it is immediate to obtain: φˆ1 =
Φ1
1
LGh (note that LGh = L1gw 6= 0).
Inductive step: Let us assume that φˆm−1 =
∑m−1
j=1 bj(LGh,L2Gh, · · · ,Lm−1G h)Φj . We need to
prove that φˆm =
∑m
j=1 b
n
j (LGh,L2Gh, · · · ,LmGh)Φj . We start by applying on both members of
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the equality φˆm−1 =
∑m−1
j=1 bj(LGh,L2Gh, · · · ,Lm−1G h)Φj the Lie bracket with respect to G. We
obtain for the first member: [φˆm−1, G] = φˆmL1Gh. For the second member we have:
m−1∑
j=1
[bjΦj , G] =
m−1∑
j=1
bj [Φj , G]−
m−1∑
j=1
LGbjΦj =
=
m−1∑
j=1
bjΦj+1 −
m−1∑
j=1
m−1∑
i=1
∂bj
∂(LiGh)
Li+1G hΦj
Since LGh = L1gw 6= 0, by setting b˜j = bj−1L1Gh for j = 2, · · · ,m and b˜1 = 0, and by setting
b¯j = −
∑m−1
i=1
∂bj
∂(LiGh)
Li+1G h
L1Gh
for j = 1, · · · ,m− 1 and b¯m = 0, we obtain φˆm =
∑m
j=1(b˜j + b¯j)Φj ,
which proves our assert since bnj (, b˜j + b¯j) is a function of LGh,L2Gh, · · · ,LmGh 
An important consequence of the previous two lemmas is the following result:
Proposition 7 If w 6= 0, the following two codistributions coincide:
1. span{LΦ0DEh,LΦ1DEh, · · · ,LΦmDEh,L1GDEh, · · · LmGDEh};
2. span{Lφˆ0DEh,Lφˆ1DEh, · · · ,LφˆmDEh,L1GDEh, · · · LmGDEh};
We are now ready to prove the following fundamental result:
Theorem 1 (Separation) If w 6= 0, Ω¯m = Ω˜m , [Ωm, 0k] + Lm
Proof: We proceed by induction. By definition, Ω¯0 = Ω˜0 since they are both the span of
DEh.
Inductive step: Let us assume that Ω¯m−1 = Ω˜m−1. We have: Ω¯m = Ω¯m−1 + LF Ω¯m−1 +
LGΩ¯m−1 = Ω¯m−1 +LF Ω˜m−1 +LGΩ¯m−1 = Ω¯m−1 + [LfΩm−1, 0k] +LFLm−1 +LGΩ¯m−1. On the
other hand, LFLm−1 = LFL1GDEh+· · ·+LFLm−2G DEh+LFLm−1G DEh. The firstm−2 terms are
in Ω¯m−1. Hence we have: Ω¯m = Ω¯m−1+[LfΩm−1, 0k]+LFLm−1G DEh+LGΩ¯m−1. By using lemma
3 we obtain: Ω¯m = Ω¯m−1 +[LfΩm−1, 0k]+LΦm−1DEh+LGΩ¯m−1. By using again the induction
assumption we obtain: Ω¯m = [Ωm−1, 0k] +Lm−1 + [LfΩm−1, 0k] +LΦm−1DEh+LG[Ωm−1, 0k] +
LGLm−1 = [Ωm−1, 0k] + Lm + [LfΩm−1, 0k] + LΦm−1DEh + [L g
L1g
Ωm−1, 0k], where we used
Lm + LG[Ωm−1, 0k] = Lm + [L g
L1g
Ωm−1, 0k], which holds because LGh = L1gw 6= 0. By using
proposition 7, we obtain: Ω¯m = [Ωm−1, 0k]+Lm+[LfΩm−1, 0k]+Lφˆm−1DEh+[L gL1g Ωm−1, 0k] =
Ω˜m 
Theorem 1 is fundamental. It allows us to obtain all the observability properties of the original
state by restricting the computation to the codistribution defined by algorithm 3, namely a
codistribution whose covectors have the same dimension of the original space. In other words,
the dimension of these covectors is independent of the state augmentation.
6.2.2 Convergence
Algorithm 3 is recursive and Ωm ⊆ Ωm+1. This means that, if for a given m the differentials
of the components of the original state belong to Ωm, we can conclude that the original state
is weakly locally observable. On the other hand, if this is not true, we cannot exclude that it
is true for a larger m. The goal of this section is precisely to address this issue. We will show
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that the algorithm converges in a finite number of steps and we will also provide the criterion to
establish that the algorithm has converged (theorem 2). This theorem will be proved at the end
of this section since we need to introduce several important new quantities and properties.
When investigating the convergence properties of algorithm 3, we remark that, the main dif-
ference between algorithm 1 and 3, is the presence of the last term in the recursive step of the
latter. Without this term, the convergence criterion would simply consist of the inspection of
the equality Ωm+1 = Ωm, as for algorithm 1.
The following result provides the convergence criterion in a very special case that basically
occurs when the contribution due to the last term in the recursive step of algorithm 3 is included
in the other terms. In this case, we obviously obtain that the convergence criterion consists of
the inspection of the equality Ωm+1 = Ωm, as for algorithm 1. For any integer j ≥ 0 we define:
χj ,
LφjL1g
L1g
(6.13)
We have the following result:
Lemma 6 Let us denote by Λj the distribution generated by φ0, φ1, · · · , φj and by m(≤ n − 1)
the smallest integer for which Λm+1 = Λm (n is the dimension of the state x). In the very special
case when χj = 0, ∀j = 0, · · · ,m, algorithm 3 converges at the integer j such that Ωj+1 = Ωj
and this occurs in at most n− 1 steps.
Proof: First of all, we remind the reader that the existence of an integerm(≤ n−1) such that
Λm+1 = Λm is proved in [27]. In particular, the first chapter in [27] analyzes the convergence of
Λj with respect to j. It is proved that the distribution converges to Λ∗ and that the convergence
is achieved at the smallest integer for which we have Λm+1 = Λm. Additionally, we have Λm+1 =
Λm = Λ
∗ and m cannot exceed n− 1.
In the very special case when χj = 0, ∀j = 0, · · · ,m, thanks to the aforementioned conver-
gence of the distribution Λj , we easily obtain that Lφj−1Lgh = 0 ∀j ≥ 1. Now, let us consider
the following equation:
Lφjh =
1
L1g
(Lφj−1Lgh− LgLφj−1h) (6.14)
Since Lφj−1Lgh = 0 ∀j ≥ 1, we have Lφjh = −L g
L1g
Lφj−1h, for any j ≥ 1. Therefore, we conclude
that, the last term in the recursive step of algorithm 3, is included in the second last term and,
in this special case, algorithm 3 has converged when Ωm+1 = Ωm. This occurs in at most n− 1
steps, as for algorithm 1. 
Let us consider now the general case. To proceed we need to introduce several important new
quantities and properties.
For a given positive integer j we define the vector ψj ∈ Rn by the following algorithm:
1. ψ0 = f ;
2. ψj = [ψj−1, gL1g ]
It is possible to find the expression that relates these vectors to the vectors φj , previously defined.
Specifically we have:
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Lemma 7 It holds the following equation:
ψj = φj +
{
j−1∑
i=0
(−)j−iLj−i−1g
L1g
(
LφiL1g
L1g
)}
g
L1g
(6.15)
Proof: We proceed by induction. By definition ψ0 = φ0 = f and equation (6.15) holds for
j = 0.
Inductive step: Let us assume that it holds for a given j − 1 ≥ 0 and let us prove its validity
for j. We have:
ψj =
[
ψj−1,
g
L1g
]
=
[
φj−1,
g
L1g
]
+
[{
j−2∑
i=0
(−)j−i−1Lj−i−2g
L1g
(
LφiL1g
L1g
)}
g
L1g
,
g
L1g
]
On the other hand: [
φj−1,
g
L1g
]
= φj −
Lφj−1L1g
L1g
g
L1g
and [{
j−2∑
i=0
(−)j−i−1Lj−i−2g
L1g
(
LφiL1g
L1g
)}
g
L1g
,
g
L1g
]
=
−L g
L1g
{
j−2∑
i=0
(−)j−i−1Lj−i−2g
L1g
(
LφiL1g
L1g
)}
g
L1g
=
{
j−2∑
i=0
(−)j−iLj−i−1g
L1g
(
LφiL1g
L1g
)}
g
L1g
Hence:
ψj = φj −
Lφj−1L1g
L1g
g
L1g
+
{
j−2∑
i=0
(−)j−iLj−i−1g
L1g
(
LφiL1g
L1g
)}
g
L1g
,
which coincides with (6.15) 
We have the following result:
Lemma 8 For i = 0, 1, · · · ,m− 2, we have:
DLφiL
1
g
L1g
∈ Ωm (6.16)
Proof: By construction, DLφih ∈ Ωm, for any i = 1, · · · ,m−1. On the other hand, we have:
Lφih =
1
L1g
[Lφi−1Lgh− LgLφi−1h] =
Lφi−1L1g
L1g
− L g
L1g
Lφi−1h
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We compute the differential of both members of this equation. Since DL g
L1g
Lφi−1h ∈ Ωm, for
any i = 1, · · · ,m− 1, also DLφi−1L
1
g
L1g
∈ Ωm 
From lemma 7 with j = 1, · · · ,m− 1 and lemma 8 it is immediate to obtain the following result:
Proposition 8 If Ωm is invariant with respect to Lf and L g
L1g
then it is also invariant with
respect to Lφj , j = 1, · · · ,m− 1.
In order to obtain the convergence criterion for algorithm 3 we need to substitute the expression
of φj in terms of φj−2 in the term Lφjh. This will allow us to detect the key quantity that
governs the convergence of algorithm 3, in particular regarding the contribution due to the last
term in the recursive step. In the case mw = 1, g0 = 0, this quantity is a scalar and it is the one
provided in (3.2). For the sake of clarity, we provide equation (3.2) below:
τ ,
L2g
(L1g)
2
where L2g , L2gh. The behaviour of the last term in the recursive step of algorithm 3 is given by
the following lemma:
Lemma 9 We have the following key equality:
Lφjh = Lφj−2τ + τ
Lφj−2L1g
L1g
− L g
L1g
(
Lφj−2L1g
L1g
+ Lφj−1h
)
(6.17)
j ≥ 2.
Proof: We will prove this equality by an explicit computation. We have:
Lφjh =
1
L1g
(Lφj−1Lgh− LgLφj−1h)
The second term on the right hand side simplifies with the last term in (6.17). Hence we have
to prove:
1
L1g
Lφj−1L1g = Lφj−2τ + τ
Lφj−2L1g
L1g
− L g
L1g
Lφj−2L1g
L1g
(6.18)
We have:
1
L1g
Lφj−1L1g =
1
(L1g)
2
(Lφj−2L2g − LgLφj−2L1g) (6.19)
We remark that:
1
(L1g)
2
Lφj−2L2g = Lφj−2τ + 2τ
Lφj−2L1g
L1g
and
1
(L1g)
2
LgLφj−2L1g = τ
Lφj−2L1g
L1g
+ L g
L1g
Lφj−2L1g
L1g
By substituting these two last equalities in (6.19) we immediately obtain (6.18) 
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Lemma 10 In general, it exists an integer m ≤ n + 2 (being n the dimension of x) such that
Dτ ∈ Ωm.
Proof: Let us introduce the following notation, for a given integer j:
• Zj , Lφj+2h;
• Bj , Lφjτ ;
• χj , LφjL
1
g
L1g
.
By construction, DZj ∈ Ωj+3. On the other hand, from equation (6.17), we immediately obtain:
DZj = DBj + χjDτ + τDχj − L g
L1g
(Dχj +DLφj+1h) (6.20)
By using lemma 8 we obtain the following results:
• τDχj ∈ Ωj+2;
• L g
L1g
Dχj ∈ Ωj+3.
Additionally, L g
L1g
DLφj+1h ∈ Ωj+3. Hence, from (6.20), we obtain that the following covector:
Z ′j , DBj + χjDτ (6.21)
belongs to Ωj+3. Let us denote by j∗ the smallest integer such that:
DBj∗ =
j∗−1∑
j=0
cjDBj + c−1Dh (6.22)
Note that j∗ is a finite integer and in particular j∗ ≤ n−1. Indeed, if this would not be the case,
the dimension of the codistribution generated by Dh,DB0,DB1, · · · ,DBn−1 would be n+ 1, i.e.,
larger than n. From (6.22) and (6.21) we obtain:
Z ′j∗ =
j∗−1∑
j=0
cjDBj + c−1Dh+ χj∗Dτ (6.23)
From equation (6.21), for j = 0, · · · , j∗ − 1, we obtain: DBj = Z ′j − χjDτ . By substituting in
(6.23) we obtain:
Z ′j∗ −
j∗−1∑
j=0
cjZ ′j − c−1Dh =
− j∗−1∑
j=0
cjχj + χj∗
Dτ (6.24)
We remark that the left hand side consists of the sum of covectors that belong to Ωj∗+3. Since
in general χj∗ 6=
∑j∗−1
j=0 cjχj , we have Dτ ∈ Ωj∗+3. By setting m , j∗ + 3, we have m ≤ n + 2
and Dτ ∈ Ωm 
The previous lemma ensures that, in general, it exists a finite m ≤ n + 2 such that Dτ ∈ Ωm.
Note that the previous proof holds if the quantity χj∗−
∑j∗−1
j=0 cjχj does not vanish. This holds
in general, with the exception of the trivial case considered in lemma 6, in which case χj = 0, ∀j.
The following theorem allows us to obtain the criterion to stop algorithm 3:
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Theorem 2 If Dτ ∈ Ωm and Ωm is invariant under Lf and L g
L1g
, then Ωm+p = Ωm ∀p ≥ 0
Proof: We proceed by induction. Obviously, the equality holds for p = 0.
Inductive step: let us assume that Ωm+p = Ωm and let us prove that Ωm+p+1 = Ωm. We
have to prove that DLφm+ph ∈ Ωm. Indeed, from the inductive assumption, we know that
Ωm+p(= Ωm) is invariant under Lf and L g
L1g
. Additionally, because of this invariance, by using
proposition 8, we obtain that Ωm is also invariant under Lφj , for j = 1, 2, · · · ,m+ p− 1. Since
Dτ ∈ Ωm we have DLφm+p−2τ ∈ Ωm. Additionally, DLφm+p−1h ∈ Ωm and, because of lemma
8, we also have DLφm+p−2L
1
g
L1g
∈ Ωm. Finally, because of the invariance under L g
L1g
, also the Lie
derivatives along gL1g of DLφm+p−1h and D
Lφm+p−2L1g
L1g
belong to Ωm. Now, we use equation (6.17)
for j = m + p. By computing the differential of this equation it is immediate to obtain that
DLφm+ph ∈ Ωm 
We conclude this section by providing an upper bound for the number of steps that are in
general necessary to achieve the convergence. The dimension of Ωj∗+2 is at least the dimension
of the span of the covectors: Dh, Z ′0, Z ′1, · · · , Z ′j∗−1. From the definition of j∗, we know that
the vectors Dh, DB0, DB1, · · · , DBj∗−1 are independent meaning that the dimension of their
span is j∗+ 1. Hence, from (6.21), it easily follows that the dimension of the span of the vectors
Dh, Z ′0, Z ′1, · · · , Z ′j∗−1, Dτ is at least j∗+ 1. Since Ωj∗+3 contains this span, its dimension is
at least j∗ + 1. Therefore, the condition Ωm+1 = Ωm, for m ≥ j∗ + 3 is achieved for m ≤ n+ 2.
6.2.3 Extension to the case of multiple known inputs
It is immediate to repeat all the steps carried out in the previous two subsections and extend
the validity of theorem 1 to the case of multiple known inputs (mu > 1). Additionally, also
theorem 2 can be easily extended to cope with the case of multiple known inputs. In this case,
requiring that Ωm+1 = Ωm means that Ωm must be invariant with respect to L g
L1g
and all Lfi
simultaneously.
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6.3 Proof of the validity of the proposed analytic method
in the general case
This section proves the analytic results presented in chapters 3 and 4 in the general case, i.e.,
∀mw and when the dynamics are affine in the inputs (and not simply linear). In other words,
for general nonlinear systems characterized by (2.1).
As in the previous section, we start by considering the case of a single known input (mu = 1)
and then we extend the obtained results to the case of several known inputs (mu > 1).
In this setting, the observable codistribution for the extended system Σ(k) is obtained by
algorithm 7, where the vector fieldG is the one in (6.3) and the symbol DE denotes the differential
with respect to the state in (6.1).
We remind the reader that, to reduce notational complexity, we adopt the Einstein notation.
According to this notation, a dummy index is summed over. When the dummy index is Latin,
the sum is from 1 to mw. When it is Greek, the sum is from 0 to mw. In addition, to refer to
the components of a tensor, e.g., Γαk , α = 0, 1, · · · ,mw and k = 1, · · · ,mw, we simply write Γαk ,
∀α, k.
6.3.1 Observable Codistribution
In the general case, we do not have the same result of separation stated by theorem 1. This fact,
however, does not prevent us to derive a codistribution that only depends on the original state
and that fully characterizes the observability properties. This is the codistribution generated by
algorithm 5, which is convergent, as it is proven in section 6.3.2.
In appendix A we prove that any system that satisfies (2.1) can be either set in canonic
form, or some of the unknown inputs are spurious, i.e., they can be eliminated in order to
derive the system observability properties. In the latter case, the system can be set in canonic
form with respect to the remaining unknown inputs. Therefore, without loss of generality, we
assume that our system is in canonic form. We select the scalar functions h1, · · · , hmw such that
their differentials (Dw, i.e., the differential with respect to the unknown inputs vector) span the
codistribution DwLGF , which is defined in appendix A. Note that, as mentioned at the beginning
of appendix A, the codistribution span {DEh1, · · · , DEhmw} ⊆ Ω¯j , for a given integer j.
For each integer m, we generate the codistribution Ωm by using algorithm 5 (note that here
we are considering mu = 1). By construction, the generators of Ωm are the differentials of scalar
functions that only depend on the original state (x) and not on its extension. In the sequel, we
need to embed this codistribution in Rn+mwk. We will denote by [Ωm, 0kmw ] the codistribution
made by covectors whose first n components are covectors in Ωm and the last components are
all zero.
Additionally, we will denote by Lmmw the codistribution that is the span of the Lie derivatives
of DEh1, · · · , DEhmw up to the order m along the vector G, i.e., Lmmw ,
span
{L1GDEh1, · · · ,L1GDEhmw , · · · ,LmGDEh1, · · · ,LmGDEhmw}
We finally introduce the following codistribution:
Definition 6 (Ω˜ codistribution) This codistribution is defined as follows: Ω˜m , [Ωm, 0kmw ]+
Lmmw
The codistribution Ω˜m consists of two parts. Specifically, we can select a basis that consists
of exact differentials that are the differentials of functions that only depend on the original
state (x) and not on its extension (these are the generators of [Ωm, 0mwk]) and the differentials
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L1GDEh1, · · · ,L1GDEhmw , · · · ,LmGDEh1, · · · ,LmGDEhmw . The second set of generators, i.e., the
differentials L1GDEh1, · · · ,L1GDEhmw , · · · ,LmGDEh1, · · · ,LmGDEhmw , aremmw and, with respect
to the first set, they are differentials of functions that also depend on the state extension ξ =
[w, w(1), · · · , w(m−1)]T . We have the following result, which is exactly the extension of lemma
2:
Lemma 11 Let us denote with xj the jth component of the state (j = 1, · · · , n). We have:
Dxj ∈ Ωm if and only if DExj ∈ Ω˜m
Proof: As for lemma 2, the fact that Dxj ∈ Ωm implies that DExj ∈ Ω˜m is obvious since
[Ωm, 0mwk] ⊆ Ω˜m by definition. Let us prove that also the contrary holds, i.e., that if DExj ∈
Ω˜m then Dxj ∈ Ωm. Since DExj ∈ Ω˜m we have DExj =
∑N1
i=1 c
1
iω
1
i +
∑N2
i=1 c
2
iω
2
i , where
ω11 , ω
1
2 , · · · , ω1N1 are N1 generators of [Ωm, 0mwk] and ω21 , ω22 , · · · , ω2N2 are N2 generators of Lmmw .
We want to prove that N2 = 0.
We proceed by contradiction. Let us suppose thatN2 ≥ 1. We remark that the first set of gen-
erators have the lastmwk entries equal to zero, as for DExj . The second set of generators consists
of the Lie derivatives of DEh1 and DEhmw along G up to the m order. Let us select the following
mw generators among this second set. They are the highest order Lie derivative along G of DEh1
and DEhmw , respectively. Let us denote by j′1, · · · , j′mw these highest orders and let us denote
by j′ the largest value among j′1, · · · , j′mw . This means that at least one of the integers among
j′1, · · · , j′mw is equal to j′. We denote by j′m1 , · · · , j′mr all the r(≥ 1) highest orders that are equal
to j′. It is immediate to realize that Lj′GDEhm1 , · · · ,Lj
′
GDEhmr are the only generators among the
N2 generators of above whose entries between the (n+(j′−1)mw+1)th and (n+j′mw)th can be dif-
ferent from zero. This because the functions Lj′Ghm1 , · · · ,Lj
′
Ghmr are the only ones that depend on
w(j
′−1). By a direct computation, we can derive this dependency. We easily obtain that Lj′Ghmj
(j = 1, · · · , r) depends on w(j′−1), by the following linear expression: µlmjw(j
′−1)
l . Let us con-
sider any linear combination of Lj′GDEhm1 , · · · ,Lj
′
GDEhmr , i.e., α1Lj
′
GDEhm1 +· · ·+αrLj
′
GDEhmr ,
with α non null. We remark that the function α1Lj′Ghm1 + · · ·+αrLj
′
Ghmr depends on w
(j′−1) as
follows:
∑r
j=1 α
jµlmjw
(j′−1)
l . We also remark that it must exists at least one value of l such that∑r
j=1 α
jµlmj 6= 0 (if this is not true it means that the tensor µ is singular). Hence, we obtain
that DExj has at least one entry, among the last mwk entries, different from zero and this is not
possible 
In the general case, we do not have the same result stated by theorem 1. We prove that the
codistribution generated by algorithm 5, which is convergent (see section 6.3.1), fully character-
izes the observability properties of the original state. This is proven by using the following three
results, which holds for a scalar function θ(x) of the original state:
1. If θ(x) is weakly observable, ∃m such that DEθ(x) ∈ Ω¯m;
2. Ω¯m ⊆ Ω˜m , [Ωm, 0kmw ] + Lmmw ;
3. If for a given integer m, Dθ(x) ∈ Ωm then θ(x) is weakly observable.
The first result is proven by proposition 6. In the rest of this section we prove the last two results
(propositions 11 and 12).
We start by proving the second result (i.e., the one stated by proposition 11). This proof
follows several steps, which are similar to the ones operated to prove theorem 1.
As in that case, for a given m ≤ k we define the vector Φm ∈ Rn+kmw by the following
algorithm:
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1. Φ0 = F ;
2. Φm = [Φm−1, G]
where now the field G is the one given in (6.3) and the Lie brackets [·, ·] are computed with
respect to the extended state, whose dimension is now n+ kmw.
As in the case mw = 1, g0 = 0, it is immediate to realize that Φm has the last components
(in this case kmw) identically null. In the sequel, we will denote by Φ˘m the vector in Rn that
contains the first n components of Φm. In other words, Φm , [Φ˘Tm, 0Tkmw ]
T . Additionally, we set
φˆm ,
[
φm
0kmw
]
, where, for the brevity sake, here we denote by φm the vector φα1,··· ,αmm defined
by algorithm 4 (we adopt this simplified notation when there is no ambiguity).
From now on, we adopt the Einstein notation in order to achieve notational brevity. According
to this notation, dummy indexes from Latin alphabet implicate a sum from 1 tomw (not explicitly
written). Similarly, dummy indexes from Greek alphabet implicate a sum from 0 to mw.
The result stated by lemma 3 still holds and the proof is identical. Also the result stated by
lemma 4 still holds. However, the proof is more complicated. We have:
Lemma 12 Φ˘m =
∑m
j=1 c
j
α1,··· ,αj (LGh1, · · · ,LGhmw , · · · ,LmGh1, · · · ,LmGhmw)φα1,··· ,αjj , i.e., the
vector Φ˘m is a linear combination of the vectors φ
α1,··· ,αj
j (j = 1, · · · ,m), where the coefficients
(cjα1,··· ,αj ) depend on the state only through the functions that generate the codistribution Lmmw .
Proof: We proceed by induction. By definition, Φ˘0 = φ0.
Inductive step: Let us assume that
Φ˘m−1 =
m−1∑
j=1
cjα1,··· ,αj (LGh1, · · · ,LGhmw , · · · ,LmGh1, · · · ,LmGhmw)φ
α1,··· ,αj
j
We have:
Φm = [Φm−1, G] =
m−1∑
j=1
[
cjα1,··· ,αj
[
φ
α1,··· ,αj
j
0kmw
]
, G
]
=
m−1∑
j=1
cjα1,··· ,αj
[[
φ
α1,··· ,αj
j
0kmw
]
, G
]
− LGcjα1,··· ,αj
[
φ
α1,··· ,αj
j
0kmw
]
(6.25)
We directly compute the Lie bracket in the sum (note that φα1,··· ,αjj is independent of the
unknown input vector w and its time derivatives):[[
φ
α1,··· ,αj
j
0kmw
]
, G
]
=
[
[φ
α1,··· ,αj
j , g
0] + [φ
α1,··· ,αj
j , g
i]wi
0kmw
]
(6.26)
On the other hand, by using (3.3) (3.4) and (3.6) it is immediate to obtain:
wi = ν
k
i LGhk − νki µ0k, ∀i (6.27)
and by substituting (6.27) in (6.26) and by using (3.10) we obtain
[φ
α1,··· ,αj
j , g
0] + [φ
α1,··· ,αj
j , g
i]wi = [φ
α1,··· ,αj
j ]
0 + [φ
α1,··· ,αj
j ]
kLGhk =
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φ
α1,··· ,αj ,0
j+1 + φ
α1,··· ,αj ,k
j+1 LGhk, ∀α1, · · · , αj (6.28)
The last equality is due to the definition of the fields φα1,··· ,αj ,αj+1j+1 , provided by algorithm 4.
Regarding the second term in (6.25), we remark that LGcjα1,··· ,αj =
∑m−1
k=1
∂cjα1,··· ,αj
∂(LkGhi)
Lk+1G hi.
By substituting this equality and the one in (6.28) in (6.25) and by proceeding exactly as in the
last part of the proof of lemma 4, we easily obtain the proof of the statement 
In the general case, the result stated by lemma 5 does not hold, and this is one of the reasons
because the separation property (theorem 1) does not hold. In particular, by only using lemma
12 and not the analogous of lemma 5, we cannot prove proposition 7. On the other hand, by
only using lemma 12 it is immediate to obtain the following weaker result:
Proposition 9 For any scalar function h(x) we have:
span{LΦ0DEh,LΦ1DEh, · · · ,LΦmDEh}+Lmmw ⊆ span{Lφˆ0DEh,Lφˆα11 DEh, · · · ,Lφˆα1,··· ,αmm DEh}+L
m
mw
We also have the following result (note that also this result becomes an equality when mw =
1, g0 6= 0, w 6= 0 and has been used in the proof of theorem 1):
Proposition 10
L1mw + LG[Ωm−1, 0kmw ] ⊆ L1mw + [LgˆαΩm−1, 0kmw ]
Proof: Let us consider a generic covector in Ωm−1. By construction, we know that it exists
a scalar function θ(x) such that this covector is proportional to Dθ. We have:
LGθ = Lg0θ + Lgiθwi
and, by using (6.27), we have:
LGθ = Lg0θ + Lgiθ(νki LGhk − νki µ0k)
and, by using (3.9), we obtain:
LGθ = Lgˆ0θ + LgˆkθLGhk
from which the proof follows 
We are now ready to prove proposition 11.
Proposition 11 For any integer m, Ω¯m ⊆ Ω˜m , [Ωm, 0kmw ] + Lmmw .
Proof: This proof follows the same steps of the proof of theorem 1. We proceed by induction.
By definition, Ω¯0 = Ω˜0 since they are both the span of the output (or the outputs in case of
multiple outputs).
Inductive step: Let us assume that Ω¯m−1 ⊆ Ω˜m−1. We have: Ω¯m = Ω¯m−1 + LF Ω¯m−1 +
LGΩ¯m−1 = Ω¯m−1 + LF Ω˜m−1 + LGΩ¯m−1 = Ω¯m−1 + [LfΩm−1, 0kmw ] + LFLm−1mw + LGΩ¯m−1.
On the other hand,
LFLm−1mw = LFL1GDEhi + · · ·+ LFLm−2G DEhi + LFLm−1G DEhi
The only terms which are not in Ω¯m−1 are LFLm−1G DEhi.
Hence we have:
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Ω¯m = Ω¯m−1 + [LfΩm−1, 0kmw ] + LFLm−1G DEhi + LGΩ¯m−1
By using lemma 3 we obtain:
Ω¯m = Ω¯m−1 + [LfΩm−1, 0kmw ] + LΦm−1DEhi + LGΩ¯m−1
By using again the induction assumption we obtain:
Ω¯m = [Ωm−1, 0kmw ] + L
m−1
mw + [LfΩm−1, 0kmw ] + LΦm−1DEhi + LG[Ωm−1, 0kmw ] + LGLm−1mw =
[Ωm−1, 0kmw ] + L
m
mw + [LfΩm−1, 0kmw ] + LΦm−1DEhi + LG[Ωm−1, 0kmw ]
and by using propositions 9 and 10 we obtain: Ω¯m ⊆ [Ωm−1, 0kmw ] + Lmmw + [LfΩm−1, 0kmw ] +
L
φˆ
α1,··· ,αm−1
m−1
DEhi + [LgˆαΩm−1, 0kmw ] = Ω˜m 
Before proceeding with the proof of proposition 12, we need to prove the following lemma:
Lemma 13 Let us consider the scalar function λ(x,w) = θ(x) + θi(x)LGhi and let us assume
that it is observable in Σ1. Then, all the mw+1 functions θ(x), θ1(x), · · · , θmw(x) are observable
in Σ(0).
Proof: Let us consider two points xa and xb, indistinguishable in Σ(0). We have to prove
that θ(xa) = θ(xb) and θi(xa) = θi(xb) (∀i). From definition 3 and the definition of a non-shy set,
we know that there exist mw + 1 distinct pairs of vectors (w0a, w0b ), (w
1
a, w
1
b ), · · · , (wmwa , wmwb ),
such that the two points [xa, wαa ] and [xb, wαb ], ∀α, are indistinguishable in Σ(1), and the vector
space generated by the vectors tj , wja − w0a (∀j) has dimension mw.
From the fact that the function λ is observable and by using the previous mw + 1 indistin-
guishable points we obtain the following mw + 1 equations:
λ(xa, w
α
a ) = λ(xb, w
α
b ), ∀α
By using the expression λ(x,w) = θ(x) + θi(x)LGhi, the fact that also the functions LGhi are
observable we obtain:
θ(xa) + θ
i(xa)LGhi(xa, wαa ) = θ(xb) + θi(xb)LGhi(xa, wαa ), ∀α
By using the expression LGhi = µ0i + µkiwk we obtain:
θ(xa) + θ
i(xa)[µ
0
i (xa) + µ
k
i (xa)(w
α
a )k] = θ(xb) + θ
i(xb)[µ
0
i (xa) + µ
k
i (xa)(w
α
a )k], ∀α
By subtracting from the last mw equations the first equation we obtain:
θi(xa)µ
k
i (xa)(w
j
a − w0a)k = θi(xb)µki (xa)(wja − w0a)k, ∀j
namely,
µki t
j
k(θ
i(xa)− θi(xb)) = 0, ∀j
Since both µki and t
j
k are non singular, θ
i(xa) = θ
i(xb). By using the first equation (α = 0) we
also obtain θ(xa) = θ(xb) 
We are now ready to prove the following result:
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Proposition 12 For any integer m, the codistribution Ω˜m is observable.
Proof: We proceed by induction. By definition, Ω˜0 is the span of the differentials of the
observable functions h1, · · · , hmw (and, in case of multiple outputs that do not appear in the
selection, of these further outputs).
Inductive step: Let us assume that the codistribution Ω˜m−1 is observable. We want to prove
that also Ω˜m is observable. From algorithm 5, we need to prove that the following codistributions
are observable:
LfΩm−1, LgˆαΩm−1, span{Lφα1,··· ,αm−1m−1 DEhi}
∀α, α1, · · · , αm−1, i.
Since Ω˜m−1 is observable, also LF Ω˜m−1 it is. Hence, LF [Ωm−1, 0kmw ] is observable and,
consequently, we obtain that LfΩm−1 is observable.
We also have that LGΩ˜m−1 is observable and consequently, also LG[Ωm−1, 0kmw ] it is. Let
us consider a function θ(x) such that DEθ ∈ Ωm−1. We obtain that DELGθ belongs to the
observable codistribution. On the other hand we have:
LGθ = Lg0θ + Lgiθwi = Lg0θ + Lgiθ(νki LGhk − νki µ0k) = Lgˆ0θ + LgˆiθLGhi
where we used (6.27). From lemma 13 we immediately obtain that the codistribution LgˆαΩm−1
is observable ∀α. It remains to show that also the codistribution span{L
φ
α1,··· ,αm−1
m−1
DEhi} is
observable ∀α, α1, · · · , αm−1, i.
To prove this, we start by remarking that, by applying LF and LG repetitively on the observ-
able codistribution, starting from [Ωm−1, 0kmw ] and by proceeding as before, we finally obtain
an observable codistribution in the space of the original state, which is invariant under Lgˆα (∀α)
and Lf . As in the case mw = 1, g0 = 0 (see proposition 8), it is possible to show that this codis-
tribution is also invariant under L
φ
α1,··· ,αm−2
m−2
(∀α1, · · · , αm−2). This means that the function
L[φˆm−2, G]hi is observable ∀i. Let us compute the Lie bracket of φˆm−2 = [φ
α1,··· ,αm−2
m−2 , 0kmw ]
T
with G (for the brevity sake we omit the first m− 2 indexes (α )). We have:
[φˆm−2, G] =
[
[φm−2, g0]
0kmw
]
+
[
[φm−2, gi]wi
0kmw
]
By using (6.27) we obtain:
[φˆm−2, G] =
[
[φm−2, g0] + [φm−2, gi](νki LGhk − νki µ0k)
0kmw
]
=
[
[φm−2]0 + [φm−2]kLGhk
0kmw
]
=
[
φ··· ,0m−1 + φ
··· ,k
m−1LGhk
0kmw
]
Hence we have:
L[φˆm−2, G]hi = Lφ··· ,0m−1hi + Lφ··· ,km−1hiLGhk
and the observability of L
φ
α1,··· ,αm−1
m−1
DEhi, ∀α1, · · · , αm−1, i, follows from lemma 13 
The results of this section can be summarized by the following theorem:
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Theorem 3 (Observable Codistribution) θ(x) is weakly observable iff ∃m such that Dθ(x) ∈
Ωm.
Proof: If θ(x) is weakly observable, from proposition 6 we have that ∃m such that DEθ(x) ∈
Ω¯m. From proposition 11 and lemma 11 we obtain that Dθ(x) ∈ Ωm. Conversely, if for a given
integer m, Dθ(x) ∈ Ωm then, from proposition 12 and lemma 11, θ(x) is weakly observable 
6.3.2 Convergence
The goal of this section is to investigate the convergence properties of algorithm 5. We will show
that the algorithm converges in a finite number of steps and we will also provide the criterion to
establish that the algorithm has converged (theorem 4). This theorem will be proved at the end
of this section since we need to introduce several important new quantities and properties.
When investigating the convergence properties of algorithm 5, we remark that, the main
difference between algorithm 1 and 5, is the presence of the last term in the recursive step of
the latter. Without this term, the convergence criterion would simply consist of the inspection
of the equality Ωm+1 = Ωm, as for algorithm 1.
The following result provides the convergence criterion in a very special case that basically
occurs when the contribution due to the last term in the recursive step of algorithm 5 is included
in the other terms. In this case, we obviously obtain that the convergence criterion consists of
the inspection of the equality Ωm+1 = Ωm, as for algorithm 1.
We have the following result:
Lemma 14 Let us denote by Λj the distribution generated by φ0, φα11 , · · · , φα1,··· ,αjj , ∀α1, · · · , αj
and let us denote by m(≤ n−1) the smallest integer for which Λm+1 = Λm (n is the dimension of
the state x). In the very special case when L
φ
α1,··· ,αj
j
Lgαhk = 0, ∀j = 0, · · · ,m, ∀α, α1, · · · , αj , k,
algorithm 5 converges at the integer j such that Ωj+1 = Ωj and this occurs in at most n−1 steps.
Proof: First of all, we remark that the existence of an integer m(≤ n− 1) such that Λm+1 =
Λm is a simple extension of the result proved in [27], when the extended Lie bracket defined in
definition 1 are adopted instead of the simple Lie bracket. In particular, it is possible to prove
that the distribution converges to Λ∗ and that the convergence is achieved at the smallest integer
for which we have Λm+1 = Λm. Additionally, we have Λm+1 = Λm = Λ∗ and m cannot exceed
n− 1.
In the very special case when L
φ
α1,··· ,αj
j
Lgαhk = 0, ∀j = 0, · · · ,m, ∀α, α1, · · · , αj , k, thanks to
the aforementioned convergence of the distribution Λj , we easily obtain that Lφα1,··· ,αjj Lgαhk = 0
∀j ≥ 1.
We have (by avoiding to write all the upper indexes) φj = [φj−1]αj = ν
αj
β [φj−1, g
β ]. Hence:
Lφjhm = ναjβ
(Lφj−1Lgβhm − LgβLφj−1hm) = ναjβ Lφj−1Lgβhm − LgˆαjLφj−1hm
Since Lφj−1Lgβhm = 0 ∀j ≥ 1, we have Lφjhm = −LgˆαjLφj−1hm, for any j ≥ 1. Therefore, in
this case the last term in the recursive step of algorithm 5, is included in the second last term.
Therefore, we conclude that algorithm 5 converges when Ωm+1 = Ωm. This occurs in at most
n− 1 steps, as for algorithm 1. 
Let us consider now the general case. To proceed we need to introduce several important new
quantities and properties. As in the case mw = 1, g0 = 0 we introduce the analogous of the
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field ψ. We start by defining the following new operation. Given a vector field a we define the
following mw + 1 vector fields as follows:
{a}α , [a, gˆα] = [a]α + (Laναj )µjl gˆl (6.29)
For a given integer 0 ≤ m ≤ k we define (mw+1)m vectors φα1,··· ,αmm ∈ Rn (∀αj) by the following
recursive algorithm:
1. ψ0 = f ;
2. ψα1,··· ,αmm = {ψα1,··· ,αm−1m }αm
It is possible to find a useful expression that relates these vectors to the vectors φj , previously
defined. This is the analogous of the relation given in lemma 7. On the other hand, we provide
here a simplified version of this relation. For the sequel, we do not need the complete relation.
We have:
Lemma 15 For m ≥ 1, it holds the following equation:
ψα1,··· ,αmm = φ
α1,··· ,αm
m +
km∑
k=1
γk jˆ
k (6.30)
where:
• km is a strictly positive integer that depends on m;
• the vectors jˆk are among the vectors gˆα (∀α) and their Lie brackets up to m− 1 times;
• γk are scalar functions of the state x that satisfy Dγk ∈ Ωm+1.
Before providing the proof of this lemma, we remark that equation (6.15), which holds in the
special case mw = 1, g0 = 0, agrees with (6.30). In particular, in (6.15), the scalar functions γk
are explicitly computed (and, because of lemma 8, their differentials belong to Ωm+1). Regarding
the vectors jˆk, in the case mw = 1, g0 = 0, we only have the vector gˆ1 , g
1
L1g
, since all the Lie
brackets of this vector with itself vanish.
Proof: We proceed by induction. We first need to consider m = 1 and we compute the
equation that relates ψα1 to φα1 , ∀α. For α = i = 1, · · · ,mw we have:
ψi1 = {f}i = [f ]i + (Lfνij)µjl gˆl = φi1 + (Lfνij)µjl gˆl
This equation agrees with (6.30), provided that we are able to prove that the differentials of
all the components of the two-index tensor (Lfνij)µjl belong to Ω2(= Ωm+1). To prove this, we
consider the operator L(Lfνij)µjl gˆl From the previous equation, we easily obtain:
L(Lfνij)µjl gˆl = Lψi1 − Lφi1
We apply this operator on hk (∀k). The result is a function whose differential belong to Ω2(=
Ωm+1), by construction. We obtain:
L(Lfνij)µjl gˆlhk = (Lfν
i
j)µ
j
lLgˆlhk = (Lfνij)µjl δlk = (Lfνij)µjk
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Hence, the differentials of all the components of the two-index tensor (Lfνij)µjk belong to Ω2(=
Ωm+1) and this proves the case m = 1, α = i = 1, · · · ,mw. Let us consider the case m = 1, α =
0. We proceed in the same way. We have:
ψ01 = {f}0 = [f ]0 − (Lfνijµ0i )µjl gˆl = φ01 − (Lfνijµ0i )µjl gˆl
Again, we remark that this equation agrees with (6.30), provided that we are able to prove that
the differentials of all the components of the one-index tensor (Lfνijµ0i )µjl belong to Ω2(= Ωm+1).
To prove this, we consider the operator L(Lfνijµ0i )µjl gˆl . From the previous equation, we easily
obtain:
L(Lfνijµ0i )µjl gˆl = Lφ01 − Lψ01
We apply this operator on hk (∀k). The result is a function whose differential belong to Ω2(=
Ωm+1), by construction. We obtain:
L(Lfνijµ0i )µjl gˆlhk = (Lfν
i
jµ
0
i )µ
j
lLgˆlhk = (Lfνijµ0i )µjl δlk = (Lfνijµ0i )µjk
Hence, the differentials of all the components of the one-index tensor (Lfνijµ0i )µjk belong to
Ω2(= Ωm+1) and this proves the case m = 1, α = 0.
Inductive step: Let us assume that (6.30) holds for m− 1. We need to prove that:
ψα1,··· ,αm−1,αmm = φ
α1,··· ,αm−1,αm
m +
km∑
k=1
γk jˆ
k (6.31)
with Dγk ∈ Ωm+1. Let us start by considering the case when αm = im = 1, · · · ,mw. We have:
ψα1,··· ,αm−1,imm = {ψα1,··· ,αm−1m−1 }im =
φα1,··· ,αm−1m−1 +
km−1∑
k=1
γk jˆ
k

im
=
=
{
φ
α1,··· ,αm−1
m−1
}im
+

km−1∑
k=1
γk jˆ
k

im
(6.32)
Let us consider the second term:
km−1∑
k=1
γk jˆ
k

im
=
km−1∑
k=1
γk jˆ
k, gˆim
 =
=
km−1∑
k=1
γk
[
jˆk, gˆim
]
−
km−1∑
k=1
(Lgˆimγk)jˆk =
km∑
k=1
γk jˆ
k
with Dγk ∈ Ωm+1 and the vectors jˆk are among the vectors gˆα (∀α) and their Lie brackets up
to m− 1 times. We also have:{
φ
α1,··· ,αm−1
m−1
}im
= φα1,··· ,imm + (Lφα1,··· ,αm−1m−1 ν
im
j )µ
j
l gˆ
l
Substituting this in (6.32) we obtain:
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ψα1,··· ,imm = φ
α1,··· ,im
m + (Lφα1,··· ,αm−1m−1 ν
im
j )µ
j
l gˆ
l +
km∑
k=1
γk jˆ
k
This equation agrees with (6.30), provided that we are able to prove that the differentials of all
the components of the (m+ 1)-index tensor (L
φ
α1,··· ,αm−1
m−1
νimj )µ
j
l belong to Ωm+1. To prove this,
we consider the following operator:
L(L
φ
α1,··· ,αm−1
m−1
νimj )µ
j
l gˆ
l
We apply this operator on hk (∀k). The result is a function whose differential belong to Ωm+1,
by construction. We obtain:
L(L
φ
α1,··· ,αm−1
m−1
νimj )µ
j
l gˆ
lhk = (Lφα1,··· ,αm−1m−1 ν
im
j )µ
j
lLgˆlhk = (Lφα1,··· ,αm−1m−1 ν
im
j )µ
j
l δ
l
k =
(L
φ
α1,··· ,αm−1
m−1
νimj )µ
j
k
Hence, the differentials of all the components of the (m + 1)-index tensor (L
φ
α1,··· ,αm−1
m−1
νimj )µ
j
l
belong to Ωm+1 and this proves the inductive step when αm = im = 1, · · · ,mw.
To conclude, it remains to prove the inductive step when αm = 0. We proceed in the same
way. We have:
ψα1,··· ,αm−1,0m = {ψα1,··· ,αm−1m−1 }0 =
φα1,··· ,αm−1m−1 +
km−1∑
k=1
γk jˆ
k

0
=
=
{
φ
α1,··· ,αm−1
m−1
}0
+

km−1∑
k=1
γk jˆ
k

0
(6.33)
Let us consider the second term:
km−1∑
k=1
γk jˆ
k

0
=
km−1∑
k=1
γk jˆ
k, gˆ0
 =
=
km−1∑
k=1
γk
[
jˆk, gˆ0
]
−
km−1∑
k=1
(Lgˆ0γk)jˆk =
km∑
k=1
γk jˆ
k
with Dγk ∈ Ωm+1 and the vectors jˆk are among the vectors gˆα (∀α) and their Lie brackets up
to m− 1 times. We also have:{
φ
α1,··· ,αm−1
m−1
}0
= φα1,··· ,0m − (Lφα1,··· ,αm−1m−1 ν
i
jµ
0
i )µ
j
l gˆ
l
Substituting this in (6.33) we obtain:
ψα1,··· ,0m = φ
α1,··· ,0
m − (Lφα1,··· ,αm−1m−1 ν
i
jµ
0
i )µ
j
l gˆ
l +
km∑
k=1
γk jˆ
k
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This equation agrees with (6.30), provided that we are able to prove that the differentials of all
the components of the m-index tensor (L
φ
α1,··· ,αm−1
m−1
νijµ
0
i )µ
j
l belong to Ωm+1. To prove this, we
consider the following operator:
L(L
φ
α1,··· ,αm−1
m−1
νijµ
0
i )µ
j
l gˆ
l
We apply this operator on hk (∀k). The result is a function whose differential belong to Ωm+1,
by construction. We obtain:
L(L
φ
α1,··· ,αm−1
m−1
νijµ
0
i )µ
j
l gˆ
lhk = (Lφα1,··· ,αm−1m−1 ν
i
jµ
0
i )µ
j
lLgˆlhk = (Lφα1,··· ,αm−1m−1 ν
i
jµ
0
i )µ
j
l δ
l
k =
(L
φ
α1,··· ,αm−1
m−1
νijµ
0
i )µ
j
k
Hence, the differentials of all the components of the m-index tensor (L
φ
α1,··· ,αm−1
m−1
νijµ
0
i )µ
j
l belong
to Ωm+1 and this proves the inductive step also when αm = 0 
For any integer m ≥ 1, we introduce two fundamental (m + 1)-index tensors. They are both
characterized by m upper indexes and 1 lower index. They are:
Oα1,··· ,αm−1,αmγ , (Lφα1,··· ,αm−1m−1 ν
αm
β )µ
β
γ
Pα1,··· ,αm−1,αmγ , (Lφα1,··· ,αm−1m−1 µ
β
γ )ν
αm
β
For the brevity sake, we avoid to write all the indexes α1, · · · , αm−1. The previous tensors can
be written as follows:
O··· ,αmγ , (Lφm−1ναmβ )µβγ (6.34)
P ··· ,αmγ , (Lφm−1µβγ )ναmβ (6.35)
We remark that (Lφm−1ναβµβγ ) = (Lφm−1δαγ ) = 0. Hence:
O··· ,αγ = −P ··· ,αγ (6.36)
The following result extends the one given in lemma 8:
Lemma 16 For any integer m ≥ 1, the differentials of all the components of the two (m + 1)-
index tensors given in (6.34) and (6.35) belong to Ωm+1:
Proof: By using equation (6.36), we only need to consider one of these tensors. Let us refer
to O. Let us start by considering the components with αm = im = 1, · · · ,mw. The proof that
the differentials of these components belong to Ωm+1 is available in the proof of lemma 15. Let
us consider the components O··· ,0k . At the end of the proof of lemma 15, we proved that the
differentials of (Lφm−1νijµ0i )µjk belong to Ωm+1. We have:
(Lφm−1νijµ0i )µjk = (Lφm−1µ0i )νijµjk + (Lφm−1νij)µjkµ0i = (Lφm−1µ0i )δik +O··· ,ik µ0i = −O··· ,0k

The result stated by proposition 8 also holds in the general case. We have:
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Proposition 13 If Ωm is invariant with respect to Lf and Lgˆα , ∀α, then it is also invariant
with respect to L
φ
α1,··· ,αj
j
for j = 1, · · · ,m− 1.
Proof: From (6.30) we obtain the following operator equality:
L
φ
α1,··· ,αj
j
= L
ψ
α1,··· ,αj
j
−
kj∑
k=1
Lγk jˆk
with Dγk ∈ Ωj+1. Let us apply the previous equality on a given covector in Ωm. Because of the
invariance with respect to Lf and Lgˆα , ∀α, we also have the invariance with respect to Ljˆk and
L
ψ
α1,··· ,αj
j
. If j ≤ m− 1, Dγk ∈ Ωm and we obtain the invariance with respect to Lφα1,··· ,αjj 
The following result extends the one given in lemma 9. As for the equation (6.17), we need
to substitute the expression of φj in terms of φj−2 in the term Lφjh. This will allow us to
detect the key quantity that governs the convergence of algorithm 5, in particular regarding the
contribution due to the last term in the recursive step of algorithm 5. In the casemw = 1, g0 = 0,
this quantity was a scalar and it was the one provided in (3.2). In the general case, the derivation
was very troublesome since we did not know a priori that, instead of a scalar, the key quantity
becomes a three-index tensor. Specifically, it is the tensor defined by (3.11), of type (2, 1). For
the sake of clarity, we provide equation (3.11) below:
T α,βγ , νβη (Lgˆαµηγ), ∀α, β, γ
In general, this tensor has (mw + 1)× (mw + 1)× (mw + 1) components. On the other hand, in
our coordinate setting (for which equations (3.7) and (3.8) hold) it is immediate to obtain that
T α,β0 = 0 ∀α, β. In other words, in this setting we can consider the lower index as a Latin index
and the components of this tensor are (mw + 1)× (mw + 1)×mw.
We have the following fundamental analytic result:
Lemma 17 For j ≥ 2, we have the following key equality (for the brevity sake, we denote by
three dots (· · · ), the first j − 2 Greek indexes, α1, · · · , αj−2):
L
φ
··· ,αj−1,αj
j
hm = (6.37)
Lφj−2T αj−1,αjm −O··· ,αjk T αj−1,km −O··· ,αj−1k T k,αjm −Lgˆαj−1P ··· ,αjm −T αj−1,αjk P ··· ,km −LgˆαjLφj−1hm
Proof: We will prove this equality by an explicit computation.
We have φj = [φj−1]αj = ν
αj
β [φj−1, g
β ]. Hence:
Lφjhm = ναjβ
(Lφj−1Lgβhm − LgβLφj−1hm) = ναjβ Lφj−1Lgβhm − LgˆαjLφj−1hm (6.38)
The second term coincides with the last term in (6.37). Hence, we need to prove that:
ν
αj
β Lφj−1Lgβhm = Lφj−2T αj−1,αjm −O··· ,αjk T αj−1,km −O··· ,αj−1k T k,αjm −Lgˆαj−1P ··· ,αjm −T αj−1,αjk P ··· ,km
(6.39)
We have:
ν
αj
β Lφj−1Lgβhm = ναjβ ναj−1η Lφj−2LgηLgβhm − ναjβ ναj−1η LgηLφj−2Lgβhm (6.40)
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Let us compute these two terms separately. For the first we obtain:
ν
αj
β ν
αj−1
η Lφj−2LgηLgβhm = ναjβ ναj−1η Lφj−2Lgηµβm = Lφj−2(ναjβ ναj−1η Lgηµβm)−Lφj−2(ναjβ ναj−1η )Lgηµβm =
Lφj−2(ναjβ Lgˆαj−1µβm)−Lφj−2(ναjβ ναj−1η′ )δη
′
η Lgηµβm = Lφj−2T αj−1,αjm −Lφj−2(ναjβ ναj−1η′ )µη
′
γ ν
γ
ηLgηµβm =
Lφj−2T αj−1,αjm − Lφj−2(ναjβ ναj−1η′ )µη
′
γ Lgˆγµβm =
Lφj−2T αj−1,αjm − Lφj−2(ναjβ )ναj−1η′ µη
′
γ Lgˆγµβm − Lφj−2(ναj−1η′ )ναjβ µη
′
γ Lgˆγµβm =
Lφj−2T αj−1,αjm − Lφj−2(ναjβ )Lgˆαj−1µβm −Oαj−1γ T γ,αjm =
Lφj−2T αj−1,αjm − Lφj−2(ναjβ′ )µβ
′
γ ν
γ
βLgˆαj−1µβm −Oαj−1γ T γ,αjm =
Lφj−2T αj−1,αjm −Oαjγ T αj−1,γm −Oαj−1γ T γ,αjm
Hence, for this first term in (6.40) we obtain:
ν
αj
β ν
αj−1
η Lφj−2LgηLgβhm = Lφj−2T αj−1,αjm −Oαjγ T αj−1,γm −Oαj−1γ T γ,αjm (6.41)
Regarding the second term in (6.40) we have:
−ναjβ ναj−1η LgηLφj−2Lgβhm = −ναjβ ναj−1η LgηLφj−2µβm = −ναjβ Lgˆαj−1Lφj−2µβm =
−Lgˆαj−1 (ναjβ Lφj−2µβm) + Lgˆαj−1 (ναjβ )Lφj−2µβm =
−Lgˆαj−1Pαjm + Lgˆαj−1 (ναjβ )Lφj−2µβm =
−Lgˆαj−1Pαjm + Lgˆαj−1 (ναjβ′ )µβ
′
γ ν
γ
βLφj−2µβm =
−Lgˆαj−1Pαjm + Lgˆαj−1 (ναjβ′ )µβ
′
γ ν
γ
βLφj−2µβm − Lgˆαj−1 (ναjβ′ µβ
′
γ )ν
γ
βLφj−2µβm =
−Lgˆαj−1Pαjm − ναjβ′ Lgˆαj−1 (µβ
′
γ )ν
γ
βLφj−2µβm =
−Lgˆαj−1Pαjm − T αj−1,αjγ Pγm
Hence, for this second term in (6.40) we obtain:
−ναjβ ναj−1η LgηLφj−2Lgβhm = −Lgˆαj−1Pαjm − T αj−1,αjγ Pγm (6.42)
By substituting (6.41) and (6.42) in (6.40) and by reminding the reader that in our setting the
components of th etensor T that have the lower index equal to zero vanish, we immediately
obtain (6.39) 
Lemma 18 In general, it exists a finite m ≤ n+ 2 such that DT α,βk ∈ Ωm, ∀α, β, k.
Proof: From equation (6.37) we have:
L
φ
··· ,αj+1,αj+2
j+2
hm = (6.43)
Lφ···j T αj+1,αj+2m −O
··· ,αj+2
k T αj+1,km −O··· ,αj+1k T k,αj+2m +O··· ,km T αj+1,αj+2k −Lgˆαj+1P ··· ,αj+2m −Lgˆαj+2Lφ··· ,αj+1j+1 hm
Let us introduce the following two tensors, for a given integer j:
• jZ ··· ,αj+1,αj+2m , Lφ··· ,αj+1,αj+2j+2 hm;
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• jB··· ,αj+1,αj+2m , Lφ···j T
αj+1,αj+2
m ;
Both of them have j + 2 upper indexes (Greek) and one lower index (Latin). By construction,
the differentials of all the (mw + 1)j+2mw components of the tensor jZ ∈ Ωj+3. On the other
hand, from equation (6.43), we immediately obtain:
D(jZ ··· ,αj+1,αj+2m ) = D(jB··· ,αj+1,αj+2m )−DO··· ,αj+2k T αj+1,km −O··· ,αj+2k DT αj+1,km (6.44)
−DO··· ,αj+1k T k,αj+2m −O··· ,αj+1k DT k,αj+2m +DO··· ,km T αj+1,αj+2k +O··· ,km DT αj+1,αj+2k
−DLgˆαj+1P ··· ,αj+2m −DLgˆαj+2Lφ··· ,αj+1j+1 hm
By using lemma 16 we obtain the following results:
• −DO··· ,αj+2k T αj+1,km −DO··· ,αj+1k T k,αj+2m +DO··· ,km T αj+1,αj+2k ∈ Ωj+2;
• −DLgˆαj+1P ··· ,αj+2m ∈ Ωj+3.
Additionally, −DLgˆαj+2Lφ··· ,αj+1j+1 hm ∈ Ωj+3. Hence, from (6.44), we obtain that the following
covector:
jZ ′··· ,αj+1,αj+2m = (6.45)
D(jB··· ,αj+1,αj+2m )−O··· ,αj+2k DT αj+1,km −O··· ,αj+1k DT k,αj+2m +O··· ,km DT αj+1,αj+2k
belongs to Ωj+3. We proceed as in the case mw = 1, g0 = 0. Let us denote by j∗ the smallest
integer such that the differentials of all the (mw + 1)j
∗+2mw components of the tensor j
∗B can
be expressed as linear combinations of the differentials of the components of all the tensors jB,
j = 0, 1, · · · , j∗ − 1.
D(j∗B··· ,αj∗+1,αj∗+2m ) =
j∗−1∑
j=0
jck··· ,βj+1,βj+2D(jB
··· ,βj+1,βj+2
k ) + c
kDhk (6.46)
where the dummy indexes k, β1, · · · , βj+2 are summed up, according to the Einstein notation.
Note that j∗ is a finite integer and in particular j∗ ≤ n−1. Indeed, if this would not be the case,
the dimension of the codistribution generated by Dh and the differentials of all the components
of the tensors jB, j = 0, · · · , n − 1, would be n + 1, i.e., larger than n. From (6.46) and (6.45)
we obtain:
j∗Z ′··· ,αj∗+1,αj∗+2m =
j∗−1∑
j=0
jck··· ,βj+1,βj+2D(jB
··· ,βj+1,βj+2
k ) + c
kDhk (6.47)
−O··· ,αj∗+2k DT
αj∗+1,k
m −O··· ,αj∗+1k DT
k,αj∗+2
m +O··· ,km DT αj∗+1,αj∗+2k
From equation (6.45), for j = 0, · · · , j∗ − 1, we obtain:
D(jB··· ,βj+1,βj+2k ) =j Z ′··· ,βj+1,βj+2k +O··· ,βj+2l DT βj+1,lk +O··· ,βj+1l DT l,βj+2k −O··· ,lk DT βj+1,βj+2l
By substituting in (6.47) we obtain:
j∗Z ′··· ,αj∗+1,αj∗+2m − ckDhk −
j∗−1∑
j=0
jck··· ,βj+1,βj+2
jZ ′··· ,βj+1,βj+2k = (6.48)
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j∗−1∑
j=0
jck··· ,βj+1,βj+2{O
··· ,βj+2
l DT βj+1,lk +O··· ,βj+1l DT l,βj+2k −O··· ,lk DT βj+1,βj+2l }
−O··· ,αj∗+2k DT
αj∗+1,k
m −O··· ,αj∗+1k DT
k,αj∗+2
m +O··· ,km DT αj∗+1,αj∗+2k
Since this equality holds ∀m,α1, · · · , αj∗+2, (6.48) consists of mw(mw + 1)j∗+2 equations. We
remark that the left hand side of these equations consists of the sum of covectors that belong
to Ωj∗+3. In the right-hand side we have the differentials of all the mw(mw + 1)2 components
of the tensor T . In general, (6.48) can be used to express these last differentials in terms of
covectors that belong to Ωj∗+3. Therefore, by setting m , j∗ + 3, we have m ≤ n + 2 and
DT α,βk ∈ Ωm,∀α, β, k 
The previous lemma ensures that, in general, it exists a finite m ≤ n + 2 such that DT α,βk ∈
Ωm,∀α, β, k. Note that the previous proof holds if the matrix that expresses the dependency
of (6.48) on the terms DT α,βk can be inverted. This holds in general, with the exception of the
trivial case considered in lemma 14.
The following theorem allows us to obtain the criterion to stop algorithm 5:
Theorem 4 If DT α,βk ∈ Ωm, ∀α, β, k, and Ωm+1 = Ωm (namely, Ωm is invariant under Lf and
Lgˆα , ∀α, simultaneously) then Ωm+p = Ωm ∀p ≥ 0
Proof: We proceed by induction. Obviously, the equality holds for p = 0.
Inductive step: let us assume that Ωm+p = Ωm and let us prove that Ωm+p+1 = Ωm. We
have to prove that DL
φ
α1,··· ,αm+p
m+p
h ∈ Ωm, ∀α1, · · · , αm+p. Indeed, from the inductive assump-
tion, we know that Ωm+p(= Ωm) is invariant under Lf and Lgˆα , ∀α. Additionally, because of
this invariance, by using proposition 13, we obtain that Ωm is also invariant under Lφα1,··· ,αjj ,
∀α1, · · · , αj , for j = 1, 2, · · · ,m+p−1. Since DT α,βk ∈ Ωm, ∀α, β, k, by computing the differential
of equation equation (6.37) for j = m+ p, it is immediate to obtain that DL
φ
α1,··· ,αm+p
m+p
h ∈ Ωm,
∀α1, · · · , αm+p 
We conclude this section by providing an upper bound for the number of steps that are in
general necessary to achieve the convergence. The dimension of Ωj∗+2 is at least the dimension of
the span of the covectors: Dh, 0Z ′α1,α2k , 1Z ′α1,α2,α3k , · · · , j
∗−1Z ′α1,··· ,αj∗+1k . From the definition
of j∗, we know that among the vectors Dh, D 0Bα1,α2k , D 1Bα1,α2,α3k , · · · , D j
∗−1Bα1,··· ,αj∗+1k at
least j∗+1 are independent meaning that the dimension of their span is at least j∗+1. Hence, from
(6.45), it easily follows that the dimension of the span of the vectors Dh, 0Z ′α1,α2k , 1Z ′α1,α2,α3k ,
· · · , j∗−1Z ′α1,··· ,αj∗+1k , DT α,βk is at least j∗+ 1. Since Ωj∗+3 contains this span, its dimension is
at least j∗ + 1. Therefore, the condition Ωm+1 = Ωm, for m ≥ j∗ + 3 is achieved for m ≤ n+ 2.
6.3.3 Extension to the case of multiple known inputs
It is immediate to repeat all the steps carried out in the previous two subsections and extend
the validity of theorem 3 to the case of multiple known inputs (mu > 1). Additionally, also
theorem 4 can be easily extended to cope with the case of multiple known inputs. In this case,
requiring that Ωm+1 = Ωm means that Ωm must be invariant with respect to all Lgˆα and all Lfi
simultaneously.
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Chapter 7
Conclusion
The goal of this book was to provide the analytic solution of a fundamental open problem in
control theory. This problem, called the Unknown Input Observability (UIO) problem, was
introduced in the seventies. It consists in providing the analytic condition to obtain the state
observability of a nonlinear systems driven by both known and unknown inputs. This book
provided and illustrated this analytic solution that can be considered the natural extension of
the observability rank condition in [18] to account for the presence of unknown inputs.
The condition is based on the computation of a codistribution (the observable codistribution).
As in the standard case of only known inputs, the observable codistribution is obtained by a
recursive algorithm (algorithm 5). With respect to the algorithm that generates the observable
codistribution in the case of only known inputs, in the new algorithm, the vector fields that
correspond to the unknown inputs w1, · · · , wmw (i.e., g1(x), · · · , gmw(x)) and the drift in the
dynamics (i.e., g0(x)) must be substituted with the vector fields gˆ0(x), gˆ1(x), · · · , gˆmw(x) defined
in (3.9). Additionally, the recursive step of the new algorithm also contains the differentials of
the Lie derivatives of the scalar functions h1(x), · · · , hmw(x) defined in appendix A, along a new
set of vector fields (iφα1,··· ,αjj ). These vector fields are obtained starting from the vector fields
that characterize the system dynamics and by performing with them the operation defined by
definition 1, which is a new abstract operation that extends the Lie bracket. Specifically, it is
the Lie bracket along a set of vector fields. In practice, the entire observable codistribution was
obtained by a very simple recursive algorithm (algorithm 5).
Finally, we proved that this recursive algorithm converges in a finite number of steps and we
provided the analytic criterion to establish that the convergence has been reached. In particular,
the convergence is attained in at most n+ 2 steps, where n is the state dimension.
Very surprisingly, the complexity of this algorithm is comparable to the complexity of the
standard algorithm to compute the observable codistribution in the case without unknown inputs
(i.e., the observability rank condition). Given any nonlinear system characterized by any type
of nonlinearity, driven by both known and unknown inputs, the state observability is obtained
automatically, i.e., by following a systematic procedure (e.g., by the usage of a very simple code
that uses symbolic computation). This is a fundamental practical (and unexpected) advantage.
On the other hand, the analytic derivations and all the proofs necessary to analytically derive
the algorithm and its convergence properties and to prove their general validity are very complex
and they are extensively based on an ingenious analogy with the theory of General Relativity.
In practice, these derivations largely use Ricci calculus with tensors (in particular, we largely
adopted the Einstein notation to achieve notational brevity).
The analytic criterion here derived is the follow up of the analytic criterion given in [43, 46],
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that is the analytic solution of the UIO problem for nonlinear driftless systems in presence of
a single unknown input. The new general analytic criterion accounts for the presence of a drift
and the presence of multiple unknown inputs. Very interestingly, in the aforementioned analogy
with the theory of General Relativity, the presence of the drift term corresponds to the presence
of a time dimension in relativity and the presence of unknown inputs corresponds to the space
dimension in relativity (i.e., in the aforementioned analogy, the space dimension of relativity
equals the number of unknown inputs). In this sense, the solution in [43, 46], which holds for
driftless systems and with a single unknown input, corresponds to the trivial case of a space-
time frozen with respect to time and with a single spatial dimension (this is the reason why the
derivation of the solution in [43, 46] did not require the use of Ricci calculus).
The analytic criterion was illustrated by checking the observability of several nonlinear sys-
tems driven by multiple known inputs and multiple unknown inputs, ranging from planar robotics
up to advanced nonlinear systems. In particular, the last applications were in the framework
of visual-inertial sensor fusion (sections 5.6 and 5.7). For this problem, the application of the
analytic criterion provided a remarkable and amazing result, which could have relevance on the
problem of visual-vestibular integration for self-motion perception in neuroscience.
We conclude by emphasizing that, compared with existing methods, the analytic condition
proposed in this book, has three fundamental novelties:
• It holds for any type of nonlinearity.
• It can be implemented automatically.
• It directly provides the system observability
Regarding the first novelty, note that the analytic condition holds for any set of vector fields
f i(x) (i = 1, · · · ,mu), gj(x) (j = 1, · · · ,mw) and g0(x) in (2.1). Additionally, it holds for
any set of outputs hi(x) (i = 1, · · · , p) in (A.1). In other words, the solution can be applied
independently of the complexity and type of nonlinearity of the aforementioned functions. The
solutions available in the literature refer always to very specific cases of functions f i(x) and/or
g0(x) and/or gj(x) and/or hi(x).
Regarding the second novelty, note that, the procedure summarized in chapter 4, can be
implemented automatically, e.g., by using a symbolic toolbox, without human intervention. It
suffices to simply follow the steps in the procedure of chapter 4, independently of the system
complexity, state dimension, type of nonlinearity. To the best of our knowledge, the existing
conditions in literature to check the state observability cannot be implemented automatically,
with the exception of the observability rank condition (but this does not account for the presence
of unknown inputs).
Regarding the third novelty, note that current methods do not characterize the system ob-
servability since they only check the existence of an unknown input observer that belongs to a
specific class of observers.
93
Appendix A
Canonic form with respect to the
unknown inputs
We refer to the system characterized by the following equations:
x˙ = g0(x) +
mu∑
i=1
f i(x)ui +
mw∑
j=1
gj(x)wj
yk = hk(x), k = 1, · · · , p
(A.1)
We introduce the following notation:
• F is the space of functions that contains all the outputs h1, · · · , hp and their Lie derivatives
along the vector fields f1, · · · , fmu , up to any order;
• DF is the codistribution generated by the differentials, with respect to the state x, of the
functions in F ;
• LGF is the space of functions that consists of the Lie derivatives along G of the functions
in F (we remind the reader that G is the vector defined in (6.3));
• DwLGF is the codistribution generated by the differentials, with respect to the unknown
input vector w, of the functions in LGF .
It is immediate to prove the following properties:
• From F we can select a set of functions such that their differentials generate DF .
• It exists an integer m such that, by running m recursive steps of algorithm 6, we obtain a
codistribution Ω¯m that contains [DF , 0mmw ] (i.e., the codistribution DF once embedded
in Rn+mmw)1.
• In general, the functions belonging to LGF , are functions of x and w1, · · · , wmw .
• The dimension of the codistribution DwLGF cannot exceed the dimension of w (i.e., it
cannot exceed mw).
1Note that, from proposition 5, the functions in F are weakly observable.
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We introduce the following definition:
Definition 7 (Canonic Form) The system in (A.1) is in canonic form with respect to the
unknown inputs if the dimension of DwLGF is mw.
We remark that, if the system is in canonic form with respect to the unknown inputs, we can
select mw functions from LGF whose differentials with respect to w are independent. Therefore,
we can select mw functions from F such that, by using these functions for the selection of
h1, · · · , hmw needed to run algorithm 5, the tensor µ, defined in (3.3), is non-singular. In the
case mw = 1, this means that, we can select a function from F , such that, the quantity L1g
defined in (3.1), does not vanish. Note that we are allowed to use the functions in F as system
outputs, because these functions are weakly observable, as we mentioned above.
In the rest of this chapter, we show that there exists a finite number of transformations, such
that, any system characterized by (A.1), can be either reduced in canonic form, or part of its
unknown inputs is spurious (i.e., they do not affect the observability properties of the state).
We will call the procedure that consists of these transformations, system canonization. For the
clarity sake, we distinguish the case of mw = 1 from the general case. In particular, in section
A.1 we discuss the case mw = 1 (both in the case g0 = 0 (section A.1.1) and g0 6= 0 (section
A.1.2)) and in section A.2 the general case.
A.1 System canonization in the case of a single unknown
input
Let us suppose that the system is not in canonic form. From definition 7, we know that the
dimension of the codistribution DwLGF is 0. This means that the functions in LGF are inde-
pendent of w. We discuss separately the cases g0 = 0 and g0 6= 0.
A.1.1 g0 = 0
In this case, LGF only contains the zero function (the Lie derivative along G of any function in
F vanishes). As a result, any order Lie derivative of any outputs, computed along F 1, · · · , Fmu
(which are the vector fields defined in (6.4)) and at least once along G, vanishes. This means
that, in algorithm 6, we can ignore the contribution due to the Lie derivative along G. But
this trivially means that the observable codistribution is precisely DF and the unknown input
is spurious.
A.1.2 g0 6= 0
We perform a recursive procedure that consists of a finite number of steps. We set F0 , F ,
DF0 , DF and DwLGF0 , DwLGF . The (l + 1)th step of the procedure (l ≥ 0) consists of
the following operations:
1. Define the space of functions F l+1, as the space that contains all the functions in F l+LGF l
and their Lie derivatives along the vector fields f1, · · · , fmu , up to any order.
2. Build the codistribution DF l+1 defined as the codistribution that contains all the differen-
tials, with respect to the state x, of the functions in F l+1 (note that DF l+1 is included in
the observable codistribution of the system defined by (A.1), as long as it exists an integer
m, such that, by running m recursive steps of algorithm 6, we obtain a codistribution Ω¯m
that contains [DF l+1, 0mmw ]).
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3. Build the codistribution DwLGF l+1 as the codistribution generated by the differentials
with respect to w of the functions that belong to LGF l+1.
We remark that, at each step, we can have two distinct results:
• The dimension of DwLGF l+1 is 0 (dim(DwLGF l+1) = 0);
• The dimension of DwLGF l+1 is 1 (dim(DwLGF l+1) = 1).
In the latter case we stop the procedure. We select a scalar function in F l+1 such that its
Lie derivative along g does not vanish (it exists because dim(DwLGF l+1) = 1). The system
is in canonic form by using this scalar function as a system output (we are allowed to use this
function as an output since its differential belongs to DF l+1, which is included in the observable
codistribution of the system defined by (A.1)).
Let us consider the former case ( i.e., dim(DwLGF l+1) = 0). We easily have: LgF l+1 = {0}.
Hence, F l+2 = F l+1+LGF l+1 = F l+1+Lg0F l+1 We proceed as follows. We check if Lg0DF l+1 ⊆
DF l+1. Note that this condition will be satisfied in at least n − 1 steps. Once this condition
is satisfied, it means that LgLg0F l+1 = {0}. Hence, LgLGF l+1 = {0} and LgF l+2 = {0}.
Therefore: dim(DwLGF l+2) = 0. By induction, this means that dim(DwLGF l+p) = 0 for any
integer p. In this case, the unknown input is spurious and the observable codistribution is DF l+1.
Algorithm 8 provides the pseudo code for the system canonization.
Algorithm 8 (Canonization mw = 1, g0 6= 0)
if dim(DwLGF) == 1 then
Set h one of the functions in LGF s.t. Lgh 6= 0. The system is in canonic form. Algorithm
3 can be implemented by using this function.
RETURN
end if
while Lg0DF * DF do
Set F := F + LGF and close with respect to Lfi ∀i
if dim(DwLGF) == 1 then
Set h one of the functions in LGF s.t. Lgh 6= 0. The system is in canonic form. Algorithm
3 can be implemented by using this function.
RETURN
end if
end while
The unknown input is spurious and the Observable codistribution is DF
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A.2 System canonization in the general case
Let us suppose that the system is not in canonic form. From definition 7, we know that the
dimension of the codistribution DwLGF is smaller than mw. As in the case mw = 1, g0 6= 0, we
introduce a recursive procedure.
A.2.1 The recursive procedure to perform the system canonization in
the general case
We set F0 , F , DF0 , DF , 0w , w and DwLGF0 , DwLGF . In addition, we denote by d0
the dimension of DwLGF0 (d0 < mw). The (l + 1)th step of this procedure (l ≥ 0) consists of
6 operations. In particular, the last three operations are the three operations that characterize
the (l+ 1)th step of the recursive procedure introduced in the case mw = 1, g0 6= 0. We provide
first the list of the operations and after we detail them. Note that, at each step, the state will
be in general augmented and the vector fields, f1, · · · , fmu , will be modified, accordingly (i.e.,
the modified vectors will characterize the dynamics of the augmented state). The six operations
are:
1. Redefine the unknown inputs in such a way that all the functions in LGF l depend only on
x and dl unknown inputs (i.e., they are independent of the remaining mw − dl unknown
inputs). In section A.2.1 we detail the method needed to obtain this result. The new
unknown input vector will be denoted by w˜. The functions in LGF l depend only on x and
the first dl entries of w˜.
2. Augment the state by including in it the first dl entries of w˜. Now the functions in LGF l
depend only on the augmented state.
3. Define the new vector of unknown inputs (l+1w) as follows. Its first dl entries are the first
order time derivatives of the entries of w˜. The last mw − dl coincide with the last mw − dl
entries of w˜. In other words: l+1w , [ ˙˜w1, · · · , ˙˜wdl , w˜dl+1, · · · , w˜mw ].
4. Define the space of functions F l+1, as the space that contains all the functions in F l+LGF l
and their Lie derivatives along the vector fields f1, · · · , fmu , up to any order. Note that the
vector fields f1, · · · , fmu are now the ones that characterize the dynamics of the augmented
state.
5. Build the codistribution DF l+1 defined as the smallest codistribution that contains the
differentials with respect to the augmented state of the functions in F l + LGF l and it
is invariant with respect to the Lie derivatives along the vector fields f1, · · · , fmu . In
other words, DF l+1 is the codistribution generated by the differentials with respect to the
augmented state of the functions in F l+1 (note that DF l+1 is included in the observable
codistribution of the system defined by (A.1)).
6. Build the codistribution DwLGF l+1 as the codistribution generated by the differentials
with respect to l+1w of the functions that belong to LGF l+1.
First operation
Since the dimension of DwLGF l is dl, we can select dl functions in LGF l whose differentials with
respect to lw are independent. Let us denote them by lγ1, · · · ,l γdl . We also denote by lhi (i =
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1, · · · , dl) the function in F l such that lγi = LG lhi. We have: lγi = LG lhi = Lg0 lhi+Lgj lhi wj .
By denoting lγji , Lgj lhi we have:
lγi = Lg0 lhi +l γjiwj (A.2)
Since the differentials with respect to lw of lγ1, · · · ,l γdl are independent, we can extract from
lγji a non singular two index tensor, whose indexes take the values 1, · · · , dl. Additionally, let us
reorder the unknown inputs in such a way that this tensor coincide with lγji for j = 1, · · · , dl.
We denote this tensor by lµji . We can write (A.2) as follows:
lγi = Lg0 lhi +
dl∑
j=1
lµjiwj +
mw∑
j=dl+1
lγjiwj (A.3)
We denote by lν the inverse of lµ. We introduce the following coordinate change (in the unknown
inputs):
wj → w˜j , wj +
dl∑
i=1
mw∑
k=dl+1
lνij
lγki wk j = 1, · · · , dl
wj → w˜j , wj j = dl + 1, · · · ,mw
(A.4)
Note that this coordinate change corresponds to a redefinition of the vector fields gj . Specifically
we have:
gj → gj j = 1, · · · , dl
gj → gj −
dl∑
i=1
dl∑
k=1
lνik
lγji g
k j = dl + 1, · · · ,mw
(A.5)
By an explicit computation it is possible to verify that, after this change, the functions in LGF l
only depend on w˜1, · · · , w˜dl , namely, on the first dl entries of the new unknown input vector w˜.
Second operation
We include the first dl entries of w˜ in the state, i.e.,
x→ [xT , w˜1, · · · , w˜dl ]T (A.6)
Third operation
We define the new unknown input vector:
l+1w , [ ˙˜w1, · · · , ˙˜wdl , w˜dl+1, · · · , w˜mw ] (A.7)
We denote by Dl+1w the differential with respect to l+1w.
Fourth operation
We define the space of functions F l+1 as follows. This space contains F l + LGF l and their Lie
derivative along the vector fields f1, · · · , fmu , up to any order.
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Fifth operation
We denote by DF l+1 the codistribution generated by the differentials with respect to the new
state in (A.6) of the functions in F l+1. DF l+1 is the smallest codistribution that contains the
differentials of F l + LGF l and it is invariant with respect to the Lie derivative along the vector
fields f1, · · · , fmu . Note that DF l+1 is included in the observable codistribution of the system
defined by (A.1).
Sixth operation
We build the codistribution DwLGF l+1 as the codistribution generated by the differentials with
respect to l+1w of the functions that belong to LGF l+1. The dimension of this codistribution is
larger than or equal to dl. On the other hand, it cannot exceed the dimension of l+1w, i.e, mw.
We denote this dimension with dl+1 and we have dl ≤ dl+1 ≤ mw.
A.2.2 Convergence of the recursive procedure
We start by remarking that, in the case dl+1 = mw, the canonization has been completed. Indeed,
we can select mw functions in LGF l+1 whose differentials with respect to l+1w are independent.
Let us denote these functions by LGh˜1, · · · ,LGh˜mw . The system is in canonic form by using
h˜1, · · · , h˜mw as system outputs (we are allowed to use these functions as outputs since their
differentials belong to DF l+1, which is included in the observable codistribution of the system
defined by (A.1)).
In general, at each step, we can have two distinct results:
• dl+1 > dl.
• dl+1 = dl.
We remark that the first case cannot occur indefinitely. Hence, each time that the second case
occurs, we apply algorithm 5 to the current system by only considering the first dl+1 unknown
inputs. Let us denote by Ω∗ the codistribution provided by this algorithm, once converged. We
then continue to proceed with the procedure of above. At each step, denoted by l+ s, s ≥ 2, we
check, first of all, if dl+s = dl+1. If it is larger, we do not check anything else and we start again
with the steps of above until, at a given step l′ we obtain again that dl
′+1 = dl
′
. If dl+s = dl+1
we check if Ω∗ ⊆ DF l+p. If this is the case we conclude that only dl+1 unknown inputs affect
the observability properties and the remaining mw − dl+1 unknown inputs are spurious and can
be ignored. Additionally, we conclude that Ω∗ is the observable codistribution.
Note that, the final system, is characterized by a new state, according to the change described
by (A.6), which is performed at each step. Additionally, this final system is in canonic form with
respect to the dl+1 unknown inputs, which are related to the original unknown inputs by the
change in (A.4) and (A.7).
Algorithm 9 provides the pseudo code for the system canonization in the general case.
Algorithm 9 (Canonization)
Set F the function space that includes all the outputs and close with respect to Lfi ∀i
d := dim(DwLGF)
if d == mw then
The system is in canonic form. Select mw functions in F such that their differentials (with
respect to w) of their Lie derivatives along G, are independent.
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Use these mw functions for the functions h1, · · · , hmw to implement algorithm 5.
RETURN
end if
Redefine w according to (A.4)
Augment the state according to (A.6)
Redefine w according to (A.7)
Set F := F + LGF and close with respect to Lfi ∀i
dold := d
d := dim(DwLGF)
if d == mw then
The system is in canonic form. Select mw functions in F such that their differentials (with
respect to w) of their Lie derivatives along G, are independent.
Use these mw functions for the functions h1, · · · , hmw to implement algorithm 5.
RETURN
end if
while 1 do
if d == dold then
Select d functions in F such that their differentials (with respect to w) of their Lie deriva-
tives along G, are independent.
Implement algorithm 5 by ignoring the remaining mw − d unknown inputs. Specifically,
use the selected d functions for the functions h1, · · · , hd to implement algorithm 5 with
d unknown inputs. Denote by Ω∗ the codistribution provided by the algorithm, once con-
verged.
end if
while d == dold do
if Ω∗ ⊆ DF then
The system is in canonic form only with respect to the first d unknown inputs. The
remaining mw − d inputs are spurious. The observable codistribution is DF .
RETURN
end if
Redefine w according to (A.4)
Augment the state according to (A.6)
Redefine w according to (A.7)
Set F := F + LGF and close with respect to Lfi ∀i
d := dim(DwLGF)
if d == mw then
The system is in canonic form. Select mw functions in F such that their differentials
(with respect to w) of their Lie derivatives along G, are independent.
Use these mw functions for the functions h1, · · · , hmw to implement algorithm 5.
RETURN
end if
end while
Redefine w according to (A.4)
Augment the state according to (A.6)
Redefine w according to (A.7)
Set F := F + LGF and close with respect to Lfi ∀i
dold := d
d := dim(DwLGF)
if d == mw then
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The system is in canonic form. Select mw functions in F such that their differentials
(with respect to w) of their Lie derivatives along G, are independent.
Use these mw functions for the functions h1, · · · , hmw to implement algorithm 5.
RETURN
end if
end while
A.2.3 Remarks to reduce the computation
We conclude this section by adding two important remarks that can significantly reduce the
computational burden to perform the observability analysis of a system once it has been set in
canonic form, by using the procedure of above.
The first remark is the following. For each step (m) of the above procedure, we remark that,
the differentials of all the scalar functions that belong to Fm, belong to the observable codistri-
bution. Hence, in order to perform an observability analysis, we can consider any functions in
Fm as a system output. Therefore, we have the following result:
Remark 3 Let us suppose that the system is set in canonic form after m steps of the above
procedure. Let us suppose that we can find mw scalar functions, h1, · · · , hmw , in Fm that only
depend on the state after k < m steps. Additionally, let us suppose that the system obtained
after k steps is in canonic form by using these functions as outputs. Instead of performing the
observability analysis by implementing algorithm 5 on the system after m steps, we can implement
algorithm 5 on the system after k steps, by using the outputs h1, · · · , hmw .
Similarly, once we know that our system can be set in canonic form, we can run algorithm 6
and try to find functions of the original state, whose differential belongs to the codistribution
generated by this algorithm. We remark that, the differentials of all these functions, belong
to the observable codistribution. Hence, in order to perform an observability analysis, we can
consider these functions as system outputs. Therefore, we have the following result:
Remark 4 Let us consider mw scalar functions that only depend on the original state. Let us
suppose that their differentials belong to the codistribution generated by running algorithm 6 for
a given number of steps. Additionally, let us suppose that, by using these functions as outputs,
the original system is in canonic form. We are allowed to perform the observability analysis by
applying algorithm 5 to the original system and by selecting these functions to run algorithm 5.
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