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Abstract 
The study seeks to investigate the relationship between company capital structure and 
profitability with special reference to the industrial metals and mining industry of South 
Africa. Out of the 22 companies listed on the Johannesburg Stock Exchange under 
the industrial metals and mining industry, 14 companies were selected to be analysed 
in this study. Secondary data in the form of published financial statements relating to 
the period 1994 to 2017 of the selected companies was used. The study used return 
on equity (ROE), net profit margin (NPM), and return on assets (ROA) as proxies for 
profitability (dependent variables), while short-term to total debt (STDTA) ratio, long 
term as a ratio of total assets (LTDTA), and the total debt as a ratio of total assets 
(TTDTA) were used as proxies for capital structure (independent variables). The study 
employed panel data regression with pooled, random effects and fixed effects 
regression; however, the fixed effects regression was found to be the most 
appropriate. The results indicate that short-term debt is statistically insignificant as an 
independent variable of company profitability. Long-term debt was found to be more 
significant as a determinant of profitability for companies listed in the industrial metals 
and mining industry on the JSE. The results of the study show that the profitability of 
companies listed in the industrial metals and mining industry on the JSE is negatively 
related to the use of long-term debt over the period 1994 to 2017, implying that an 
increase in the company’s long-term debt would adversely affect the return of 
shareholders. 
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profitability, pecking order theory, trade-off theory, panel data. 
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CHAPTER 1 INTRODUCTION 
1.1  Introduction 
Financing decisions are considered a central function of financial management. 
Maximisation of shareholder wealth includes the identification and analysis of, and the 
decisions regarding the specific sources of funding in order to ensure that the most 
cost-effective and time-efficient source is used (Nwaolisa & Chijindu, 2016). 
Shareholders’ wealth is maximised when the net present value of the projects 
undertaken by the company is at the highest possible level, that is, the point where the 
total value of the company is at its maximum. Therefore, if the management of the 
company can make financing decisions that are cost effective and time efficient, there 
is a greater chance of improving the value of the company (Ahmed, 2013). 
Financing decisions are decisions that involve not only the sourcing of the total amount 
of funds needed for investment in projects but also the appropriate balance between 
equity and debt, which will ensure that the main objective of shareholder maximisation 
is achieved (Ahmed, 2013). It is therefore evident that each source of finance should 
meet the desirable level of weight in relation to the total capital raised (Ezirim & 
Nwakanma, 2004). 
Theories have been developed that have sought to answer the question as to how 
capital structure affects the performance of a company. Among these theories are the 
pecking order theory, agency theory, trade-off theory, and Miller and Modigliani 
irrelevance school. Studies on the impact of capital structure on performance and 
value have not been performed on the industrial, metal and mining industry in South 
Africa. The necessity for vigorous studies that would aid in clearly determining the 
actual nature and magnitude of the relationship between profitability of companies and 
capital structure in the industrial, metals and mining industry in South Africa is 
therefore considered valuable. 
1.2  Background 
1.2.1  Industrials metals and mining: The importance 
The metals and mining sector is the industry devoted to the task of locating and 
extracting metals and minerals from the earth. Metals and minerals are also 
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considered a store of value investment, for example, used for making jewellery as well 
as various industrial applications. The sector consists of a significant number of 
companies worldwide that generally operate with high revenues. Among the largest in 
the world are Glencore, BHP Billiton and Rio Tinto with revenues of $200 billion, $67.8 
billion and $54.6 billion a year on average, respectively (Ashman, 2017). The majority 
revenue of these companies is generated from metal production, metal trading and 
metal investing, which are also considered the main sector activities. Metals have a 
significant amount of uses in the economy and as economic activities increase so does 
the extraction as the demand grows. More specifically, as economic activity grows, the 
demand for both industrial and jewellery use grows, while a slow down in economic 
activity results in lower demand. It is also worth noting that there is an increase in the 
use of precious metals as a store of investment. Examples of this is their use in art, 
jewellery, and coinage, which command a high value that usually increases with time 
and that is also tradable via banks and other financial intermediaries (Baxter, 2016). 
The mining industry follows global economic conditions. It is thus typified by booms 
and bust cycles. In order to support the continued need for mining, the sector relies on 
other sectors to continually find uses for minerals and metals. The variety of ways in 
which minerals and metals can be used by investors has supported their investment 
popularity and importance (Baxter, 2016). 
In as much as it relies on other sectors for demand, it also impacts the livelihood of 
natives through employment generation as locals are seen as a source of labour by 
many mines and industries that set up in their neighbourhoods. As an example, most 
of the people employed as unskilled labour in the Marikana mines in South Africa are 
people from in and around Rustenburg from areas such as Wonderkop, Marikana and 
Segwaelane (Matthews, 2017). Setting up mines also has an environmental impact, 
such as erosion, which degrades the land of locals and can barely be used for any 
other purpose without land sculpturing being done first. It therefore also provides land 
sculptors with business, which indicates that this industry also affects other industries 
(Geller, 2007). These mines and industries also lead to the formation of sinkholes and 
contamination of surface water and groundwater through the chemicals released from 
components in the rocks when drilled, thereby affecting other sectors in the process. 
Poor social conditions in mines can lead to disease outbreaks (i.e. gastroenteritis, 
trachoma, cholera and skin infections, among others). For example, if there is a 
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cholera outbreak, the health industries will suddenly be flooded by sick patients and 
sometimes may get to a point where doctors are summoned from around the country 
to help contain the situation (Preuss, 2018). Therefore, the industrial metals and 
mining industry, over and above normal interaction with other industries, also affects 
more industries through the significant amount of labourers it employs. 
In the 1980s, the contribution of the mining industry to total production in the South 
African economy increased to a staggering 21% with relatively high gold prices. Also 
in 1987, 760 000 employees were hired in the industry, which resembled the all-time 
industry peak (PwC, 2017). During this period, manufacturing was the biggest industry 
in South Africa, subsequently falling to fourth place in 2016 (StatsSA, 2017). In 1980, 
the contribution of 21% to GDP meant that mining was second only after 
manufacturing, but the contribution reduced to 8% of GDP in 2016. The dominance of 
primary and secondary industries has since declined with the finance sector emerging 
as the largest industry in 2016 (PwC, 2017). Mining might have lost its dominance, but 
it remains an important employer with a workforce of 490 146 employees in 2015, 
according to the StatsSA (2017) census report.  
1.2.2  Commodity price collapse: The struggle 
The 2015 global collapse in commodity prices affected the global metals and mining 
sector severely from its peak in 2011 (StatsSA, 2017). Since then the fall has been 
disastrous, though mining was still South Africa’s biggest foreign currency generator 
in 2017, according to StatsSA (2017). Following the decline in commodity prices, many 
mining companies have been forced to restructure, due to an average drop of over 
50% in commodity prices, by selling off some of its assets and laying off employees, 
(PwC, 2017). Lonmin and Anglo laid off more employees than any other company 
(StatsSA, 2017). Platinum has endured six years of a commodity price crisis with 
manganese and iron ore having the biggest price spreads in the industry. Export prices 
in coal reduced by half; oil, gold, nickel and copper were also dealt a significant shock 
(PwC, 2017). 
Investment in infrastructure needed desperately by local communities was severely 
affected by the mining crisis. For example, mining activities requiring the development 
of water infrastructure, which provides an opportunity to benefit local communities with 
limited access to clean water, slowed down. Mining companies have commonly 
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assisted water service provision to communities as part of their mining concession or 
through corporate social responsibility programmes. In addition to the water 
infrastructure provided to local communities, the accompanying capacity building, 
infrastructure governance, and the consultation process all had notable impacts not 
only on the sustainability of the water infrastructure, but also on the level of benefit to 
communities. Therefore, a slowdown in the mining activities affects the progress of 
infrastructure development. South Africa’s government infrastructure development 
plan has been affected to the extent that the goals have been viewed as unrealistic 
(Ashman, 2017). 
Preuss (2018) highlights that commodity prices appeared to have been gradually 
recuperating at the start of 2016 from their lowest in 25 years, but have remained 
volatile and unpredictable. 
1.2.3  The crisis in the steel industry 
The price of steel internationally has been continually decreasing to the lowest level in 
over a decade from mid-2004 and only stabilised momentarily around 2015, which is 
approximately a 45% drop over the course of 2015. The prices were up about 15% as 
of May 2017. Steel prices started rising in the second quarter of 2016 on a month-to-
month basis, and the growth rate accelerated significantly in the first quarter of 2017. 
The oversupply of steel in the world economy caused the prices to spiral downwards 
(PwC, 2017). Iron ore and coal, which form part of the major input in the steel 
production process, also faced a dip in commodity prices during the years 2013 to 
2015 and the situation only started to stabilise and improve during the second quarter 
of 2016, going up in 2017 (Preuss, 2018). 
The crisis affected the world economy with closure of plants and job losses being 
threatened in Britain (Baxter, 2016). China supplies around half of the 1.6 billion 
tonnes of steel manufactured each year, which has caused over supply as a result of 
mass production (Reuters, 2017). This mass production of steel in China has led to 
the criticism by most industry analysts that China was dumping steel in the world 
market, thereby starting a crisis for world producers and introduing the threat of mass 
steel closures (DE-Ryhove, 2017). The Chinese boom can be considered as one of 
the causes of the downward spiral of the steel price through the law of demand and 
supply, which states that if there is an increase in supply of goods, while demand 
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remains the same, the price falls to a lower equilibrium price (Ashman, 2017). In an 
attempt to save the industry, the South African government, through its fiscal policy, 
introduced a 10% tariff on imported steel to make the imports less attractive in an 
attempt to promote the local manufacturing industry (Müller, 2018). 
The question remains though, after the government made efforts to save the industry, 
is it worth saving this industry? Müller (2018), in agreement with Ashman (2017), also 
emphasises the fact that South Africa and Egypt are the only countries in Africa that 
produce significant quantities of steel; therefore, the salvation of the South African 
industry aids the whole of Africa in terms of overall output of steel produced in the 
continent and ultimately the global output of steel. Preuss (2018) highlights the need 
for steel to increase schools, hospitals, roads and rail, irrigation schemes, housing and 
public transport, and also points out that an important factor to keep in mind is that 
there is no substitute for steel, unlike certain sectors, such as the energy sector, where 
new energy sources can replace coal. 
1.2.4  Consequences of a struggling sector 
The impact of the crisis in the metals and mining sector spreads deeply, especially 
over jobs. It increases competition between current employees, the employed and the 
unemployed (DE-Ryhove, 2017). The situation worsens the already decayed 
relationship between the mines and the communities where these mines are located, 
partly deprived of basic resources, such as water and basic public services (Matthews, 
2017).  
Although the South African economy is diversified, there exists an interdependence 
between certain sectors and therefore the impact, although shielded, is still a reality. 
For example, the manufacturing sector develops and supplies machinery and 
equipment to the mining sector. Therefore, these manufacturing companies rely 
heavily on the mining sector for demand, thus a crisis in the mining sector translates 
into a crisis in the manufacturing subsectors, such as steel and metal products 
(Ashman, 2017). A crisis in the industrial and metals mining industry, if not managed 
well, can potentially impose major problems on the greater economy by affecting 
interrelated sectors. 
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1.2.5  Theoretical background 
Capital structure is the combination of debt and equity in financing a company’s 
assets. Capital structure has remained a mystery in the world of finance literature. This 
section in the study provides a brief overview of the theories of capital structure that 
exist in finance literature to provide an explanation for a company’s capital structure 
decisions. With the capital structure irrelevance theory introduced by Miller and 
Modigliani (1958) being the first port of call, this assessment examines the various 
theories that have been developed to elucidate the capital structure. 
In finance literature, three key theories have been developed over the years, after the 
assumptions of a perfect capital market of capital structure irrelevance model by Miller 
and Modigliani (1958). One of the theories is the trade-off theory, which assumes that 
companies have a certain level of optimal debt/equity ratio and that these companies 
trade off the advantages and disadvantages of equity and debt financing.  
Furthermore, the pecking order theory, developed by Myers (1984) and further 
elaborated by Myers and Majluf (1984), assumes that companies have a financing 
hierarchy, which they follow when making financing decisions with the intention of 
minimising the problem of information asymmetry. However, neither of these two 
theories gives a comprehensive explanation of why some companies favour the use 
of debt, while others fancy the use of equity finance over debt finance under distinctive 
situations and environments. 
An additional theory that was later introduced in capital structure by Baker and Wurgler 
(2002) is the market timing theory, which describes the existing capital structure of a 
company as the cumulative result of past efforts to time the movements in the equity 
market. Baker and Wurgler (2002) indicated that the impact of market timing in capital 
structure decisions is a consistent and continuous activity. Therefore, the forecasts of 
these theories occasionally yield contradictory results as to what should be done 
regarding capital structure decisions. Myers’ (1984) 34-year old question, “How does 
a company select its optimal capital structure?”, remains valid until this very day. 
Fama and French (1998) realised that several companies followed the traditional 
trade-off theory, while others followed the pecking order theory, but none of the 
theories could be rejected. Mackie-Mason (1990) demonstrated that tax-paying 
companies preferred the use of debt as a source of finance. Graham (1996) 
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discovered that the use of long-term debt significantly depended on the company’s 
efficient marginal tax. Contrary, Fama and French (1998) found no existence of a net 
tax benefit in the use of debt and in equilibrium, therefore regarding profitability in the 
long run, the use of debt is bad for the company as interest tax shields or other 
advantages of debt are overridden by the downsides of debt. Mackie-Mason (1990) 
postulates that agency models forecast that the use of debt is positively correlated to 
the value of the company, free cash flow, value of liquidity, probability of default, 
interest coverage, and the probability of restructuring in case of default. He further 
notes that debt appears to be inversely related to growth opportunities together with 
the significance of the reputation of the managers. Kim and Sorenson (1986) maintain 
that debt is directly linked to the volume of equity owned by the management of a 
company. Contrary to the findings of Kim and Sorenson (1986), Friend and Lang 
(1988) did not find such a relationship between debt and the volume of equity owned 
by the management of a company. 
From the above specified models, a number of theories have surfaced in literature 
concerning corporate finance, with an effort to describe the concept of corporate 
finance policy, which are discussed further in Chapter 2. They include the agency cost 
theory, costs of information asymmetry, market timing theory and the signalling theory. 
More so, it is recognised that most of the theories in corporate finance can be applied 
simultaneously in different situations, but each of them helps us appreciate the diverse 
properties of financing decisions 
1.3  Research question 
This study proposes to investigate the following research question: Does a significant 
relationship exist between capital structure and profitability of companies in the 
industrial metal and mining industry of South Africa? 
The study utilised the company’s level of debt to examine the impact of capital 
structure on the company’s profitability within the South African context, paying 
particular attention to companies listed on the JSE industrial metals and mining 
industry. Hence the following hypotheses were tested: 
H0: There is no significant relationship between capital structure and company 
profitability. 
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H1: There is a significant relationship between capital structure and company 
profitability. 
1.4  Rationale 
Based on the literature reviewed, the relationship between capital structure and the 
profitability of a company within the South African industrial metals and mining industry 
has not been thoroughly reviewed. Therefore, it is anticipated that by gathering data 
regarding capital structure from South African listed companies in the industrial metals 
and mining sector, it will be possible to examine the significance of the relationship 
between the capital structure and the profitability of such companies. Much of the 
existing literature in South Africa focuses on the variables that influence the company’s 
decisions on capital structure, such as a paper by Ramjee and Gwatidzo (2012). 
However, little or no research has been done on the impact capital structure has on 
the profitability and performance of unique sectors in South Africa, which means 
stakeholders in the economy do not have adequate empirical evidence to know the 
actual interrelationship between the profitability of a company and its capital structure 
in South Africa.  
Fosu (2013) used panel data of 257 companies in South Africa to investigate the 
interdependence between a company’s capital structure and the profitability of a 
company, while also focusing on the level of competition in the industry. Fosu (2013) 
has found that financial leverage positively affects the profitability and the performance 
of a company. In real terms, his findings suggest that companies with debt are bound 
to perform better than companies that do not have debt (leveraged capital structure). 
However, he also found that the higher the competition in the industry, the better the 
debt acquired by a company is used.  
It is evident from the background above that the metals and mining industry is key and 
should reach its full potential in order to optimally drive economic growth. This sector 
can be considered a sleeping giant and thus this study seeks to investigate how capital 
structure can be used to aid its profitability. This study more specifically seeks to 
evaluate how capital structure can be used to make this sector more profitable. The 
improved performance of the industrial metal and mining industry is very important 
due to its contribution to the entire economy, especially in providing employment. The 
factors that impact the profitability of this industry are heterogeneous, making use of 
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debt finance, which forms part of these factors. This study used secondary data to 
analyse the impact of capital structure on South Africa’s industrial metals and mining 
sector profitability for a period of 23years, covering 1994 to 2017 which is the period 
post South Africa’s freedom.  
This research contributes to the already available body of literature by concentrating 
on South African companies in the industrial metals and mining sector. The research 
further sought to provide first-hand, developing country, empirical evidence of the 
effects of capital structure on profitability. This phenomenon has not been addressed 
in the industrial metals and mining industry of South Africa.  
1.5  Problem statement 
Empirical studies on the impact of capital structure on the profitability of South African 
companies have yielded conflicting results and only a few studies have been 
conducted.  
For example, Ramjee and Gwatidzo (2012) have found that profitability and tax have 
a negative relationship with leverage on companies listed on the JSE. Results also 
indicate that decisions regarding capital structure in South African listed companies 
follow both the pecking order and trade-off theories of capital structure. Fosu (2013) 
used panel data of 257 companies in South Africa to investigate the interdependence 
between a company’s capital structure and the profitability of a company, while also 
focusing on the level of competition in the industry. He has found that financial 
leverage positively affects the profitability and the performance of a company. In real 
terms, his findings suggest that companies that are debt bound perform better than 
companies that do not have debt (leveraged capital structure). However, he has also 
found that the higher the competition in the industry, the better the debt acquired by a 
company is used.  
It remains to be seen how profitability in the South African industrial metals and mining 
industry responds to debt and equity mix in their capital structure. Hence, this study 
seeks to investigate if the capital structure of companies in the industrial metals and 
mining industry affects its profitability and if so, what is the relationship between the 
capital structure and the profitability in this industry. 
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1.6  Research objectives 
The following are the objectives of this study: 
I. To examine if there is a relationship between capital structure and company 
profitability. 
II. To measure and analyse the response of these profitability measures to 
different measures of capital structure i.e.: 
• Short-term debt to total assets 
• Long-term debt to total assets 
• Total debt to total assets 
III. To measure the relative importance of capital structure against the following 
profitability measures: 
• Net profit margin 
• Return on assets 
• Return on equity 
1.7  Significance of the study 
Views and findings on how capital structure affects a company’s profitability have been 
split between positive (supporting the trade-off theory), negative (supporting the 
pecking order theory), and neutral (supporting the M&M theory that states that capital 
structure is irrelevant in determining the profitability of a company).  
There are limited studies in the JSE and third world countries on how capital structure 
influences the profitability of a company, particularly in the industrial metals and mining 
industry of South Africa. The studies do not really take into account how the use of 
debt might vary, depending on the country under study. 
Therefore, this study is informative and insightful for several reasons, namely: 
a) It presents current empirical evidence that would assist government and financial 
intermediaries to know if issuing debt finance to companies in the industrial metals 
and mining industry in South Africa would impact profitability or not. 
b) The empirical results would assist stakeholders in understanding the effect of debt 
financing on the profitability of companies listed in the industrial metals and mining 
industry in South Africa. 
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c) The empirical results would be of value to South African companies listed on the 
industrial metals and mining industry as well as South African listed companies in 
other sectors. 
1.8  Literature overview  
1.8.1  Developments in theory 
Views on capital structure differ and different notions have been established, the world 
of finance literature thus lacking a consistent view. This section in the study provides 
an overview of the theories of capital structure that exist in finance literature in order 
to provide explanations for companies’ capital structure decisions. Having the capital 
structure irrelevance theory introduced by Miller and Modigliani (1958) as the first port 
of call, this assessment examines the various theories that have been developed to 
elucidate the capital structure decision. 
In finance literature, three key theories have been developed over the years after the 
assumptions of a perfect capital market in the capital structure irrelevance theory by 
Miller and Modigliani (1958). One of the theories is the trade-off theory, which assumes 
that companies have a specific level of optimal debt/equity and that these companies 
trade off the advantages and disadvantages of both equity and debt financing.  
In addition, there is the pecking order theory, developed by Myers (1984) and further 
elaborated by Myers & Majluf (1984), which assumes that companies have a financing 
hierarchy that they follow when making financing decisions whereby they attempt to 
minimise the problem of information asymmetry. However, neither of these two 
theories gives a comprehensive explanation of why some companies favour the use 
of debt, while others prefer the use of equity finance under distinctive situations and 
environments. 
Fama and French (1998) have found that several companies follow the traditional 
trade-off theory, while others follow the pecking order theory; however, none of the 
theories could be rejected. Mackie-Mason (1990) has demonstrated that tax-paying 
companies prefer the use of debt as a source of finance. Graham (1996) has 
discovered that the use of long-term debt significantly depends on the company’s 
efficient marginal tax. Contrary, Fama and French (1998) have found no existence of 
a net tax benefit in the use of debt. Mackie-Mason (1990) postulates that agency 
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models forecast that the use of debt is positively correlated to the value of the 
company, free cash flow, value of liquidity, probability of default, interest coverage, 
and the probability of restructuring in case of default. He further notes that debt 
appears to be inversely related to growth opportunities together with the significance 
of the reputation of the managers 
Another theory that was later introduced by Baker and Wurgler (2002) with regard to 
capital structure, is the market timing theory, which describes the existing capital 
structure of a company as the cumulative result of past efforts to time the movements 
in the equity market. Baker and Wurgler (2002) indicate that the impact of market 
timing in capital structure decisions is both a consistent and continuous activity. 
Therefore, the forecasts of these theories occasionally yield contradictory results as 
to what should be done with regard to capital structure decisions. Myers’ (1984) 
34-year old question, “How does a company select its optimal capital structure?”, 
remains until this very day. 
From the above specified models, a number of theories have surfaced in literature 
concerning corporate finance, with an effort to describe the concept of corporate 
finance policy these are discussed further in Chapter 2. These theories include the 
agency cost theory, costs of information asymmetry, market timing theory and the 
signalling theory. More so, it is recognised that most of the capital structure theories 
can be applied simultaneously in different situations, but each of them helps us 
appreciate the diverse properties of financing decisions 
1.9  Data and methodology  
The sample size consisted of public listed industrial metals and mining industry 
companies in South Africa. Annual financial statements were used as the main source 
of data, in which relevant data were extracted from the statements of financial position 
and the statements of comprehensive income of each company.  
1.9.1  Sampling 
The sampling method chosen for this study was non-probability convenience 
sampling. This is the most suitable method for this kind of study as the entire target 
population was chosen. 
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1.9.2  Data collection  
Quantitative data for companies listed in the industrial metals and mining industry on 
the Johannesburg Stock Exchange for the period 1994 to 2017 was collected. Annual 
reports of these listed companies were used with these reports, extracted from the 
McGregor BFA website.  
1.9.3  Data analysis  
Descriptive and inferential statistics uses secondary data, which provides an 
opportunity of using standardised quantitative data that was extracted primarily and 
had already been compared and analysed (Ahmed, 2013).  
To measure the impact of capital structure on the profitability of the industrial metals 
and mining industry in South Africa, panel data analysis was adopted. Panel data 
analysis has the following advantages that make empirical results reliable:  
• Heterogeneity of individuality can be controlled. 
• The data provided is useful.  
• Collinearity among variables in the study is reduced as opposed to cross sectional 
and times series studies would provide.  
• Better efficiency and more degrees of freedom.  
The study used the period 1994 to 2017 to analyse how the use of debt has impacted 
the corporate performance of companies in the industrial metals and mining industry 
of South Africa since democracy.  
1.9.4  Variables 
• Profitability 
Campello (2003), Ghosh (2008), Tailab (2014), Cole, Ham and Hemley (2015), Foo, 
Jamal, Karim and Ulum (2015), and Nwaolisa and Chijindu (2016), and other authors 
have identified a number of measures for the measurement of company performance. 
Noted were the market based measures as well as the accounting based measures. 
The return on equity (ROE), return on assets (ROA), and the net profit margin (NPM) 
were identified as the accounting based measures that presented financial ratios 
calculated from the statements of financial position and the statements of 
comprehensive income.  
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However, Niresh (2012), Ajlouni and Shawer (2013), Isaack and Lecturer (2014), and 
Akparhuere, Eze and Unah (2015) used market based measures, which included price 
to earnings ratio (P/E ratio), market value of equity to book value of equity (MBVR) 
and stock volatility. For this study, accounting based measures were used as they 
have a considerable low bias to market based measures, which rely on the maturity of 
the stock markets and their liquidity. Therefore, the accounting based measures 
include return on assets (ROA), computed as net sales as a percentage of total assets; 
return on equity (ROE), computed as net profit as a percentage total equity; net profit 
margin (NPM), computed as net profit as a percentage of sales revenue. Therefore, 
these three ratios (ROA, ROE and NPM) were used as proxies for profitability as 
identified in the studies above. 
• Debt level 
Based on the study by Foo et al. (2015), this study used three financial leverage ratios, 
namely short-term to total debt (STDTA), long-term debt as a ratio of total assets 
(LTDTA), and total debt as a ratio to total assets (TTDTA). Both short-term and long-
term debt were used in order for the study to highlight the different implications by 
each of these on profitability. For example, the total debt to total assets ratio can be 
used to indicate what shareholders will get in the case of liquidation, but does not show 
a company’s default risk in the short term (Foo et al., 2015). MacKay and Philips (2005) 
highlight that the use of book values is better than using market values, as managers 
extract these from the financial records as opposed to the market values when 
designing their ideal capital structure. Therefore, the study used the proposed three 
financial ratios and based them on book values.  
1.9.5  Estimation technique  
Panel data analysis was used to analyse the collected data. It aided the researcher to 
consider both the time series effects and the cross-sectional effects of the data 
collected. The researcher employed the pooled ordinary least square technique as 
well as both the fixed and random model techniques to explore the impact of a 
company’s capital structure on its profitability. Eviews 9 was used to analyse the data 
in this regard.  
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1.10  Limitations of the study 
One of the inherent restraints of this research is that it was confined to public 
companies listed on the Johannesburg Stock Exchange (JSE) in the industrial metals 
and mining industry and ignored companies in the same industry that are not listed. 
Also, all companies used in this study had differing dates of reporting their financial 
information and were bound to have different accounting policies as this is at the 
discretion of company management. The study was based only on the published 
financial statements relating to the period 1994 to 2017. Unlike similar studies that 
combined listed and non-listed companies, this study was limited to listed companies 
in a particular industry on the JSE, i.e. the industrial metals and mining industry of 
South Africa. 
1.11  Ethical procedures  
Care has to be exercised, as this type of research is largely dependent on the integrity 
of the researcher. Thus a code assisted to ensure that accuracy and honesty were 
upheld, which assisted in avoiding misrepresentation of data and findings.  
A code on the reliability and accuracy of the analysis and reporting was followed to 
ensure that the data collected was not falsified, made up and was simply honest. This 
code ensured that the findings of the study were reported as found, regardless of 
whether they fulfilled the expected outcomes of the researcher or not. 
Last, but most important, the researcher devised a code for the maintenance of 
objectivity. In the code, the researcher was expected to uphold objectivity in dealing 
with results of the study and clearly communicate the limitations to be faced in yielding 
results and conclusions. The researcher made sure that the code of ethics was 
followed. 
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CHAPTER 2 LITERATURE REVIEW 
2.1  Introduction  
This chapter involves an analytical assessment of the theoretical framework 
formulated by various scholars together with empirical studies by several authors on 
how capital structure influences the profitability, performance and/or value of a 
company. 
2.2  Developments in theory 
The Miller and Modigliani irrelevance theory, agency cost theory, trade-off theory, and 
pecking order theory were established by scholars between 1958 and 1984. These 
theories indicate the development of the analysis of capital structure.  
Glen and Pinto (1994) state that the decision between the use of debt and equity as a 
source of finance is one of the most critical decisions within an organisation. Managers 
who understand how capital structure affects their profitability are critical when making 
financing decisions. In the world of corporate finance literature, it is understood that 
such decisions vary among economies contingent on country level features (Myers & 
Majluf, 1984). 
In a bid to tackle the subject of whether the selection of the specific source of capital 
impacts the financial performance of a company, Modigliani and Miller (M&M) in 1958 
developed a theory they named the irrelevance theory. The M&M theory of capital 
structure assumes a world without the following: taxes, transaction costs, bankruptcy 
costs and uniformity in borrowing costs for all enterprises and investors. They also 
assumed market information is available to all market participants in a similar manner 
with no one in possession of superior information. Leverage was assumed to not 
impact a company’s earnings before interest and taxes. In terms of the M&M 
irrelevance theory, it does not matter which capital source a company uses to finance 
its projects and operations. Modigliani and Miller (1958) indicated that, in a perfect 
world where taxes did not exist, a company’s value was not contingent upon the debt-
equity mix. Subsequently, in 1963, Modigliani and Miller established the trade-off 
theory of leverage. They hypothesised that there is a possible advantage from the use 
of debt in a capital structure, which emanates from the tax benefit as a result of interest 
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payments on debt. Recognition of tax and related advantages is the difference 
between this theory and the original M&M theory. Modigliani and Miller (1963) 
reconsidered their prior proposition by incorporating taxes together with other market 
limitations, which led to them contesting that capital structure is in fact relevant and 
therefore companies are able to increase value with the use of debt by taking 
advantage of the tax shield benefit. Glen and Pinto (1994) highlight that the notion that 
companies are in possession of information that other market participants do not 
possess and that the interests of creditors, management, and shareholders will never 
correspond is the basis that some of the theoretical models are founded on. In these 
theories, the advantages of the usage of debt in company financing is recognised, 
while the cost of financial distress is shunned. The appreciation of these premises led 
to the development of the static trade-off model and the pecking order model 
(DeAngelo & Masulis, 1980). 
The link between a company’s capital structure and its profitability is constantly 
clarified in the world of corporate finance, particularly in the pecking order theorem. 
The pecking order theory was first suggested and introduced by a man called 
Donaldson in the year 1961 and it was popularised and amended by Stewart C. Myers 
and Nicolas Majluf in 1984. In this context, companies always favour internal sources 
of funding to external sources (Myers, 1984; Myers & Majluf, 1984). The pecking order 
theory claims that the use of internal funds, in particular the use of retained earnings, 
is less expensive when compared to any external source of funding, such as debt and 
equity. The cost of information asymmetry, which emanates between management 
and external market participants, makes external financing expensive, thus leading to 
the preference of internal funding. Investors typically require higher returns to offset 
additional risk on new issues, hence making external funding more expensive (Barclay 
& Smith, 2005). This results in astute management ignoring external sources of funds 
by making use of internal funding instead. Myers and Majluf (1984) argue that 
financing grading also exists, companies favouring internal funding, and if external 
funding is required, the least risky would be obtained first. 
Gwatidzo and Ramjee (2012) argue that the pecking theory is built on the notion that 
management of a company is in possession of superior information. Companies would 
rather use retained earnings than debt and only issue equity as a last resort (Myers & 
Majluf, 1984). In this theory, using external funding is expensive, as insiders 
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(management) have superior information concerning the company’s outlook over 
outside stakeholders, more specifically investors (both existing and prospective). This 
knowledge results in the investors requiring higher yields on the investments they 
make. Companies would issue equity only when it is perceived to be overpriced, but 
not when equity is underpriced. Bradley et al. (1984), in their paper, highlight that 
investors consider equity riskier than debt and therefore they require a greater risk 
premium on equity compared to debt. Management considers debt a healthier source 
of finance than equity, with internal funding being the most favourable source. Debt 
funding will only be utilised when internal funding available is not sufficient to finance 
projects at hand; equity finance will only be used as a last resort. As a result, Myers 
and Majluf (1984) argue that there is no optimal capital structure for a company and 
that pragmatic leverage is simply the addition of preceding funding events. In 
conclusion, the pecking order theory uses internal financing first, then debt financing; 
and when it is no longer reasonable to issue more debt, equity is issued.  
The inference made by the pecking order theory of capital structure is that companies 
with limited opportunities of investment and considerable free cash flow would have 
relatively low debt ratios, as the company’s excess cash will be used for repaying the 
debt obtained. The pecking order theory also recommends that high-growth 
companies with smaller operating cash flows will normally have high debt ratios, as 
they are reluctant to issue new equity in the market (Barclay & Smith, 2005). Barclay 
and Smith (2005) further state that a conservative approach must be followed when 
obtaining finance. This approach will result in a company firstly making use of existing 
retained earnings; if retained earnings are not adequate, debt is used with the less 
risky classes first and then as a last resort issuing of shares will be considered. This 
is coherent with the pecking order theory developed by Myers and Majluf (1984).  
The trade-off model postulates that the capital structure of a company converges 
towards an optimum level of leverage centred on harmonising the benefit of corporate 
tax savings of debt financing with the cost of financial distress. The above-mentioned 
notion has been established in various papers, among them Bradley et al. (1984) 
together with DeAngelo and Masulis (1980). Nonetheless, other authors have 
interrogated this premise, among them Miller (1977), claiming that the static trade-off 
theory infers that companies must be vastly levered compared to what they truly are, 
because the tax savings of debt appear hefty, while the cost of financial distress 
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appears trivial. Agency cost theory, bankruptcy theory, and the benefits of tax savings 
are some of the theories that were established from the static trade-off theory. The 
trade-off theory signifies the notion that companies decide on how much debt and 
equity funding they use by balancing the advantages and disadvantages thereof. 
Gwetidzo (2012) also affirms that as per the trade-off theory, disadvantages and 
advantages related to the usage of leverage do exist.  
From the above specified models, a number of theories have surfaced in literature 
concerning the financing decision, with an effort to describe the concept of corporate 
finance policy, which will be discussed in turn. More so, it is recognised that most of 
the capital structure theories can be applied simultaneously in different situations, but 
each of them helps us appreciate the diverse properties of financing decisions 
2.2.1  The agency cost theory  
Berle and Means (1991) argue that where ownership of shares in a company is in the 
hand of a number of owners, the management’s activities divert from the activities 
necessary to maximise shareholder profits. In agency theory, the providers of capital 
(shareholders and holders of debt instruments) are the principals and management is 
the agent. Agency loss results when the returns of the owners drop to a lower level 
than what would have been the case if the principals had managed the company on 
their own (Jensen & Meckling 1976).  
Jensen and Meckling (1976) formalised the agency theory by constructing it based on 
prior efforts of Miller and Fama (1972). Jensen and Meckling (1976) define agency 
cost as the disadvantages related to the differences in interests of the principal of the 
company and its agents, who both strive to amplify their own goals, even if it may harm 
the objectives of the other. Therefore, the principal will characteristically enforce 
restraints on the agents’ behaviour to align their conduct with the principal’s objectives 
(Kim, Heshmati & Aoun, 2006).  
Jensen and Meckling (1976) identify two kinds of conflicts that exist among the 
principals and agents. These are, firstly, conflicts concerning shareholders and 
management, and secondly, conflicts concerning debt and equity holders. Harris and 
Raviv (1990) argue that the conflicts concerning shareholders and management 
surface because the management of a company holds less than 100% of the residual 
claim. The management of a company is not entitled to the profits of the company, but 
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only a share of it through compensation. They do, however, bear a significant risk in 
the form of job loss if their profit enhancement activities do not add value to the 
company. Consequently, the management embarks on schemes that will rather 
preserve their jobs, security and interests as compared to maximising shareholders’ 
wealth.  
Jensen (1986) articulates that in large mature public companies there may be “free 
cash flow” that cannot be beneficially reinvested in the company and should therefore 
rather be declared as a dividend. The usual predisposition of corporate management 
is to use surplus cash to sustain growth rather than attempting to make the company 
more profitable through investing in their core business in a manner that is more than 
necessary or, imaginably worse by diversifying into unfamiliar territory. Leibenstein 
(1966) and Myers (1977) argue that such behaviour by management can be limited 
through the use of more debt with covenants in place. Debt covenants should 
contractually oblige interest and principal payments by the company to help execute 
the function played by the payment of dividends (which are not obligatory for 
management) in squeezing out surplus capital. Consequently, in an industry making 
significant cash but having little opportunities for growth, debt funding is capable of 
adding value by compelling the management of a company to be extra analytical in 
assessing capital expenditure plans. For instance, if one of the debt covenants is that 
the company cannot invest in any other line of business they are not familiar with, the 
violation of that covenant will significantly reduce the credit rating of that company and 
its credibility will be questionable, which subsequently hurts the company’s image. 
Hence, management might be forced somehow to always honour the covenant in 
order to maintain good credibility and company image. Therefore, the presence of debt 
covenants helps foster a level of caution, care and due diligence in the decision-
making process of management when it comes to expanding business operations 
and/or further financing. 
The incompetence due to the conflict concerning the management and the 
shareholders can also be commendably resolved through managerial compensation. 
This is done to retain proficient management and, most importantly, to align 
management’s interests with those of shareholders in the best possible way (Gamba 
& Triantis, 2014). The previous authors mention that annual salaries with additional 
performance related bonuses and company shares are typically ways of doing this. 
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Klein, O’Brien and Peters (2002) postulate that company shares can be 
characteristically disseminated to the management, either as: performance related 
shares, where management receives a certain amount of shares based on how the 
company perform, or as executive stock options, allowing management to procure 
shares in the future at a certain price. Arshadi (1989) argues that using stock options 
aligns management’s interests to be closer to those of shareholders, as they also 
become shareholders. This would make them more loyal and help them carry out 
business more responsibly, while making investment decisions that are prudent, which 
is vital for shareholders’ wealth maximisation.  
According to Jensen and Meckling (1976), agency costs can also be in the form of 
conflicts concerning holders of debt and that of equity. Such conflicts are profoundly 
rooted within the hypothesis of moral hazard and risk-taking among the parties and 
the related expenses they add to a company’s financing. Different researchers in their 
studies, for instance Barnea, Haugen and Senbet (1980), and Arshadi (1989), have 
identified three distinct ways in which these conflicts can be clarified, which will be 
discussed below. Firstly, it is common knowledge that companies are not forced to 
make dividend payments to common shareholders. Instead, they are eligible to 
residual earnings of a company after interest payments due to debt-holders have been 
paid. Conversely, fixed interest payments on their investments should be made to 
debt-holders whether or not the company performs credibly, otherwise it will be forced 
into bankruptcy. Thus, debt-holders are always concerned about the level of risk the 
company takes because it affects their investment. However, shareholders desire that 
managers take on relatively higher risk in an attempt to amplify their value 
(shareholders’ wealth) (Arshadi, 1989). This idea is centred on the perception of the 
risk-return trade-off. As the holders of debt instruments are cognizant that equity 
holders via managers would make their investments riskier in order to incorporate the 
additional risk they take (only eligible for residual earnings) into their expected yields 
in order to offset the additional risk. This act leads to an increased cost of debt, as 
debt providers are now exposed to more risk. Consequently, intelligent management 
who find themselves in such a position will resort to striking a balance between the 
use of equity and debt in funding their operations in order to keep the cost of debt 
within acceptable ranges. This might mean that management will have to find the level 
at which, when equity is increased, it does not excessively increase the cost of debt. 
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Secondly, according to Myers (1977), agency costs between holders of debt and 
equity can be massive and as a result possibly produce severe “underinvestment 
evils”. For example, consider a high-growth corporation having difficulties to pay its 
debt obligations, because the value of this company will rely comprehensively on its 
capacity to accomplish its long-term investment strategy, the company needs to 
introduce more equity capital that will protect the company from the costs associated 
with financial distress. Conversely, raising this form of capital will turn out to be quite 
expensive, as the providers (shareholders) will be of the belief that it would improve 
the situation of the debt-holders and will therefore require a higher return on their 
investment as their interest is secondary to that of debt holders. 
Myers (1977) further argues that companies whose value comprises mainly 
investment opportunities, which are considered intangible or “growth options”, as he 
terms them, should use less debt because growth opportunities are intangible assets 
that cannot be collateralised in case of bankruptcy. Using the view of the pecking order 
theory, companies with high growth opportunities normally have lower debt ratios to 
escape the setback of underinvestment. Nevertheless, mature corporations with few 
lucrative investment opportunities (companies with most of their value showing cash 
flows from tangible assets) will have fewer anticipated costs of financial distress. Thus, 
mature companies must have significantly greater leverage ratios compared to high- 
growth companies. The argument by Myers (1977) suggests that equity holders’ 
finance should be used in funding lucrative investment opportunities, whereas debt 
ought to be used in funding less lucrative investment opportunities. 
Lastly, according to Jensen and Meckling (1976), the conflicts concerning the holders 
of debt and that of equity might materialise because debt agreements provide 
shareholders with an incentive to participate in sub-optimal investments in a bid to 
increase the value of their investment, since they only get a share of the profits, only 
after debt holders have been paid. Barnea et al. (1980) highlight that, essentially, debt 
agreements imply that if an investment produces enormous yields, well exceeding the 
face value of the debt, most of the returns must be attributable to holders of equity 
who are residual suitors of the company’s cash-flows, while agreed fixed payments 
are made to debt-holders. Money-Terms (2012) says the substitutions effect happens 
when the debt/equity ratio upsurges in the capital structure. Managers obtain debt 
when present projects and prospective future ones contain little risk or a bearable level 
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of risk, which results in fairly cheap debt financing being obtained. However, after debt 
finance is secured, management increase the risk in these projects and then harvest 
returns on the risky projects exclusively. Shareholders obtain all the benefits if the 
project succeeds. On the contrary, the holders of debt will assume all the costs in the 
event that project fails (Money-Terms, 2012). The limited liability status of equity 
holders and the reality that they reasonably experience most of the advantages when 
the corporation is doing well, give them (equity holders) a motivation to invest in rather 
risky schemes, even if they threaten to decrease the value of the corporation. Such 
investments end up in the decreased value of debt. The decrease in value of debt from 
the unfortunate investment (extremely risky investment to increase value by equity 
holders) can offset the gain in equity value apprehended under sensible and less risky 
investment exercises, and can even lead to a loss.  
Therefore, to efficiently lower agency problems, it is essential to alter the capital 
structure of the corporation. For instance, this can be achieved by conveying a 
compulsory signal to debt-holders by including call provisions in debt agreements 
among other measures (Arshadi, 1989). Such a provision can unavoidably allow the 
withdrawal of debts before maturity of the contract, which is an action that is proficient 
in altering the capital structure of a company by decreasing the level of debt and 
agency costs (Barnea et al, 1980). Furthermore, the existence and the implementation 
of debt covenants meaningfully modify active financing and investment procedures, 
not only in the perspective of the violation of covenants, and therefore should be a 
significant component of structural models (Gamba & Triantis, 2014). Honouring and 
careful consideration of debt covenants can be a tool that can be used to solve the 
agency problem that exists between equity and debt holders. 
2.2.2  Costs of information asymmetry  
According to a study by Barclay and Smith (2005), the management of a company 
have frequent access to superior information concerning the value of the corporation, 
compared to the investors. Information asymmetry relates to the notion that people 
who work inside a company, typically management, possess superior information 
regarding the value of the company’s assets and investment opportunities than all the 
other market participants (Klein et al., 2002). The existence of information asymmetry 
between insiders and outsiders leads to different valuations of company value and 
subsequently the cost of capital by the market participants, therefore giving 
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management the task of finding cheaper sources of financing, as the outsiders quote 
different costs of capital in accordance to the information they possess, i.e. providers 
of finance value the company from their different perspectives, thus different costs of 
finance. Abor (2008) stresses that the presence of information asymmetries between 
the prospective finance providers and the company result in the cost of funding to differ 
between the various sources of funding. The existence of this information “gap”, which 
lies between management and investors (both current and prospective), has steered 
the development of the market timing theory and signalling theory, among others.  
2.2.3  Market timing theory 
Myers (1984) and Myers and Majluf (1984) argue that companies will constantly 
choose the least expensive source of finance to use in their operations. This is centred 
on the notion that management would perform their tasks in the best interest of the 
shareholders. The market timing theory is a model that contends that management 
analytically observe the finance market and take advantage of the existence of a gap 
in information between insiders and outsiders. Therefore, they would only make a new 
issue of shares when they deem the share price to be overvalued in the market and 
vice versa (Myers & Majluf, 1984). Pertinent problems in the company are not 
immediately known by outside investors (unless if there is insider-trading) and 
therefore they do not filter immediately into the share price of the company, thus 
leading to the outsiders inaccurately valuing the share price. This applies to the real 
world, because capital markets are inefficient. This leads to companies, which require 
capital but suppose their shares are undervalued, normally choosing to use debt 
financing rather than issuing equity to escape diluting the value of current shareholder 
claims (Barclay & Smith, 2005).  
Investors are conscious that management have knowledge about the future 
performance of the company, and also appreciate management’s incentive to issue 
overpriced shares and to shun issuing undervalued shares. The tendency of 
companies in “timing” their offering of shares is evident in the decrease of the share 
price after the new share announcement (Lucas & McDonald, 1990). This results in 
issues being relatively more expensive, and therefore management reasonably try to 
avoid these issues and rather utilise internally generated funds (Korajczyk, Lucas & 
McDonald, 1992). Therefore, by carefully choosing the timing of new issue of shares, 
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management are able to control the informational disadvantage in the market to some 
extent and use it to their advantage. 
From the above it is clear that companies maximise value by strongly opting to finance 
new investments using the “cheapest available” source of funds. Management would 
rather use internally generated funds, i.e. retained earnings to external sources of 
funds. In the case where outside funds are required, they would prefer debt to equity, 
since it has lower information costs than equity. In general, share prices are more 
sensitive to proprietary information about the company’s future performance than debt 
is (Korajczyk et al., 1992). The reason for this is that holders of debt get fixed payments 
from the company’s cash flows, whereas shareholders receive payments only from 
residual claims, once debt-holders have been paid. 
2.2.4  Signalling theory  
The signalling theory is centred on the notion that management have better 
information concerning the functioning of the company than investors (both existing 
and prospective), and will therefore communicate the company’s capacity to investors 
by raising the level of leverage. Conversely, the distinction to the market timing theory, 
where companies maximise value by strongly opting to finance new investments using 
the “cheapest available” source of funds, the signalling model assumes that decisions 
in financing are devised essentially to express managements’ conviction in the 
company’s future outlook to external investors (Barclay & Smith, 2005). In most cases, 
thus attempting to raise the value of stocks when management believe they are 
undervalued.  
Debt obligates corporations to pay a fixed set of cash coupons to the providers of debt 
over the tenure of the debt security. Corporations can be driven into bankruptcy if they 
find it difficult to honour these debt commitments. Bankruptcy is exorbitant to the 
management of a company, as losing their jobs becomes a possibility. Management 
is cognizant of this fact and will therefore do everything possible to avoid this in order 
to remain employed. Barclay and Smith (2005) postulate that paying dividends is not 
mandatory and at the discretion of management, and therefore they will pay less or 
neglect them in periods of financial difficulty. Ross (1977) stresses that for purposes 
alluded above, using additional leverage in the company’s capital structure becomes 
a reliable indication that the company is expecting higher cash flows in future. In this 
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manner, using more debt has been seen as an effective signalling tool. Various 
academic authors have proposed diverse signalling models, whereby these authors 
exhibit what drives the use of more debt by corporations. We therefore should realise 
all these models were assessed within the framework of information asymmetry. The 
models are also examined below.  
Blazenko (1987) argues a signalling model where he detects that a risk-averse 
management team would normally shun any risky investment project, even when it is 
profitable, therefore diminishing the company’s value. Therefore, such management 
would rather avoid the use of debt as they consider the use of debt as an increase in 
their likelihood of bankruptcy. However, management of a company with a high-value 
will normally make use of higher levels of debt. This, however, does not mean that the 
management of a high value company prefer risk, but they are at a better position to 
deal with bankruptcy if faced by such a situation. Furthermore, high risk means high 
return according to the risk return trade-off notion, therefore high value companies 
view the use of debt (which is risky) as an opportunity to generate higher returns. 
Consequently, as found by Ross (1977) above, Blazenko (1987) also found a positive 
correlation between company quality and the level of debt used by the company in his 
model. 
Akerlof (1970) states that management, which has an advantage of insider 
information, have an incentive to signal possession of private information in the choice 
of the level of leverage they acquire. He contends that corporations that expect higher 
cash flows in the future will have a motivation to use higher levels of debt compared 
to ones with lower future cash flow expectations, as the latter fears bankruptcy and its 
related costs.  
Furthermore, Leland and Pyle (1977) came up with yet another fundamental signalling 
model to exhibit what stimulates the use of debt by management in their operations. 
In this model, they argue that companies with high value signals normally maintain a 
high fraction of ownership and therefore can use more debt compared to low-value 
companies. This model, like those assessed above, proposes a positive relationship 
between the level of leverage of a corporation and its quality. 
Additionally, various authors also recognised other significant variables, which may 
also successfully signal a company’s quality alongside debt. Ravid and Sarig (1991) 
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postulate that distribution of dividends to equity holders may suggest considerable 
company quality to the investors. Consequently, they suggest a positive correlation 
between companies with high-value and the distribution of dividends.  
In conclusion, from the signalling theory of asymmetry information, one gathers that 
higher-value companies indicate this superior value by using higher leverage than 
lower value companies in their capital structure. This notion is based on the fact that 
poor performing companies may struggle to meet their debt obligations and any 
endeavour to increase leverage would threaten the financial status of the company 
through possible bankruptcy and its related costs.  
2.3  Empirical literature  
2.3.1  Empirical evidence showing no evidence between company profitability 
and its capital structure 
As some researchers have found either a positive or a negative impact of leverage on 
company performance and profitability, some studies have found that leverage has no 
effect on company profitability at all. 
Bundala (2012) analysed listed non-financial Tanzanian companies to determine 
which capital structure theory applies; i.e. pecking order theory, trade-off theory or the 
agency cost theory. However, the results of the study did not show any impact of 
capital structure on the performance of these companies. Also, Ajlouni and Shawer 
(2013), in exploring this phenomenon in Saudi Arabia using panel data regression in 
the petrochemical industry, found capital structure immaterial in determining 
profitability.  
Kebewar and Shah (2012) agree with Miller and Modigliani’s view that a company’s 
capital structure does not have an influence on its profitability and performance. In 
agreement with Ajlouni and Shawer (2013), Niresh (2012) used a generalised method 
of moments on different profitability ratios to test the effect of debt on a company’s 
profitability by using 2 240 French non-listed companies from 1999 to 2006. The 
impact of debt was explained by the following theories: the tax theory, signalling theory 
and the agency cost theory. Results showed that debt had no impact on the profitability 
of a company, irrespective of its size.  
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Nimalathasan and Brabete (2010) studied the automobile sector of Pakistan in a bid 
to analyse the existence of a relationship between the profitability of a company and 
its use of financial leverage in their capital structure. Using regression analysis and 
the correlation coefficient test, they found that the profitability of a company had an 
insignificant effect on its capital structure. In this study, they failed to find any 
relationship between these variables. The results agree with studies performed by 
Kebewar and Shah (2012), Niresh (2012), and Ajlouni and Shawer (2013).  
Campello (2003) found that debt acquired by companies in less leveraged industries 
negatively affects their relative growth in sales during periods of recession. However, 
this is not the case during a boom phase. He highlights that the magnitude of these 
effects is highly dependent on the size of agency costs (problems) in the product 
market. However, in his paper of 2006, he further explained that average levels of debt 
acquired by a company results in high sales performances, whereas excessive use of 
debt by a company leads to negative company performance. Companies in 
concentrated markets suffered more of these effects as compared to companies in 
competitive markets.  
Ajlouni and Shawer (2013) investigated the relationship that exists between the capital 
structure of companies and their profitability (measured by ROE, NPR and ROI) in the 
petrochemical industry in Saudi Arabia during the period 2008 to 2011. They used a 
regression model to estimate the relationship concerning the independent variable, 
which was the debt ratio, and the dependent variable, which was the profitability ratio. 
Panel data, which caters for both cross-sectional and time series effects, was used 
because it was suitable for the nature of data (group of companies for several years). 
The outcome of this study suggested that there was no significant relationship 
between capital structure, ROE, and ROI, although the model exhibited a very weak 
relationship with net profit margin (NPM). The results suggest that capital structure is 
deemed irrelevant in determining the profitability performance of the petrochemical 
industry in Saudi Arabia, and suggest that there are other variables and factors that 
impact the profitability of these companies.  
Birge and Xu (2011), in a bid to investigate the relationship between capital structure 
and corporate performance during the 2007 financial crisis by focusing on companies 
listed in the main Board of Bursa Malaysia between the year 2005 to 2008, found that 
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there was barely a relationship between the variables and the direction of the variables 
differed per company.  
Rafique (2011) extended the model of Birge and Xu (2011) in order to be consistent 
with their observations in examining the relationship between company profitability, 
inventory volatility and capital structure. The findings suggest a convex relationship 
between leverage and profitability of a company. This relationship was found to be 
statistically significant.  
2.3.2  Empirical evidence of positive correlation between a company’s leverage 
and its profitability  
The researchers in the section above have found neither positive nor negative impact 
of leverage on company performance and profitability; however, some studies have 
found that leverage has a positive effect on company profitability and suggest its use 
leads to better profitability and financial performance. These are discussed below. 
Kyeboah-Coleman (2007) found that a vast majority of microfinance organisations 
engage in the use of high leverage and prefer long-term to short-term debt in funding 
their operations. Similarly, his study found that microfinance organisations that use 
high levels of debt perform better as measured by the number of clientele they reached 
out to. These companies have the advantage of economies of scale, and hence are 
well placed to combat moral hazards and adverse selection, boosting their aptitude to 
manage risk as compared to lowly levered ones.  
Derayat (2012), in a bid to investigate how the capital structure of a company 
influences its profitability in Macedonia, used the Ordinary Least of Squares method 
(OLS) on 150 companies covering a period of 10 years. The results indicated that 
using debt in the capital structure in Macedonia positively impacted the profitability of 
a company. He found a positive relationship between a company’s capital structure 
and its profitability. He further found that the degree of the relationship between a 
company’s level of debt and its performance is different among different industries.  
In the study by Abdullah et al. (2012), they examined the effect of capital structure on 
a company’s performance by examining how operating performance of Malaysian 
companies, measured by return on equity (ROE) and return on assets (ROA), is 
affected by the use of short-term debt (STD), long-term debt (LTD) and total debt (TD). 
They used size, asset growth, sales growth and efficiency as their control variables in 
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the study. The consumer and industrial sector, two major sectors of the Malaysian 
equity market, were covered by this study. The sample contained about 58 companies 
and he used financial data from 2005 to 2010 as observations for the study. Using 
regression analysis, the study discovered that STD and TD were the only variables 
that had a significant relationship with ROA, while ROE had a significant relationship 
with all the debt levels, i.e. STD, TD and LTD.  
San and Heng (2011) extended the studies by Abor (2005) and Gill, Biger and Mathur 
(2011) to determine the effect of a company’s capital structure on its profitability by 
using a sample of 272 companies listed on the New York Stock Exchange from 2005 
to 2007. By using correlations and regression analysis, they found that STDTA is 
positively related to the profitability of a company; likewise the LTDTA was found to be 
positively linked to a company’s profitability. Lastly, TDTTA and profitability were also 
found to have a positive relationship in the manufacturing sector of America.  
Akhtar and Javed (2012) studied the relationship between the capital structure of a 
company and its subsequent financial performance, with the use of 21 sectors on 
Pakistan’s Karachi Stock Exchange. Their work assessed the effects of capital 
structure on financial performance from 2004 to 2008. They used regression analysis 
and correlation testing on financial data collected from evaluation reports of the 
Karachi Stock Exchange. The results of the analysis show the existence of a positive 
relationship between the growth, leverage, size and financial performance of 
companies by accepting the hypothesis that leverage positively affects financial 
performance.  
Akhtar and Mujahid (2014) assessed how capital structure influence the financial 
performance and subsequently shareholders’ wealth of companies in the Pakistan 
textile industry by using regression analysis on 155 textile companies from 2006 to 
2011. The total textile sectors’ EPS, ROE and ROA ratios were utilised as measures 
to assess the effect of capital structure on the company’s performance (financially) 
and shareholders’ wealth, and used debt to equity ratio as a measure of leverage. 
They found the use of leverage positively affecting the company’s financial 
performance and shareholders’ wealth.  
Moscu (2014) assessed the existence of a relationship between the capital structure 
and profitability of a company by using a sample of 53 companies listed on the 
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Bucharest Stock Exchange between the years 2010 to 2012. The findings indicate that 
a company’s performance, in this case measured by ROE, MBR (market-to-book ratio) 
and ROA, significantly impacts the use of leverage. Generally, in his analysis, it can 
be observed that a company’s performance, exhibited by the economic return, is 
positively impacted by the level of debt used in its capital structure. The ROE, market 
to book ratio, net sales margin rate and earnings per share (EPS) were all positively 
impacted by the use of leverage, although MBR was found to be affected negatively 
by leverage.  
Himani and Kumar (2014) particularly assessed the capital structures of construction 
companies in India from 2009 to 2013. They sought to investigate how capital structure 
impacts the financial performance of these construction companies on the Bombay 
Stock Exchange in India. They utilised tools, such as multiple regression analysis and 
correlation testing, on variables such as the debt asset ratio, debt equity ratio and long-
term debt as the independent variables, with GPM, ROA, NPM, and ROE as the 
dependent variables. The outcomes disclosed that a positive relationship existed 
between the capital structure of a company and its financial performance.  
Goyal (2013) reviewed the effect of capital structure on profitability of listed public 
sector banks on the National Stock Exchange of India between the year 2008 to 2012. 
He also used regression analysis, as the authors mentioned above did, to establish 
the relationship between return on equity (ROE), earnings per share (EPS), and return 
on assets (ROA) with capital structure. The outcomes disclosed the existence of a 
positive relationship between profitability as measured by EPS, ROA, ROE and short-
term debt. 
Fosu (2013) used panel data of 257 companies in South Africa to investigate the 
interdependence between a company’s capital structure and the profitability of a 
company, while also focusing on the level of competition in the specific industry. The 
study found financial leverage to positively affect the profitability and the performance 
of a company. He argues that companies with debt are bound to perform better than 
companies that do not have debt (leveraged capital structure), because debt is mostly 
used for the expansion and funding of profitable projects. The study also established 
that the higher the competition in the industry, the better the debt acquired by a 
company is utilised.  
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Sabir and Malik (2012) found a positive relationship between the use of debt in the 
capital structure of a company and both its profitability and size. However, they also 
found a negative relationship between leverage and the growth of sales. They studied 
oil and gas companies on the Karachi Stock Exchange of Pakistan during the period 
2006 to 2011. Therefore, it implies that debt is favourable to such companies from the 
view of profitability and size, thus adding debt will lead to increased profitability. The 
use of debt, however, is not entirely positive in this industry, as the results also indicate 
that an increase in debt results in decreased sales growth. Therefore, management in 
this industry were advised to use debt with extreme care and caution as it might yield 
contrasting results. 
David and Olorunfemi (2010) studied the Nigerian petroleum industry to determine the 
impact of financial structure on the profitability of companies and employed both the 
random effects and fixed effects estimations of panel data. A positive relationship was 
found between leverage ratio and earnings per share. Also, the leverage ratio was 
found to positively affect the level of dividend paid per share.  
In agreement with David and Olorunfemi (2010), Sabir and Malik (2012), Fosu (2013), 
and Oke and Obalade (2015) also found a positive relationship between the use of 
debt by companies and their profitability. They conducted their research on six oil 
companies listed on the Nigeria Stock Exchange between 2005 and 2012. Their study 
confirmed the static trade-off theory that highly profitable companies are usually 
backed by the use of debt financing.  
Ali, Zia and Aliska (2012) also found a positive effect between the company’s capital 
structure and its profitability by applying panel regression on twelve companies from 
the petroleum sector in Pakistan during the period 2001 to 2010. Their findings 
conform to the findings of David and Olorunfemi (2010), Sabir and Malik (2012), Fosu 
(2013), and Oke and Obalade (2015) in respect of the importance of using debt in 
order to make a company more profitable. These studies attest to the notion that debt 
is good and its employment improves the profitability of a company.  
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2.3.3  Empirical evidence of negative correlation between a company’s leverage 
and its profitability  
Not all researchers have found a positive impact of leverage on company performance 
and profitability; some studies have found the opposite, thus negative impacts of 
leverage.  
According to Fama and French (1998), the use of debt does not essentially lead to tax 
benefits indefinitely; high leverage can reasonably cause agency problems between 
equity holders and holders of debt instruments, which eventually cause a negative 
relationship between the usage of leverage and the profitability of a company. Lorpev 
and Kwanum (2012) found that, statistically, capital structure was not the chief factor 
in determining a company’s performance. They suggested that management of 
manufacturing companies specifically must practise caution in selecting the level of 
debt used in their capital structure, because it may negatively affect their performance.  
Abdul, Bushra and Mustafa (2007) found a negative correlation between a company’s 
capital structure and its performance by studying a sample of 167 Jordanian 
companies from 2009 to 2013. In this study, both accounting and market based 
measures yielded the same results; however, the return on equity was omitted from 
the evaluation, because the variable was found to be insignificant. 
Bagheri (2012) examined the influence of the use of leverage on the financial 
performance of companies listed on the Tehran Stock Exchange. For this study, he 
considered and examined a sample of 400 companies. He used the return on assets 
ratio (ROA) and the return on equity ratio (ROE) as measures of financial performance 
of these listed companies. He found that debt ratios significantly affected the financial 
performance of these companies in a negative manner. The results of their research 
further exhibited that by decreasing the debt ratios, managers of companies can raise 
the company’s profitability and therefore in the process achieve the goal of increasing 
shareholder wealth.  
According to Skopljak and Luo (2012), based on research in the banking sector, when 
companies operate at moderately low levels of debt in their capital structure, a rise in 
debt causes an increased efficiency in profit making, therefore greater bank 
performance. However, at moderately high levels of debt in their capital structure, an 
increase in the level of leverage leads to a decline in profit efficiency and subsequently 
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a decrease in bank performance. This is most probably ascribed to financial distress 
overshadowing whatever rewards are created by the improvement of managerial 
performance.  
Nwaolisa and Chijindu (2016) studied the oil and gas industry of Nigeria to specifically 
determine the relationship between a company’s capital structure and its profitability. 
They used ten out of the fourteen oil and gas companies on the Nigerian Stock 
Exchange between 1993 and 2013. Their results revealed that debt negatively affects 
the profitability of companies in the oil and gas industry of Nigeria. They argued their 
findings, based on the pecking order theory, which states that companies favour using 
internal sources of funding before resorting to external sources of funds. Therefore, 
they advise that companies should always use internal sources of finance and shun 
debt funding in order to remain as profitable as possible, as debt accrues interest and 
other charges, which in turn reduce profits.  
In agreement with Nwaolisa and Chijindu (2016), Campello (2003), Ghosh (2008), and 
Cole et al. (2015) shared the same sentiments when they used a sample of 300 
observations from the industrial health care and energy sector in the United States of 
America to determine the relationship between the capital structure of these 
companies and subsequent performance of these companies. Results showed that 
the proxy used to determine company performance has a bearing on whether the 
relationship is negative or positive, but the relationship is primarily negative. Return on 
assets, operating return, and profit margin are seen to be negatively impacted by the 
leverage of a company. This proposition suggests that the acquisition of debt results 
in a negative or reduced performance in the form of return on assets, operating return 
and profit margin. Hence, they suggest that debt is not good and companies in this 
industry should try to avoid debt as much as possible in order to maximise profitability 
and performance as a whole.  
Ghosh (2008), who used a sample of Indian companies, found a higher negative effect 
between leverage relating to companies that use foreign debt. He found that both 
foreign and domestic debt reduced the profitability of a company. Results also show 
that companies with foreign debt are more sensitive to nominal exchange rate 
changes. 
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Foo et al. (2015) also found results that do not support the use of debt in order to 
improve performance. They used panel data on twelve oil and gas companies in 
Malaysia to examine the interdependence of corporate performance and capital 
structure in these companies for the period 2003 to 2013. Short-term to total debt, 
long-term to total debt, and total debt to total assets were used as proxies to measure 
the capital structure variable, whereas ROE, ROA, and gross margin were used to 
measure corporate performance. Their findings were similar to those of Campello 
(2003), Ghosh (2008), Cole et al. (2015), and Nwaolisa and Chijindu (2016), in that 
they deemed the relationship between the capital structure of a company and its 
performance to be negative when considering return on equity. Foo et al. (2015) also 
found the effects of debt in the capital structure on return on assets and gross margin 
to be insignificant.  
Akparhuere et al. (2015) analysed the period 2003 to 2012, using six petroleum 
companies in Nigeria, and found the same conclusion as Campello (2003), Ghosh 
(2008), Cole et al. (2015), Foo et al. (2015), and Nwaolisa and Chijindu (2016), which 
states that leverage negatively affects the performance of a company. They used 
panel data with a fixed effects model to analyse how capital structure affects the 
performance of these companies. The results clearly indicated that the inclusion of 
debt in the capital structure negatively impacted the company’s performance. Hence, 
their ultimate conclusion is that in order to maximise the performance, a company 
should try by all means not to include debt in its capital structure, as it has additional 
costs in the form of agency costs that expose the company to financial distress.  
Abor (2007) used panel data analysis to study the existence of a relationship between 
capital structure and financial performance. In studying the effect of debt policy on the 
performance of small and medium-sized enterprises (SMEs) in Ghana and South 
Africa, he found the debt policy of a company to have an effect on the performance of 
such companies, although not exclusively. The inclusion of debt, especially measured 
by long-term and total debt ratios, were found to negatively affect the performance of 
SMEs. His findings are in line with the findings of other authors in other markets, such 
as Campello (2003), Ghosh (2008), Akparhuere et al. (2015), Cole et al. (2015), Foo 
et al. (2015), and Nwaolisa and Chijindu (2016). The results of Abor (2007) were based 
on SMEs, which have a different debt capacity and related cost of debt, which include 
costs of financial distress and potential bankruptcy as listed companies. However, on 
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the flip side, the risks listed above represent an opportunity for a company to get higher 
returns according to the risk return trade-off notion, which states that the higher the 
risk the higher the potential return, thus the capacity for listed companies to handle 
debt might yield different results. 
Ramjee and Gwatidzo (2012) estimated a target adjustment model, using a technique 
called the generalised method of moments, to assess the cost and rate of adjustment 
towards a target debt ratio for companies listed on the Johannesburg Stock Exchange 
in South Africa. The results indicate a fast adjustment to the target ratio by South 
African companies. Asset tangibility, growth and size were found to have a negative 
relationship with leverage. Their studies in South Africa strongly support the study by 
Abor (2007), who also studied the South African equity market.  
The views of Tailab (2014) were not any different from Akparhuere et al. (2015), who 
argued that the use of leverage is not supporting the performance of a company. In 
determining the existence of a relationship between capital structure and the 
performance of a company, Tailab (2014) used two variables as a proxy for financial 
performance, namely return on assets as a ratio of net income to total assets, and 
return on equity as a ratio of net income to total shareholder’s equity. While capital 
structure variables, such as total debt, long-term debt, short-term debt and the debt to 
equity, were used. The study covered the period 2005 to 2013 by exploring a sample 
of 30 companies in the energy sector of the United States of America. They conducted 
regression analysis on the secondary data, which was attained from financial 
statements, and came to the conclusion that total debt has a significant negative 
impact on the performance of companies, but short-term debt was found to positively 
affect the profitability of these companies. Therefore, he postulates that short-term 
debt is good for a company, as it provides a boost in profitability; however, on the 
contrary, long-term debt devours the value of a company as it negatively affects 
profitability.  
Isaack and Lecturer (2014) analysed a sample of manufacturing companies in East 
Africa for the period 2005 to 2012 to determine the influence of capital structure on the 
performance of listed manufacturing companies in East Africa. They used panel data 
analysis on twelve companies in relevant stock exchanges. Return on assets, return 
on equity and earnings per share were used as proxies for performance, while long-
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term debt to total capitalisation, short-term debt to total assets, long-term debt to total 
assets, debt to equity, and interest cover were used as proxies to measure and 
represent capital structure.  
The results for the return on assets showed a statistically significant negative 
relationship with leverage, while return on equity and earnings per share results were 
inconclusive as they were statistically found to be insignificant. Thus, the 
recommendation made from the results was that manufacturing companies in East 
Africa should avoid the use of debt in their capital structure or at least keep it at lower 
levels if they wish to increase profitability.  
2.4  Summary  
In summary, the researcher has diagnostically assessed relevant theories formulated 
by distinctive scholars together with empirical findings of studies by different authors 
carried out over the years. The theoretical review was largely concentrated on the 
irrelevance theory, the trade-off theory, the pecking order theory, and the agency cost 
theory. 
The researcher’s assessment of the empirical evidence above showed that an 
investigation of the relationship concerning capital structure and company profitability 
or financial performance does not constantly yield identical outcomes. Based on the 
foregoing considerations on the accessible empirical literature, it is apparent that 
findings from analyses of the relationship concerning capital structure and profitability 
are indecisive, and need further empirical work. The outcomes appear to be diverse, 
contingent on the economy in question, the sector reviewed, the size of the 
companies, and tenure of the study period. Therefore, this study seeks to shed light 
on this relationship in the industrial metals and mining industry of South Africa between 
1994 and 2017 to give statistically significant evidence on how the use of leverage has 
impacted profitability.  
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CHAPTER 3 RESEARCH METHODOLOGY 
3.1  Introduction  
The research methodology of this study is explained in this chapter. Sections included 
in this chapter are: research question, research design, aim, population and sample, 
scope, procedures, data analysis and ethical considerations.  
3.2  Research strategy 
3.2.1  Research question 
The research aims to investigate whether a significant relationship exists between 
capital structure and profitability of companies in the industrial metals and mining 
industry of South Africa. Hence the following hypotheses were tested: 
H0: There is no significant relationship between capital structure and company 
profitability. 
H1: There is a significant relationship between capital structure and company 
profitability. 
3.2.2  Scope of the research 
The research is a quantitative study, which involves the assessment and analysis of 
audited yearly financial statements of companies listed on the Johannesburg Stock 
Exchange (JSE) under the industrial metals and mining industry during the period 
1994 to 2017. 
3.2.3  Aims of the research 
The study seeks to examine if a relationship exists between capital structure and 
company profitability and to measure and analyse the response of these profitability 
measures to different measures of capital structure (i.e. short-term debt to total assets, 
long-term debt to total assets, and total debt to total assets). The research measures 
the relative importance of capital structure against the profitability measures (i.e. net 
profit margin, return on assets, and return on equity). 
3.2.4  Research design  
Secondary data was used in conducting this study. The financial statements used 
were chosen because audited financial statements of listed companies are reliable 
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and are readily available. With the mandate to accomplish set objectives, the 
researcher used statistical analytical methods, more precisely, panel data analysis as 
used in the studies by Campello (2003), Abor (2005), Baltagi (2005), Amidu (2007), 
Ghosh (2008), Niresh (2012), Ajlouni & Shawer (2013), Akparhuere et al. (2015), Cole 
et al. (2015), Foo et al. (2015), and Nwaolisa and Chijindu (2016). This model was 
implemented because of its capacity to efficiently address the aims of this study. It is 
therefore evident that the methodology applied is quantitative in nature and of panel 
data format.  
Baltagi (2005) states that panel data comprises the pooling of cross-section 
observations over numerous time periods and postulates the outcomes, which are not 
measurable in either a pure cross-section study or a pure time-series study. Using 
panel data provides more explanatory data, better variability and less co-linearity of 
variables under study; more observations means more degrees of freedom and more 
effectiveness (Chang & Lee, 1977). Panel data analysis leads to controlled individual 
heterogeneity and provides superior capacity to examine dynamics of variation. It also 
identifies consequences that are not measurable in pure time-series and pure cross-
section data. Baltagi (2005) also affirms that panel data allows investigators to build 
up and assess more complex behavioural models compared to either pure cross-
section or pure time-series data. 
Using pooled Ordinary Least Squares (OLS) on panel data leads to heteroscedasticity 
inaccuracies, thereby making the estimators unpredictable (Abor, 2005). In addition, 
Chang and Lee (1977) state that factors that have to be estimated vary across 
companies and/or over a period of time, thus rendering the pooled regression model 
inappropriate as the heterogeneity within the factor estimations is inefficiently 
addressed. From a hypothetical viewpoint, according to Hsiao (1986,  5), “disregarding 
such factor heterogeneity among the cross-sectional components or the time-series 
components can cause unreliable or insignificant estimates for the particular factor”. 
To come up with a resolution for this problem, the use of panel data models is therefore 
most appropriate.  
The fixed effect together with random effect methods, which are generally used in 
approximating estimators with heteroscedasticity, are part of the panel data estimation 
model (Amidu, 2007). Niresh (2012) indicates that the main distinction concerning the 
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estimation methods stated above is based on the assumptions concerning the 
relationship of the covariates with the error term. Choosing the estimation techniques 
mentioned above is driven by the inadequacies of pooled Ordinary Least Squares. In 
cases where a correlation (fixed effects) exists, consistent estimations would have 
adequately been obtained through the process of the within-group estimator. 
Otherwise (random effects), a rather more proficient estimator can be attained through 
the estimation of an equation by the Generalised Least Squares (GLS) (Kuznetsov & 
Muravyev, 2001). 
Based on the purposes of the analysis and the assessment of empirical proof above, 
the following conceptual framework was established as used in similar studies by 
Campello (2003), Ghosh (2008), Akparhuere et al. (2015), Cole et al. (2015), Foo et 
al. (2015), and Nwaolisa and Chijindu (2016): 
Profitability (dependent variable) 
• Return on assets  
• Return on equity 
• Net profit margin 
Capital structure (independent variable) 
• Short-term debt 
• Long-term debt 
• Total debt 
The formulated theoretical model above suggests that the profitability of a firm is a 
function of capital structure in the following manner: FP = f (FCS) where FP is a proxy 
for firm’s profitability and FCS is a proxy for firm’s capital structure. The two groups of 
variables used in this study are dependent and independent variables.  
3.2.5  Independent variables  
Three of the most accepted and used debt ratios identified in the literature concerning 
the capital structure of a company were used in the study as independent variables. 
The ratios are the long-term debt to total assets (LTDTA), short-term debt to total 
assets (STDTA), and the total debt to total assets (TDTTA) (see Abor, 2005; Amidu, 
2007; Niresh, 2012; Ajlouni & Shawer, 2013).  
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The study used the short-term debt to total assets (STDTA) ratio as the first leverage 
ratio, which seeks to establish the degree to which companies in the industrial metals 
and mining industry of South Africa use short-term leverage to fund their functions and 
how this type of leverage affects the company’s profitability for the period selected for 
the study. 
The long-term debt to total assets (LTDTTA) ratio is another leverage ratio employed 
in this study as part of the independent variables. Its purpose was to investigate the 
extent to which companies in the industrial metals and mining industry of South Africa 
use long-term leverage to fund their operations. Additionally, it is used to explain how 
this type of leverage relates to a company’s profitability for the selected period of the 
study. The study defined long-term debt as the total sum of all liabilities of a company 
payable over and beyond one year and computed as the addition of accruals (including 
deferred taxes and other liabilities payable beyond one year), creditors and 
borrowings.  
The total debt to total assets (TDTTA) ratio is the third leverage ratio utilised as an 
explanatory variable in this study and it is described as the sum total of both the 
short-term debt and long-term debt to total assets ratios. The table below 
demonstrates the formulations for computing the independent variables.  
Table 1: Formulation of independent variables 
EXPLANATORY VARIABLES FORMULA 
The ratio of short-term debt to total assets 
(STDTA) 
The sum of the short-term debt divided by total 
assets 
The ratio of long-term debt to total assets 
(LTDTA) 
The sum of the long-term debt divided by total 
assets 
The ratio of total debt to total assets (TDTTA) The sum of the short-term debt and long-term 
debt divided by total assets 
Source: Author’s representation 
3.2.6  The dependent variable  
The literature reviewed showed that the return on assets (ROA) ratio, net profit margin 
(NPM) ratio and return on equity (ROE) ratio are the guides of a firm’s profitability. 
Therefore, based on this reason, these ratios associated with profit were used as the 
measures of a firm’s financial performance. They were used as proxies for the 
dependent variable for this study.  
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The table below demonstrates the formulations for calculating the dependent 
variables.  
Table 2: Formulation of dependent variables 
DEPENDENT VARIABLE FORMULA 
Return on equity (ROE) EBIT divided by Total Equity multiplied by 100 
Return on assets (ROA) Profit after tax divided by Total Assets multiplied 
by 100 
Profit margin (PM) Profit after tax divided by Turnover multiplied by 
100 
Source: Author’s representation 
EBIT represents earnings before interest and tax of which the formula is profit before 
tax plus interest paid (finance charges).  
The selection of variables was mainly guided by their theoretical importance and 
empirical evidence, but also coupled with the purpose and objectives of this study. 
These variables/concepts and their definitions are well known and are based on 
international standards drawn from financial management practices and surveys.  
3.3  The target population and sample 
All companies listed in the industrial metals and mining industry on the Johannesburg 
Stock Exchange over the period 1994 to 2017 formed the target population of this 
study. The information for the 23-year period from 1994 to 2017 was collected from 
annual reports of these listed companies. The published financial reports of the listed 
companies were readily available on the websites of the respective companies and on 
the McGregor BFA website and these were obtained and evaluated using statistical 
techniques. Initially, companies were disregarded from the sample using the following 
criteria: companies with websites that are active and firmly valid but financial data is 
not disclosed at all or inadequate financial data is disclosed, i.e. those whose data is 
present for certain years and not for all the years included in the study, were removed 
from the population sample. Finally, companies formed after the year 1994 and listed 
thereafter were also removed. Also companies with data missing during the period of 
study were removed. In a target population of 22 listed companies that have been 
listed from 1994 to 2017, only 18 companies have complete financial performance 
results, i.e. those whose data is not only present for certain periods but for all the 
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periods since the company was listed. Of the 18 companies that had complete 
financial results, only 14 firms have existed between 1994 and 2017, with some formed 
and listed during the period while others delisted during that time. Therefore, the 
sample consisted of 14 companies in the industrial metals and mining industry on the 
Johannesburg Stock Exchange, which represents 63.6% of the target population. 
Therefore, the sample can be considered a meaningful representation of the target 
population.  
3.4  Procedure 
Most of the data was collected from McGregor BFA with some of it collected by 
accessing the JSE website, which in turn afforded links to the websites of companies 
listed. The websites provided the statement of financial position (also referred to as 
the balance sheet) and the statement of comprehensive income (also referred to as 
the income statement) from which the capital structure information and the financial 
performance information were obtained, respectively. The balance sheet provided 
figures for total debt, total assets, long-term debt, short-term debt, equity and total 
debt, whereas the income statement provided figures for the earnings before interest 
and tax (EBIT), sales, and profit after tax (basic earnings). In circumstances where 
there was no clear difference concerning non-current liabilities and current liabilities, 
the notes in the annual financial statements were utilised to ascertain whether the 
liabilities fell under short-term debt (current category) or long-term debt (non-current 
category).  
3.5  Data analysis  
The annual published financial reports of companies providing information on capital 
structure and profitability over the period 1994 to 2017 were assessed and examined 
in this study. Extreme care and diligence was exercised while examining these reports 
to enable the study to produce accurate and meaningful results. Financial ratios and 
figures covering the study period were compared and assessed to establish a 
relationship between capital structure and profitability of companies in the industrial 
metals and mining industry of South Africa. 
As identified in the studies by Campello (2003), Ghosh (2008), David and Olorunfemi 
(2010), Akhtar and Javed (2012), Sabir and Malik (2012), Fosu (2013), Goyal (2013), 
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Akhtar and Mujahid (2014), Moscu (2014), Himani and Kumar (2014), Cole et al. 
(2015), Oke and Obalade (2015), and Nwaolisa and Chijindu (2016), the study used 
return on equity (ROE), return on assets (ROA), and net profit margin (NPM) as 
measures of profitability. 
While the frequent use of long-term debt to total assets ratio (LTDTA), short-term debt 
to total assets ratio (STDTA), and the total debt to total assets ratio (TDTTA) in the 
studies by Abor (2005), Kyeboah-Coleman (2007), Birge and Xu (2011), Gill, Biger 
and Mathur (2011), Abdullah et al. (2012), Derayat (2012), Kebewar and Shah (2012), 
Niresh (2012), and Ajlouni and Shawer (2013), gave the guideline of using these ratios 
as proxies for capital structure in this study.  
The analysis of these variables was such that the capital structure variable pertaining 
to one year was compared and analysed against a profitability variable of that 
particular year, and this was done for all the years covered in the study. 
Data analysis was divided into two main subdivisions, namely descriptive analysis and 
multivariate analysis.  
3.5.1  Descriptive analysis 
Descriptive statistics is a tool that describes the fundamental characteristics of the 
data (Field, 2009). This section of the study, however, will centre mainly on the 
bivariate evaluation. Therefore, this section will exhibit the bivariate statistics 
concerning the variables associated with profit and capital structure. Correlation is also 
presented as part of these statistics and frequency tables will also be used.  
Correlation analysis estimates correlation coefficients of the variables used in the 
study. The correlation coefficient between two variables ranges between -1 and +1 
and measures the strength and the direction of the linear relationship between any two 
variables (Foo et al., 2015). In this study, the correlation coefficients analysed pertain 
to the independent variables, which are the long-term debt to total assets ratio 
(LTDTA), short-term debt to total assets ratio (STDTA), and the total debt to total 
assets ratio (TDTTA), as their correlation affects the outcome of a dependent variable 
(profitability). Correlation can be either positive or negative, the correlation coefficient 
sign shows the direction of the association. The strength of the association is shown 
by the size of the correlation coefficient (Amidu, 2007). For instance, a correlation of 
45 
0.95 implies a very strong, positive relationship between two variables tested, whereas 
a correlation coefficient of -0.12 implies a weak, negative relationship. A correlation 
coefficient close to zero implies the absence of a linear association between the 
variables tested (Kuznetsov & Muravyev, 2001). 
3.5.2  Multivariate analysis  
Field (2009) postulates that contrary to descriptive statistics, which simply describes 
what the data is or what is being shown by the data, the analysis of the multivariate is 
mostly used for inferential statistics. Therefore, for this reason, linear regression 
analysis, which is one of the multivariate statistical techniques, was used to give a full 
explanation of whether each of the independent variables, X’s (representing capital 
structures) used in the model exhibit any effects on Y (representing company 
profitability). The study used the long-term debt to total assets ratio (LTDTA), 
short-term debt to total assets ratio (STDTA), and the total debt to total assets ratio 
(TDTTA), to determine the effect capital structure has on the profitability of this industry 
in South Africa. In light of the variables in use being continuous variables, the linear 
regression technique was used to accommodate this fact. Therefore, the 
approximation method used by Kuznetsov and Muravyev (2001) to analyse the 
relationship between the capital structure of a company and its performance was 
implemented in this study, and it was also used by Campello (2003), Ghosh (2008), 
Akparhuere et al. (2015), Cole et al. (2015), Foo et al. (2015), and Nwaolisa and 
Chijindu (2016), as follows:  
Yit = αi + β1Xit + eit  
Where,  
• Yit = the measure of performance (ROA, NPM, and ROE). 
• αi  = the firm-specific effects, which are time-invariant. 
• Xit = the independent variables (STDTA, LTDTA and TDTTA)  
• β1 = coefficients  
• eit = the error term.  
3.5.3  Transformation of data and assumption tests 
Before the data was analysed, the data set was restructured from a wide format to a 
long format. The data points in the data set were all pooled together and fitted inside 
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their corresponding groups. The process is done to make data cleaning and recoding 
easy, according to Kuznetsov and Muravyev (2001). The variables X1, X2, and X3 
represent the corresponding debt measures, and Y1, Y2, and Y3 the corresponding 
profit measures. Y1, Y2, and Y3, which are the outcome variables of this study, are 
continuous because profits figures have an infinite number of possible values. Linear 
regression assumes that variables used in the study must have a normal distribution. 
The following assumption evaluation was conducted before the analysis was carried 
out:  
• All the Y’s are normally distributed.  
• Multicollinearity is absent in the data.  
• All the Y’s are continuous variables.  
• There is no existence of outliers in the data used for the study.  
3.5.4  Final model selection criteria 
The selection of the ultimate model was centred on the theoretical reason (the 
feebleness of OLS, Fixed and Random effects) and by the Scientific-Hausman test. 
Literature on the Hausman test points out that this is a statistical test used to assess 
the importance of an estimator versus the alternative estimator (Mbahijona, 2016). It 
aids in evaluating if a statistical model harmonises with the data. The Hausman test 
examines the null hypothesis, namely that the coefficients estimated by the random 
effects model are similar to the coefficients estimated by the fixed effects model versus 
the alternative hypothesis that they are not similar (Hsiao, 1986). In the case that they 
are indeed similar, i.e. they have an insignificant p-value (Probability>chi2 greater than 
.05), then it is suitable to use the random effects model as the final model. 
3.6  Ethical consideration 
Conducting quantitative research permits the researcher to organise a large portion of 
the study in advance. This phenomenon makes it relatively easy to recognise and 
comprehend potential ethical challenges. In this instance, all the data required for the 
research is readily available and found in the public domain, meaning the analysis can 
be copied and replicated by anyone with the necessary skills. Therefore, no ethical 
concerns pertaining to the data and the results were anticipated. 
47 
The research adheres to the Professional Code of Ethics, as particularised by the 
College of Business and Economics at the University of Johannesburg, as the 
proposal of the research was submitted and reviewed by the College to ensure that 
the title and the focus were in line with the requirements of the College. The study also 
obtained ethical clearance from the College. 
3.7  Summary 
The study used secondary data in panel regression analysis to determine the 
existence of a relationship between company capital structure and profitability. 
Profitability measures were used as dependant variables, while the capital structure 
variables were used as independent variables. The return on assets (ROA) ratios, net 
profit margin (NPM) ratios, and return on equity (ROE) ratios were the profitability 
variables, while the long-term debt to total assets ratios (LTDTA), short-term debt to 
total assets ratios (STDTA), and the total debt to total assets ratios (TDTTA) were the 
capital structure variables. 
Companies listed on the JSE in the industrial metals and mining industry of South 
Africa were included in the study. In order to avoid unbalanced variance, a balanced 
panel regression was used. Therefore, the only companies that were analysed were 
those with published financial reports for consecutive years from 1994 to 2017. The 
published financial reports and McGregor BFA were used as the sources of data. 
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CHAPTER 4 FINDINGS, CONCLUSION AND RECOMMENDATION 
4.1  Introduction 
This chapter presents the research findings and is apportioned into four subdivisions 
namely: descriptive analysis; correlation analysis; fixed and random effect model; and 
regression analysis.  
The results analysis was separated into two key sections: descriptive analysis and 
multivariate analysis. Descriptive statistics describes the fundamental characteristics 
of the variables in the study. Table 3 focuses on presenting the descriptive statistics, 
while Table 4 presents the results of the correlation analysis. Therefore, this chapter 
presents the bivariate statistical findings concerning the relationship between profit 
variables of companies in the industrial metals and mining industry of South Africa and 
capital structure variables. It also includes the correlation analysis.  
Tables 5 to 13, unlike in descriptive statistics, which simply describes the 
characteristics of data, present a multivariate evaluation, which is primarily used for 
inferential statistics, in which conclusions beyond simple description of data are 
reached. In light of this, a technique of multivariate statistical analysis, called linear 
regression analysis, was used to give a full clarification of whether each variable (X), 
which represents capital structure in the model, has any effect on (Y), which 
represents company profitability. As clarified in the research design section in Chapter 
3 of this study, capital structure encompasses the following ratios: long-term debt to 
total assets (LTDTA), short-term debt to total assets (STDTA), and total debt to total 
assets (TDTTA). Whereas the return on assets (ROA) ratio, net profit margin (NPM) 
ratio, and return on equity (ROE) ratio are the proxies of a company’s profitability. 
4.2  Descriptive analysis  
Rumsey (2011) highlights that descriptive statistics is merely a tool to describe the 
basic characteristics of data.  
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Table 3: Descriptive statistics 
 LTDTA NPM ROA ROE STDTA TDTTA 
MEAN 18.75 3.301 -4.100 -9.600 33.96 52.71 
MEDIAN 20.75 -6.101 -3.443 0.000 34.39 22.75 
MAXIMUM 45.53 9.503 8.001 15.901 45.18 49.10 
MINIMUM 17.14 -8.204 -6.253 -17.121 8.24 0.000 
STD. DEV. 13.56 7.051 6.623 1.360 13.86 14.305 
OBSERVATIONS 336 336 336 336 336 336 
Source: EViews Estimation 
Table 3 is a summary of the descriptive statistics for both the independent variables 
and dependent variables for the sample of the companies. It displays that the return 
on equity (ROE) averages at -9.60% with a standard deviation of 1.36 for the sample, 
while the return on assets (ROA) is -4.10% on average with a standard deviation of 
0.662. The table also displays an average net profit margin (NPM) of 3.30% with a 
standard deviation of 7.05. 
The return on equity (ROE) as a profitability ratio, measures the capacity of a company 
to make earnings from the investments made by the shareholders in the company 
(Mbahijona, 2016). Using the audited financial statements of companies listed on the 
Johannesburg Stock exchange (JSE) and data from the McGregor BFA for the period 
1994 to 2017, the average return on equity (ROE) was -9.60%. This implies that for 
every R1 000 of the shareholders’ investment in the company, R96 worth of earnings 
were lost. However, it is imperative to mention that some of the companies listed on 
the JSE in the industrial metals and mining industry actually recorded profits/gains 
over the period under assessment as shown by the maximum return on equity (ROE), 
which is a positive 15.9%.  
On the other hand, the return on assets (ROA) measures how effective the company 
uses all the assets at its disposal to create earnings during a particular period 
(Mbahijona, 2016). The higher the return on assets (ROA), the more effective 
management is in utilising the company assets to generate earnings. The average 
return on assets (ROA) for companies listed on the Johannesburg Stock Exchange 
(JSE) in the industrial metals and mining industry for the period 1994 to 2017 
was -4.10%. This means that for every R1 000 invested in assets, earnings worth R41 
of value were lost. However, it is essential to indicate that some of the companies 
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listed on the JSE in the industrial metals and mining industry actually recorded 
profits/gains over the period under assessment, as shown by the maximum return on 
assets (ROA), which is a positive 8%.  
The standard deviations of NPM and ROA (7.051 and 6.623, respectively) are greater 
than their respective means of 3.301 and -4.10, which indicates that the profit values 
as measured by NPM and ROA are highly variable from year to year. Predicting future 
values of these variables can prove to be very difficult as the profit figures analysed 
have been too far from their means on average. A high variability may also be as a 
result of large outliers in the years the companies made supernormal profits and in the 
years they made large losses, which in turn affects the standard deviation. ROE is less 
variable from year to year, as it has a standard deviation of 1.36, which means ROE 
values of future periods can be predicted with less difficulty, as the standard deviation 
for this measure is relatively low. 
The average value for STDTA is 33.96. LTDTA has an average value of 18.75. The 
highest LTDTA is 45.53 and the lowest is 17.14. Total debt, which is a sum ratio of the 
STDTA ratio and LTDTA ratios, displays an average value of 52.71 and a standard 
deviation of 14.305. This shows that, on average, companies listed on the JSE in the 
industrial metals and mining industry of South Africa are fairly geared with an average 
of 52.71% of the assets being financed by debt. Therefore, listed companies in this 
industry are mostly using debt to fund the purchase of their assets. The standard 
deviations of LTDTA, STDTA and TDTTA (13.56, 13.86 and 14.305, respectively) are 
significantly less than their respective means of 18.75, 33.96 and 52.71 in magnitude. 
This means that the values of short-term debt to total assets, long-term debt to total 
assets, and total debt to total assets are less variable from year to year over the period 
of study (1994 to 2017). The low variability might be because of a constant and/or 
fixed debt policy by most of the listed companies. Therefore, debt values for future 
periods can be predicted with less difficulty, as the values of debt have not been too 
far from the mean on average.  
4.3  Correlation analysis  
Correlation describes the strength that exists in the relationship between two variables 
(Hsiao, 1986). In this study, the correlation co-efficient investigation is carried out to 
determine the strength of the relationship between total debt, short-term debt, and 
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long-term debt, as they are the independent variables that determine the outcome of 
the dependent variable. Chechet and Olayiwola (2014) postulate that the common 
goal of doing a correlation analysis in regression is to establish whether collinearity 
exists between the independent variables used in a study, because it can distort the 
actual outlook of the relationship between the independent and dependent variables.  
Table 4: Correlation analysis 
 TDTTA STDTA LTDTA 
TDTTA 1.000 0.957 0.095 
STDTA 0.957 1.000 0.129 
LTDTA 0.095 -0.129 1.000 
Source: EViews Estimation 
Table 4 indicates and estimates the strength of the relationships between the three 
independent variables. The correlation coefficients between TDTTA and LTDTA and 
between STDTA and LTDTA are positive, however, low at 0.095 and 0.129, 
respectively. The analyses also indicate the existence of a significant correlation 
between TDTTA and STDTA with a correlation coefficient of 0.957. The correlation 
coefficient between TDTTA and STDTA is very high at 0.957, which suggests the 
existence of the problem of multicollinearity between these two independent variables. 
In light of the occurrence of this multicollinearity problem between these two variables, 
one of the variables in the study was dropped. Total debt to total assets (TDTTA) was 
ignored in this study, as this specific variable represents the addition of the other two 
ratio variables, namely long-term debt to total assets (LTDTA) and short-term debt to 
total assets (STDTA). The dependent variables were only regressed in this study 
against long-term debt to total assets (LTDTA) and short-term debt to total assets 
(STDTA). In general, the correlations between variables appear to be very high, 
because the study intentionally implemented the use of complementary variables in 
an attempt to solve the problem of omitted variables.  
4.4  Regression analysis  
All the variables, i.e. the long-term debt to total assets ratio (LTDTA), short-term debt 
to total assets ratio (STDTA), return on assets (ROA) ratio, net profit margin (NPM) 
ratio, and return on equity (ROE) ratio, were tested for unit roots. The null hypothesis, 
namely that variables have unit roots, was rejected at a 95% confidence level and it 
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was therefore concluded that unit roots are absent (refer to Appendix 1 for unit root 
test results). After concluding that unit roots were absent, regression analysis was 
conducted. A panel data approach to regression was used in this study. With regard 
to panel data regression, it is possible that some indeterminate variables, which are 
time invariant, i.e. fixed in time and company precise, may impact the predictor and 
therefore distort the coefficient estimated by the panel data approach (Hsiao, 1986). A 
fixed effect model test was thus conducted to control fixed effect factors. A random 
effects test was also conducted to verify whether the above-mentioned error terms 
were not correlated with each other. The fixed effects model makes an assumption of 
homogeneity, whereas the random effects model allows modelling heterogeneity 
across units (Rumsey, 2011). The random effects model does not allow the group-
level effects and the explanatory variables to be correlated; therefore, the random 
effects estimation is efficient, unbiased and consistent, as it uses both between-and- 
within group variations (Chechet & Olayiwola, 2014). The fixed effects estimation, on 
the other hand, uses only within-group variation. In situations where group-level effects 
and the explanatory variables are correlated, the random effects estimation yields 
biased results.  
Regression panel analysis was used to assess the effect of capital structure on the 
profitability of companies that were listed in the industrial metals and mining industry 
on the JSE during the period under review. Profitability was the dependent variable, 
while capital structure was the independent variable. Using panel data regression on 
the dependent and independent variables, the following results were established.  
4.4.1  Net profit margin model  
Table 5: Net profit as the dependent variable (pooled) 
VARIABLE COEFFICIENT PROB.  
STDTA -6.656 0.642 
LTDTA -2.952 0.011 
C -98.815 0.016 
R-SQUARED 0.235 
ADJUSTED R-SQUARED 0.222 
Source: EViews Estimation 
53 
Table 6: Net profit as the dependent variable (fixed effects) 
VARIABLE COEFFICIENT PROB.  
STDTA -5.626 0.742 
LTDTA -3.952 0.013 
C -106.815 0.006 
EFFECTS SPECIFICATION Cross-section fixed (dummy variables) and Period fixed (dummy 
variables) 
R-SQUARED 0.231 
ADJUSTED R-SQUARED 0.212 
Source: EViews Estimation 
 
Table 7: Net profit as the dependent variable (random effects) 
VARIABLE COEFFICIENT PROB.  
STDTA -15.979 0.002 
LTDTA -12.588 0.030 
C -69.512 0.012 
EFFECTS SPECIFICATION Cross-section random and 
Idiosyncratic random 
R-SQUARED 0.229 
ADJUSTED R-SQUARED 0.1913 
Source: EViews Estimation 
 
Table 8: Hausman test on equation of net profit as a dependent variable 
TEST SUMMARY CHI-SQ. STATISTIC CHI-SQ. D.F. PROB. 
CROSS-SECTION RANDOM 14.114 2 0.001 
Source: EViews Estimation 
Tables 5, 6 and 7 present the results of the tested relationship between capital 
structure and a company’s net profit margin (pooled, fixed effects and random effects, 
respectively). The significance of the relationship was examined through a model that 
used the STDTA and LTDTA ratios as independent variables. Following a Hausman 
test in Table 8 that reported a chi-square value of 14.114 and a p-value of .001 implies 
that the chi-square value was statistically significant at a 5% level of significance. 
Hence, the researcher rejected the null hypothesis that the random effects model was 
preferred to the fixed effect model with regard to net profit margin. Therefore, the 
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researcher used the fixed effects model as preferred by the Hausman test. The STDTA 
ratio was found to be insignificant, while the LTDTA was found to be significant; 
however, both were found to be negatively correlated to the net profit margin of the 
company, which means that the more the company uses debt, the less profitable it 
becomes as measured by the net profit margin (NPM).  
Table 6 presents the fixed effects model, which was chosen according to the Hausman 
test (represented on table 8), as the appropriate model. It indicates a weak negative 
relationship between NPM and independent variables based on an Adjusted 
R-squared of 21.2%, which indicates that approximately 21.2% of variation in the NPM 
could be explained by the independent variables. A 1% increase in STDTA will reduce 
NPM by almost 5.6%, whereas a 1% increase in long-term debt will reduce NPM by 
3.95%. 
4.4.2  Return on assets model  
Table 9: ROA as the dependent variable (pooled model) 
VARIABLE COEFFICIENT PROB.  
STDTA -4.782 0.168 
LTDTA -1.074 0.043 
C -13.796 0.067 
R-SQUARED 0.969 
ADJUSTED R-SQUARED 0.801 
Source: EViews Estimation 
 
Table 10: ROA as the dependent variable (fixed effects model) 
VARIABLE COEFFICIENT PROB.  
STDTA -3.791 0.158 
LTDTA -2.077 0.048 
C -17.797 0.077 
EFFECTS SPECIFICATION Cross-section fixed (dummy variables) and Period fixed (dummy 
variables) 
R-SQUARED 0.962 
ADJUSTED R-SQUARED 0.771 
Source: EViews Estimation 
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Table 11: ROA as the dependent variable (random effects model) 
VARIABLE COEFFICIENT PROB.  
   
STDTA -5.096 0.004 
LTDTA -3.762 0.046 
C -12.940 0.106 
EFFECTS SPECIFICATION Cross-section random and 
Idiosyncratic random 
R-SQUARED 0.222 
ADJUSTED R-SQUARED 0.183 
Source: EViews Estimation 
 
Table 12: Hausman test on equation of net profit as a dependent variable 
TEST SUMMARY CHI-SQ. STATISTIC CHI-SQ. D.F. PROB. 
CROSS-SECTION RANDOM 9.263 2 0.009 
Source: EViews Estimation 
Tables 9, 10 and 11 present the results of the tested relationship between the capital 
structure and a company’s return on assets (pooled, fixed effects, and random effects, 
respectively). The significance of the relationship was examined through a model that 
had the STDTA and LTDTA ratios as the independent variables. Following a Hausman 
test in Table 12 that reported a chi-square value of 9.263 and a p-value of .009 implies 
that the chi-square value was statistically significant at 5% level of significance. 
Therefore, the researcher rejected the null hypothesis that the random effects model 
was the best model ROA (return on assets) as recommended by Greene (2008). 
Hence the researcher resorted to the use of the fixed effects model. The STDTA ratio 
was found to be insignificant, while the LTDTA was found to be significant; however, 
both were found to be negatively correlated to the return on assets (ROA) of the 
company, which means that the more the company uses debt, the less profitable it 
becomes measured by return on assets (ROA).  
Table 10 is the fixed effects model that was chosen according to the Hausman test. A 
1% increase in STDTA will decrease ROA by almost 3.8%, whereas a 1% increase in 
long-term debt will decrease ROA by 2.1%. The independent variables were strongly 
related with ROA as shown by an Adjusted R-squared of 77.1%. This indicates that 
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approximately 77.1% of variation in the ROA could be explained by the independent 
variables. 
4.4.3  Return on equity model 
Table 13: ROE as the dependent variable (pooled model) 
VARIABLE COEFFICIENT PROB.  
STDTA -4.641 0.301 
LTDTA -2.793 0.024 
C -23.267 0.395 
R-SQUARED 0.971 
ADJUSTED R-SQUARED 0.808 
Source: EViews Estimation 
 
Table 14: ROE as the dependent variable (fixed effects model) 
VARIABLE COEFFICIENT PROB.  
STDTA -5.481 0.361 
LTDTA -3.893 0.014 
C -29.167 0.395 
EFFECTS SPECIFICATION Cross-section fixed (dummy variables) and Period fixed 
(dummy variables) 
R-SQUARED 0.961 
ADJUSTED R-SQUARED 0.764 
Source: EViews Estimation 
 
Table 15: ROE as the dependent variable (random effects) 
VARIABLE COEFFICIENT PROB.  
STDTA -6.240 0.110 
LTDTA 2.971 0.524 
C -56.143 0.021 
EFFECTS SPECIFICATION Cross-section random and 
Idiosyncratic random 
R-SQUARED 0.434 
ADJUSTED R-SQUARED 0.412 
Source: EViews Estimation 
57 
Table 16: Hausman test on equation of ROE as a dependent variable 
TEST SUMMARY CHI-SQ. STATISTIC CHI-SQ. D.F. PROB. 
CROSS-SECTION RANDOM 28.346 2 0.000 
Source: EViews Estimation 
 
Tables 13, 14 and 15 present the results of the tested relationship between capital 
structure and the company’s return on equity (pooled, fixed effects, and random 
effects, respectively). The significance of the relationship was examined through a 
model that had STDTA and LTDTA ratios as the independent variables. Following a 
Hausman test in Table 16, which reported a chi-square value of 28.346 and a p-value 
of .000, implies that the chi-square value was statistically significant at a 5% level of 
significance. Hence, the researcher rejected the null hypothesis that the random 
effects model is the best model with regard to return on equity (ROE). Therefore, the 
researcher used the fixed effects model. The STDTA ratio was found to be 
insignificant, while the LTDTA was found to be significant; however, both were found 
to be negatively correlated to the return on equity (ROE) of the company, which means 
that the more the company uses debt, the less profitable it becomes measured by 
return on equity (ROE). 
Table 14 reflects the fixed effects model, which was chosen according to the Hausman 
test presented on Table 16. A 1% increase in STDTA will decrease ROE by almost 
5.48%, whereas a 1% increase in long-term debt will decrease ROE by 3.89%. The 
independent variables were strongly correlated with return on equity (ROE) as shown 
by an Adjusted R-squared of 76.4%, which indicates that approximately 76.4% of 
variation in the return on equity (ROE) could be explained by the independent 
variables. 
4.6  Summary and conclusion  
Table 17: Summary of the findings 
 ROA ROE NET PROFIT 
STDTA  NEGATIVE/INSIGNIFICANT  NEGATIVE/INSIGNIFICANT  NEGATIVE/INSIGNIFICANT 
LTDTA  NEGATIVE/SIGNIFICANT NEGATIVE/SIGNIFICANT NEGATIVE/SIGNIFICANT  
Source: EViews Estimation 
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The study found that short-term debt in Tables 6, 10 and 14 (fixed effects models for 
NPM, ROA and ROE, respectively, as chosen by the Hausman test) is statistically 
insignificant as an independent variable in the capital structure and company 
profitability relationship, while long-term debt was found to have a significant impact 
on company profitability for companies listed in the industrial mining and metals 
industry of South Africa.  
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CHAPTER 5: DISCUSSION, CONCLUSION AND RECOMMENDATIONS 
5.1  Introduction 
This study investigated the relationship between company capital structure and 
profitability with particular attention to the industrial metals and mining industry of 
South Africa. This chapter, therefore, presents the researcher’s recommendations and 
conclusions built on the literature reviewed, methodology applied and the results of 
this precise study. 
5.2  Discussion of results 
Short-term debt was found to be insignificant in influencing company profitability, while 
long-term debt was found to have a significant impact on company profitability for 
companies listed in the industrial mining and metals industry of South Africa. 
Therefore, long-term debt was found to be more important as a determinant of 
profitability for companies listed in the industrial metals and mining industry on the 
JSE. With the use of panel data regression analysis, the results show that the 
profitability of companies listed in the industrial metals and mining industry on the JSE 
is negatively related to the use of long-term debt over the period 1994 to 2017.  
The results of this study oppose the agency theory, which is based on the inclination 
to higher debt in financing when agency problems begin to be more pronounced. 
However, the outcomes support the pecking order theory, which favours the use of 
own capital first and only the use of debt as a source of finance when the first option 
(which is own capital) is no longer feasible. The results are in line with Campello 
(2003), Ghosh (2008), Akparhuere et al. (2015), Cole et al. (2015), Foo et al. (2015), 
and Nwaolisa and Chijindu (2016), who all found long-term debt to have a negative 
effect on the profitability of a company.  
The results of this study contradicts Kebewar and Shah (2012), Niresh, (2012), and 
Ajlouni and Shawer (2013), who found no relationship between a company’s capital 
structure and its profitability. The reason is that this study has found a significant 
negative relationship between capital structure and company profitability as measured 
by ROE, ROA and NPM. Having results that indicate a significant relationship (whether 
positive or negative) between a company’s capital structure and its profitability 
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disproves the irrelevance theory of capital structure developed by Modigliani and Miller 
(1958), which suggests no existence of a relationship between capital structure and 
company profitability. 
5.3  Conclusions 
The aim of this study was to analyse the influence of capital structure on the profitability 
of companies listed on the JSE in the industrial metals and mining industry. This study 
is quantitative in nature and it used secondary data acquired from financial statements 
of the companies in this sector published during the period 1994 to 2017. While the 
literature review showed that a number of researchers found a negative relationship 
concerning a company’s capital structure and its profitability and/or financial 
performance, the evidence is not conclusive enough to suggest that the relationship 
between a company’s capital structure and its profitability is always negative, as there 
are other studies that found either a positive correlation between a company’s capital 
structure and its profitability or no correlation at all.  
The research pursued to cover the gap in finance literature that results from limited 
studies conducted so far in this area using South African data in the industrial metals 
and mining industry. In light of the opposing theories reviewed and differing empirical 
results assessed in Chapter 2 of the study regarding the relationship of a company’s 
capital structure and its profitability, coupled with the innate limitations of this research, 
irrefutable evidence to insinuate that the use of debt negatively influences the 
profitability of companies listed on the JSE in the industrial metals and mining industry 
does not exist. The results of the research nonetheless offer a reference point for 
future research in determining the nature of the relationship existing between company 
capital structure and its profitability in different sectors in South Africa and elsewhere. 
Therefore, there is need for further research to be done on this specific topic. 
Using the objectives of the study, the following hypotheses were developed for 
examination: 
H0: There is no significant relationship between capital structure and company 
profitability. 
H1: There is a significant relationship between capital structure and company 
profitability. 
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Referring to the null hypothesis (H0) of the research, the results show that long-term 
debt has a significant influence on the profitability of companies listed on the JSE in 
the industrial metals and mining industry; however, the impact of short-term debt on 
the profitability of such companies was found to be insignificant. This is, therefore, 
contrary to the null hypothesis (H0); hence the null hypothesis that there is no 
significant relationship between capital structure and company profitability is rejected. 
Also, the results show that both the long-debt term debt and the short-term debt 
negatively impact the profitability of companies listed on the JSE in the industrial 
metals and mining industry of South Africa based on the selected profitability ratios, 
which implies that a negative correlation exists between debt financing and company 
profitability. The findings prove the validity of the alternative hypothesis (H1) that there 
is a significant relationship between capital structure and company profitability. 
Considering the objectives of the research and outcomes presented above, the 
researcher makes the following conclusions: 
• The capital structure of a company has an effect on the profitability of companies 
listed on the JSE in the industrial metals and mining industry of South Africa. 
• There is a negative relationship between the use of debt financing and the 
profitability of companies listed on the JSE in the industrial metals and mining 
industry of South Africa. 
• Short-term debt can be used considerably as a source of finance, as its effect on 
the profitability of companies listed on the JSE in the industrial metals and mining 
industry of South Africa is found to be insignificant.  
• However, on the contrary, despite the innate limitations of the research, the results 
suggest that the use of long-term debt adversely impacts profitability for companies 
listed on the JSE in the industrial metals and mining industry of South Africa as the 
relationship was found to be significant.  
5.4  Limitations of the study 
One of the innate limitations of the study is that it is restricted to public companies that 
are listed on the JSE in the industrial metals and mining industry and ignores 
companies in the same industry that are not listed. Also, almost all companies used in 
this study have differing dates of reporting their financial information and have different 
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accounting policies. The study is based only on the published financial statements 
relating to the period 1994 to 2017. Unlike similar studies that combined listed and 
non-listed companies, this study is limited to listed companies in a particular industry 
on the JSE, i.e. the industrial metals and mining industry of South Africa. 
5.5  Recommendations 
Based on the results of the study, it is suggested that management of companies listed 
on the JSE in the industrial metals and mining industry of South Africa should be 
cautious when they consider using debt as a source of finance, as it can potentially 
impact the profitability of a company negatively. Although the study was restricted only 
to companies listed on the JSE in the industrial metals and mining industry of South 
Africa, it is advisable that companies that are not listed but operating in the same 
industry and same geographical region, i.e. South Africa, should also be cautious 
when they consider the use of debt as a source of finance.  
Further studies can be conducted by other researchers on how other profitability 
measures, such as gross profit margin, are affected by other debt variables, such as 
interest cover and the leverage factor, to get an in-depth view on the relationship of 
capital structure and a company’s profitability. A longer period can also be used by 
other researchers and more companies in other sectors can be examined. A holistic 
view on the South African economy can also be examined by studying companies 
listed on the Johannesburg Stock Exchange All Share Index. 
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APPENDIX 1: UNIT ROOT TESTS 
Net profit unit root (assumes common unit root process) 
Method    Statistic Prob.            Sections Obs 
Null: Unit root (assumes common unit root process)     
Levin Lin Chu test     -5.18882  0.0000  14   336 
   
Im, Pesaran and Shin W-stat  -4.72592  0.0000  14   336 
ADF - Fisher Chi-square   78.1037  0.0000  14   336 
PP - Fisher Chi-square   105.025  0.0000  14   336 
Source: EViews Estimation 
 
ROA Unit root (assumes individual unit root process)    
Method Statistic Prob. Sections Obs 
Null: Unit root (assumes common 
unit root process)  
    
Levin Lin Chu test -2.56920 0.0051 14 336 
Im, Pesaran and Shin W-stat  -2.05452 0.0200 14 336 
ADF - Fisher Chi-square 48.9539 0.0084 14 336 
PP - Fisher Chi-square 57.6114 0.0008 14 336 
Source: EViews Estimation 
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ROE Unit root (assumes individual unit root process)   
Method Statistic Prob. Sections Obs 
Null: Unit root (assumes common 
unit root process)  
    
Levin Lin Chu test  -1.04520 0.1480 14 336 
Im, Pesaran and Shin W-stat  -2.26968 0.0116 14 336 
ADF - Fisher Chi-square 60.4297 0.0004 14 336 
PP - Fisher Chi-square 76.9674 0.0000 14 336 
Source: EViews Estimation 
 
STDTA Unit root (assumes individual unit root process)     
Method Statistic Prob. Sections Obs 
Null: Unit root (assumes common 
unit root process)  
    
Levin Lin Chu test -1.50328 0.0664 14 336 
Im, Pesaran and Shin W-stat  -2.46525 0.0068 14 336 
ADF - Fisher Chi-square 52.0613 0.0038 14 336 
PP - Fisher Chi-square 63.6735 0.0001 14 336 
Source: EViews Estimation 
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LTDTDA Unit root (assumes individual unit root process)    
Method Statistic Prob. Sections Obs 
Null: Unit root (assumes 
common unit root process)  
    
Levin Lin Chu test -7.06883 0.0000 14 336 
Im, Pesaran and Shin W-stat  -9.05583 0.0000 14 336 
ADF - Fisher Chi-square 132.692 0.0000 14 336 
PP - Fisher Chi-square 374.635 0.0000 14 336 
Source: EViews Estimation 
