Abstract-Utilizing internal dynamic processes in memristors may allow the devices to process temporal data natively. In this letter, we show the ability of second-order memristors to process information in the time domain, and discuss a memristive STDP network that can learn and classify temporal as well as classical data patterns.
I. INTRODUCTION
N EURAL computing shows an extraordinary ability to process cognitive-based tasks, with a better accuracy, speed, and energy consumption compared to classical approaches [1] , [2] . Such computing strategies are inspired by the human brain, which is the most optimal known cognitive machine. Naturally, a more biologically-inspired network realization should in principle lead to a more optimal cognitive processing system. However, this is not always the case because of various challenges facing biologically-inspired neural networks. Typically, the enormous number of required synapses is the primary challenge for any practical neural system, where ultimately the human brain is estimated to have more than 10 14 synapses. The recent advances of memristive crossbar arrays offer a promising approach to realize such neural networks [3] , [4] . A single memristor device can mimic the synapse, while the crossbar structure provides the desired synaptic density and connectivity.
The other significant challenge is how to implement bioinspired plasticity rules using optimal circuitry. For instance, spike-timingdependent plasticity (STDP) is considered a fundamental synaptic modification rule that underlies learning and memory abilities of the brain [5] . In the STDP case, the data is represented using spikes, and the relative timings of the spikes introduce learning to the networks. This type of data encoding and synaptic plasticity should lead to energy efficient and stable neural computing. For example, recent studies using a simplified STDP rule show it is possible to extract complex features such as car trajectories on a freeway [6] . However, conventional STDP implantations treat memristors as a simple memory element, and carefully engineered overlapping pulses are used to program the device [7] . Such behavior is utilized because of the absence of a local internal parameter that accounts for timing information. This problem was solved with the discovery of 2 n d order memristors, which offer a bio-realistic approach to emulate biological plasticity rules [8] .
In this letter, we analyze the ability of 2 n d order memristor devices to naturally process temporal events, allowing learning and classification of information in the time domain. Here, we demonstrate that a network based on 2 n d order memristors can learn and classify temporal and static data sets. We show that the proposed spiking neural network can learn different motion speeds and classify them correctly, using learned temporal features. The proposed temporal learning methods are guided by the dynamics and characteristics of 2 n d order memristors and their natural ability to implement STDP response.
II. SECOND ODER MEMRISTORS
Memristors have been intensively studied for neuromorphic application since they enable artificial synapses by implementing both learning and memory together in one device [7] . Analogous to a biological synapse where the combined electrical and chemical signals encode and transfer information, a memristor updates its weight through internal ionic processes driven by external stimulation. Moreover, 2 n d order memristors mimic the Ca 2+ dynamics effect of biological synapses using a secondary internal state variable, which is the temperature (T) in the case of our fabricated devices. Fig. 1 shows 2 n d order effect demonstration using one of our fabricated devices, where the device expresses a stronger response to the applied voltage bias in the case of elevated internal temperature. Briefly, the relatively timing between the pulses (spikes) determines the local temperature, which in turn strongly affects the ionic drift and diffusion processes during subsequent programming events [8] . The rise of 1536-125X © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information. T with the pulse and decay after pulse removal provides a Ca 2+ -like internal dynamic process and provides a simple and native means to encode timing information. The device consists of two inert Pd electrodes (40 nm) and a TaO x /Ta 2 O 5 switching layer (40 nm/5 nm). In a crossbar a memristor is formed at every crosspoint, which allows extremely dense artificial synaptic connections.
III. SECOND ORDER STDP SYSTEM
STDP enables plasticity learning based on the relative timing between the pre-and postsynaptic neuron spikes. In the case of correlated spikes, where the postsynaptic firing occurs after the presynaptic one, the synapse tends to undergo a long-term potentiation (LTP). Otherwise, for uncorrelated spikes where the postsynaptic firing occurs first, long-term depression (LTD) is induced. Additionally, the temporal correlation decides the strength of synaptic weight changes. Here, 2 n d order devices allow using uniform and non-overlapping spikes to achieve STDP as presented in [8] . Such unique ability to natively emulate the STDP behavior eliminates the need for various overhead circuitry used with first-order devices, such as spike shape modulators. Fig. 2 shows the proposed STDP system structure, which can be utilized for either temporal or static learning. The inputs are represented using spiking patterns at the presynaptic side of the network. On the other end of the array, the pos-neurons integrate the columns' current over time and fires when the accumulated charge passes a threshold. To test the underlying concepts presented in this work, we build a 2 n d order memristor STDP simulator that utilizes the physically accurate device properties as discussed in [8] . The system was first trained using the classical MNIST dataset to verify its learning capabilities using regular, static inputs. The results are shown in Fig. 3 and demonstrate the network's capability to learn desired features using the 2 n d order memristors and the STDP learning rule. 
IV. TEMPORAL LEARNING
The advantage of the 2 n d order memristor network is more clearly demonstrated in its ability to learn and analyze temporal inputs. Here, we train our network to learn the speed of moving objects and classify them accordingly. The network setup consists of 128 input neurons (for 1 × 128 pixels video frame) and seven output neurons. During each training cycle, the network is exposed to 123 frames containing the video of the moving object. This object is a white pixel that scans from the left to the right of the frame with different speeds. Fig. 4 shows a temporal learning scenario, where the pixels of each video frame are fed to the input (presynaptic) neurons. During each frame, the input neurons at locations that represent the moving object position will fire. Here for the sake of simplicity, we utilized an object represented by a white pixel moving over a dark background. Initially, the presynaptic firings increase the local temperature of their corresponding synapses [ Fig. 4(a) and (b) ]. The elevated temperature decays over time and form a shadow of the passed object. At the other side of the network, current accumulated at the output (postsynaptic) neurons causing them to fire after the integrated charges exceed the neuron's threshold. With the postsynaptic neuron firing, LTP is initiated in the synapses already preheated by the presynaptic firing, since the post-neuron spike arrived after the pre-neuron spike (Fig. 4(c) ). Note the post-neuron current also heats devices in the column (Fig. 4(c) ). Afterward, as the moving object triggers the firings of input neurons down its path, LTD is introduced to the synapses already preheated by the post-neuron firing, since the post-neuron spike has arrived before the pre-neuron spike for these devices (Fig. 4(d) ). However, this effect only occurs within the window of the temperature decay time constant. After a device's temperature has decreased sufficiently LTD will not be initiated and the input neuron firings will again only have a heating effect (Fig. 4(e) ). This cycle then continues until a new postsynaptic firing event that introduces LTP and heating effects (Fig. 4(f) ). The STDP formed LTP-LTD imprints create a unique pattern that represents the learned temporal information. While LTP imprints resemble the speed of the moving object, the LTD adds uniqueness to each learned pattern. This creates an unique feature for each speed. Such features additionally prevent speed multiples from being misclassified, e.g., speeds 2 and 4. Moreover, the LTD imprints act as pivots to prevent pattern shifting in case of overlearning. Collectively, the temporal learning aspects cannot be realized without the aid of the 2 n d order memristor effects. For instance, the moving object shadow and the imprints require two state variables to represent, which are the conductance and the temperature in our case. Moreover, the state variable representing the temperature needs to decay with time to allow the interleaving LTP-LTD imprints.
A. Learning Mechanism

B. Results
To verify the proposed learning mechanism, we simulated temporal learning using the presented 2 n d order spiking neural network. Each of the network's receptive fields is taught using a different moving object speed, where the receptive field was initialized with random data as presented in Fig. 5(a) . The network is trained in a supervised STDP fashion, where only the neuron of the right speed label is allowed to fire, while the firing timing and the weight updates are based on the naturally implemented STDP rule discussed earlier. To ensure the sustainability of the learned pattern, each receptive field is exposed to 184.5 k frames (123 frames × 1.5 k iterations). As expected, each of the receptive fields learned a unique pattern that represents a particular speed, as shown in Fig. 5 . The simulations results verify that the receptive fields represent learned unique features representing various motion speeds. It should be noted here that the left side of each pattern has an additional LTP imprint, since initially, the learning starts with LTP imprints without any residual LTD to suppress it. Finally, to suppress any residual noise from the initial state of the receptive field, we enforce a low-frequency pseudo-LTD pulse each 10 k frames.
The learned features allow the correct classification of motions of incremental and multiplicative speeds as presented in Fig. 6 . The network is asked to classify movements of different speeds before and after the Fig. 6 . Neurons firing before and after training the network. After learning, the network is capable of correctly classifying the speed of the motion in each test video. Each test set contains 123 frames representing a particular movement speed, and the first neuron to fire is considered the winner for each set.
learning stage. The first postsynaptic neuron to fire is considered the winner and should represent the correct classification. Initially, the network expressed random firing but after the learning stage, the system responded correctly to each of the test videos, as shown in Fig. 6 .
V. CONCLUSION
We demonstrated the ability of 2 n d order memristor networks to learn and classify temporal inputs. The presented network was able to classify various motion speeds from successive video frames and classified them accurately. Such ability to naturally process temporal information in second-order memristors can potentially lead to a new set of interesting neuromorphic applications.
