Abstract. In this article, the logarithmically complete monotonicity of the
Introduction
It is well known that the classical Euler's gamma function Γ can be defined for x > 0 as Γ(x) = ∞ 0 e −t t x−1 d t. The digamma or psi function ψ is defined as the logarithmic derivative of Γ and ψ (i) for i ∈ N are called polygamma functions. Recall [26] that a function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (−1) n f (n) (x) ≥ 0 for x ∈ I and n ≥ 0. Recall [2, 13, 20, 21, 22, 23] also that a function f is called logarithmically completely monotonic on an interval I if f has derivatives of all orders on I and its logarithm ln f satisfies 0 ≤ (−1) k [ln f (x)] (k) < ∞ for all k ∈ N on I. For our own convenience, the sets of the completely monotonic functions and the logarithmically completely monotonic functions on I are denoted respectively by C [I] and L [I] . In [2, 20, 21] 
, it has been proved that L[I] ⊂ C[I]. For more information on the classes C[I] and L[I]
, please refer to [2, 13, 20, 21, 22, 23] and the references therein.
The first and second Gautschi-Kershaw inequalities [5, 7, 9, 24] state that
and
for s ∈ (0, 1) and x ≥ 1.
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In [15] , among other things, the increasing monotonicity of [Γ(s)/Γ(r)] 1/(s−r) for s > 0 and r > 0 and inequality
for s > r > 0 were obtained.
Inequalities (1), (2) and (3) give the lower and upper bounds for the well known Wallis' ratio Γ(x + 1)/Γ(x + s).
In [3] , it was proved that the functions
for s ∈ (0, 1). Let s and t be nonnegative numbers and α = min{s, t}. In [5, Theorem 5] and [24] , the result (5) was generalized to
In [14, 18] , the monotonicity of the function
for real numbers α and β with (α, β) ∈ {(0, 1), (1, 0)} and α = β was established, and then the paper [10] considered the logarithmically complete monotonicity of the more general function
for x ∈ (−ρ, ∞), where a, b and c are real numbers and ρ = min{a, b, c}, and obtained the following conclusions:
These (logarithmically) complete monotonicity mentioned above can be applied to acquire the best bounds in Gautschi-Kershaw's inequalities (1) and (2) . For more detailed information, please refer to [4, 5, 6, 7, 8, 9, 10, 11, 12, 15, 16, 17, 19, 24, 25] and the references therein.
The main aim of this article is to generalize the logarithmically complete monotonicity (6) . The main result of this paper is the following Theorem 1.
Theorem 1. Let a, b and c be real numbers and ρ
for x ∈ (−ρ, ∞). Furthermore, let θ(t) be an implicit function defined by equation
in (−∞, ∞). Then θ(t) is decreasing and tθ(t) < 0 for θ(t) = t, and
where
Remark 1. The numerical computation of θ(t) defined by (10) can be carried out by using the well known software Mathematica 5.2, for example, as follows:
As an application of Theorem 1, the following inequalities are obtained. 
for x ∈ (−ρ, ∞) and
for x ∈ [δ, ∞) are valid, where δ is a constant greater than −ρ. (13) and (14) are reversed.
As a direct consequence of Theorem 2, the best lower and upper bounds for Wallis's ratio Γ(x + 1)/Γ(x + s) are established below, which improve the second Gautschi-Kershaw's inequality (2) and inequality (3).
Theorem 3. Let θ(t) be defined by (10), p(t) = t − θ(t − 1) in (−∞, ∞) and p

−1 stand for the inverse function of p. Then inequalities
for x ∈ (−s, ∞) and 
This shows that 0.5 < p −1 (s) < 1 for s ∈ (0, 1) approximately.
Proofs of theorems
Proof of Theorem 1. It is well known [1] that
For b = a, taking the logarithm of the function F a,b,c (x), differentiating and using (17) yields
for u > 0 and (α, β) ∈ R 2 with α = β. It is easy to see that the function e t − t is decreasing in (−∞, 0) and increasing in (0, ∞). See Figure 1 . Consequently, if α ≥ 0 and β ≥ 0, the function h α,β (u) is positive in (0, ∞) ; if 0 ≥ α and 0 ≥ β, the function h α,β (u) is negative in u ∈ (0, ∞). Let θ(t) be defined by (10) . It is
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The proof of Theorem 1 is complete.
Proof of Theorem 2. For a and b being two constants, as x → ∞, the following asymptotic formula is given in [1, p. 257 and p. 259]:
In [17] , it was proved that ψ( 
in (0, ∞). Utilization of (19) and (20) leads to
Hence, if (a, b, c) ∈ D 1 (a, b, c), then F a,b,c (x) > 1 which is equivalent to inequality  (13); if (a, b, c) ∈ D 2 (a, b, c), then F a,b ,c (x) < 1 which is equivalent to the reversed inequality of (13) . Let δ be a constant greater than −ρ.
, which is equivalent to the reversed inequality of (14) . The proof of Theorem2 is complete.
Proof of Corollary 3. Taking a = 1 and b = s ∈ (0, 1) in (13) and (14) 
