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Метод распознавания состояния групповой  
воздушной цели на основе модели  
со случайной скачкообразной структурой  
в интересах повышения эффективности  
бортовой радиолокационной станции истребителя
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Рассматривается задача фильтрации функционально-связанных координат и распознавания 
состояния групповой воздушной цели в интересах расширения информационных 
возможностей и повышения точностных характеристик бортовой радиолокационной 
станции истребителя. Разработан новый метод распознавания состояния групповой 
воздушной цели, реализуемый в алгоритме на основе модели со случайной скачкообразной 
структурой, отличающийся от существующих учетом дополнительной априорной 
информации о динамике состояний.
Ключевые слова: групповая воздушная цель, метод распознавания, система со случайной 
скачкообразной структурой.
Введение
В варианте концепции всестороннего распознавания состояний воздушных целей (ВЦ) [1] 
отмечается, что для поддержки принятия решений летчиком и оптимизации наведения ракет 
существует острая необходимость в расширении информационных возможностей бортовой 
радиолокационной станции (БРЛС) истребителя.
Однако тактические характеристики БРЛС современных истребителей позволяют распо-
знавать лишь тип летательного аппарата (ЛА) из класса «самолет с турбореактивным двигате-
лем (ТРД)», численный состав группы до 10 целей, а также факты пуска ракет, что представ-
ляется недостаточным в сравнении с реальными вариантами воздушно целевой обстановки, 
включающими следующие состояния воздушных целей [1]:
Для одиночной ВЦ:
класс по принципу «ЛА с турбореактивным двигателем – ЛА с турбовинтовым двигателем – 
вертолет – ракета»;
тип воздушной цели;
характер полета по принципу «стационарный полет – маневр».
Для групповой ВЦ (ГВЦ):
численный состав группы;
типовой состав группы;
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характер полета элементов ГВЦ по принципу «стационарный полет – маневр в группе – маневр 
составом группы»;
функциональное назначение самолетов в группе по принципу «ведущий – ведомый» в основ-
ных формах боевого порядка «пеленг», «клин», «фронт».
Для разделяющейся ВЦ:
факт разделения;
класс разделяющихся ВЦ по принципу «пилотируемый ЛА – авиационные средства пораже-
ния (АСП)»;
характер разделения группы по принципу «разделение по скорости – по направле-
нию».
Для пилотируемых ЛА:
численный состав по принципу «сколько отделилось ЛА – сколько осталось ЛА в груп-
пе»;
характер полета каждой группы по принципу «стационарный полет – маневр в группе – маневр 
составом группы»;
при стационарном полете каждой группы: типовой состав; функциональное назначение («веду-
щий – ведомый» в формах боевого порядка «пеленг», «клин» «фронт».
Для АСП:
класс АСП по принципу «ракета – бомба»;
количество отделившихся АСП;
направление полета ракеты по принципу «на меня – не на меня»;
время, оставшееся до точки встречи ракеты с истребителем в случае ее наведения «на 
меня».
Важность и необходимость наличия этой информации на борту истребителя подтвержда-
ется результатами анкетирования летного состава [1].
Таким образом, тактические характеристики современных БРЛС не в полной мере соот-
ветствуют предъявляемым требованиям.
Результаты летно-экспериментальных исследований и анализ информационных свойств 
радиолокационных сигналов, отраженных от реальных ВЦ, позволили выявить устойчивые 
информационные признаки, подтверждающие принципиальную возможность распознавания 
требуемых состояний [2].
Специфической особенностью решения задачи распознавания в вышеупомянутом смысле 
выступает необходимость на основе одних и тех же результатов наблюдений совместно вы-
нести два решения – указать одно из возможных состояний ГВЦ и оценить функционально-
связанные координаты (ФСК). При этом под ФСК понимаются дальности до элементов ГВЦ, 
радиальные скорости и ускорения взаимного сближения самолетов группы и истребителя-
носителя БРЛС. Отмеченная особенность предопределила применение в «многогипотезном» 
подходе положений теории совместного оценивания и различения сигналов [3], позволившее 
учесть зависимость как размерности вектора фазовых координат, подлежащего оцениванию, 
так и его состава от состояний ГВЦ.
Основным недостатком алгоритмов [4], синтезированных при байесовском критерии опти-
мальности, является отсутствие подхода к нахождению совместной апостериорной плотности 
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вероятности векторов ФСК и состояния ГВЦ, на которой основывается получение оценок этих 
векторов.
Основным недостатком алгоритмов [5], построенных на многогипотезной калмановской 
фильтрации, служит то, что оценки, получаемые на их основе, не оптимальны в смысле [3].
Также следствием применения в «многогипотизном» подходе теорий линейной калманов-
ской фильтрации и теории совместного оценивания и различения сигналов признаны следую-
щие ограничения и допущения:
не учитываются априорные сведения о динамике распознаваемых состояний ГВЦ;
не учитывается дополнительная статистическая взаимосвязь между ФСК и состоянием 
ГВЦ;
линейность моделей полета ГВЦ и БРЛС как системы наблюдения, положенных в основу син-
тезированных алгоритмов;
при решении задачи фильтрации не рассмотрены такие реальные динамические свойства из-
мерителей, как инерционность, форсирование и запаздывание;
не рассматривается возможность комплексирования информации от измерителей ФСК и ин-
дикаторов состояния ГВЦ, в том числе отличных по физическим принципам от радиолокаци-
онных.
Таким образом, перспективные методы и алгоритмы [2, 4–6] распознавания не в полной 
мере способны реализовать потенциальные возможности БРЛС по достоверности и количеству 
получаемой в результате распознавания информации.
Возможным путем устранения отмеченных ограничений является моделирование полета 
ГВЦ и смены ее состояний как системы со случайной скачкообразной структурой (ССС), при-
менение рекуррентных алгоритмов [7].
Цель статьи – разработать метод распознавания состояния групповой воздушной цели, 
реализуемый в алгоритме на основе модели со случайной скачкообразной структурой в инте-
ресах расширения информационных возможностей и повышения точностных характеристик 
бортовой радиолокационной станции истребителя.
Для этого необходимо решить следующие частные задачи:
синтезировать при байесовском критерии оптимальности общий алгоритм совместного тра-
екторного сопровождения функционально связанных координат и распознавания состояния 
системы «ГВЦ – БРЛС – индикатор – истребитель» со ССС;
синтезировать оптимальный алгоритм совместного траекторного сопровождения и распозна-
вания состояния ГВЦ, представленной системой со ССС.
Как правило, метод распознавания включает алфавит классов, словарь признаков и ре-
шающее правило. При этом новым является метод, отличающийся от известных хотя бы одним 
элементом из этой совокупности.
В дальнейшем предполагается, что алфавит классов и словарь признаков заимствованы из 
метода распознавания, основанного на многогипотезном калмановском подходе [2, 4–6], а но-
визну разрабатываемого метода составляет новое решающее правило (алгоритм), основанный 
на модели со ССС.
Также предполагается, что время полета ГВЦ в одном состоянии значительно превосходит 
время ее переходного процесса в другое состояние.
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Синтез при байесовском критерии оптимальности алгоритма  
совместного траекторного сопровождения функционально связанных координат  
и распознавания состояния системы «ГВЦ – БРЛС – индикатор – истребитель»  
со случайной скачкообразной структурой
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – истребитель» [8] со ССС со 
следующей математической моделью:
для динамики ФСК
синтезировать оптимальный алгоритм совместного траекторного 
сопровождения и распознавания состояния ГВЦ, представленной системой со 
ССС. 
Как правило, метод распознавания включает алфавит классов, словарь при-
знаков и решающее правило. При этом новым является метод, отличающийся от 
известных хотя бы одним элементом из этой совокупности. 
В дальнейшем предполагается, что алфавит классов и словарь признаков за-
имствованы из метода распознавания, основанного на многогипотезном калма-
новском подходе [2, 4–6], а новизну разрабатываемого метода составляет новое 
решающее правило (алгоритм), основанный на модели со ССС. 
Также предполагается, что время полета ГВЦ в одном состоянии значитель-
но превосходит время ее переходного процесса в другое состояние. 
 
Синтез при байесовском ритерии оптимальности алгоритма совмест-
ного траекторного со ровождения функционально связанных оординат и 
распознавания состояния системы «ГВЦ – БРЛС – индика ор – истребитель» 
со случайной скачкообразной структурой 
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оценки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
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 (1)
для их измерений в БРЛС и вспомогательных измерителях
с нтезировать оптимальный алгоритм совместного траекторного 
сопровождения и распознавания состояния ГВЦ, представленной системой со 
ССС. 
Как правило, метод распознавания включает алфави  классов, словарь при-
знаков и решающее правил . При этом н вым является метод, отличающийся от 
извест ых хотя бы одним элементом из этой совокупности. 
В дальнейшем редполагается, что алфавит класс в и словарь признаков за-
имствованы из метода распознавания, основанного на многогипо езном калма-
новском подходе [2, 4–6], а новизну разрабатываемого метода составляет новое 
решающ е равило (алгоритм), основанный на модели со ССС. 
Также предполагается, что время полета ГВЦ в д ом состоянии значитель-
но превосходит время ее пе еходного процесса в другое состояние. 
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р сп знавания состояния сис емы «ГВЦ – БРЛС – индикатор – истребитель» 
со лучайной скачкообразной структурой 
Рассм трим обобщенную систему «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой го оц ки, для которой мин мален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
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(2)
для динамики состояния ГВЦ
синтези ать опт мальный алгоритм совместного раекторного 
сопровождения и распознавания состоя  ГВЦ, предст ленной системой со 
ССС. 
Как пр вило, м т  распознавания включает алфавит клас ов, сл варь при-
знаков и реш ющ е правило. Пр  этом новы является метод, тл чающ йся от 
известных хотя бы одним эле ентом из этой овокупности. 
В дальнейшем предполаг ется, что алфавит классов и словарь признаков за-
имствов ны из метода распознавания, ос ован ого н  мн гогипотезном калма-
новском подходе [2, 4–6],  новизну азрабатыв емого метода авляет овое 
решающе  правило (алго итм), основанный на одели со ССС. 
Также предполагае ся, что время п л та ГВЦ в одном состоянии значитель-
но превосходи  время ее п реходного процес а в друго  состояние. 
 
Синтез пр  байес вск м критерии оптимальн сти алг ритм  овмес -
ного траекторного сопр в жде  функционально связанных координат и 
распознавания состояния системы «ГВЦ – БРЛС – индикатор – истребитель» 
со случайной скачко бразной труктурой 
Рассмо м обобщенную систему «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оценки, ля которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
 (3)
для индикатора состояния обобщенной системы
синтезирова ь оптималь ый алгоритм совместн го траекторного 
сопровождения и распознавания состояни  ГВЦ, пр дставленной с стем й со 
ССС. 
Как правило, мет д р споз а ания ключает алфавит кл ссов, ловарь при-
знак в и решающее правило. Пр  э ом новым я ляется метод, отличающийся от 
известны  хотя бы дним элементом из э ой сов купнос и.
В дальнейшем предполагается, что лф ви  кл сс в и словарь признаков за-
имствованы из метода распозн вания, ос ова ног  н  многогипотезном калма-
но ском п дходе [2, 4–6], а визну разр батываемого мет да составляет ново  
решающ е пр в ло (алг ритм), основ нный на модели со ССС. 
Также пред олагае ся, ч  время полета ГВЦ в одном состоянии значитель-
но пр восходит время ее пер х дного проц сса в другое состоян е. 
 
Синтез при айес вском ритерии оптималь ости алгор тма совмест-
ног  траек р ого сопровожден я ф нкцио ально связанных координат и 
аспознавания состояния системы «ГВЦ – БРЛС – индикатор – истребитель» 
со с учайной скачкообразн й р ктурой 
Рас мотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической моделью: 
для динам ки ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерен й в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динам ки состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправ яемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
k rzsxRsx
kk
= , (7) 
заключается в определении такой го оценки, для к торой м нимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
 (4)
для неуправляемых случайных возмущений и помех
синтезировать оптим льный лг ритм со местного трае торн го 
сопровожде ия  распознавания состоян я ГВЦ, представленной системой со 
ССС. 
Как правило, метод распознавания включает лфавит кла с в, словарь при-
знаков и решающее прав ло. При этом вым являет я ет д, личающийс  от 
известных хотя бы одним эл ентом из этой с окупн ст . 
В дальн йшем предпол гается, что лфавит классов и сл в рь приз ак в а-
имствованы из етода распознавания, снованного на мн гогип тезном калма-
новском подх де [2, 4–6], а новиз у разрабаты аем го то а ставляе  нов е 
решающее прав ло (алгоритм), снов нный на моде и с  ССС. 
Также едп лага тся, что р м полета ГВЦ в одном состоя ии з чи ель-
но превосх дит время е переходного процесса в другое состоян е.
 
Си тез при б есов м к итерии оп и альности алгоритма совмест-
ного траекторного опровождения фу кционально связанных координат и 
распознавани  состоян я си темы «ГВЦ – БРЛС – индикатор – истр битель» 
со случайной ск чк б азной структурой
Рассмотри  обобщенную истему «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в оп еделен и такой его оценки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
(5)
при начальных условиях
синтези о ать птим льный алго м совместного тра кторног  
сопров ждения и распознавания сос яния ГВЦ, пр дст ленной с стемой со 
ССС. 
Как правило, метод распознавания включ ет алф вит классов, словарь при-
знаков и решающее правило. При эт м ым является метод, тличающийся о  
известных хотя бы одн м эл м том из этой сов куп ти. 
В дальнейш м пред олага тся, что алфа ит кл ссов и сл варь признаков з -
имств ваны из м тода р спознава я, осн ван г  на гогип тезном к ма-
новском подходе [2, 4–6], а новизну раз абатываемого метода состав яет новое 
решающее правило (алгоритм), сн ван ый н модели о ССС. 
Т кже предпол г ет я, чт  время п л та ГВЦ в дн м сост яни  зн читель-
но прев сходи  время ее пе ех дного процесса в другое со тояние.
 
Синтез при б йе вском критерии птимально ти лгоритм  совме -
ного тр екторного сопр вожд ния функционально связанных ко рдинат и 
распознавания со т ян я т мы «ГВЦ – БРЛС – индикатор – истребитель» 
со случ йной скачко разной структурой 
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
истребите ь» [8] со СС  со следующей математической оделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерен й в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной систе ы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных ус ови х 
 ).,( 000 sxf  (6) 
Оптимальная ценка составного вектора ),( kk sx  функционально-связан  
коорд нат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оценки, для кото ой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
 (6)
Оптимальная оценка составного вектора (xk, sk) функционально-связанных коорд нат xk и 
состояния ГВЦ sk на осн ве наблюдений БРЛС, вспомогательных измерителей 
синтезировать оптимальный алгоритм совместного траекторного 
опр в ждения и распознавания состояния ГВЦ, представленной системой со 
ССС. 
К к пр вило, метод распознавания включает алфавит классов, словарь при-
знаков и решающее пр вило. При этом новым является метод, отличающийся от 
известных хотя бы одним элементом из этой совокупности. 
В дальнейше  предполагается, что алфавит классов и словарь признаков за-
ств ваны и  мет да распознавания, основанного на многогипотезном калма-
нов ком подходе [2, 4–6], а новизну разрабатываемого метода составляет новое 
решающее пр в ло (алгоритм), основанный на модели со ССС. 
Также предполагается, что время полета ГВЦ в одном состоянии значитель-
но п евос одит время ее переходного процесса в другое состояние. 
Син ез п и байесовском критерии оптимальности алгоритма совмест-
н го траекторного сопровождения функционально связанных координат и 
распозн вания состояния системы «ГВЦ – БРЛС – индикатор – истребитель» 
со случайной скачкообразной структурой 
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
стребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при ачальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка составного вектора ),( kk sx  функционально-связанных 
к ординат kx  и состоя ия ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байес вском кр терии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключ ется в определении такой его оценки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
 
и индикатора 
синтезировать о тимальный алгоритм совместн го траек орного 
сопровождения и распознавания сос яния ГВЦ, представленной и темой  
ССС. 
Как правило, метод расп знавания включ ет алфавит кл ссов, словарь пр -
знаков и решающее правило. При этом н вым яв яе ся етод, отличающийся т 
известных хотя бы о ним элем нтом из э й с вок п сти. 
В дальней ем д олагается, что алфавит кла с и сл варь признак в за-
имствованы из метода рас ознав ния, с о нного на м огогипотез кал а-
новском подходе [2, 4–6], а н визну р з аб ты м г  мет а со т вляет н в е
решающее правило (алго итм), ос ванный а мо л  с ССС. 
Также предполагается, ч о вр мя полета ГВЦ  дном состояни  з читель-
но превосходит время е  перех дног  п оцесса в друго  сост ян е. 
 
Синтез при б й с вском ритерии пт маль сти горитма совм с -
ного траект рн го сопр в жден я функциональ о связ нных координат и 
распознавания состояния си емы «ГВЦ – БРЛС – индикатор – истребитель» 
со случайной ка кообразной структурой 
Рассмотрим об бщенную ист м  «ГВЦ – БРЛС – индикатор – 
истребитель» [8] со ССС со следующей математической оделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,( 1111 kkkkkkkkk zsxrsxz ζψ ++++ =  (2) 
для динамики состоян я ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния об бще ной си темы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляемых случайн х возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка ав ого век ора ),( kk sx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе аблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском критерии оптимальности 
 ),;,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оценки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значение выбранной функции 
потерь по а стериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
на интервале [0, k], при байесовском критерии оптимальности
синтезировать оптимальный алгори м совместного траекторного 
сопровожден я  распознава я состояния ГВЦ, представленно  системой со 
ССС. 
Как правило, метод расп знаван  включает а фавит классов, словарь при-
знаков и решающее прави о. При эт м новы  яв яется метод, отличающийся от 
известных хотя бы одни  элементом из этой с в куп ости. 
В дальнейше  предполагается, чт  а фав т классов и словарь признак в за-
имствованы из мет да распоз авания, с ва н г  на м огог п тезно  калма-
новском подх е [2, 4–6], а новизну раз абатываем го ет да составляет новое 
решающее правило (алгор тм), осн ванный на модели с  ССС. 
Также пр дполагается, что время полета ГВЦ в д ом состоянии значитель-
но превосходит время ее переходного процесса в другое состояние. 
 
Синтез п  ба есовском критерии опт маль ости алго тма совмест-
ного траекторного сопровождения фу кционально связанных координат и 
распознава  с стояния системы «ГВЦ – БРЛС – индикатор – истребитель» 
с  слу айной скачкообразной структурой 
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
стребитель» [8] со ССС со следующей математической моделью: 
для динамики ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерен й в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состоя ия обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
для неуправляем х случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптимальная оценка состав го вектора ),( ksx  функционально-связанных 
координат kx  и состояния ГВЦ ks , на основе наблюдений БРЛС, вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 , при 
байесовском кр те  оптимальн сти 
 );,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оценки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (среднее значе ие выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
s x
kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
(7)
заключается в пр делении такой его оц ки, для кот рой м ален апостериорный риск 
синтезиров ть о тим ль ый алгор тм совм стног  раекто ног  
сопров ждения и р споз ав ния с тояни  ГВЦ, предс авленной и темой со 
ССС. 
Как правило, метод расп зн в ния включ ет а фавит классов, слова ь пр -
знаков и ре а ее прав л . При э  н вым вляется метод, отличающий я от 
известн х хотя бы им эле нт м из этой сов купности.
В даль йше  пре полага тся, чт  алфавит кла сов и сл в рь при ак  за-
имство аны из мет а распознаван я, снов н на многог п езном калма-
н вском подходе [2, 4–6], а новизну разраб тываем г  метода со тав я т н  
реш ющее правило (алг р м), сн а ный на м дел со ССС.
Также предп лагается, чт  время п л та  в од ом с тоянии з ачит ль-
н  пре о ходит время ее п р х дног процесса в другое со ояние. 
 
С нтез при байе вск м кри е ии опт альн сти алг р тма с вмест-
ног  траект рн г  опр в жд ия функциональ  связа ных коо д ат и
р познав ния со тояния си темы «ГВЦ – БРЛС – инд катор  стребитель» 
со луч йн й скачкообразной структурой 
Рассм трим б щенную си те у «ГВЦ – БРЛС – индикатор – 
истребите ь» [8] со ССС со ледующей математической мод лью: 
для динамик  ФСК 
 ),,,( 11 kkk sxsx ξϕ ++ =  (1) 
для их измер ний в БРЛС и всп м гательных измерителях 
 ),,,,,( 1111 kkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамик  со тояния ГВЦ 
 ),,|( 1 kk sxsq +  (3) 
для индикатора с тояния об щенно  си темы 
 ),,,,,,|( 1111 kkkkkk rzsxsxr ++++π  (4) 
для неуправ яемых с учайных возм щений и по ех 
 ),,( kk ζξΦ  (5) 
при нач льны  условиях 
 ).,( 00 sxf  (6) 
Оптимальная оценка со тавног  вект ра ),( k sx  функциональ о-связан ых 
координа  kx   со тояния ГВЦ ks , на основ  набл де ий БРЛС, вспом гательных 
измерител й kk zzz ,,, 10,0 K=  и ндикатора kk rrr ,,, 10,0 K=  на интерв л  [ ]k,0  п и 
байесовском критерии оптимальности 
 ),;,(infarg),ˆ( ,0,0
,
б kkk
sx
k rzsxRsx
kk
= , (7) 
заключа тся в оп ед л нии так й го оценки, для кот р й мин мален 
апостериорный риск ),;,( ,0,0 kkk rzsxR  (среднее значение выбра ной функции 
потерь по апостери р й плотности вероятности  [3], опред ляемый ка  
 kkkk
s x
kkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) 
 (средне  значе ие выбранной ункци  потерь по апостериорной плотности 
вероятности) [3], определяемый как
синтезировать оптимальный алгоритм совместного траекторного 
сопровождения и распознавания состояния ГВЦ, представленной системой со 
ССС. 
Как правило, метод распознавания включает алфавит классов, словарь при-
знаков и решающее правило. При этом новым является метод, отличающийся от 
известных хотя бы одним элементом из этой совокупности. 
В дальнейшем предполагается, что алфавит классов и словарь признаков за-
имствованы из метода распознавания, основанного на многогипотезном калма-
новском подходе [2, 4–6], а новизну разрабатываемого метода составляет новое 
решающее правило (алгоритм), основанный на модели со ССС. 
Также предполагается, что время полета ГВЦ в одном состоянии значитель-
но превосходит время ее переходного процесса в другое состояние. 
 
Синтез при байесовском критерии оптимальности алгоритма совмест-
ного траекторного сопровождения функционально связанных координат и 
распознавания состояния системы «ГВЦ – БРЛС – индикатор – истребитель» 
со случайной скачкообразной структурой 
Рассмотрим обобщенную систему «ГВЦ – БРЛС – индикатор – 
стребитель» [8] со ССС со следующей математической моделью: 
для динамик  ФСК 
 ),,,,( 11 kkkkkk sxsx ξϕ ++ =  (1) 
для их измерений в БРЛС и вспомогательных измерителях 
 ),,,,,,,,( 1111 kkkkkkkkkk rzsxrsxz ζψ ++++ =  (2) 
для динамики состояния ГВЦ 
 ),,|( 1 kkkk sxsq +  (3) 
для индикатора состояния обобщенной системы 
 ),,,,,,|( 1111 kkkkkkkk rzsxsxr ++++π  (4) 
дл  неуправляемых случайных возмущений и помех 
 ),,( kkk ζξΦ  (5) 
при начальных условиях 
 ).,( 000 sxf  (6) 
Оптималь ая ценка составного вектора ),( kk sx  функционально-связанных 
к ординат kx   сост яния ГВЦ ks , на основе наблюдений БРЛС  вспомогательных 
измерителей kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на ин вале [ ]k,0 , при 
байесовском критерии оптимальности 
 );,(infarg)ˆ,ˆ( ,0,0
,
б kkkk
sx
kk rzsxRsx
kk
= , (7) 
заключается в определении такой его оц нки, для которой минимален 
апостериорный риск ),;,( ,0,0 kkkk rzsxR  (ср днее значение выбранной функции 
потерь по апостериорной плотности вероятности) [3], определяемый как 
 kkkkk
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kkkkkkkk dxrzsxfsxsxrzsxR
k k
),|,(),;,(),;,( ,0,0,0,0 ∑ ∫Π= , (8) (8)
где гд ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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ункция потерь, характеризующая потери при использовании це-
нок 
где ),;,( kkkk sxsxΠ  – функция потерь, характериз ая потери пр  использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостерио ная плотн сть вероятности составного 
вектора состояни , включа щего вектор ФСК и вектор состояни  ГВЦ, при 
фикс рованном наблюдении ),( ,0,0 kk rz , которая определяется на осн вании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условн е распределени  в роятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фикс рованном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априо н е распределени  сигналов в БРЛС и 
инд каторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогн зируемо  (априо н е) распределени  
вероятности составного вектора состояни  ),( 11 ++ kk sx , при фикс рованном 
наблюдении ),( ,0,0 kk rz . 
На осн вании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрени  
норми ованные потери [4], равные нулю, при одн временном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из комп нент вектора ФСК или вектора состояни  ГВЦ оценена 
неверно, т  п тери должны б ть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосх дить некоторой 
величины ε , которая определяется ошибками сопр вождения фазовых координат. 
Исходя из этого н рми ованн я функция потерь для вектора состояний 
ГВЦ, состоящего из N  комп нент, и вектора ФСК, состоящего из M  комп нент, 
примет вид 
 ( )[ ]=−−−−=Π ∏∏
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, в то время, когда истинные значения в кторов ФСК и состоян й ГВЦ равны
(xk, sk);
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
 ( )[ ]=−−−−=Π ∏∏
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jj
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i
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 – апостериорная плотность вероятности составного вектора с стоя-
ния, включающего вектор ФСК и вектор состояния ГВЦ, при фиксированном наблюдении 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего ектор ФСК и вектор сос яния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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, кот рая определяется на основа ии формулы Байеса
– 655 –
Andrey A. Filonov, Andrey A. Skrynnikov… Method of the Discernment of the Condition of the Group Air Target…
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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 (9)
где 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,()|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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е ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,()|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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i
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  условное расп еделение в роятности вект ра наблю-
дения (zk+1, rk+1) при каждом фикси ованном значени  оцениваемого составного вект ра (xk+1, 
sk+1) и истории наблюдения 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятност  составного 
вектора состояния, включающего вектор ФСК  вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , кот рая опре еляется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состоян я ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть рав ы единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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; 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индик т ре; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вер ятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, состоящего из N  компонент, и вектора ФСК, состоящего из M  компонент, 
примет вид 
 ( )[ ]=−−−−=Π ∏∏
==
M
j
jj
N
i
sskkkk FFKsxsx ikik 11
11),;,( )()( εχ  
 – априо н е распределение сиг-
налов в БРЛС и индикаторе; 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего век о  ФСК и век ор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фик ированном значени  оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
и дикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
стинного знач ния вектора kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из этого нормированная функция потерь для вектора состояний 
ГВЦ, с стоящего из N  омпо нт, и вектора ФСК, состоящего из M  компонент, 
примет вид 
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 – прогнозируемое (априорное) распреде-
ление вероятности составного вектора состояния (xk+1, sk+1) при фиксированном наблюдении 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорна плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
формулы Байеса 
 == ++++++++ ),;,|,(),|,( ,0,011111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятности составного вектора с стояния ),( 11 ++ kk sx , при ф ова ном 
наблюдении ),( ,0,0 kk rz . 
На основании (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ определено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вект ра ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного з ачения вектора kx  и го ценки kx  не будет превосходи ь нек торой 
величины ε , которая определяется ошибками сопровождения фазовых координат. 
Исходя из э го нормированная функция по ер  для вектора сост яний 
ГВЦ, с стоящего из N  к мпон т, и вектора ФСК, с стоящего из M  компонент, 
примет вид 
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На основании (1)–(5) и марковского свойства случайного процесса [xk, sk, zk, rk] получаем
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в о время, огда истинные значен я векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего вектор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на осн вании 
формулы Байеса 
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектор  ),( 11 ++ kk sx  и истории наблюд я ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (априорное) распределение 
вероятност  сост вного вектора состояния ),( 11 ++ kk sx , при фикси ова ном 
наблюдении ),( ,0,0 kk rz . 
На основа ии (1)–(5) и марковского свойства случайного процесса 
[ ]kkkk rzsx ,,,  получаем 
 == ++++++++ ),;,|,(),|,( 11111,01,011 kkkkkkkkkk rzrzsxfrzsxf  
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одновременном выполнении сле-
дующих условий: 
вектор ФСК оценен правильно; 
состояние ГВЦ пределено правильно. 
Если любая из компонент вектора ФСК или вектора состояния ГВЦ оценена 
неверно, то потери должны быть равны единице. При этом правильная оценка 
вектора ФСК kx  будет иметь место только в том случае, когда модуль разности 
истинного значения век ра kx  и его оценки kx  не будет превосходить некоторой 
величины ε , которая определя тся ошибками сопровожде ия фазовых координат. 
Исходя из этого нормированная функция п терь для век ора состояний 
ГВЦ, состоящего из N  компо ент, и вектора ФСК, с стоящего из M  компонент, 
примет вид 
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Для определения функции потерь в формуле (8) введем в рассмотрение нормированные 
потери [4], равные нулю, при одновременном выполнении следующих условий:
вектор ФСК оценен правильно;
состояние ГВЦ определено правильн .
Если любая из компонент вектора ФСК или векто  с стояния ГВЦ оц н на неверно, т  
потери должны быть равны ед нице. При этом правильная оценка ектора ФСК xk будет им ть 
место только в том случае, когда модуль разности истинного значения вектора xk и его оценки 
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – апостериорная плотность вероятности составного 
вектора состояния, включающего ве тор ФСК и вектор состояния ГВЦ, при 
фиксированном наблюдении ),( ,0,0 kk rz , которая определяется на основании 
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
наблюдения ),( 11 ++ kk rz  при каждом фиксированном значении оцениваемого 
составного вектора ),( 11 ++ kk sx  и истории наблюдения ),( ,0,0 kk rz ; 
),|,( ,0,011 kkkk rzrzf ++  – априорное распределение сигналов в БРЛС и 
индикаторе; 
),|,( ,0,011 kkkk rzsxf ++  – прогнозируемое (апр орное) распределен е 
вероятности составного вектора состояния ),( 11 ++ kk sx , при фиксированном 
наблюдении ),( ,0,0 kk rz . 
На основан и (1)–(5) и марковского свойства случайного процесса 
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Для определения функции потерь в формуле (8) введем в рассмотрение 
нормированные потери [4], равные нулю, при одноврем н ом выполнении сле-
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е будет превосходить некоторой велич ны ε, которая определяется ошибками сопрово-
ждения фазовых координат.
Исходя из этого норм рован ая фу кц  потерь для вектора с стояний ГВЦ, состоящего 
из N комп нент, и в ктора ФСК, сост ящего из M компонент, примет вид
где ),;,( kkkk sxsxΠ  – функция потерь, характеризующая потери при использовании 
оценок ),( kk sx , в то время, когда истинные значения векторов ФСК и состояний 
ГВЦ равны ),( kk sx ; 
),|,( ,0,0 kkkk rzsxf  – ап ери рная плотность вероятности составного 
вектора состоян я, включающего вектор ФСК и вектор состояния ГВЦ, при 
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где ),,,|,( ,0,01111 kkkkkk rzsxrzf ++++  – условное распределение вероятности вектора 
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Д я опред л ния функции потерь в формуле (8) введем в рассмотрение 
нормированные п тери [4], равные нулю, при о но ременном выполнении сле-
дующих условий: 
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С учетом того, что первое слагаемое равно единице, 
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Интеграл в правой части отличен от нуля только при ε≤− jj FF , Mj ,1= , а 
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Подставляя формулу (10) в выражение (12), получаем 
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Из анализа выражений (12), (13) следует, что минимизация апостериорного 
риска достигается путем максимизации величины интеграла в правой части полу-
ченного выражения. В результате совместная оптимальная по критерию минимума 
апостериорного риска оценка б)ˆ,ˆ( kk sx  будет определяться как 
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С учетом того, что первое слагаемое равно единице, 
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Из ан лиза выражений (12), (13) следует, что минимизация апостериорного 
риска достига тся путем максимизации величины интеграла в правой част  полу-
ченного выражения. В результате совмес ная оптимальная по критерию минимума 
апостериорного риска оценка б)ˆ,ˆ( kk sx  будет определяться как 
 =
⎪⎭
⎪
⎬
⎫
⎪⎩
⎪
⎨
⎧
= ∫
+
−
+++++++
+
++
+
ε
ε
1
11
1
11,01,011б11 ),|,(supmaxarg)ˆ,ˆ(
k
kk
k
x
x
kkkkk
xs
kk dxrzsxfsx  
 
⎪⎭
⎪
⎬
⎫
⎪⎩
⎪
⎨
⎧
= +++
+
−
++++∫
+
++
+
1111111 ),|,(),,,|,(supmaxarg
1
11
1
kkkkk
x
x
kkkkkk
xs
dxrzsxfrzsxrzf
k
kk
k
ε
ε
. (14) 
 – символ Кронекера; 
 ( )∏∏
==
−−−=
M
j
jj
N
i
ss FFK ikik 11
)()(1 εχ , (11) 
где 
⎩
⎨
⎧
≠
=
=
, при ,0
, при ,1
ji
ji
Kij  – символ Кронекера; 
( )
⎩
⎨
⎧
≤
>
=
,0 при ,0
,0 при ,1
x
x
xχ  – функция Хэвисайда. 
В результате нормированный апостериорный риск примет следующий вид: 
( ) kkkkk
s x
M
j
jj
N
i
sskkkk dxrzsxfFFKrzsxR
k k
i
k
i
k
),|,(1),;,( ,0,0
11
,0,0 )()(∑ ∫ ∏∏ ⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
−−−=
==
εχ . 
−=∑ ∫
k ks x
kkkkkkkkk dxrzsxfrzsxR ),|,(),;,( ,0,0,0,0
( ) kkkkk
s x
M
j
jj
N
i
ss dxrzsxfFFK
k k
i
k
i
k
),|,( ,0,0
11
)()(∑ ∫ ∏∏ ⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
−−−
==
εχ . 
С учетом того, что первое слагаемое равно единице, 
( ) .),|,(1),;,( ,0,0
11
,0,0 )()( kkkkk
s x
M
j
jj
N
i
sskkkk dxrzsxfFFKrzsxR
k k
i
k
i
k
∑ ∫ ∏∏ ⎥
⎥
⎦
⎤
⎢
⎢
⎣
⎡
−−−=
==
εχ  
Интеграл в правой части отличен от нуля только при ε≤− jj FF , Mj ,1= , а 
множитель ∏
=
N
i
ss ik
i
k
K
1
)()(  отличен от нуля только при условии kk ss = . При выполне-
нии этих условий выражение преобразуется к виду 
 
{ }
∫∫
+
−≤−
−=−=
ε
εε
k
kkkk
x
x
kkkkkk
xxx
kkkkkkkk dxrzsxfdxrzsxfrzsxR ),|,(1),|,(1),;,( ,0,0
:
,0,0,0,0  (12) 
Подставляя формулу 10) в выражение (12), получаем 
×−= ++
−
++++ ),|,(1),;,( 11
1
1,01,011 kkkkkkkk rzrzfrzsxR  
 ∫
+
−
+++++++
+
+
×
ε
ε
1
1
1111111 ),|,(),,,|,(
k
k
x
x
kkkkkkkkkkk dxrzsxfrzsxrzf . (13) 
Из анализа выражений (12), (13) следует, что минимизация апостериорного 
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Из анализа выражений (12), (13) следует, что мини изация апостериорного 
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Из анализа выражений (12), (13) следует, что минимизация апостериорного 
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Из анализа выражений (12), (13) следует, что минимизация апостериорного 
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Из анализа выражений (12), (13) следует, что минимизация апостериорного 
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При условии унимодальности апостериорной плотности вероятности [4] на этапе сопрово-
ждения ГВЦ в (14) можно опустить знак интеграла. С учетом этого имеем
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из чего можно сделать вывод, что при выбранной нормированной функции по-
терь совместная оценка по критерию минимума апостериорного риска совпадает 
с оценкой по критерию максимума апостериорной вероятности. 
На основании теоремы умножения вероятностей 
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из чего следует, что получение оптимальной оценки составного вектора ),( kk sx  
ФСК kx  и состояния ГВЦ ks  на основе наблюдений ),( ,0,0 kk rz  при байесовском 
критерии оптимальности может осуществляться в три этапа: 
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На первом этапе находят условные оценки вектора ФСК (состояния ГВЦ) 
при фиксированном состоянии ГВЦ (фиксированных ФСК). 
На втором этапе определяется безусловная оценка состояния ГВЦ (ФСК) с 
учетом полученных условных оценок вектора ФСК (состояния ГВЦ). 
На третьем этапе вычисляют безусловные оценки вектора ФСК (состояния 
ГВЦ). 
Таким образом, синтезирован при байесовском критерии оптимальности 
общий алгоритм (15), (16) совместного траекторного сопровождения функцио-
нально связанных координат и распознавания состояния системы «ГВЦ – БРЛС – 
индикатор – истребитель» со случайной скачкообразной структурой, отличаю-
щийся от известного [4, 9, 10] введением дополнительного третьего этапа на-
хождения безусловных оценок, обобщением на случай произвольного количе-
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На первом этапе находят условные оценки вект ра ФСК (сост яния ГВЦ) 
при фиксированном состояни  ГВЦ (фиксир ванных ФСК). 
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из чего можно сделать вывод, что при выбранной нормированной функции по-
терь совместная оценка по критерию минимума апостериорного риска совпадает 
с оценкой по критерию максимума апостериорной вероятности. 
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На первом этапе находят условные оценки вектора ФСК (состояния ГВЦ) 
при фиксированном состоянии ГВЦ (фиксированных ФСК). 
На втором этапе определяется безусловная оценка состояния ГВЦ (ФСК) с 
учетом полученных условных оценок вектора ФСК (состояния ГВЦ). 
На третьем этапе вычисляют безусловные оценки вектора ФСК (состояния 
ГВЦ). 
Таким образом, синтезирован при байесовском критерии оптимальности 
общий алгоритм (15), (16) совместного траекторного сопровождения функцио-
нально связанных координат и распознавания состояния системы «ГВЦ – БРЛС – 
индикатор – истребитель» со случайной скачкообразной структурой, отличаю-
щийся от известного [4, 9, 10] введением дополнительного третьего этапа на-
хождения безусловных оценок, обобщением на случай произвольного количе-
 (16)
На первом этапе находят усл в ые оценки вектора ФСК (состояния ГВЦ) при фиксирован-
ном состоянии ГВЦ (фиксированных ФСК).
На втором этапе определяется безусловная оценка состояния ГВЦ (ФСК) с учетом полу-
ченных условных оц нок вектора ФСК (состояния ГВЦ).
На третьем этапе ычисляют безусловные оце ки вектора ФСК (состояния 
ГВЦ).
Таким образом, синтезиров н при байесовском критерии оптимальности общий алго-
ритм (15), (16) с вместного траекторного сопровождения функционально вязанных координат 
и распознавания состояния системы «ГВЦ – БРЛС – индикатор – истребитель» со случайной 
скач ообразной структурой, отличающийся от известного [4, 9, 10] введением дополнитель-
ного третьего этапа нахождения безусловных оценок, обобщением на случай произвольного 
количества состояний, подлежащих распознаванию, и комплексированием информации, по-
ступающей от БРЛС, вспомогательных измерителей и индикаторов, что способно повысить 
точность получаемых оценок. В ходе разработки алгоритма была получена нормированная 
функция потерь (11) общего вида для произвольного количества компонент векторов ФСК и 
состояния ГВЦ.
Для конкретизации алгоритма необходимо найти явные выражения для плотности рас-
пределения составного вектора ФСК и состояния ГВЦ.
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Восп льзовавшись формулой полной вероятности, имее  
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Из теор мы умножения вероятностей следу т 
для числ теля 
 а и тервал  
[0, k].
По теореме умножения вероятностей
ства состояний, подлежащих распознаван ю, и комплексированием информа-
ции, поступающей от БРЛС, вспомогательных измерителей и индикаторов, что 
способно повысить точность получаемых оценок. В ходе разработки алгоритма 
была получена нормированная функция потерь (11) общего вида для произ-
вольного количества компонент векторов ФСК и состояния ГВЦ. 
Для конкрети аци  горитма необходи о найт  явные выраже ия для 
плотности распределения составн го вектора ФСК и состо ния ГВЦ. 
Синтез оптимального алгоритма совм стног  траекторн г  сопровождения и 
распознавания состояния г упповой воздушной цели, п едставленной 
системой со случайн й скачкообразной структурой 
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ность вероятности) ),(ˆ),|,( ,0,0 kkkkkkk sxfrzsxf =  составного вектора состояния 
),( kk sx , включающего вектор ФСК kx  и вектор состояния ГВЦ ks , в момент 
времени k , основанное на наблюдениях БРЛС, вспомогательных измерителей 
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Тогда на основании формулы Байеса и марковского свойства векторов 
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Воспользовавшись формулой полной вероятности, имеем 
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Из теоремы умножения вероятностей следует 
для числителя 
при этом формула Байеса примет вид
ства состояний, подлежащих распознаванию, и комплексированием информа-
ции, поступающей от БРЛС, всп могательных измерите ей и индикаторов, что 
способно повысить точность получаемых оц н к. В хо е разработки алгоритма 
была получе а нормированная функция потерь (11) общего вида для произ-
вольного количества комп нент векторов ФСК и состояния ГВЦ. 
Для конкретизации алгоритма необход мо найти явные выражения для 
п отности распределения составного вектора ФСК и состояния ГВЦ. 
Синтез оптимального алгоритма совместного траектор ого сопровождения и 
распознавания с стояния групповой воздушной цели, представленной 
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времени k , основанное на наблюдениях БРЛС, вспомогательных измерителей 
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Воспользовавшись формулой полной вероятности, имеем 
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Из теоремы умножения вероятностей следует 
для числителя 
 
Тогда на основании формулы Байеса и марковского свойства векторов [xk, sk] и ηk = [xk, sk, zk, rk], 
вытекающего из (1)–(5),
ства состояний, подлежащих распознаванию, и комплекс рованием информа-
ции, ступающей от БРЛС, вспомогательны  измерителей и индикаторов, что 
с собно повыс ть точность получаемых оценок. В х де р зработки алгоритма 
была получен  норм рованная фу кция п терь (11) общего вида для произ-
вольного кол чества компонент векторов ФСК и состояния ГВЦ. 
Для конкретизации алгоритма необходимо найти явные выражения для 
плотности распределения составного вектора ФСК и состояния ГВЦ. 
Синтез оптимального лгоритма совместного раекторного сопровождения и 
распознавания состояния гру повой воздушной цели, представленной 
системой со случайной скачкооб азной структурой 
Требуется найти апостериорное распределение (апостериорную плот-
ность вероятности) ),(ˆ),|,( ,0,0 kkkkkkk sxfrzsxf =  составного вектора состояния 
),( kk sx , включающего вектор ФСК kx  и вектор состояния ГВЦ ks , в момент 
времени k , основанное на наблюдениях БРЛС, вспомогательных измерителей 
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Тогда на основании формулы Байеса и марковского свойства векторов 
[ ]kk sx ,  и [ ]kkkkk rzsx ,,,=η , вытекающего из ( )–(5), 
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Воспользовавшись формулой полной вероятности, имеем 
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Из теоремы умножения вероятностей следует 
для числителя 
 
Воспользовавшись формулой полной вероятности, имеем
ства состоян й, подлежащих ра знава ию, и ко плексированием информа-
ции, п ступающей от БРЛС, вс мог тельных измерителей и индикаторов, что 
способн  повысить точ ос ь получаемых оценок. В ходе разработки алгоритма 
была п лучена н рмированная фун ция п терь (11) обще  вида для произ-
вольного колич ст а компонент ов ФСК  стоян я ГВЦ. 
Для конкретизации алгорит а еобх димо найти явные выражения для 
плотности распределения составног  вектора ФСК и сос яния ГВЦ. 
Синтез о тимального алгоритма совместного траекторного сопровожде ия и 
распознаван я состояния групп вой воздушной цели, представленной 
си темо  со случайной скачкооб азной структурой 
Требуется найти апостериорно  распределение (апостериорную плот-
ность вероятности) ),(ˆ),|,( ,0,0 kkkkkkk sxfrzsxf =  с ставного вектора состояния 
),( kk sx , включающего вект р ФСК kx  и вектор состояния ГВЦ ks , в момент 
времени k , основан ое на наблюдениях БРЛС, вспомогательных измерителей 
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Тогда на основании формулы Байеса и марковского свойства векторов 
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Воспользовавшись формулой полной вероятности, имеем 
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Из теоремы умножения вероятностей следует 
для числителя 
 
Из теоремы умножения вероятностей следует:
для числителя
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
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T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
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где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
∞
∞−
++
−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаме ателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
∞
∞−
+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
∞
∞−
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−
++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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∞−
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−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
 
Плотности вероятностей 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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∞
∞−
++++++++++ ×=
1
),,|(),,,|(),|,( 1111111111
k ks s
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотнос и вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
∞
∞−
+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
∞
∞−
++
−
++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
∞
∞−
++
−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
 и 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятн стей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распред л ния дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответс венно. 
Для опред л ния ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные хар ктеристические функции соответс венно вектор в 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
∞
∞−
+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математическог  жидания. 
Воспользова шись свойством совместной функции распред л ния и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответс венно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
∞
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−
++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
∞
∞−
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−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррент ый алгоритм совместног  траекторног  
сопров ждения и распознав ния со тояния группов й воздушной цели, представ-
ленной си темой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
 описывают рас-
предел ния дискретных б лых шумов, функционально связа ных с дискрет ыми белым  шу-
ам  ξk и ζk соответственно.
Для определен
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретн х белых шум в, функцио ально вязан ых с дис-
кретными белыми шумами kξ  и kζ  со тветствен о. 
Для опред л ния ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функци  со тветствен о векторов 1+kx  и 1+kz  при фикси-
рован ых { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
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+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функци  распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
со тветствен о, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
∞
∞−
++
−
++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
∞
∞−
++
−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекур ентный алгоритм совместного траекторного 
сопровождения и распознавания состояния груп овой воздушной цели, представ-
лен ой системой со случайной скачко бразной структурой, примет следующий 
вид [7]: 
 и
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kkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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ks
kkkkkkkkkkkkk sxrsxrzfrzrzf ηπη
1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkk xdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распред л ния дискретных белых ш мов, функционально связанн х с дис-
кретными белыми шума и kξ и kζ соотве с венно. 
Для опред л ния ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные хар ктерист ческие функции соотве с венно вектор в 1+kx  и 1+kz  при фикс -
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,(exp 111111  
 { }∫
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+++ Φ= )|(),,,,(exp 111 kkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математическог  жидания. 
Воспользова шись войством совместной функции распред л ния теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkk ζζξξ ),()( , )(),()|(
1
kkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соотве с венно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррент ый алгоритм совместног  траекторног  
сопров ждения распознав ния со т яния группов й воздушной цели, представ-
ленной си темой со лучайной скач ообразной структ рой, примет следующий 
вид [7]: 
 найдем условные харак-
теристические функции соответственно векторов xk+1 и zk+1 при фиксированных {sk+1, xk, sk} и 
{rk+1, xk+1, sk+1, ηk}:
∑ ∫
∑ ∫
∞
∞−
++++++++
∞
∞−
++++
×=
=
k
k
s
kkkkkkkkkk
s
kkkkkkkkkkkk
sxrsxrzf
xdrzsxsxfrzsxxrzf
),,|(),,,|(
),|,,,(),,,,|,(
11111111
1111
ηπη
 
kkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),|( ++++× kkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ,,|( 11 kkk sxsxf ++  ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функц онально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ,,|( 11 kkk sxsxf ++ и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ые харак ери ические функции соответственно ве торов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxig ,,|),,,(exp,,|exp)( 11111 ξϕωω  
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{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== +++++ kkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,(exp 11111  
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где T  – символ транспониров н я; M  – символ математического ожидания. 
В спользовавшись свойством совм стной функции распределения и теоре-
мо  умножения вероятностей, получаем 
[ ] ∞==Φ kkkkk ζζξξ ),()( , )(),()|( 1 kkkkkkkk ξζξξζ −ΦΦ=Φ . 
Плотности вероятностей )|( ksxf  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответствен о, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkk x ∫
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В итоге оптимальный рекурре тный алгоритм с вместного траекторного 
сопров жде   рас знавания состояния гру овой оздушной цели, представ-
лен  истем й со случайной скачкообразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkk sxr η,,, 111 ++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
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где T  – символ трансп нирования; M  – симв л математич ского ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()| kkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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В итоге оптимальный рекуррентный алгоритм совместног  траекторн го 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,| 11 ++× , 
для знаменателя 
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111 ),|,(),|(),,| +++× kkkkkkkkkkk xdxdrzsxfsxqsxsxf . 
Пл тно ти в роятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распределения дискретных белых шумов, функционально связанных с дис-
кретны и белыми шумами kξ  и kζ  соответственно. 
Для определе я ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характер стически  функции соответственно векто ов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
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{ }[ ]== ++++++ kkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
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T drsxi ξζζηψω , (17) 
где T  – си ол транспон рования; M  – си в л матем т ческого ожидания. 
Восп льзовавшись свойством совместной функции расп деления и теоре-
мой умножения вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Пл тност  вероятн стей ),,|( 11 kkk sxsxf ++   ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
оответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωπ dxigsxsxf kTknkkkk x ∫
∞
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−
++ −= 1111 exp)()2(),,| , 
 { } ωωπη dzigsxrzf kTknkkkkk z ∫
∞
∞−
++
−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррентный алг ритм совместн го траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случай  кач ообразной структурой, примет следующий 
вид [7]: 
 (17)
где T – с мвол транспонирования; M – символ математического ожидания.
Воспользовавшись свойством совместной функции распределения и теоремой умножения 
вероятностей, получаем
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kkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxsqsxsxf .
Плотност  вер ятно тей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распр деления дискретных белых шумов, функцио льно связанных с дис-
кретными б лыми ш мами kξ  и kζ  оответственн . 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
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+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ тран понир вания; M  – симв л мат мат ческ го ожидания. 
В спользовавшись свойством совместной функции распределения и теоре-
м й умнож ни  вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
∞
∞−
++
−
++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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−
++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопр вождения и расп зн вания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
Пло ности вероятностей 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|,(),|(),,|( ++++× kkkkkkkkkkkkkk xdxdrzsxfsxqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  опис -
вают распределения дискретных белых шумов, функционально связанных с дис-
кретными белыми шумами kξ   kζ  соотве ственно. 
Для оп еделения ),,|( 1 kkk sxsf +  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные ха актеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ +++++ kkkkkTk sxrziMg ηωω ,,,|exp)( 11111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
∞
∞−
+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – символ математического ожидания. 
Воспользовавшись свойством совместной функции распределения и теоре-
мой умноже ия , по учаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkk ξζξξζ
−ΦΦ=Φ . 
Пл н сти вер ятносте ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk srzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
xisxsxf k
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 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекур ентный алгоритм совместного раекторного 
сопровождения и распозн вания состояния групповой воздушной цел , представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkkkkk xdrzsxfsxsqsxsxf ),|,(),|(),,|( 111 +++× , 
для знаменателя 
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111 ),|,(),|(),,|( +++× kkkkkkkkkkkk xdxdrzsxfsxsqsxsxf . 
Плотности в роят остей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  опис -
вают распределения дискретных белых шумов, функционально связан ых с дис-
кретными белыми шумами kξ   kζ  с ветстве о.
Для опр дел н я ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функци  со тветствен о векторов 1+kx  и 1+kz  при фикси-
рован ых { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
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{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
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T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – си вол атематического ожидания. 
Восп льз вавшись свойством совместной функци  распределения и теоре-
мой умножен я вероятностей, получаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
kkkkkkkk ξζξξζ
−ΦΦ=Φ . 
Пл тнос и роятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
со тветствен о, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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++ −= 1111 exp)()2(),,|( , 
 { } ωωωπη dzigsxrzf kTknkkkkk z ∫
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++++ −′= 111111 exp)()2(),,,|( . (18) 
В итоге оптимальный рекур ентный алгоритм совместного траекторного 
сопровождения и распознавания сост яния груп вой воздушной цели, представ-
лен ой системой со случайной скачко бразной структурой, примет следующий 
вид [7]: 
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kkkkkkkkkk xdrzfsxsqsxsxf ),|(),|(),,|( 111 +++× , 
для знаменателя 
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1111 ),|(),|(),,|( ++++× kkkkkkkkkkkk xdxdrzfsxsqsxsxf . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают рас е  дискретных белых умов, ф нкци нально связанных  дис-
кретными белым  умами kξ  kζ  с тветстве .
Для определен я ),,|( 11 kkkk sxsxf ++ и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответ твенно векторо  1+x  и z  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMsxsxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
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где T  – символ трансп нирования; M  – симв л ма ематического ожидания. 
Воспольз вав ись свой твом совместной фу кции распределения и теоре-
мой умноже я вероятностей, п лучаем 
[ ] ∞=Φ=Φ kkkkkk ζζξξ ),()( , )(),()|(
1
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−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk sxsxf ++   ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответ вен о, )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием урье 
{ }ωωπ digsxsxf kTknkkkk x ∫
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В итоге оп имальный рекур ентный алгоритм с местного траекторного 
сопровождения  распозн вания состояния групповой возду н й цел , представ-
ленной системой со случайной скачкообразн й структурой, примет следую ий 
вид [7]: 
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Плотност  вер я ностей ),,|( 11 kkk ssxf ++  и ),,,|( 111 kkk sxrzf η+++  описы-
вают распределения скретных белых умов, функционально связ ых с дис-
кр тными бел  ума kξ   kζ  с тветств о. 
Для определен я ),,|( 11 kkkf  и ),,,|( 111 kkk sxrzf η+++ найдем услов-
ные характеристическ е функци  со тветствен о вектор в 1+kx  и 1+kz  пр  фикси-
рован ых { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
{ }[ ] { }[ ]=== +++++ kkkkkkkkTkkkkTk sxssxsiMssxiMg ,,|),,,(exp,,|exp)( 11111 ξϕωωω  
{ }∫
∞
∞−
+ Φ= )(),,,(exp 1 kkkkkkk
T dsxsi ξξϕω , 
{ }[ ]==′ ++++ kkkkTk sxrziMg ηωω ,,,|exp)( 1111  
{ }[ ]== ++++++ kkkkkkkkkkT rsxrsxiM ηζηψω ,,,|),,,,(exp 111111  
 { }∫
∞
∞−
+++ Φ= )|(),,,,(exp 111 kkkkkkkkk
T drsxi ξζζηψω , (17) 
где T  – символ транспонирования; M  – си вол атематич ского ожидания. 
Восп льз вав сь св йством совместной функци  распределения и т оре-
мой умн же ия вероятностей, получаем 
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−Φ=Φ . 
Плотности вер я ностей ),,|( 11 kkk ssxf ++  и ),,,|( 111 kkkk sxrzf η+++  связаны, 
со тветствен о, )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием урь  
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В итоге птимальный рекур ентный алгоритм с вместн го тр ект рного 
опров жде ия и распознав ния состояния груп овой возду ной цели, представ-
лен ой с стемой со случайной скачк бразной структурой, примет следую ий 
вид [7]: 
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для знаменателя 
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Плотности в роятностей ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  описы-
вают распред ления дискрет ых белых шумо , функц онально связанных с д с-
кретными белыми шумами kξ  и kζ  соответственно. 
Для определения ),,|( 11 kkkk sxsxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  найдем услов-
ные характеристические функции соответственно векторов 1+kx  и 1+kz  при фикси-
рованных { }kkk sxs ,,1+  и { }kkkk sxr η,,, 111 +++ : 
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T drsxi ξζζηψω , (17) 
где T  – сим ол транспонир ания; M  – с мвол математическог  ожидания. 
Вос льзовавшись св йством совместной функции распределения и теоре-
мой умножения вероятностей, получаем 
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−ΦΦ=Φ . 
Плотности вероятностей ),,|( 11 kkkk ssxf ++  и ),,,|( 1111 kkkkk sxrzf η++++  связаны, 
соответственно, с )(1 ω+kg  и )(1 ω+′kg  обратным преобразованием Фурье 
{ } ωωωπ dxigsxsxf kTknkkkk x ∫
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В итоге оптимальный рекуррентный алгоритм совместного траекторного 
сопровождения и распознавания состояния групповой воздушной цели, представ-
ленной системой со случайной скачкообразной структурой, примет следующий 
вид [7]: 
 (18)
В т ге оптимальный рекуррен ный алго итм совместн го траект рного сопровождения 
и ра п знавания состояния групповой воздушно  цели, представленной си темой со учай-
ной скачкообразной структурой, примет следующий вид [7]:
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),|,(),(ˆ 1.01.0111111 ++++++++ = kkkkkkkk rzsxfsxf , 
),|,(),( .0.0111111 kkkkkkkk rzrzfrzf ++++++ = . 
Плотности вероятностей )|( 1 ⋅+kk xf  и )|( 1 ⋅+kk zf , после подстановки (17) в (18) 
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),|,(),( .0.0111111 kkkkkkkk rzrzfrzf ++++++ = . 
Плотности вероятностей )|( 1 ⋅+kk xf  и )|( 1 ⋅+kk zf , после подстановки (17) в (18) 
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с оценками, рассчитываемыми на основе найденной апостериорной плотности ве-
роятности, 
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с оценками, рассчи ываемыми на основе найденной апостериорной плотности вероятности,
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роятности, 
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Структурная схема синтезированного оптимального алгоритма совместного траекторного 
сопровождения функционально-связанных координат и распознавания состояния ГВЦ пред-
ставлена на рис. 1.
Полученный оптимальный алгоритм совместного сопровождения и распознавания ГВЦ, 
представленной системой со ССС, отличается от известных одновременным:
учетом априорных данных о динамике распознаваемых состояний ГВЦ в виде условных веро-
ятностей переходов (3);
Рис. 1. Структурная схема оптимального алгоритма совместного траекторного сопровождения 
функционально-связанных координат и распознавания состояния ГВЦ
Fig. 1. Block diagram of an optimum algorithm of joint trajectory maintenance of the functional and connected 
coordinates and recognition of a condition of a group air target
Структурная схема синтезированного оптимального алгоритма совместного 
траекторного сопровождения функционально-связанных координат и распознава-
ния состояния ГВЦ представлена на рис. 1. 
 
 
Рис. 1. Структурная схема оптимального алгоритма совместного траекторного со-
провождения функционально-связанных координат и распознавания состояния 
ГВЦ 
Fig. 1. Block diagram of an optimum algorithm of joint trajectory maintenance of the 
functional and connected coordinates and recognition of a condition of a group air target 
 
Полученный оптимальный алгоритм совместного сопровождения и 
распознавания ГВЦ, представленной системой со ССС, отличается от 
известных одновременным: 
учетом априорных данных о динамике распознаваемых состояний ГВЦ в 
виде условных вероятностей переходов (3); 
учетом дополнительной статистической взаимозависимости между ФСК 
и состоянием ГВЦ: в выражение (1) ФСК 1+kx  зависят от состояний ГВЦ 1+ks  и 
ks , а в выражение (13) вероятности перехода )(⋅kq  зависят от ФСК kx ; 
отсутствием ограничений на вид нелинейностей в моделях динамики 
ФСК (1) и их измерений (2); 
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учетом дополнительной статистической взаимозависимости между ФСК и состоянием ГВЦ: в 
выражение (1) ФСК xk+1 зависят от состояний ГВЦ sk+1 и sk, а в выражение (13) вероятности пере-
хода qk(·) зависят от ФСК xk;
отсутствием ограничений на вид нелинейностей в моделях динамики ФСК (1) и их измерений 
(2);
учетом различных моделей движения ГВЦ посредством зависимости в выражение (1) ФСК xk+1 
от состояний ГВЦ sk+1 и sk, причем модели могут отличаться как по структуре, так и по значе-
ниям используемых параметров;
учетом таких реальных нелинейных динамических свойств измерителей и индикаторов, как 
инерционность, форсирование и запаздывание (система наблюдения общего вида): в выраже-
ниях (2), (4) измерения zk+1 и показания индикатора rk+1 зависят от значений ФСК (xk+1) и состоя-
ния ГВЦ (sk+1) в текущий момент времени, от значений (xk) и (sk) в предыдущий момент времени 
и от измерений (zk) и показаний индикатора (rk) в предыдущий момент времени;
комплексным использованием информации от БРЛС, вспомогательных измерителей (2) и инди-
каторов (4), в том числе отличных по физическим принципам от радиолокационных;
совместным распознаванием состояния ГВЦ и оцениванием ее функционально связанных ко-
ординат;
определением наиболее полной характеристики мгновенного состояния полета ГВЦ, а имен-
но условной плотности вероятности 
учетом различных моделей движения ГВЦ посредством зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как по структуре, так и по значениям используемых параметров; 
учетом таких реальных нелинейных динамических свойств измерителей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в пр дыдущий момент времени и от 
измерений )( kz  и показаний индикатора )( kr  в предыдущий момент времени; 
комплексным использованием информации от БРЛС, вспомогательн х 
измерителей (2) и индикаторов (4), в том числе отличных по физическим 
принципам от радиолокационных; 
совместным распознаванием состояния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
определением наиболее полной характер стики мгновенного состояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на основе найденной условной плотности ве-
роятности, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в зависимости от вы-
бранного критерия оптимизации (например, для ФСК – математическое ожида-
ние, медиана, мода); 
гарантированной несмещенностью, эффективностью и состоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания фильтра в зависимости от текущих зна-
чений случайных возмущений, помех и сигналов управления; 
статистической взаимозависимостью возмущений и помех; 
в общем случае отличием числа измерителей, индикаторов и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются непосредственно, а некоторые из фазовых координат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 составного вектора состояния (xk, sk), 
включающего вектор ФСК xk и вектор состояния ГВЦ sk, в момент времени k, при фиксирован-
ных наблюдениях измерителя 
учет м различных моделей движения ГВЦ посредством зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как п  структуре, так и по значениям используемых параметров; 
учетом таких реальных нелинейных динамических свойств измерителей и 
индикаторов, как ин рционность, форси ова ие и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени и от 
измерений )( kz  и показаний индикатора )( kr  в предыдущий момент времени; 
комплексным использованием информации от БРЛС, вспомогательных 
измерителей (2) и индикаторов (4), в том числе отличных по физическим 
принципам от радиолокационных; 
совместным распознаванием состояния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
определением наиболее полной характеристики мгновенного состояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при ф ксирован ых наблюдениях изме-
рител kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на основе найденной условной плотности ве-
роятности, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в зависимости от вы-
бранного критерия оптимизации (например, для ФСК – математическое ожида-
ние, медиана, мода); 
гарантированной несмещенностью, эффективностью и состоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания фильтра в зависимости от текущих зна-
чений случайных возмущений, помех и сигналов управления; 
статистической взаимозависимостью возмущений и помех; 
в общем случае отличием числа измерителей, индикаторов и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются непосредственно, а некоторые из фазовых координат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
  ндикатора 
учетом разл чных модел й движения ГВЦ посредством завис мости в
выражение (1) ФСК 1+kx  от со тояний ГВЦ 1+ks  и ks , причем одели могут 
отл чаться ка  по структуре, так  по значениям спользуемых пар метров; 
учетом таких реальных нелинейных динамических свойств измерител й и 
индикатор в, ка  ине ционность, форсиров ние и зап здывание (си тема на-
блюдения общего вида): в ыражениях (2), (4) измер ния 1+kz  и показ ния ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и со тояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени от 
измер ний )( kz  и показ ний индикатора )( kr  в предыдущий момент времени; 
комплексным использованием информации от БРЛС, вспомогательных 
измерител й (2) и индикатор в (4), в том числе отличных по физ ческим 
принципам от радиол кационных; 
совместным распознав нием со тояния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
опред л нием наиболее полной хар ктеристик  мгновенног  со тояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
со тавног  вектора со тояния ),( kk sx , включающего вектор ФСК kx  и вектор 
со тояния ГВЦ ks , в мо ент врем ни k , при фиксированных наблюдениях изме-
рителя kk zzzz ,, 10,0 K=  и ндикатор kk rrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на основе найденной условной плотности ве-
роятности, любых вероятностных ар ктеристик со тавног  вектора со тояния 
),( kk sx  и его компоне т в отдельности, в том числе тех, кот рые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в завис мости от вы-
бранног  критерия оптимизации (например, для ФСК – математическое ожида-
ние, медиан , мода); 
гар нтированной несмещенностью, эффективностью и со тоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполне ии условия наблюдаемости ГВЦ; 
отсутс вием необходимости для вычисления оценок ks  и kx  запоминать ре-
зульта ы наблюдений 1101,0 ,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrr K , используя на 1+k  
шаге счета только два последних измер ния: kz , 1+kz  и kr , 1+kr  (следствие марков-
ског  свойства со тавног  вектора [ ]kkk rzsx ,,, ); 
измен ием пол сы пропускания фильтра в завис мости от текущих зна-
чений случайных возмущений, помех и сигналов управления; 
ста истической взаимозавис мостью возмущений и помех; 
в общем случае отлич ем числа измерител й, индикатор в и числа ФСК, 
со тояний ГВЦ, подлежащих оцениванию (часть фазовых координат и со тоя-
ний ГВЦ не наблюдаются непосредственно, а некот рые из фазовых координат 
и со тояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместног  сопров ждения ФСК и 
распознав ния со тояния ГВЦ в БРЛС истребителя доп лнительно учитывать: 
 а интервале 
[0, k];
возможностью вычисления на основе найденной условной плотности вероятности любых веро-
ятн стных характеристик составного вект ра со ояния (xk, sk) и его компонент в отдельности, 
в том числе тех, которые могут быть приняты в качестве оптимальных оценок фильтрации 
учетом различных моделей движения ГВЦ посредством зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как по структуре, так и по значениям используемых параметров; 
учетом таких реальных нелинейных динамических свойств измерителей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени и от 
змерений )( kz  и показаний и дикатора )( kr  в предыдущий момент времени; 
комплексным использованием информации от БРЛС, вспомогательных 
измерителей (2) и индикаторов (4), в том числе отличных по физическим 
принципам от радиолокационных; 
совместным распознаванием состояния ГВЦ и оцениванием ее функцио-
нальн  св занных координат; 
определением наиболее полной характеристики мгновенного состояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
теля kk zzzz ,,, 10,0 K= и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на основе найденной условной плотности ве-
роятнос и, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в зависимости от вы-
бранного критерия оптимизации (например, для ФСК – математическое ожида-
ние, медиана, мода); 
гарантированной несмещенностью, эффективностью и состоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последн х измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания фильтра в зависимости от текущих зна-
чений случайных возм щений, помех и сигналов управления; 
статистической взаимозависимостью возмущений и помех; 
в общем случае отличием числа измерителей, индикаторов и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются непосредственно, а некоторые из фазовых координат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 и 
учетом различных моделей движения ГВЦ посредством зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как по структуре, так и по значениям используемых параметров; 
учетом таких реальных нелинейных динамических свойств измерителей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикат ра 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от з ачен й )( kx  и )( ks  в предыдущий момент времени и от 
измерений )( kz  и п казаний индикатора )( kr  в преды ущий момент времени; 
комплексным использов ни м информац и от БРЛС, вспомогательных 
измерителей (2) и индикаторов (4), в том числ  отличных по физическим 
принципам от рад локаци нных; 
совместным распознаванием с стоя ия ГВЦ и оцениванием е  функцио-
нально связанных координат; 
определение  на более полно  харак еристики мгновенного состояния 
полета ГВЦ, а именно условной плотност  вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наб юдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикат р  kk rrrr ,,, 10,0 K=  на и терва е [ ]k,0 ; 
возможностью вычисления, н  осн ве найденн й условной плотности ве-
роятности, любых вероятностных характеристик с ставного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в зависимости от вы-
бранного критерия оп имизации (например, для ФСК – математическое ожида-
ние, медиана, мода); 
гарантированной несмещенн с ью, эффективностью и состоятельностью 
оцен к ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 11010 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измере я: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы проп скания фильтра в зависимости от текущих зна-
чений случайных возмущений, помех и сигналов управления; 
статистической взаимозависимостью возмущений и помех; 
в общем случае отличием числа измерителей, индикаторов и числа ФСК, 
с стояний ГВЦ, подлежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются непосредственно, а некоторые из фазовых координат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 в зависимости от выбранного критерия оптим зации (например, для ФСК – математическое 
ожидание, медиана, мода);
гарантированной несмещенностью, эффективностью и состоятельностью оценок 
учетом различных моделей движения ГВЦ посред твом зависимости в 
выраже ие (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как п  структуре, так и по значениям использу мых параметров; 
учетом т ких реальных нелинейных динамических свойств измерителей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени и от 
змерений )( kz  и показаний инд катора )( kr  в предыдущий момент времени; 
комплексным использова ием информаци  от БРЛС, вспомогательных 
измерителей (2) и инди аторов (4), в том числе отличных по физическим 
принципам от а иолокационных; 
совместным распознаванием с ст яния ГВЦ и оцениванием ее функцио-
нально связан ых координат; 
определением наиболее полной характеристики мгновенного состояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на снове найденной условной плотности ве-
роя ности, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты  качестве оптим льных оценок филь рации ks  и kx  в завис мости о  вы-
бранного критер я оптимизации (например, для ФСК – математическое ожида-
ние, еди на, мода); 
гарантированной несмещенностью, эффективностью и состоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пр пускания фильтра в зависимости от текущих зна-
чений лучайных возмущений, помех и сигналов управления; 
статистической взаимозависим тью возмущений и пом х; 
в общем случае отличием числа измерител й, индикаторов и числа ФСК, 
состояний ГВЦ, длежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не блюдают я непосредственно, а некоторые из фазовых ко рдинат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 и 
учетом различных моде ей движения ГВЦ посредством зави имости в 
выражен е (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могу  
о личаться как по структуре, так и по значениям используемых параметров; 
учетом таких ре льных нелиней ых динамических в йств измерителей и 
индикаторов, как инерцион ость, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени и от 
изм рений )( kz  и показ н й индикатора )( kr  в предыдущий момент времени; 
комплексным использованием информаци  от БРЛС, вспомогательных 
измерителей (2) и и дикат ов (4), в том числе отличных по физическим 
принципам от рад о окацио ых; 
совместным распознаванием остояния ГВЦ и оцениванием е  функцио-
нально связан ых ко рдинат; 
определением наиболе  полной характеристики мгновен ого состояния 
полета ГВЦ, а имен о условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксирован ых наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью ычисления, на основе найден ой условной плотности ве-
роятности, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оп мальных оц нок фильтраци  ks  и kx  в зависимости от вы-
бран ог  критерия оптимизаци  (например, для ФСК – математическое ожида-
ние, мед ана, мода); 
гарантирован ой несмещен остью, эф ект вностью и состоятельностью 
оценок ks  и kx , получаемых на основани  плотности вероятности ),(ˆ kkk sxf  при 
выполнени  условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания ф льтра в зависимости от текущих зна-
чений случайных возмущений, поме  и сигналов упр вления; 
статистической взаимозависимостью возмущений и п мех; 
в общем случае отл чием чи ла из ерите й, инд торов и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых ко рдинат и состо -
ний ГВЦ не наблюдаются непосредствен о, а некоторые из фазовых ко рдинат 
и сос ояний ГВЦ измеряются двумя и боле  датчиками). 
Это позволяет при осуществлени  совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
, по-
лучаемых на основании плотности вероятности 
учетом различных моделей движения ГВЦ посредство  зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как по структуре, так и по значениям используемых параметров; 
учетом так х реальных нелинейных динамическ х свойств измер телей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени и от 
измерений )( kz  и показаний и дикатора )( kr  в предыдущий момент времени; 
комплексным использованием нформации от БРЛС, вспомогательных 
измерителей (2) и ндикаторов (4), ом числе отлич ых по физическим
принципам от радиол кационных; 
совместным распознаванием ост яния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
определением наиболее пол ой характеристики мгновенного состояния 
полета ГВЦ, а именно услов ой плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью ычисления, на основе найденной условной плотности ве-
роятности, любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
ня ы в качест  оп им ль ых ценок фильтрации ks  и kx  в зави им и т вы-
бранного критерия оптимизации (напри ер, для ФСК – математическо  жида-
ние, медиана, мод ); 
гарантированной несмещ ностью, эффективностью и сост ятельн ью 
оценок ks  и kx , получаемых на основ нии плотнос и вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного вектора [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания ф льтра в зависимости от текущих зна-
чений случайных в змущений, помех и сигналов управления; 
статистической взаимозависимостью возмущений  помех; 
в общем случае отличием числа измерителей, ндикаторов и ч сла ФСК, 
состояний ГВЦ, подлежащих цениван ю (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются епосредственно, а некоторые из фазовых к ординат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 при выполнении ус овия наблюдае-
мости ГВЦ;
отсутств ем необх димости для вычисления оценок 
учетом различных модел й движения ГВЦ посредством зав си ости в 
выражение (1) ФСК 1+kx  от сост яний ГВЦ 1+ks  и ks , причем м дел  могут 
отличаться к к по структуре, так и по значен ям используемы  параметров; 
учетом таких реальных нелинейных динамическ х свойств измерителей  
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущ й момент времени и от 
из р ний )( kz  и показаний индикат ра )( kr  в пр дыдущий момент времени; 
комплексным использовани м инфо мации от БРЛС, вспомогательных 
змерителей (2) и индик тор в (4), в том числе отличных по физическим 
принципам от радиолокацион  
совмест ым расп знав нием состояния ГВЦ и це иванием ее функци -
нально связанных координат; 
пределением наибо е полной характеристики мгновенног  с стояния 
полета ГВЦ, а именно условн й пл ности вероятн с и ),|,( ,0,0 kkkk rzsxf  
соста ног  вектора состояния ),( kk sx , включающего вектор ФСК kx  и вектор 
состояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатора kk rrrr ,,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, на основе н йде ной условной плотности ве-
роятност , любых вероятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
ня ы в качестве оптимальных оценок фильтрации ks  и kx  в зависимости от вы-
бра ног критерия оптимизации (например, для ФСК – матем т ческое ож да-
ие, медиана, мода); 
гарантированной несмещенностью, эффективн стью и состоятельностью 
оценок ks   kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оценок ks  и kx  запоминать ре-
з льтаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,,, −− = kk rrrr K , используя на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского свойства составного век р  [ ]kkkk rzsx ,,, ); 
изменением полосы пропускания фильтра в зависимо т  от текущих зна-
чен й случайных возмущений, помех и сигна ов управл я; 
статистической вза мозависимость  возмущ ний и пом х; 
в общем случае отличием числа измерителей, индикатор в и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых коорд нат и сост я-
ний ГВЦ не наблюдаются непосредственн , а екоторые из фазовых координат 
и с стояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 и 
уче ом различных модел й движения ГВЦ поср дством завис мости в 
выражение (1) ФСК 1+kx  от со тояний ГВЦ 1+ks   ks , причем модели могут 
отл чаться ка  по структуре, так п  значениям используемых пар метров; 
учетом таких реальных нелинейных д намических свойств измер тел й и
индикаторов, ка  инерционность, форсирование и запаздывание (система на-
блюде  общего вида): в ыражениях (2), (4) измер ния 1+kz  и показ ния ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и со тояния ГВЦ )( 1+ks  в текущий 
момент времени, от значений )( kx  и )( ks  в предыдущий момент времени от 
зм р й )(z  и показ ний нд к тора )( kr  в предыдущ й момент времени; 
комплексным использование  и формации от БРЛС, вспомогательных 
изм рит л й (2) и и дикато ов (4), в том числе о личных по физ ческим 
принципам от р диолокационных; 
с вме ным распознав ием со тоян я ГВЦ и оцениванием ее функци -
нально связанных координат; 
опред л нием наиболее полной хар ктеристики мгновенног  со тояния 
полета ГВЦ, а именно у ловн й плотности вероятности ),|,( ,0,0 kkkk rzsxf  
со тавног  вектора со тояния ),( kk sx , включающего вектор ФСК kx  и вектор 
со тояния ГВЦ ks , в момент времени k , при фиксированных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и дикатора kk rrr ,, 10,0 K=  на интервале [ ]k,0 ; 
возможностью вычисления, н  о нове найден ой условной п отност  ве-
роятности, любых вероятностных ар ктеристик со тавног  вектора со тояния 
),( kk sx  и его компоне т в отдельности, в том числе тех, кот рые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в завис мости о  вы-
бранн г  критери  опти зации (например, для ФСК – математическое ожида-
ие, медиан , мода); 
гар нтированной несмещенностью, эф ективностью и со тояте ь остью 
оценок ks  kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполне ии условия наблюдаемости ГВЦ; 
отсутс вием необходимости для вычисления оценок ks  и kx  запоминать ре-
зульта ы наблюдений 1101,0 ,,, −− = kk zzzz K  и 1101,0 ,, −− = kk rrr K , используя на 1+k  
шаге счета только два последних измер я: kz , 1+kz  и kr , 1+kr  (следствие марков-
ског  свойства с тавног  вектора [ ]kkkk rzsx ,,, ); 
изме е ием полосы пропускания фи ьтра в зав с ости от кущих зна-
чений случайных возмущений, помех и сигналов управления; 
ста стической взаимозавис мостью возмуще ий и помех; 
в общем случае отл чием числа измер т л й, ин икаторов и числ  ФСК, 
со тояний ГВЦ, подлежащих оцениванию (часть фазовых коорд нат и со я-
ний ГВЦ не наблюдаются не осредственн , а екот рые из фазовых координат 
и со тояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместног  сопров ждения ФСК и 
распознав ния со тояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 за минать результ ты наблюде й 
учетом различных моделей движения ГВЦ посредством зависимости в 
выражение (1) ФСК 1+kx  от состояний ГВЦ 1+ks  и ks , причем модели могут 
отличаться как по структуре, так и по значениям используемых пара етров; 
учетом таких реальных нелинейных динамических свойств змерителей и 
индикаторов, как инерционность, форсирование и запаздывание (система на-
блюдения общего вида): в выражениях (2), (4) измерения 1+kz  и показания ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и состояния ГВЦ )( 1+ks  в те ущий 
момент времени, от значений )( kx  и )( ks  в предыдущий мом т времени и от 
измерений )( kz  и показаний индикатора )( kr  в предыдущ й м мент времени;
к мплекс ым использованием информации от БРЛС, вспомогательных 
измерителей (2) и индикаторов (4), в том числе отличных по физическим 
принципам от радиолокац онных; 
совместным распознаванием состояния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
определением наиболее полной характеристики мгновенного состояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
составного вектора с ст яния ),( kk sx , включающего вектор ФСК kx   вектор 
состояния ГВЦ ks , в м мент ремен  k , при фикс рованных наблюдениях изме-
рителя kk zzzz ,,, 10,0 K=  и индикатор  kk rrrr ,,, 10,0 K=  на интерв ле [ ]k,0 ; 
возможностью выч сления, на осн ве найде ной условной плотности ве-
роятности, любых ве оятностных характеристик составного вектора состояния 
),( kk sx  и его компонент в отдельности, в том числе тех, которые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в зав симости от ы-
бранного критерия оптимизации (например, для ФСК – математическое ожида-
ние, медиана, мода); 
гарантированной несмещенностью, эффективностью и состоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполнении условия наблюдаемости ГВЦ; 
отсутствием необходимости для вычисления оцен к ks  и kx  запоминать ре-
зультаты наблюдений 1101,0 ,,, −− = kk zzzz K  и 11010 ,,, −− = kk rrrr K , использ я на 1+k  
шаге счета только два последних измерения: kz , 1+kz  и kr , 1+kr  (следствие марков-
ского сво ства составного вектора [ ]kkkk rzsx ,,, ); 
изменени м полосы пропускания фильтра в зави имости о  текущих зна-
чений случайных возмущений, помех и сигналов управления; 
статистической взаимозависимостью возмущений и помех; 
в общем случае отличием числа измерителей, индикаторов и числа ФСК, 
состояний ГВЦ, подлежащих оцениванию (часть фазовых координат и состоя-
ний ГВЦ не наблюдаются непосредственно, а некоторые из фазовых координат 
и состояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместного сопровождения ФСК и 
распознавания состояния ГВЦ в БРЛС истребителя дополнительно учитывать: 
 и 
учетом различных модел й движения ГВЦ посредством завис мости в
выражение (1) ФСК 1+kx  от со тояний ГВЦ 1+ks  и ks , причем одели могут 
отличаться ка  по структуре, так и по значениям используемых пар етров; 
учетом таких реальных нелинейных динамических свойств змерител й и 
индикатор в, ка  инерционность, форсирование и зап здывание (си тема на-
блюдения общего вида): в ыражениях (2), (4) измер ния 1+kz  и показ ния ин-
дикатора 1+kr  зависят от значений ФСК )( 1+kx  и со тояния ГВЦ )( 1+ks  в те ущ й 
м мент времени, от значений )kx  и )( ks  в предыдущ й мом т времени от 
измер ний )( kz  и показ ний индикатора )( kr  в предыдущий мом нт времени; 
комплексным использованием информации от БРЛС, вспом гательных 
измерител й (2) и индикатор в (4), в том числе отличных по физ чески  
принципам от радиол кационных; 
совместным распознав нием со тояния ГВЦ и оцениванием ее функцио-
нально связанных координат; 
опред л нием наиболее полной хар ктеристик  мгновенног  со тояния 
полета ГВЦ, а именно условной плотности вероятности ),|,( ,0,0 kkkk rzsxf  
со тавног вектора со тояния ),( kk sx , вк ючающего вект р ФСК kx  и в ктор 
со тояния ГВЦ ks , в мо ент времени k , пр  фиксированных наблюдениях изме-
рит ля kk zzzz ,, 10,0 K=  и ндикатора kk rrr ,, 10,0 K=  на интервале [ ]k,0 ;
возможностью вычисления, на основе найденной условной плотности ве-
роятности, любых вер ятностных ар ктер с ик со тавног  вектора со тояния 
),( kk sx  и его компоне т в отдельности, в том числе тех, кот рые могут быть при-
няты в качестве оптимальных оценок фильтрации ks  и kx  в завис мости от ы-
бранног  кри ерия оптимизации (например, для ФСК – ма ема ическ е жида-
ние, медиан , мода); 
гар нтированной несмещенностью, эффективностью и со тоятельностью 
оценок ks  и kx , получаемых на основании плотности вероятности ),(ˆ kkk sxf  при 
выполне ии условия наблюдаемости ГВЦ; 
отсутс вием необходимости для вычисления оценок ks  и kx  запоминать ре-
зульта ы наблюдений 1101,0 ,, −− = kk zzzz K  и 1101,0 ,, −− = kk rrr K , использ я на 1+k  
шаге счета только два последних змер ния: kz , 1+kz  и kr , 1+kr  (следствие марков-
ског  свойства со тавног  вектора [ ]kkk rzsx ,,, ); 
измен ием пол сы пропускания фильтра в завис мости от текущих зна-
чений случайных возмущений, помех и сигналов управления; 
ста ист ческой взаимозавис мостью возмуще ий и помех; 
в общем случае отлич ем числа измерител й, индикатор в числа ФСК, 
со тояний ГВЦ, подлежащих оцениванию (часть фазовых координат и со тоя-
ний ГВЦ не наблюдаются непосредственно, а некот рые з фазовых коорди ат 
и со тояний ГВЦ измеряются двумя и более датчиками). 
Это позволяет при осуществлении совместног  сопров ждения ФСК и 
распознав ния со тояния ГВЦ в БРЛС истребителя доп лнительно учитывать: 
, используя на k+1 ш ге счета только два последних 
измерения: zk, zk+1 и rk, rk+1 (следствие марковского войст а состав ого вектора [xk, sk, zk, rk]);
изменением полосы пропускания фильтра в за исимости от текущих значений случайных воз-
мущений, помех и сигналов управления;
статистической взаимозависимостью возмущений и помех;
в общем случае отличием числа измерителей, индикаторов и числа ФСК, состояний ГВЦ, под-
лежащих оцениванию (ча ть фазовых координат и состояний ГВЦ не наблюдается непосред-
ственно, а екоторые из фазовых координат и состояний ГВЦ измеряются двумя и более дат-
чиками).
Это позволяет при осуществлении совместного сопровождения ФСК и распознавания со-
стояния ГВЦ в БРЛС истребителя дополнительно учитывать:
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закономерности смены различных состояний ГВЦ в случайные моменты времени;
зависимость численного состава ГВЦ, функционального назначения самолетов группы, формы 
ее БП, характера полета, вида помех, фактов пуска ракет, их количества и направления полета 
от радиальных дальностей, скоростей и ускорений;
ограничение допустимых диапазонов скоростей и ускорений летательных аппаратов, образую-
щих ГВЦ, летно-техническими характеристиками их типов или классов;
ограничение возможных видов огневого и информационного противодействия, а также функ-
ционального назначения самолетов в группе их типами и классами.
Синтезированный оптимальный алгоритм фильтрации представляет собой функциональ-
ные интегральные рекуррентные уравнения для плотностей вероятностей составного вектора 
ФСК и состояния ГВЦ, поэтому его реализации в бортовой цифровой вычислительной машине 
(БЦВМ) истребителя, работающей в темпе динамики воздушного боя, существенно затрудне-
на.
Практическая ценность синтезированного алгоритма состоит:
в осуществлении на основе его моделирования исследования потенциальных возможностей 
оптимального совместного оценивания и распознавания состояния ГВЦ в БРЛС истребите-
ля;
в получении на основе синтезированной оптимальной структуры квазиоптимальных алгорит-
мов;
в проведении на основе моделирования сравнительного анализа характеристик полученных 
квазиоптимальных алгоритмов;
в обосновании требований к БЦВМ истребителя по объемам памяти и быстродействию для ре-
ализации перспективных оптимальных алгоритмов совместного оценивания-распознавания.
Заключение
Таким образом, разработан новый метод распознавания состояния групповой воздушной 
цели на основе модели со случайной скачкообразной структурой, отличающийся от известных 
новым решающим правилом.
Для этого синтезирован при байесовском критерии оптимальности общий алгоритм со-
вместного траекторного сопровождения функционально связанных координат и распознавания 
состояния системы «ГВЦ – БРЛС – индикатор – истребитель» со ССС, дающий оптимальную 
структуру подсистемы распознавания и отличающийся от известного нормированной функци-
ей потерь общего вида и дополнительным учетом показаний индикатора состояния ГВЦ.
Синтезирован оптимальный алгоритм совместного траекторного сопровождения и рас-
познавания состояния ГВЦ, представленный системой со ССС и отличающийся от известных 
одновременным учетом априорных данных о динамике распознаваемых состояний и дополни-
тельной статистической взаимозависимости между ФСК и состоянием ГВЦ, расширенными 
возможностями по комплексированию информации от вспомогательных измерителей и инди-
каторов, а также учетом ряда других существенных факторов.
В совокупности реализация полученных результатов на борту истребителя способна улуч-
шить тактические характеристики бортовой радиолокационной станции по сопровождению и 
распознаванию групповых воздушных целей.
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