Die Dokumente auf EconStor dürfen zu eigenen wissenschaftlichen Zwecken und zum Privatgebrauch gespeichert und kopiert werden.
Introduction
There are many reasons why households might prefer one sort of climate rather than another. Climate impacts domestic heating and cooling needs. Climate alters people's calorific requirements. Different types of climate necessitate different types of clothing. Climate constrains outdoor leisure activities. Certain climates are conducive to health and a psychological sense of wellbeing.
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It is possible to measure in monetary terms the impact on households of a change in climate. The appropriate measure will depend on perceived property rights and the direction of change. Assuming rights to the existing climate, for a move to an inferior climate the appropriate measure is minimum willingness to accept compensation (WTA). For a move to a superior climate the appropriate measure is maximum willingness to pay (WTP). Together, these are the compensating surplus (CS) measures of welfare change. The purpose of this paper is to estimate the influence of climate on life satisfaction using cross country data from the World Values Survey 1981 Survey -2008 and then to use the results to estimate the CS for a given climate change scenario.
More formally, otherwise identical households inhabiting different climates are likely to have different levels of utility because climate alters the cost of producing 'service flows' of interest to households (Becker, 1965) .
Estimates of CS for a change in climate are of interest to those engaged in cost benefit analyses (CBA) of climate policy e.g. Stern et al (2006) and Nordhaus (2008) . The belief that CBA can inform climate policy is not universally shared. And in any case, estimates of CS that we will present ignore impacts arising from changes in prices or GDP per capita.
2 For a recent review of climate change damage cost estimates see Tol (2009) . Tol categorises this literature distinguishing (a) approaches attempting to value separately particular climate change impacts prior to aggregating them and those not actively seeking to attribute damage costs to different impacts; (b) studies confining themselves to market impacts and others dealing with the nonmarket impacts; (c) studies explicitly modelling adaptation and those using spatial variation in climate as an analogue for future climate; and (d) damage cost estimates based on WTP and those based on WTA. 3 Researchers have already reported that climate provides a statistically significant explanation of cross country variations in measures of subjective wellbeing. 4 That research however, is based on an implausible representation of countries' climates describing them either in terms of annual average temperature and annual average temperature squared or temperature of the hottest and coldest month. 5 Furthermore research fails properly to control for variables potentially correlated with climate. This paper by contrast describes climate in terms of heating and cooling 'degree-months' (DMs). 6 1 Parker (1995) identifies 830 sociological studies, 458 psychological studies and 807 physiological studies concerning the effects of climate on human functioning.
To anticipate our main findings it appears that, 2 Writing the utility function of a household in location i as V i = (P(Z i ), Y(Z i ), Z i ) where V is utility, P is a vector of prices and Z is climate we measure the direct effect of Z i on V i and not the indirect effect via P and Y. We do not measure the value of a change in climate in alternative location j even if the household does have preferences over Z j . The analysis also picks up landscape effects if climate favours one type of landscape more than another. 3 The approach that we will go on to describe in more detail deals exclusively with non-market impacts whilst making use of spatial variations in the existing climate as an analogue for climate change. It deals explicitly with the WTP and WTA concepts. It seeks a comprehensive estimate of nonmarket damages but is unable to attribute these damages to particular impacts e.g. heating and cooling, health etc. 4 Note that we use the terms subjective wellbeing, utility, life satisfaction and happiness interchangeably. 5 We describe more fully the limitations of existing research in the next section. 6 Heating and cooling degree-months (HDMs and CDMs) are closely related to heating and cooling degree-days (HDDs and CDDs). We do not however wish to suggest that the only impact of climate on life satisfaction is along with GDP per capita (GDPPC), DMs provide a convincing explanation of the crosscountry variation in reported life satisfaction.
7
The remainder of the paper is organised as follows. In the second section we review the literature on the value of climate to households and the economics of subjective wellbeing. In section three we describe the data underlying the empirical analysis. In section four we present a cross country analysis of the determinants of life satisfaction. In section five we use our results to calculate the CS for a climate change scenario associated with the IPCC A2 emissions scenario. The final section concludes.
through changed heating and cooling requirements. The construction of HDMs and CDMs and their relationship to HDDs and CDDs is explained later. 7 Although it is not the focus our analysis also provides further evidence on the relationship between economic growth and life satisfaction, and provides an estimate of the welfare costs of inflation.
Literature Review
Researchers have employed a wide variety of valuation techniques to estimate the welfare impact of marginal and non-marginal changes in climate.
8 But none have involved asking individuals e.g. "What is the maximum amount your household is willing to pay in order to enjoy a climate similar to that of Nice?" since, although conceptually meaningful, this type of question is regarded as too abstract. Most researchers hoping to estimate the value to households of changes in the climate have instead chosen to use revealed preference techniques. And the majority of these attempt only a national, rather than a Global assessment. Many valuation techniques do not lend themselves to a Global assessment.
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The hedonic technique suggests that if households are freely able to select from differentiated localities then climate becomes a choice variable. The tendency will be for the costs and benefits associated with particular climates to become capitalised into property prices and wage rates. The underlying assumption is that migration-induced changes in house prices and wage rates households have eliminated the net benefits of different locations. Nordhaus (1997) , Maddison (2001a) , Mendelsohn (2001) , Maddison and Bigano (2003) , Mueller (2005) and Rehdanz and Maddison (2009) all use the hedonic approach to measure the value of marginal changes in climate variables.
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Determining the value of environmental goods using the household production function approach involves specifying an indirect utility function including income, the prices of marketed goods and the quantity of the environmental good as arguments. Using Roy's theorem the corresponding Marshallian demand functions are estimated on expenditure data. The technique assumes that households share the same underlying tastes, and that environmental goods and marketed goods display demand dependency (Bradford and Hildebrand, 1977) . Examples of the household production function approach applied to climate include Maddison (2001b) and Maddison (2003) .
In the hypothetical equivalence scales approach a sample of individuals is asked about the minimum level of income necessary, for someone sharing their set of circumstances, to achieve a particular welfare level e.g. "a satisfactory standard of living". Regression analysis reveals what factors respondents implicitly believe mean that their household requires more or less money to reach "a satisfactory standard of living". The underlying assumption of this technique is of course that individuals share a common understanding of what constitutes "a satisfactory standard of living". Van Praag (1988) applies this technique to the European climate.
In order to answer a broad range of questions economists have begun to analyse individual measures of happiness generated by questions such as: "How happy are you on a 1-10 scale?" 11 8 Studies could also be classified according to whether they use cross country data or within country data. With cross country data one obviously has greater variation in climate. This is important if one wishes to identify the existence of a climate optimum. But in cross country studies data is aggregated over large climatically diverse areas leading to a loss of control.
Using regression techniques suitable for analysing ordinal data the happiness 9 The advantage of a global analysis is that including in any analysis countries with very different climates makes it easier to identify the role of climate. 10 Cragg and Kahn (1997) adopt a discrete choice random utility modelling framework to examine how migrants trade off climate against disposable net income. 11 For an overview of recent advances in the economics of subjective well-being see Stutzer and Frey (2010) . Others providing overviews of the state of economic research include Bruni and Porta (2007) , Di Tella and MacCulloch (2006) , Frey (2008) , Layard (2005) and Van Praag and Ferrer-i-Carbonell (2004) . approach can be used to estimate the value of environmental goods.
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Two papers have already analysed cross country differences in measures of subjective wellbeing using aggregate data to estimate the value of climate. This is most simply achieved by examining the marginal rate of substitution between income and the level of environmental goods. Frijters and Van Praag (1998) use this approach to estimate the influence of climate on wellbeing in Russia. Van der Vliert et al (2004) examines how temperature and temperature squared affect nationally averaged measures of subjective wellbeing whilst simultaneously controlling for GDPPC. In total 55 countries were included in their analysis and for large countries temperature data was averaged over major population centres. For poor countries the paper points to an inverted U shaped relationship between subjective wellbeing and temperature. But for rich countries the data point to a U shaped relationship. Such hard to explain results may be due to the absence of any controls apart from GDPPC and in particular, no control for seasonal variation in temperature. Rehdanz and Maddison (2005) analyse cross-country averages for subjective wellbeing. They use 185 observations from 67 different countries. The dependent variable is measured on a 1-4 integer scale. Simultaneously including a large number of variables Rehdanz and Maddison employ three different specifications of climate: Annual average temperature and annual average temperature squared; the number of hot and cold months; and the temperature of the coldest month and the temperature of the hottest month.
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Neither one of these two studies has analysed subjective wellbeing using a plausible representation of the climate. Representing the climate by the temperature of the hottest and coldest month means the impact of climate change will be independent of baseline climate. Using only annual average temperatures to represent the climate implicitly suggests that individuals are indifferent between climates which might differ substantially in terms of seasonal variation.
In the preferred specification higher temperatures in the coldest month and lower temperatures in the hottest month increase significantly subjective wellbeing.
Despite the substantial differences between studies most indicate that people are willing to pay substantial sums to enjoy more preferred climates. 14, 15 To what extent can this evidence reliably inform cost-benefit analyses of climate policy? As we have seen the representation of the climate is sometimes far from persuasive. Revealed preference studies interpret spatial differences in the climate as an analogue for future climates but it may be inappropriate to assume that households will have time perfectly to adapt themselves. 
Finally, revealed
13 Also included is average precipitation and precipitation squared; precipitation in the wettest month and precipitation in the driest month; and the number of wet and dry months. 14 Every study seems to characterise the climate in a different way e.g. annually averaged temperatures; the standard deviation of monthly temperatures; January and July average temperatures; the temperature of the hottest and the coldest month; the number of hot and cold months; and HDDs and CDDs. This defeats any attempt to compare the results obtained by different studies. 15 Cushing (1987) investigated different specification of climate variables in the context of models of migration within the United States. He found that temperature extremes provided a better representation of the climate than HDDs and CDDs; and that HDDs and CDDs in turn provided a far superior to average temperature and average temperature squared. We believe that temperature extremes might be satisfactory in a single country but not in a cross-country context. 16 Potential overlap exists with any study attempting to value separately the impact of climate change on the landscape. preference analyses reveal only what current households are willing to pay for a more preferred climate yet the scenario of interest actually involves future households.
Data
Data are taken from the World Values Survey (WVS). Data on area used to calculate population density (POPDEN) is taken from the CIA World Factbook. The absolute value of the latitude of each country's centroid is used to control for the variation in hours of daylight over the annual cycle. The dummy variable COAST indicates whether the country is landlocked. The variable LOW_ELEV measures the lowest point of elevation and HIGH_ELEV the highest point of elevation in metres.
The unemployment data has many missing values. We include a freedom index (FREEDOM) and data on the percentage of the population under 14 years of age (UNDER14) and over 65 year of age (OVER65).
Monthly mean temperatures and precipitation totals are taken from a variety of internet sources.
19 For large countries data are averaged over two or more major population centres (see Appendix 1 for details). This procedure is inferior to using data from geographically smaller areas but unfortunately the WVS does not systematically identify regions within countries.
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Researchers often describe both weather and climate in terms of heating degree-days (HDDs) and cooling degree-days (CDDs).
Annually averaged temperature (TMEAN) in °C and annually average monthly precipitation (PMEAN) in mm are displayed in Table 1 . 21 Almost invariably these measure daily deviations from a base mean temperature of 65°F (18.3°C). Our analysis uses the analogous concept of http://www.worldvaluessurvey.org/ 18 Notice that we use GDPPC rather than consumption in order to account for differences in the level of public goods. 19 See in particular http://www.worldclimate.com 20 We will demonstrate that excluding the geographically largest countries does not alter the results. We also experimented with data averaged over each country's territory but quickly discovered such data to be inferior. 21 For examples of studies using HDDs and CDDs see Lawrence and Aigner (1979) and Dubin and McFadden (1984) . For an early exposition of HDDs and CDDs see Thom (1954) . 22 The base temperature is intended to approximate the outside temperature where householders need neither heating nor cooling to feel comfortable indoors.
heating degree-months (HDMs) and cooling degree months (CDMs). These are defined as follows Model 2 is the same regression run using 'country' weights (each country now has the same weight irrespective of the number of times it participated in the WVS). 24 The results are almost identical except that HDM is now significant at five percent. Model 3 replaces CDM and HDM with DM. This specification assumes that HDMs and CDMs are equally bad in terms of their impact on SATISFACTION. Compared with Model 2 there is no significant loss of fit not even at ten percent and the coefficient on DM is easily significant at one percent. 25 We plotted the leverage of each observation against the squared residual but we were unable to find any influential outliers. 
Note: T-statistics are heteroscedasticity-consistent. Data are clustered at the level of the country.
In order to check whether 65°F (18.3°C) is the most appropriate base temperature we ran Model 3 again with DMs calculated using different base temperatures. Table 3 summarises the results. The base temperature providing the greatest explanatory power is exactly 65°F. We now test whether the relationship between DM and SATISFACTION is robust to other changes in model specification.
Model 4 includes TMEAN, TMEAN
2 , the temperature of the coldest month (TMIN), the temperature of the hottest month (TMAX) and the standard deviation of TJAN through to TDEC (TSTDEV). These new variables are not jointly significant even at ten percent.
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Model 5 includes PMEAN, PMEAN 2 , mean precipitation of the driest month (PMIN), mean precipitation of the wettest month (PMAX) and the standard deviation of PJAN through to PDEC (PSTDEV). These new variables are not jointly significant even at ten percent.
The fact that DM is not now individually significant at ten percent suggests that DM provides an adequate description of the climate but not any more so than simultaneously including TMEAN, TMEAN 2 , TMIN, TMAX and TSTDEV.
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Neither the coefficient on DM nor its statistical significance is affected. Model 6 includes unemployment and the number of countries falls to 63. Neither the coefficient on DM nor its statistical significance is affected. Model 7 excludes countries with geographical area in excess of one million square kilometres. 28 By including the interaction term Log(GDPPC) x DM Model 8 allows the marginal rate of substitution between GDPPC and DMs to be more or less than proportionate to GDPPC and potentially dependent of the number of DMs. This interaction term is significant at one percent.
The number of countries included in the regression falls to 61. Neither the coefficient on DM nor its statistical significance is affected. 29 In fact Model 8 suggests that if the GDPPC equivalent impact on SATISFACTION of a one unit change in DM is measured as a proportion of GDPPC then the effect of a unit change in DM is more pronounced for poor countries than rich ones. Further model specifications not displayed included adding higher order terms for Log(GDPPC) and DM. These were not significant at ten percent. 
30

Discussion
The most preferred climate is seemingly one where monthly mean temperatures do not deviate much from 65°F (18.3°C). According to this criterion the list of countries possessing a 'satisfactory' climate is headed by Guatemala, Rwanda and Colombia whereas the list of countries with an 'unsatisfactory' climate is headed by Russia, Finland and Estonia.
These results do not depend on the weighting scheme adopted or on the existence of influential outliers. They are unaffected by the inclusion of large countries. We controlled for ABSLAT, HIGH_ELEVATION, LOW_ELEVATION and COAST because these variables are potentially correlated with climate. We also included dummy variables identifying different regions of the world but DMs still have an impact on SATISFACTION statistically significant at one percent.
Our results provide no support for the Easterlin paradox (1974). Easterlin suggested that in international comparisons the average level of happiness does not vary with national income per person. In our analysis however, countries with a higher GDPPC report higher levels of SATISFACTION significant at one percent.
Other macroeconomic variables have a lesser impact on SATISFACTION. Across the different models INFLATION is always negative but not always significant at five percent. In the single model including the variable UNEMPLOYMENT it is negative and significant only at five percent. When climate is excluded both INFLATION and UNEMPLOYMENT are jointly significant at ten percent. Table 5 points to very different outcomes for countries arising as a consequence of the impact of climate change, at least for the scenario under investigation. In Northern Europe Finland, Sweden, Norway, Germany and Great Britain all enjoy small gains in terms of the percentage change in GDPPC necessary to hold SATISFACTION constant. With the exception of Macedonia, countries in Eastern Europe (the Czech Republic, Hungary, Poland and Slovakia) also gain. Turning to members of the former Soviet Union Estonia, Latvia, Lithuania, Belarus, Russia, Kyrgyzstan, Moldova and Ukraine likewise gain. Armenia, Azerbaijan and Georgia on the other hand, lose. In the Northern Mediterranean Spain, Italy, Albania, Turkey and Cyprus lose whereas Slovenia, Bosnia Herzegovina, Croatia and France gain. In the Southern Mediterranean Morocco, Algeria, Egypt and Israel all lose.
Finally, inserting country specific values for GDPPC, DM 0 and DM 1 along with the estimated parameter values β=0.4239148, γ=-0.0577318 and δ=0.0052829 taken from Model 8 in Table 4 we generate the country specific estimates of CS presented in Table 5 .
The largest impacts are felt in Africa where many countries' CS measures exceed their current GDPPC. Such countries include Burkina Faso, Ghana, Mali, Nigeria, Rwanda, Tanzania, Uganda and Zambia. It seems appropriate to remind the reader that we are measuring losses using WTA rather than WTP. WTP to prevent the change would be smaller and necessarily less than GDPPC. Losses are slight for Ethiopia due to its cool climate and in the case of South Africa, due to its higher GDPPC.
In the Middle East Iran, Jordan and Saudi Arabia all lose but the greatest impact is in Iraq. In the Indian sub continent India experiences significant losses whilst Bangladesh and Pakistan also display WTA in excess of current GDPPC. Thailand, Vietnam, Indonesia, Malaysia and the Philippines all lose. In the Far East China, Japan and South Korea gain slightly. Losses for Hong Kong and Singapore are small due to their high GDPPC. In Oceania Australia loses and New Zealand gains.
In South America Chile, Argentina and Uruguay gain whilst Brazil, Colombia, Peru and Venezuela lose heavily. In Central America and the Caribbean El Salvador, Guatemala, Mexico, Trinidad and Tobago and the Dominican Republic lose. In North America the United States is unaffected whilst Canada gains.
Comparing these results to those in the literature recent assessments acknowledge the possibility of some regions benefitting from climate change (Tol, 2009) . And these same studies also predict more pronounced impacts in low income countries. But whereas Tol's review of economic impacts of CO 2 doubling reveals the expectation that impacts will be "relatively small" our research suggests that for many countries the impacts will be large in terms of WTA as a percentage of GDPPC.
Of the ten most populous countries (China, India, the United States, Indonesia, Brazil, Russia, Pakistan, Bangladesh, Japan and Nigeria) we find that six (India, Indonesia, Brazil, Pakistan, Bangladesh and Nigeria) are among the countries with the highest WTA as a percentage of GDPPC. But in terms of the ten highest emitters of CO 2 (China, the United States, India, Russia, Japan, Germany, Canada, the United Kingdom and South Korea), only India is adversely impacted by the direct impact of climate change. This does not bode well for any agreement significantly to reduce CO 2 emissions. 
Conclusion
We confirm the results of earlier research suggesting that climate may have a significant impact on subjective wellbeing, but do so using what we believe to be a superior representation of the climate.
For those households inhabiting climates currently characterised by a large number of HDMs, our results indicate that warmer temperatures might improve SATISFACTION. But for those households inhabiting climates currently characterised by a large number of CDMs warmer temperatures might bring reduced SATISFACTION.
Our results do not provide a comprehensive assessment of the impact of climate change. We have considered only the direct impact of climate change on households and not the impact arising from changes in GDPPC. The direct impact could nevertheless be a major component of the overall impact of climate change.
Future research should focus on analysing data on subjective wellbeing from smaller geographical areas. It would also be interesting to employ HDDs and CDDs derived from weather data rather than HDMs and CDMs derived from climate data. It is desirable to consider a wider range of climate variables than just temperature and precipitation. But above all it is essential that future researchers avoid presenting results based on specifications where the value of any change in climate is independent of baseline climate or which ignore seasonal variation.
