The purpose of this article is to present and analyse issues connected with the expert knowledge collection methodology in the decision support systems (DSS). The considerations concentrate on a conception of building an information system, based on an application of case-based reasoning method and reasoning based on approximate knowledge. The expert's knowledge is systematically collected in a case base. A mechanism of classical CBR and a logic model of the case base were described. It was assumed that the cases compared with regard to similarity are elements of tolerance space what considerably accelerates the retrieval of satisfying solutions. A local and global measure of case similarity is developed. The method can be used in complex tasks of image identification.
Introduction
The expert knowledge -is the experts' knowledge (hence the term: "expert system"). This knowledge requires a continual verification within the scope of its correctness and effectiveness. Hence there is a need of quality evaluation and its social usefulness.
The experts' knowledge working with DSS is an example of an immeasurable factor whose value becomes a real value in a situation when the expert gives up the job -hence there is a necessity to collect (codify) the experts' knowledge in a special DSS knowledge base, whose element is a case base. The case base collects the experience in the form of cases, understood as problems and their solutions, without instructions related to the rules on the basis of which these decisions were made. The experience is a specific knowledge developed when solving the problems, connected with a concrete problem situation, easy to observe and describe, gained through actions and participation in the events. Requiring the experience of the expert, it is expected that the current problems shall be solved basing on the cases that occurred in the past. It is expected that starting to solve a current problem the expert shall try to recall what solutions were applied in a similar situation in the past. If they lead to the success, surely the expert shall try to act in the same or similar way in a given situation as well. If they came to fail earlier and undertaken actions were ineffective, this time surely the expert shall take advantage of the experience and not reuse applied methods, but replace them with other actions. A presented mechanism of using the experience corresponds with reasoning by analogy whose essence lies in the fact that a reasoning person, in the course of solving a problem, goes back in his mind to the past, recalls problems known to him, presents them and models himself upon them. The use of earlier collected experience requires not only to store it in a convenient form but to introduce automated mechanisms of using it as well. A case-based reasoning method (CBR method) -reasoning by analogy -is an artificial intelligence method which imitates a mechanism of experience use. 1 The purpose of this article is to present and analyse selected issues connected with the expert knowledge collection methodology in the decision support systems. The considerations concentrate mainly on presenting a conception of building an information system with a case base, based on a case-based reasoning method and assumption of making use of approximate 56 Anna Michalczyk, Tadeusz Krupa knowledge by a reasoning person 2 . A representation conception of the expert's knowledge in the form of case base is presented in the article. A mechanism of classical CBR and an exemplary logic model of the case base were discussed. Then it was assumed that the cases compared with regard to similarity are elements of tolerance space what allows to realize an introduced assumption. The tolerance spaces as a special type of approximation space were described among other in the study [5] . The elements of these spaces can be compared with each other with regard to similarity. It is assumed that apart from a set of objects (elements), the additional knowledge about similarity within the framework of their features (properties) is possessed as well, however, it is assumed that the similarity occurred in complex structures is based on the similarity occurred in simpler, elementary sets of values. The assumption that the cases are elements of tolerance space affects the CBR mechanism what is presented in a chapter describing an information system model. There is a presentation of expert inference as an example of system operation of a given model in the article as well. A summary concludes the article.
The expert's knowledge recorded in the case base
A CBR method or method of the system with a case base is used in making prognostic decisions based on the experience recorded in the case base. It found an application for solving many issues, such as: diagnosing, classification, forecasting, evaluation, interpretation, planning, designing, teaching, knowledge, and experience management [2] . It can be use among other to diagnose events or schedule operations. An application area of the systems with a case base includes these domains which meet the criteria such as: regularity (i.e. phenomena are predictable, execution of the same action for a subsequent time, in the same or similar situations it leads to the same or similar results), regularity, i.e. repeatability, similarity of phenomena, continuity of modelled reality (that is little changes in a modelled domain result in little changes in a way of solving old problems).
The CBR method is based on observation of the expert's reasoning who goes back in his mind to the past, recalls problems known to him, presents them and models himself upon their solutions in the course of problem solving process. Therefore CBR takes advantage of specific knowledge included in situations, experienced in the past, called cases. According to this approach, to put it most generally, a case is a pair: <problem, solution> 3 . A problem as well as a solution posses features (attributes) which can be described by the data of various types of values: e.g. by numbers, symbols, text, sets of values, multimedia, etc. The cases are independent, they are not rules, they are a record of real events. Therefore the case base collects experience in the form of cases, understood as problems and their solutions, without instructions related to the rules on the basis of which the decisions were made. This property distinguishes a system with the case base from an expert system where the knowledge is expressed by means of the rules.
In the systems based on rule-based reasoning, the knowledge is represented by means of facts and rules of if-then type. Reasoning is of cause-effect character. The creation of rule-based expert system requires the knowledge "how" to solve a problem. Therefore the purpose of the construction of the rules is generalization and structurization of the expert's knowledge. The drawbacks of rule-based representation appear in the case when the domain expert is not able to express every possible situation then the built knowledge base can include: gaps (they are constituted by unforeseen situations), discrepancies (they can be removed but it is not easy) and effects of personal opinions of the experts (lack of objectivity). The CBR method is an alternative to rule-based reasoning because -as Riesbeck and Schank state [12] : people-experts are not systems of rules but libraries of experiences.
The knowledge representation by means of cases is the most natural form because it is easier for the domain expert to express his opinion on individual cases (examples), on each severally. It is explained by the fact that the expert gains experiences through the contact and handling of concrete situation in practice, he is engaged in solving concrete problems. It should be noticed that the experts as well as all people use analo-gies, comparing a new, unknown case with the known cases, held in memory, with which they managed already earlier. Just as all people in everyday life, the experts make use of approximate knowledge, arisen on the basis of approximate data encumbered with an error. However it is necessary to be prepared for the fact that evaluations expressed in this way shall include some degree of uncertainty.
The CBR mechanism
The solution of current problem through adaptation of solutions used in the past is the essence of CBR. Therefore an idea of the method boils down to an assumption that similar problems have similar solutions. The below figure presents a graphic interpretation of the essence of CBR (see Figure 1 ).
The CBR mechanism is realized in the 4-phase cycle:  retrieving a case (or cases) the most similar to the one under consideration in a case base,  reusing a way of solution of this case (these cases) to solve a current problem,  revising an old solution (solutions) with the object of its adjustment to the problem under consideration; possible adaptation, modification of solution,  retaining the problem under consideration together with the used solution as a new case, experience in order to use it later during solving new problems in the future.
Wanting to build an information system using a CBR method it is necessary to challenge many problems into which there should be included [1, 3] : definition of case within the framework of domain, selection of case representation, determination of a way of similarity measurement, selection of retrieval techniques of similar cases and solution adaptation methods.
A next problem related to the CBR is to determine a way of retrieval of cases similar to a given one. In practice, two retrieval techniques dominate [1, 7] : nearest-neighbour retrieval method which consists in reviewing a base, case by case, in order to find the most similar case and inductive retrieval method which creates a decision tree enabling to classify the cases with regard to a decision. The analysis of the references [1, 2 and 13] allows to state that in most CBR applications a nearest-neighbour retrieval method is selected.
A basic problem related to the CBR is to measure similarity between cases; the measurement depends on a way of case representation. The measurement of similarity between cases is based on the following idea: similarity of cases results from similarity occurring within the framework of their features (properties) describing a problem. Additionally it is assumed that a measure of similarity of cases is a reflexive function (every case is similar to itself) and symmetric function (the following property occurs: if a case c is similar to a case c', than c' is similar to c). A way of realization of the afore-mentioned idea of similarity measure is a structure of so called global measure, determined for the problem as a combination of so called local measures, determined for the features describing the problem, however, distinction of "power" of their impact on similarity of the case through the introduction of weights is admitted.
A next problem connected with the realization of CBR cycle is to modify, adapt a solution. As the references show, an adaptation of the solution can take place: interactively, with participation of the user who proposes the solution, or automatically, on the basis of implemented method. The simplest automatic method is to download (copy) a solution applied to similar problems, i.e. to accept the solution without its modification. A more advanced approach is to transform retrieved solutions by means of common rules or expressions.
The CBR method has many advantages but it is not deprived of drawbacks and limitations. These features which distinguish it from other techniques of automatic solving of the tasks can be included into the advantages of CBR. First of all, it does not require a good understanding of a domain from which the data come. The knowledge about the domain has not to be known, it can be incomplete, it can be gained during going through and reading the content of cases, therefore this method allows for learning on the basis of successes and errors.
When building a CBR system, a way of "how" to solve a problem has not to be known, it is sufficient to give a solution without pointing to the rules on the basis of which it arose. This feature significantly distinguishes the CBR from the systems based on the rules. Teaching the system based on the CBR, consisting in adding the cases to the base, is automatic to some degree. Such systems process the data of any types, any complex structures, and they always give a possibility of reading on the basis of what premises a final outcome is received. The other advantages of CBR mentioned in the reference [4] include a reduction of knowledge acquisition costs, decrease of efforts made to solve a new problem, easiness of implementation of the method, relatively small maintenance cost, use of existing data, quick proposal of problem solutions, easiness of method application, simple learning through memorizing, and first of all, high acceptability by the final users.
It results from the analysis of the references [2, 13] that a very little attention is paid to the drawbacks of CBR method. In the authors' opinion it can be assumed that in the first place the CBR drawbacks result from drawbacks and limitations of applied techniques in each of phases of CBR cycle and they can be considered as inconveniences. In the first place such inconveniences of CBR, mentioned in the reference [1] The Expert Knowledge Collection Methodology in the Decision Support System 59 opinion -can include the fact that the limitations are put on properties of the domain in which it can be used (regularity, repeatability, similarity of phenomena, continuity of modelled domain). The fact that it is necessary to select the problem features (attributes) in relation to which reasoning is carried out can be considered as a next drawback. It requires an additional knowledge of the user who carries out the reasoning. The fact that the case base requires a lot of memory can be considered as an additional difficulty as well. It can be explained in such a way that a presented classical mechanism of CBR always finds a solution therefore the fact whether a found case is more or less similar to the case under consideration depends on the size and quality of the case base. The bigger case base, the better approximation of cases. The next difficulty is a necessity of preparation, indication of similarity function adjusted to the representation of cases what can be an additional problem for the User. The classical CBR does not take making use of approximate knowledge into consideration as well what -in the authors' opinion -can be a drawback of the method.
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The exemplary logic model of the case base
The information system created using a method of artificial intelligence, including the CBR, belongs to so called systems with a knowledge base. Three permanent elements can be distinguished in the systems of such a class [10, 11] : knowledge base, reasoning mechanism and the user's interface. In the case of CBR method application, the knowledge base is constituted by a case base and an additional knowledge about a domain, i.e. a dictionary which describes a definition of the case and its representation, similarity measures and solution adaptation rules.
The case base includes a description of various problems from the past along with the description of their solving without instructions related to the rules on the basis of which the decisions were made. It results from this determination that the case base is, in the sense of logic model of relational data base, simply a data base.
Assuming that in most CBR applications a representation based on a vector of features ("flat" model) which employs a form of structure: Object-Attribute-Value [3, 13] is selected, the case base can be defined as follows:
where: U -finite set of cases, A -non-empty, finite set of attributes (features, properties) describing a problem and for every attribute aA we have a: U U a , where U a is a set of values of attribute aA, D -non-empty, finite set of attributes describing a problem solution and for every dD we have d: U  U d , where U d is a set of values of attribute d.
The nearest-neighbour retrieval method as a retrieval technique of similar cases is used the most often when a representation of the case is determined in such a way. Then the measurement of similarity between two cases c, c' U is calculated according to the formula:
where A -set of attributes describing a problem and for aA we have a: U  U a , sim a : U a x U a  [0, 1] -local measure of similarity determined for every attribute a A, U a -set of values assumed for every a A, w a  0-weight of attribute a A.
It should be noticed that in the formula (2) the measures of local similarity sim a are dependent on a type of values assumed within the framework of feature. Additionally, it is assumed that a measure of similarity of cases is a reflexive function and symmetric function, however, the weights allow to express the validity of attribute, impact of feature on similarity of cases. It is assumed that local similarities as well as weights of attributes must be known and given by the user of the system or calculated using machine training techniques. The analysis of the references [2, 13] allows to conclude that the cases of heterogeneous, mixed features -both quantitative and qualitative ones -using real, non-transformed data, can be compared with each other in this way with respect to similarity.
The executed empirical researches [9, 14] point to the problems of the users of the system with a numerical determination of local similarity. Sometimes it is significantly easier to determine a fact of similarity between the values of a given attribute then to express it numerically through giving a precise value or function (measure) according to which these value is calculated. It can be grounded by the fact that a man, in everyday life, in a natural, intuitive way, does not calculate but he estimates, i.e. he makes use of approximate knowledge. Additionally, it can be assumed that the values of some attributes can come from a measure, therefore it is necessary to take a device error tolerance into account. The achieved results point to the demand for the extension of classical measure of similarity by measures which take making use of approximate knowledge into account. An assumption that the cases are elements of tolerance space is the attempt to solve this problem.
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The role of tolerance space in processing the expert's knowledge
The tolerance spaces (TS) and their properties were described by Doherty, Łukaszewicz and Szałas in the article [5] . The tolerance spaces as a special kind of approximation spaces allow, in a convenient way for the user, to compare objects, whose features assume the values of various types, with each other with regard to similarity. It is assumed that apart from a set of objects, an additional knowledge about similarity within the framework of their features (properties, attributes) is known as well, however, it is assumed that the similarity occurred in complex structures is based on the similarity occurred in simpler sets of values on the basis of which they arose. It means that the tolerance spaces determined for the elementary sets (e.g. values of features) induce, determine a tolerance space for complex structures for the construction of which they were used [5] . The property is very essential because in the CBR method, the similarity of cases results from the similarity of their problems and it results from the similarity within the framework of compared features describing the problem.
Let U be a set of some objects. The similarity between the objects of the set U can be measured, i.e. it can be expressed as a value of some function, so called measure of similarity sim: U x U  [0, 1] such one that for every u, u' U it occurs:  sim(u, u') = 1, i.e. every object is similar to each other,  sim(u, u') = 0, when u and u' are not similar to each other,  sim(u, u') expresses a similarity degree of the object u' to u.
The measure of similarity increases in conjunction with the increase of similarity between objects of the set U.
The objects for which a similarity degree is above a certain threshold value can be considered as indistinguishable objects.
A concept of tolerance space (TS) is understood as a tuple TS = <U, sim, p>, where U is a non-empty set of objects, sim: U x U  [0, 1] is a measure of tolerance, p is a threshold value, however, p[0, 1].
The measure of similarity is a tolerance measure when it is a reflexive and symmetric function, i.e. for every object u, u' U a condition sim(u, u') = 1 is fulfilled and sim(u, u') = sim(u, u').
A set of indistinguishable objects with the object u U, i.e. similar ones to a degree of at least p constitutes its surroundings (or neighbourhood) understood as:
As it is given earlier, an important property of TS is the fact that the similarity of objects of complex structures results from the similarity occurring in the sets of values used for the purposes of their construction.
Let a set of objects under consideration be defined as an information table.
A concept of information table is understood as a pair IT = <U, A>, where U is a non-empty, finite set of objects, A is a finite set of attributes (features, properties) and for the attribute aA we have a: U U a , where U a is a set of values of attribute a A.
In the TS theory it is assumed that apart form the information The measures of similarity, including tolerance measures, can be defined in several ways [8, 9] . The exemplary local sim a and global sim tolerance measures, to-gether with a short characteristic, are presented in the further part of the study.
It should be noticed that in the CBR a retrieval of similar case in the case base boils down to comparing the problems with respect to similarity, therefore a subset CB, which with the assumed representation CB = <U, A, D> is the information table IT = <U, A>, is taken into account in the phase of retrieval. Taking this fact into consideration it can be acknowledged that the tolerance measures for the information table can be measures of similarity for the cases from CB.
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The exemplary local tolerance measures sim a
The similarity (tolerance) of objects, being elements of elementary set (e.g. numbers, symbols, logic values) can be presented in various ways, e.g. as a matrix of similarity, affinity to surroundings and as functions of measure [8, 9] . Finally, the expert decides a way of expression of the knowledge about similarity. 
A measure (m2) can be applied to these sets of values for which a calculation of maximal distance of objects is possible.
A measure (m3) is applicable to the numerical sets when an approximation error   is known. In particular, it receives the following form (m4)
Other exemplary tolerance measures based on the distance function are described by the formulas (m5) and (m6)
The presented measures are applicable when a distance function d is known, adjusted to such a type of data. For example, for the numerical data, the distance can be calculated according to the formula d(u, u') = |u-u'| (Euclid distance), for logic (symbolic) values, e.g.
 The affinity to the surroundings If a numerical value of similarity degree is not known or a measure function is not known, or it is a problem to give its definition, then the fact of similarity between the objects can be expressed through the affinity to the object's surroundings. The knowledge can be expressed as follows.
mean the neighbourhood of element uU a , then for u, u'U a we have:
All presented measures sim a are tolerance measures, i.e. they are reflexive and symmetric functions.
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The exemplary global tolerance measures sim
The similarity (tolerance) of objects, being elements of information table (what with the assumed case representation it boils down to similarity between cases from the case base) can be presented in various ways, e.g. as a matrix of similarity, affinity to surroundings and as functions of measure based on the similarity occurring in the sets of features (elementary sets) [8, 9] . Finally, the expert decides a way of expression of the knowledge about similarity between the objects. 
The similarity between the objects in (M2) is decided by the weight of attributes w a and similarity degree within the framework of features (attributes), i.e. the value sim a . This measure is a classical measure used in CBR (formula 2):
The similarity between the objects in (M3) is decided not only by the similarity occurring within the framework of all aA, but by their accordingly big degree expressed by sim a .
The similarity between the objects in (M4) is decided by the biggest similarity degree sim a for aA. It means that the similarity of the objects is determined on the basis of one feature, not always the same one.
The similarity between the objects in (M5) is decided by the smallest similarity degree sim a for aA, i.e. all features impact on the similarity.
The similarity between the objects in (M6) is decided by an arithmetic mean of the similarities in the set of values of attributes aA. This measure is a special case of measure (M2), assuming that the weights w a for aA are equal for every attribute and they receive the value w a = 1/|A|.
 The measure based on the affinity to the surrounddings within the framework of features If a value of similarity degree within the framework of features is not known but the fact of "being indistinguishable" is stated, i.e. the affinity to the object's surroundings for every feature is known, then the measure of similarity for the object can be expressed as follows.
Let sim a mean a tolerance measure in a set of values U a of attribute aA, p a a threshold value, I a : U a 2
Ua surroundings (neighbourhood) of element of this set, i.e. for uU we have I a (u) = (u' U a ; sim z (u, u')  p a ) and let S a : U x U [0, 1] be a function verifying an affinity to the object y to the object's surroundings x, where x, yU a for aA described by the formula: 
Selecting a weight of attribute w a for aA in (M8), the "power" of similarity within the framework of a given feature on the similarity between the objects can be expressed. The similarity between the objects is decided not only by the number of attributes for which the similarity of features occurs but also by their "quality" expressed by the weight. Selecting a threshold value p a properly, it can be determined which attributes (features) have the biggest impact on the similarity. Assuming w a = 1/|A| for every aA, i.e. determining that the similarity within the framework of every feature is equally important, the similarity between the objects shall be decided by a number of attributes for which the indistinguishability occurs within the framework of the features.
 The affinity to the surroundings If a numerical value of similarity degree is not known or a measure function is not known (e.g. it is a problem to give its definition, then the fact of similarity between the objects (to be more precisely: being indistinguishable) can be expressed through the affinity to the surroundings (neighbourhood). The knowledge can be expressed as follows. 
All presented measures are tolerance measures, i.e. they are reflexive and symmetric functions. Finally, their usefulness or purposefulness of use is decided by the expert who carries out the reasoning.
The threshold values p a and necessary weights w a for aA must be determined. They are given by the user who carries out the reasoning. When the user has no knowledge on this issue, default values (threshold values equal to 1) shall be accepted or they shall be calculated automatically using machine training techniques.
The presented definitions of measures assume that for every object uU all values for every attribute aA are known, i.e. a problem of missing data is not taken into consideration in a proposed approach.
The model of information system with the case base
As it is already described, wanting to build an information system using a CBR method it is necessary to challenge many problems. The basic problems include: definition of case, selection of case representation and measurement of similarity between cases. The purpose of the article is to present a conception of the system in a generalized form, therefore a definition of the case 4 is omitted in the presented model, it is only assumed that the case representation is based on a vector of features. We assume that apart from the case base, an additional knowledge about occurring similarity within the framework of features of the problem under consideration, expressed by means of tolerance spaces, is known. Then this similarity is transferred to the similarity of problems and consequently to the similarity of cases. Such an assumption is a system model assumption which can be presented as follows. The system assumptions. We have a case base CB = <U, A, D> defined according to the formula (1) and we possess an additional knowledge about similarity occurring within the framework of features of the 4 A concept of definition of case is understood as giving a number of attributes, their names, sets of assumed values.
problem expressed by tolerance spaces TS a = <U a , sim a , p a > for every aA, then this similarity is transferred to the similarity of cases, i.e. the tolerance spaces TS a determine a tolerance space above the case base TS CB = <U, sim, p>. The introduction of the afore-mentioned assumption to the system allows to make use of surroundings I a (formula (3)) determined for the values of features of the problem in order to determine a similarity between the cases, what can be described by means of the below-mentioned formula (formula (4), on the basis of M7 and M8):
where: It should be noticed that a classical measure of similarity for the CBR determined by the formula (2) is also a tolerance measure (it is reflexive and symmetric), therefore it can be applied to the proposed approach. The presented definition of local and global tolerance measures constitute additionally an element extending a classical approach to the measurement of similarity between the cases.
The CBR TS reasoning cycle. Assuming that cases from a case base CB are elements of tolerance space allows to make use of cases indistinguishable from the one under consideration, what impacts on a reasoning cycle, what we mark as CBR TS (Tolerance-Based CaseBased Reasoning). In this situation, every case collected in the base determines its surroundings (neighbourhood), i.e. a set of cases indistinguishable from it, i.e. such ones whose similarity degree exceeds a certain threshold value.
Taking into account conditions which must be met by domains from a field of CBR application and the essence of CBR method in the form of statement: similar problems have similar solutions, it can be concluded that after the application of tolerance space to the CBR, the essence of CBR TS method would extend the essence of CBR by the statement: indistinguishable problems have indistinguishable solutions, what is illustrated by Figure 3 .
An additional advantage of such an approach is a possibility of quick statement of a precedent (a precedent in the meaning of untypical case, not appearing earlier, which can happen many times in the future). If a case the most similar to a new one does not belong to its surroundings, it means that the new case is a precedent. Such information -in the authors' opinion -would help the reasoning person to solve a problem because he would know that he deals with a new unknown situation, naturally, in the context of collected cases.
As it is said earlier, assuming that the cases from the CB are elements of tolerance space impacts not only on a similarity measure but also on a classical CBR cycle. It is obtained a four-phase CBR TS (so called Tolerance-Based Case-Based Reasoning) cycle whose first phase of retrieving TS is extended in relation to the classical phase of retrieving by a possibility of retrieving cases indistinguishable from the one under consideration (i.e. its surroundings-neighbourhood). In order In order to retrieve the surroundings (neighbourhood) of new problem, it is proposed to use a neighbourhoodretrieval algorithm whose essence would consist in reviewing a case base, case by case, in order to find all indistinguishable from the one under consideration, i.e. for which a property compliant with the formula (3) occurs. In relation to other CBR TS phases it is assumed that they are compliant with 2, 3, 4 phases of classical CBR cycle. Taking the CBR TS into account, it is a fourphase cycle including the following phases:  retrieving a case the most similar to the one under consideration or cases indistinguishable from the one under consideration (i.e. its surroundings),  reusing a way of solution of retrieved case (cases) to solve a new problem,  revising an old solution (solutions) with the object of its adjustment to the problem under consideration; possible adaptation, modification of solution,  retaining the problem under consideration together with the used solution as a new case. (source: self study) Figure 4 presents the essence of CBR TS cycle. The prepared CBR TS mechanism has all advantages as a classical CBR and additionally it:  enables to make use of approximate knowledge thanks to that the user can operate with surroundings -colloquially: "a fact of being indistinguishable" without determination of similarity degree or measure,  gives a possibility of quick statement of appearance of a precedent,  enables to solve a new problem through adapting many solutions which were applied to the problems indistinguishable from the one under consideration,  thanks to introduced parameterisation (use of similarity threshold) dissemination of knowledge, its repeated usage, sharing, training takes place.
A necessity of giving the thresholds p determining the surroundings can be considered as a CBR TS drawback, all drawbacks of classical CBR, if a variant of retrieval of the most similar case is selected. According to this approach, a case the most similar to the new one is always retrieved, naturally, on the assumption that the case base is not empty. If the case base does not include a large number of cases, what is natural in an initial phase of making use of CBR system, then a returned case of too small similarity degree, so that a solution connected with it is useful in a new situation, can be a result of retrieval. A possibility of return of empty surroundings as a result of retrieval which informs the user of appearance of unknown situation (precedent) can be considered as an advantage.
The system model. An information system created with using artificial intelligence tools belongs to so called systems with a knowledge base. Three permanent elements can be distinguished in the systems of this class: knowledge base, mechanism of reasoning and interface. Making assumptions about the system allows to define the information system based on a CBR method taking into account a possibility of making use of approximate knowledge in the form compliant with the formula (5): of cases and to express it in a tolerance space TS CB = <U, sim, p> (i.e. to determine a set of cases U, to point to a global tolerance measure sim and indistinguishable threshold p),  to formulate a new problem,  to select features of the problem creating an index (i.e. taking part in we reasoning) and to determine their weight w a ,  to execute a CBR TS mechanism.
With regard to the accepted scope of the article, a model of the system (5) is presented in the basic form possible to be extended further. According to the authors' intention, the introduction of tolerance space to the CBR constitutes a starting point for the further considerations on an application of theory of approximate set. Such a determined theme shall constitute a subject-matter of further researches.
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The formulation of enquiries -the presentation of the expert inference
We have CB = <U, A, D> a case base, where U = {c0, c1, c2, c3} constitutes a set of cases, A = {a0, a1} is a set of attributes describing a problem, D = {d0} is a set of attributes describing a decision and we possess an additional knowledge about similarity occurring in the sets of elementary attributes as in the below Table 1 .
Let  TS a0 = <U a0 , sim a0 , p a0 > be a tolerance space for the attribute a0, where: 
where S a (x, y) = {1 for yI a (x); 0 otherwise } -when selecting retrieval of the most similar one (classical approach), sim(u, u') =  aA w a sim a (a(u), a(u'))/ aA w a
w a0 = w a1 = 0,5, p = 1 (assumed). set of values U a1 = {0, 1, 2}, I(0) = {0, 1}; I(1) = {0, 1, 2}; I(2) = {1, 2} equal weight of attributes 
The results of operation of the system described by the formula (4).
Example 1
Let n = <52, 5, 1, ?> be a new case. The CBR TS mechanism:
 Variant 1 -Phase 1. Retrieving TS -retrieval of indistinguishable ones is selected. Index: all features of the problem, i.e. a0, a1.
Result of the phase: surroundings of new case I(n) = {c2, c3}.
Substantiation: A degree of local and global similarity between a new case and the cases from the case base is calculated on the basis of additional knowledge about similarity between problems expressed by tolerance spaces TS a and TS CB (similarity measure based on the surroundings, formula (5)). The similarity degree is represented in the below table ( Table 2 ).
The surroundings of a new case n include the cases which are similar at least to the degree p = 1 (acc. to def. TS CB ), therefore this condition is met by the cases c2 and c3. -Phase 4. Retaining The new case n being a result of the phase 3 is added to the case base as a new case c4 = n. The reorganization of the case base through updating a set of cases U by a new case c4 = n is a result of the phase.
Result of the phase: U = {c0, c1, c2, c3, c4}, where c4 = n = <52,5, 1, d 04 >.
 Variant 2 -Phase 1. Retrieving TS -retrieval of the most similar one is selected. Index: all features of the problem, i.e. a0, a1.
Result of the phase: the most similar case c2.
Substantiation: A degree of local and global similarity between a new case and the cases from the case base is calculated on the basis of additional knowledge about similarity between problems expressed by tolerance spaces TS a and TS CB (classical measure of similarity, formula (7)). The similarity degree is represented in the Table 3 .
The new case n is the most similar to the case c2. -Phase 4. Retaining The new case n being a result of the phase 3 is added to the case base as a new case c4 = n. The reorganization of the case base through updating a set of cases U by a new case c4 = n is a result of the phase.
Example 2
Let n = <55,0, 0, ?> be a new case. The CBR TS mechanism.
 Variant 1 -Phase 1. Retrieving TS -retrieval of indistinguishable ones is selected.
Index: all features of the problem, i.e. a0, a1.
Result of the phase: surroundings of new case I(n) = { } (empty).
Substantiation: A degree of local and global similarity between a new case and the cases from the case base is calculated on the basis of additional knowledge about similarity between problems expressed by tolerance spaces TS a and TS CB (measure of similarity based on the surroundings, formula (5)). The similarity degree is represented in the Table 4 .
The surroundings of a new case n include the cases which are similar at least to the degree p = 1 (acc. to def. TS CB ), therefore this condition is not met by any case.
-Phase 2. Reusing The surroundings of the new case n are an empty set, i.e. there are no cases indistinguishable from the one under consideration in the case base, therefore there is a precedent in the sense of collected cases. A decision d 04 must be made by the reasoning person.
Result of the phase: d 04 .
-Phase 3. Revising In real conditions, this decision d 04 is subject to revising. It is applied without changes or it is subject to possible adapting and modification. It becomes a solution of new problem after the acceptance and application.
Result of the phase: new case n = <55, 0, 0, d 04 >. -Phase 4. Retaining The new case n being a result of the phase 3 is added to the case base as a new case c4 = n. The reorganization of the case base through updating a set of cases U by a new case c4 = n is a result of the phase.
Result of the phase: U = {c0, c1, c2, c3, c4}, where c4 = n = <55,0, 0, d 04 >  Variant 2 -Phase 1. Retrieving TS -retrieval of the most similar one is selected. Index: all features of the problem, i.e. a0, a1.
Result of the phase: the most similar case c3.
Substantiation: A degree of local and global similarity between a new case and the cases from the case base is calculated on the basis of additional knowledge about similarity between problems expressed by tolerance spaces TS a and TS CB (classical measure of similarity, formula (6)). The similarity degree is represented in the Table 5 .
The new case n is the most similar to the case c3. -Phase 4. Retaining The new case n being a result of the phase 3 is added to the case base as a new case c4 = n. The reorganization of the case base through updating a set of cases U by a new case c4 = n is a result of the phase.
Result of the phase: U = {c0, c1, c2, c3, c4}, where c4 = n = <55,0, 0, d 04 >.
Summary
The purpose of this article was to present and analyse issues connected with the expert knowledge collection methodology in the decision support systems. The considerations concentrated mainly on the presentation of a conception of building an information system with a case base, based on a case-based reasoning method and on an assumption of making use of approximate knowledge by the reasoning person.
It was assumed that the cases are elements of tolerance space what allowed to operate with the surroundings, i.e. the cases indistinguishable from the one under consideration. It was shown that the introduction of this assumption impacted on a classical reasoning mechanism. It is received a four-phase CBR TS (tolerancebased case-based reasoning) cycle being an extension of CBR method.
The case-based reasoning method and areas of its application belong to a group of subjects taken up by many researchers. Various solutions for the purpose of this method and domains, in which it can be applied successfully are still being searched. In the authors' opinion, the issues raised in the study cover this stream of researches.
