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Abstrakt
Cı´lem pra´ce je zefektivnit pouzˇitı´ NetLink socket v jazyce Python prˇi prova´deˇnı´ za´klad-
nı´ch operacı´ souvisejı´cı´ch s konfiguracı´ sı´teˇ a sı´t’ovy´ch sluzˇeb v prostrˇedı´ Linux/GNU
a da´le prˇipravit sadu prˇı´kladu˚ pouzˇitı´ NetLink ve specificky´ch prˇı´padech konfigurace.
Knihovnı´ balı´cˇek bude obsahovat zejme´na prvky potrˇebne´ pro nastavova´nı´ IP adres na
rozhranı´ a rˇı´zenı´ smeˇrova´nı´.
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Abstract
The goal of this bachelor work is icrease efectivity of basic configuration tasks of network
and network services trough Netlink socket in Linux/GNU environment. Then prepare
a set of examples of using Netlink in specific cases of configurations. The library package
will contain especialy tools nesecary for configuring IP addresses on interfaces and for
routing control.
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Seznam pouzˇity´ch zkratek a symbolu˚
IP – Internet Protocol
IPv4 – Internet Protocol verze 4
IPv6 – Internet Protocol verze 6
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1.1 Co je to Netlink socket
Netlink socket je obecneˇ mechanizmusmeziprocesove´ komunikace v operacˇnı´m syste´mu
Linux. Je ho mozˇne´ pouzˇı´t jak pro vy´meˇnu informacı´ mezi procesy bezˇı´cı´mi v uzˇivatel-
ske´m prostoru, tak i tehdy, kdyzˇ neˇktery´ z procesu˚ beˇzˇı´ v ja´drˇe. Soucˇasna´ podoba tohoto
mechanismu je dostupna´ od ja´dra verze 2.2.
Tato pra´ce se zaby´va´ vyuzˇitı´m tohoto mechanizmu pro konfiguraci sı´t’ove´ho sub-
syste´mu v ja´drˇe. K tomuto u´cˇelu bylo v ja´drˇe vytvorˇeno neˇkolik sluzˇeb, se ktery´mi se
komunikuje pra´veˇ prˇesNetlink socket. Tyto sluzˇby vznikly jako snaha sjednotit a usnadnit
tuto konfiguraci.
V te´to pra´ci se zameˇrˇı´m zejme´na na konfiguraci adres na sı´t’ovy´ch rozhranı´ch a na
modifikaci smeˇrovacı´ch tabulek.
1.2 Motivace
Hlavnı´m du˚vodem pro vznik te´to pra´ce je fakt, zˇe v podstateˇ jedinou dostupnou doku-
mentacı´ je tento dokument [2], ktery´ ale popisuje pouze smeˇrova´nı´ a RFC3549 [3]. Tento
dokument neobsahuje zˇa´dny´ prˇı´klad a i kdyzˇ obsahuje po forma´lnı´ stra´nce vsˇechny po-
trˇebne´ informace, velmi sˇpatneˇ se v neˇm orientuje a troufa´m si tvrdit, zˇe cˇisteˇ na za´kladeˇ
neˇj doka´zˇe cokoliv nakonfigurovat jen ma´lokdo.
1.3 Struktura te´to pra´ce.
Tato pra´ce by tedy meˇla by´t manua´lem, ktery´ vysveˇtluje principy spra´vy fyzicky´ch a IP
adres, smeˇrovacı´ch tabulek a v mensˇı´ mı´rˇe take´ samotny´ch sı´t’ovy´ch rozhranı´. Prvnı´ cˇa´st
vysveˇtluje jaky´m zpu˚sobem toto prove´st prˇı´mo prˇes Netlink socket. Ve druhe´ cˇa´sti je po-
tom zdokumentova´n balı´cˇek, ktery´ umozˇnˇuje tote´zˇ, ale jednodusˇsˇı´m vysokou´rovnˇovy´m
zpu˚sobem.
Chteˇl bych na u´vod poznamenat, zˇe te´meˇrˇ vsˇe se nastavuje pomocı´ konstant. V pra´ci
uva´dı´m te´meˇrˇ vzˇdy pouze nejbeˇzˇneˇji pouzˇı´vane´ hodnoty. Kompletnı´ vy´cˇet je obsazˇen v
modulu constants, balı´cˇku PyNetlink.
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Tato kapitola popisuje jaky´m zpu˚sobem nava´zat komunikaci prˇes Netlink a strukturu
odesı´lany´ch dat. Da´le take´ jak konfigurovat neˇktera´ nastavenı´ IP subsyste´mu.
2.1 Vytvorˇenı´ komunikacˇnı´ho rozhranı´ (socketu)
Komunikace prˇes Netlink socket je velmi podobna´ pra´ci se soubory nebo jaky´mkoli jiny´m
socketem.
Jepotrˇebavytvorˇit socket rodinyAF NETLINK, a jako typ socketunastavit bud’SOCK RAW
a nebo SOCK DGRAM. Netlink mezi nimi nerozlisˇuje.
import socket
sock = socket.socket(socket.AF NETLINK, socket.SOCK RAW)
Vy´pis 1: Vytvorˇenı´ socketu.
Vola´nı´ socket() v Pythonu vra´tı´ objekt reprezentujı´cı´ socket. Pro odesı´la´nı´ a prˇı´jem dat
slouzˇı´ metody send() a recv().
2.2 Obecny´ forma´t vsˇech zpra´v - Hlavicˇka NlMsgHdr
Kazˇda´ zpra´va zası´lana´ nebo prˇijata´ prˇes Netlink socket, se skla´da´ veˇtsˇinou z vı´ce cˇa´stı´.
Kazˇda´ cˇa´st ma´ svoji hlavicˇku. Za nı´ mu˚zˇe na´sledovat bud’ prˇı´mo zpracovatelny´ datovy´
typ, naprˇı´klad cˇı´slo ve forma´tu int, nebo textovy´ rˇeteˇzec a nebo hlavicˇka dalsˇı´ zanorˇene´
cˇa´sti. Jednotlive´ cˇa´sti tak v podstateˇ tvorˇı´ stromovou strukturu.
Tady je du˚lezˇite´, zˇe kazˇda´ jednotliva´ cˇa´st musı´ mı´t de´lku v bytech deˇlitelnou cˇı´slem
cˇtyrˇi. Pokud tomu tak nenı´, doplnı´ se na konec te´to cˇa´sti vy´plnˇ v podobeˇ nulovy´ch bytu˚
tak aby tato podmı´nka byla splneˇna. V hlavicˇce te´to cˇa´sti bude pole oznacˇujı´cı´ jejı´ de´lku
obsahovat de´lku bez vy´plneˇ. Naopak prˇi vy´pocˇtu de´lky nadrˇazene´ cˇa´sti se vnorˇene´ cˇa´sti
berou jako celek i vcˇetneˇ vy´plneˇ. Tak jak to ukazuje tabulka 1.
Aby bylomozˇne´ identifikovat a vu˚bec da´le zpracova´vat odeslana´ nebo prˇijata´ data jak
na straneˇ ja´dra tak aplikacı´ v uzˇivatelske´mprostoru,musı´ kazˇda´ zpra´va zacˇı´nat hlavicˇkou
NlMsgHdr. Strukturu te´to hlavicˇky za´zornˇuje tabulka 2. Vy´znam jednotlivy´ch polı´ v te´to
je vysveˇtlen v na´sledujı´cı´ vy´cˇtu:
• nlmsg len: De´lka cele´ zpra´vy v bytech v cˇetneˇ hlavicˇky.
• nlmsg type: Toto pole slouzˇı´ k identifikaci dat za hlavicˇkou.
• nlmsg flags: Prˇı´znaky, jinak take´ vlajecˇky.
– NLM F REQUEST = 1: Tato zpra´va je pozˇadavek. Tento prˇı´znak by meˇl by´t
nastaven u vsˇech zpra´v posı´lany´ch do ja´dra.
– NLM F ACK = 4: Pozˇadavek na potvrzenı´. Vı´ce v kapitole 2.5
– NLM F ECHO = 8: Podle RFC [3] by zpra´va odeslana´ s tı´mto prˇı´znakemmeˇla










Tabulka 1: Prˇı´klad zanorˇova´nı´ a zarovna´va´nı´ jednotlivy´ch cˇa´stı´ zpra´vy.
Na´zev De´lka Zname´nko
nlmsg len 32b ne
nlmsg type 16b ne
nlmsg flags 16b ne
nlmsg seq 32b ne
nlmsg pid 32b ne
Tabulka 2: Struktura NlMsgHdr.
– NLM F MULTI = 2: Za zpra´vou s tı´mto prˇı´znakem bude na´sledovat dalsˇı´
zpra´va s odpoveˇdı´.
– NLM F ROOT = 0x100:Ma´me za´jem o kompletnı´ vy´pis.
– NLM F MATCH = 0x200: Odpoveˇd’ bude obsahovat jenom polozˇky odpovı´-
dajı´cı´ filtracˇnı´mu krite´riu.
– NLM F ATOMIC = 0x400: Data pro odpoveˇd’ by meˇla by´t shroma´zˇdeˇna ato-
micky - aby byla odpoveˇd’konzistentnı´.
– NLM F DUMP: Kombinace prˇı´znaku˚ NLM F ROOT a NLM F MATCH.
– NLM F REPLACE = 0x100: Nahradit prvek.
– NLM F EXCL = 0x200: Nenahrazovat prvek pokud existuje.
– NLM F CREATE = 0x400: Vytvorˇit novy´ prvek.
– NLM F APPEND = 0x800: Prˇipojit prvek na konec.
• nlmsg pid: Identifikacˇnı´ cˇı´slo procesu poprˇı´padeˇ procesu a vla´kna. Slouzˇı´ pouze
k identifikaci odpoveˇdı´. V tomto poli mu˚zˇe by´t v podstateˇ libovolna´ hodnota. V
odpoveˇdi bude toto pole nastavene´ totozˇneˇ. Toto se hodı´ v prˇı´padeˇ zˇe k jednomu
socketu prˇistupuje najednou vı´ce jak jedno vla´kno cˇi proces.
• nlmsg seq: Toto pole ma´ podobny´ vy´znam jako pole prˇedchozı´. Umozˇnˇuje prˇirˇadit
ke ktere´mu dotazu patrˇı´ dana´ odpoveˇd’.
Neˇktere´ typy zpra´v:
• RTM NEWLINK,RTM DELLINK,RTM GETLINK,RTM SETLINK:Spra´va sı´t’o-
vy´ch rozhranı´
7Forma´t Odpovı´dajı´cı´ typ v C Typ v Pythonu Velikost v bytech
x pad byte bez hodnoty 1
c char bytes de´lky 1 1
b signed char int 1
B unsigned char int 1
h short int 2
H unsigned short int 2
i int int 4
I unsigned int int 4
Tabulka 3: Neˇktere´ mozˇne´ znaky forma´tovacı´ho rˇeteˇzce trˇı´dy Struct.
• RTM NEWADDR, RTM DELADDR, RTM GETADDR: Spra´va IP adres.
• RTM NEWROUTE, RTM DELROUTE, RTM GETROUTE: Spra´va smeˇrovacı´ch
tabulek.
• NLMSG NOOP = 1: Zpra´va tohoto typu bude ignorova´na.
• NLMSG ERROR = 2: Zpra´va je ozna´menı´ o chybeˇ. Vı´ce v cˇa´sti 2.5.
• NLMSG DONE = 3: Ukoncˇenı´ sekvence slozˇene´ z vı´ce zpra´v.
2.3 Zpracova´nı´ bina´rnı´ch dat v Pythonu
Komunikace prˇes socket je bina´rnı´. V Pythonu jsou tato data reprezentova´na datovy´m
typem bytes, ktery´ je nemeˇnitelny´, poprˇı´padeˇ meˇnitelny´m typem bytearray. A protozˇe,
na rozdı´l naprˇı´klad od C++, Python nema´ pevneˇ stanovenu de´lku promeˇnny´ch, obsa-
huje standardnı´ knihovna Pythonu modul struct. Tento modul obsahuje stejnojmennou
trˇı´du Struct () , ktere´ se jako jediny´ argument prˇeda´ textovy´ rˇeteˇzec reprezentujı´cı´ forma´t
dat. Nejpouzˇı´vaneˇjsˇı´ znaky, ze ktery´ch je mozˇne´ tento rˇeteˇzec slozˇit, ukazuje tabulka 3.
Kompletnı´ vy´cˇet je v dokumentaci [4].
Prˇevod promeˇnny´ch na bytes se provede zavola´nı´m metody pack(). Do argumentu je
trˇeba vypsat vsˇechny promeˇnne´ v odpovı´dajı´cı´m porˇadı´. Pocˇet promeˇnny´ch musı´ prˇesneˇ
odpovı´dat pozˇadovane´mu forma´tu.
K obra´cene´mu prˇevodu slouzˇı´ metoda unpack(), ktere´ se do argumentu prˇeda´ rˇeteˇzec
bytes. I tadymusı´ de´lka tohoto rˇeteˇzce odpovı´dat de´lce forma´tu v bytech. De´lku je mozˇne´
zjistit pomocı´ property size.
Na´sledujı´cı´ ko´d prˇeva´dı´ dveˇ promeˇnne´, ktere´ odpovı´dajı´ typu unsiged short na bytes a
zpeˇt.
from struct import Struct
promA = 1
promB = 2
8s = Struct( ’HH’)
bst = s.pack(promA, promB)
print( ”bst=”, bst)
(pA, pB) = s.unpack(bst[:s.size ])
print(pA, pB)
Vy´pis 2: Pra´ce s bina´rnı´mi daty.
S bytes se pracuje jako s jaky´mkoliv jiny´m rˇeteˇzcem nebo seznamem. Naprˇı´klad dost
cˇasto je trˇeba orˇeza´vat data na potrˇebnou de´lku. V prˇedchozı´m ko´du jsem to vyrˇesˇil takto:
bst [: s.size]
Prˇi veˇtsˇı´m pocˇtu zpracova´vany´ch promeˇnny´ch je dost neprakticke´ je neusta´le vypi-
sovat. Mu˚zˇeme si pomoct kolekcı´ namedtuple z balı´cˇku collections , ktery´ je standardnı´
soucˇa´sti Pythonu, a opera´torem rozbalenı´ ∗. Tato kolekce funguje stejneˇ jako tuple, ale s
tı´m rozdı´lem, zˇe jednotlive´ promeˇnne´ jsou pojmenovane´ a je trˇeba nejprve vytvorˇit kon-
struktor. Tento na´m vra´tı´ funkce namedtuple(jmeno, format). Parametr jmeno je libovolny´
rˇeteˇzec, ktery´m noveˇ vytvorˇene´ objekty pojmenujeme. Parametr format je jeden rˇeteˇzec s
na´zvy promeˇnny´ch, oddeˇleny´mi bı´ly´m znakem.
Prˇedchozı´ prˇı´klad by s vyuzˇitı´m namedtuple vypadal takto:
from struct import Struct
from collections import namedtuple
Ntuple = namedtuple(’Ntuple’, ’prom1 prom2’)
proms = Ntuple(1, 2)
s = Struct( ’HH’)
bst = s.pack(∗proms)
print( ”bst=”, bst)
p = Ntuple(∗s.unpack(bst[:s.size ]) )
print(∗p)
Vy´pis 3: Pra´ce s bina´rnı´mi daty s vyuzˇitı´m namedtuple.
K prˇevodu rˇeteˇzcu˚ z bytes na typ str a zpeˇt slouzˇı´ metoda decode() typu bytes a nebo
encode() volana´ nad objektem typu str .
2.4 Odesı´la´nı´ a prˇı´jem dat prˇes Netlink socket
Odesla´nı´ dat do ja´dra je velmi jednoduche´. Provede se pomocı´ zavola´nı´ metody send()
vytvorˇene´ho socketu. Jako argument se jı´ prˇeda´ rˇeteˇzec datove´ho typu bytes.
Prˇı´jem dat se realizuje zavola´nı´m metody recv() vytvorˇene´ho socketu. Tato metoda
ma´ jediny´ argument a to maxima´lnı´ de´lku dat, ktera´ prˇecˇte. Tato metoda cˇeka´ dokud
jı´ ja´dro neposˇle zpra´vu, kterou by mohla prˇijmout a zablokuje tak prova´deˇnı´ vla´kna.
K ovlivneˇnı´ tohoto chova´nı´ Python nabı´zı´ hned neˇkolik metod. Asi nejuniverza´lneˇjsˇı´ je
metoda settimeout(). Ma´ pouze jediny´ argument, ktery´ vyjadrˇuje pocˇet vterˇin typu float ,
jak dlouho bude metoda recv() cˇekat na prˇı´chozı´ zpra´vu. Pokud se do tohoto limitu nic
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Cˇı´slo chyby 32b ano
Tabulka 4: Struktura chybove´ zpra´vy.
neprˇı´jme, dojde k vyvola´nı´ vy´jimky timeout. Nulova´ hodnota tohoto argumentu znamena´,
zˇe pokud v socketu necˇekajı´ zˇa´dne´ zpra´vy v dobeˇ vola´nı´ metody recv(), dojde k vyvola´nı´
vy´jimky error. Chceme-li prˇejı´t zpeˇt do blokujı´cı´ho rezˇimu, zavola´me metodu settimeout()
s argumentem None.
Tady bych chteˇl upozornit na to, zˇe jde o paketovy´ protokol. To v praxi znamena´, zˇe
jedno zavola´nı´ recv() prˇijme jednu celou zpra´vu. Pokud je tato zpra´va delsˇı´ nezˇ stanovene´
maximum, orˇı´zne se a zbytek je nena´vratneˇ ztracen. Dalsˇı´ zavola´nı´ te´to metody vra´tı´ azˇ
na´sledujı´cı´ zpra´vu.
Dotazy a zejme´na odpoveˇdi se mohou skla´dat z vı´ce nezˇ jedne´ zpra´vy. V tomto
prˇı´padeˇ majı´ zpra´vy nastaven prˇı´znakNLM F MULTI = 2. To znamena´, zˇe za pra´veˇ prˇijatou
zpra´vou bude na´sledovat dalsˇı´. Poslednı´ zpra´va tento prˇı´znak nastaven nema´ a je typu
NLM F DONE = 2. Nenese uzˇ zˇa´dna´ jina´ data.
2.5 Rozpozna´nı´ chybovy´ch stavu˚
Zejme´na prvnı´ pokusy s Netlinkem zpravidla vedou k chybovy´m odpoveˇdı´m. Netlink
chyby oznamuje, stejneˇ jako jakoukoliv jinou odpoveˇd’, zasla´nı´m zpra´vy s velmi jedno-
duchou strukturou. Standardnı´ hlavicˇka s nastaveny´m polem typ na NLMSG ERROR = 2
je na´sledovana´ jednı´m 4B dlouhy´m polem typu integer, ktere´ obsahuje cˇı´selny´ ko´d chyby.
Da´le na´sleduje hlavicˇka NlMsgHdr pu˚vodnı´ zpra´vy.
Pro prˇeklad teˇchto stavu˚, do cˇloveˇku srozumitelne´ podoby, nabı´zı´ Python funkci
strerror () z modulu os. Vracı´ rˇeteˇzec popisujı´cı´ chybu na za´kladeˇ jejı´ho cˇı´sla prˇedane´ho v




Vy´pis 4: Cˇtenı´ chybovy´ch zpra´v.
Jedinou vy´jimkou je ko´d chyby 0. Toto neznamena´, zˇe dosˇlo k chybeˇ, ale jedna´ se
o takzvany´ ack - potvrzovacı´ zpra´vu. O potvrzenı´ jake´koliv zaslane´ zpra´vy je mozˇne´
pozˇa´dat nastavenı´m prˇı´znaku NLM F ACK = 4.
2.6 Prakticka´ uka´zka za´kladnı´ komunikace
Informace, obsazˇene´ v prˇedchozı´ch cˇa´stech te´to pra´ce, by meˇly by´t dostatecˇne´ na oveˇrˇenı´
funkcˇnosti komunikace s ja´drem prˇes Netlink socket. Pokusı´m se je tedy shrnout na
prakticke´ uka´zce. Je velmi jednoducha´. Zasˇleme zpra´vu s pozˇadavkem na jejı´ potvrzenı´,
ktere´ na´sledneˇ prˇecˇteme.
10
V prvnı´ cˇa´sti je potrˇeba naimportovat potrˇebne´ trˇı´dy a konstanty. Da´le si prˇipravı´me
standardnı´ hlavicˇku. A to jak namedtuple, ktery´ na´m bude udrzˇovat samotne´ u´daje v
hlavicˇce a usnadnˇovat jejich vy´pis a cˇtenı´ tak i objekt struct , ktery´ na´m umozˇnı´ ji prˇeva´deˇt
z a do forma´tu bytes.
from socket import socket, SOCK DGRAM, AF NETLINK
from struct import Struct
from collections import namedtuple
sNlMsgHdr = Struct(”IHHII”)
TNlMsgHdr = namedtuple(”NlMsgHdr”, ”len type flags seq pid”)
Vy´pis 5: Prˇı´prava hlavicˇky NlMsgHdr pomocı´ standardnı´ch na´stroju˚.
Da´le si vytvorˇı´me namedtuple, tak aby odpovı´dal strukturˇe hlavicˇky. Po te´ vytvorˇı´me
zpra´vu s typem NLMSG NOOP=1. Tato zpra´va bude ja´drem ignorova´na, cozˇ se na´m hodı´.
V tomto prˇı´kladneˇ nechceme nic konfigurovat. Pole flags te´to zpra´vy bude obsahovat
pouze prˇı´znak NLM F ACK=4. Na za´kladeˇ tohoto prˇı´znaku na´m ja´dro odesˇle potvrzovacı´
zpra´vu. Pote´ uzˇ zby´va´ jenom vyplnit de´lku zpra´vy do pole len. Za hlavicˇku nebudeme
nic dalsˇı´ho prˇipojovat, takzˇe de´lka nasˇı´ zpra´vy je rovna de´lce nasˇı´ hlavicˇky. Tu zjistı´me
na´sledovneˇ sNlMsgHdr.size. Na hodnota´ch polı´ seq a pid v tomto prˇı´padeˇ neza´lezˇı´.
namedtuple s hlavicˇkou na´sledneˇ prˇevedeme pomocı´ trˇı´dy Struct na bytes. Pote´ vy-
tvorˇı´me socket a hlavicˇku prˇes neˇj odesˇleme.
hlavicka = TNlMsgHdr(len=sNlMsgHdr.size, type=1, flags=4, seq=1, pid=0)
s = socket(AF NETLINK, SOCK DGRAM)
s.send(sNlMsgHdr.pack(∗hlavicka))
Vy´pis 6: Odesla´nı´ hlavicˇky NlMsgHdr pomocı´ standardnı´ch na´stroju˚.
Nynı´ prˇecˇteme odpoveˇd’ a socket uzavrˇeme, nebude uzˇ potrˇeba. Z odpoveˇdi od-




hlavicka = TNlMsgHdr( ∗sNlMsgHdr.unpack(odpoved[:sNlMsgHdr.size]))
odpoved = odpoved[sNlMsgHdr.size:]
print(hlavicka)
Vy´pis 7: Prˇijetı´ odpoveˇdi pomocı´ standardnı´ch na´stroju˚.
V tuto chvı´li by meˇl skript vypsat na standardnı´ vy´stup na´sledujı´cı´:
NlMsgHdr(len=36, type=2, flags=0, seq=1, pid=7905)
Vidı´me hlavicˇku odpoveˇdi. Nejvı´ce na´s bude zajı´mat typ zpra´vy. Jak je popsa´no v
cˇa´sti 2.2, typ 2 znamena´ chybovou zpra´vu. Nynı´ na´s bude zajı´mat o jakou chybu jde a





ifa len 16b ne
ifa type 16b ne
Tabulka 5: Struktura NlAttr.
print ([ errnoBytes])
Vy´pis 8: Vy´pis chybove´ho ko´du.
Vy´stup te´to cˇa´sti skriptu by meˇl vypadat takto: [b’x00x00x00x00’]. Uzˇ z pohledu na
rˇeteˇzec bytes je patrne´, zˇe hodnota chybove´ho ko´du je nula. Tedy nejde o chybu, ale o
potvrzenı´, ktere´ jsme si vyzˇa´dali.
Ve funkci print jsem uzavrˇel promeˇnou s rˇeteˇzcem bytes do hranaty´ch za´vorek jako
seznam. Jinak by se rˇeteˇzec povazˇoval prˇı´mo za text a vy´pis by byl necˇitelny´.
2.7 Obecny´ atribut - Struktura NlAttr
Tato struktura je vyuzˇı´vana´ u veˇtsˇiny odpoveˇdı´ i pozˇadavku˚. Z pravidla se vyuzˇı´vajı´ pro
prˇena´sˇenı´ dat, ktera´ nemusı´ by´t prˇena´sˇena vzˇdy a nebo prˇena´sˇı´ data promeˇnne´ de´lky.
Naprˇı´klad textove´ rˇeteˇzce nebo IP adresy. V RFC3549 [3] jsou tyto atributy oznacˇeny jako
TVL.
Jak je patrne´ z tabulky 5, tato hlavicˇka ma´ velmi jednoduchou strukturu.
• nla len: De´lka prˇena´sˇeny´ch dat i s hlavicˇkou. (Nezahrnuje prˇı´padnou vy´plnˇ.)
• nla type: Identifikace neseny´ch dat.
Textove´ rˇeteˇzce jsou, stejneˇ jako naprˇı´klad v C, ukoncˇeny nulovy´m bytem. Tento byte
je take´ soucˇa´stı´ rˇeteˇzce a pocˇı´ta´ se do de´lky v poli ifa len . Text ”eth0”By tedy meˇl toto
pole nastaveno na 4B hlavicˇky + 5B text vcˇetneˇ ukoncˇovacı´ho bytu = 9B. Data prˇipojena´
za hlavicˇkou by vypadala na´sledovneˇ:
’e’ ’ t ’ ’h’ ’0’ ’\0 ’ vy´plnˇ
0x65 0x74 0x68 0x30 0x00 0x00 0x00 0x00
2.8 Zˇa´dosti o vy´pisy - Struktura Family
Nezˇ se dostanu k podrobneˇjsˇı´mu popisu spra´vy sı´t’ove´ho subsyste´mu, chteˇl bych se zde
zmı´nit obecneˇ o zˇa´dosti, o vy´pis cˇehokoliv (rozhranı´, IP adresy,...). Zpra´va s pozˇadavkem
se totizˇ lisˇı´ pouze typem zpra´vy.
V hlavicˇce zpra´vy se vyplnı´ typ RTM GET∗, ktery´ odpovı´da´ tomu co chceme vypsat.
Da´le pak prˇı´znaky se nastavı´ na na´sledujı´cı´ logicky´ soucˇet konstant
NLMF F REQUEST|NLM F DUMP. Za hlavicˇku se pote´ prˇipojı´ cˇtyrˇi bajty dat. Poslednı´
trˇi byty nemajı´ vy´znam a meˇly by by´t nulove´. Prvnı´ byt je mozˇne´ ponechat bud’ nulovy´,
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Na´zev De´lka Zname´nko
ifi family 8b ne
ifi pad 8b ne
ifi typ 16b ne
ifi index 32b ano
ifi flags 32b ne
ifi change 32b ne
Tabulka 6: Struktura IfInfoMsg.
to znamena´, zˇe ma´me za´jem o vsˇe, a nebo mu˚zˇe naby´vat hodnot konstant AF INET nebo
AF INET6. Potom obdrzˇı´me pouze odpoveˇdi odpovı´dajı´cı´ rodineˇ IPv4 nebo IPv6.
Poslednı´ dveˇ zmı´neˇne´ konstanty obsahuje modul socket.
2.9 Pra´ce se sı´t’ovy´mi rozhranı´mi.
2.9.1 Hlavicˇka IfInfoMsg
Tato hlavicˇka je soucˇa´stı´ kazˇde´ zpra´vy, ktera´ se ty´ka´ spra´vy sı´t’ovy´ch rozhranı´. Jejı´ struk-
turu zna´zornˇuje tabulka 6.
• ifi family: Rodina zarˇı´zenı´. Nikdy jsem se nesetkal s jinou nezˇ AF UNSPEC=0.
• ifi pad: Vy´plnˇ. Nenese zˇa´dnou informaci. Meˇla by mı´t hodnotu 0.
• ifi type: Typ zarˇı´zenı´. Nejbeˇzˇneˇji:
– ARPHRD LOOPBACK = 772: Zarˇı´zenı´ typu loopback.
– ARPHRD ETHER = 1: Rozhranı´ typu Ethernet. Nejbeˇzˇneˇjsˇı´ hodnota.
• ifi index: Cˇı´selna´ identifikace zarˇı´zenı´ v ja´drˇe.
• ifi change: I kdyzˇ se v neˇktery´ch pramenech pı´sˇe, zˇe toto pole je rezervova´no pro
budoucı´ pouzˇitı´, vyuzˇı´va´ se prˇi pozˇadavku na zmeˇnu prˇı´znaku˚ a to tak, zˇe se v
tomto poli nastavı´ na jednicˇku ty bity, u ktery´ch se ma´ prove´st zmeˇna.
• ifi flags: Prˇı´znaky signalizujı´cı´ stav zarˇı´zenı´. Nejvı´ce na´s budou zajı´mat asi na´sle-
dujı´cı´:
– IFF UP = 0x1: Administrativnı´ status rozhranı´.
– IFF BROADCAST = 0x2: Na rozhranı´ je platna´ broadcast adresa.
– IFF LOOPBACK = 0x8: Jde o sı´t’typu loopback.
– IFF RUNNING = 0x40: Rozhranı´ je aktivnı´ a za´rovenˇ je v porˇa´dku nosna´.








Tabulka 7: Rozvrstvenı´ informacı´ o sı´t’ove´m rozhranı´.
– IFF LOWER UP = 0x10000: Ovladacˇ hla´sı´, zˇe je aktivnı´ i na prvnı´ vrstveˇ -
prˇipojen kabel.
– IFF DORMANT=0x20000:Zarˇı´zenı´ cˇeka´ na neˇjakou externı´ akci aby semohlo
sta´t aktivnı´m. Naprˇı´klad modem prˇi vyta´cˇenı´ cˇı´sla.
2.9.2 Zı´ska´nı´ informacı´ o vsˇech rozhranı´ch
K zı´ska´nı´ informacı´ o vsˇech rozhranı´ch je potrˇeba zaslat zˇa´dost, tak jak jsem ji popsal v
kapitole 2.8. Jako typ se pouzˇije RTM GETLINK = 18. Odpoveˇd’ se bude skla´dat zpravidla
z neˇkolika zpra´v se strukturou jako v tabulce 7.
Dost zajı´mavy´ch informacı´ nese samotna´ struktura IfInfoMsg. V prvnı´ rˇadeˇ je to hod-
nota v poli ifi index . Je to cˇı´selna´ jednoznacˇna´ identifikace zarˇı´zenı´ v ja´drˇe. Prˇi konfigu-
raci za´znamu˚ smeˇrovacı´ tabulky a nebo IP adres se na zarˇı´zenı´ odkazuje pra´veˇ prˇes tuto
hodnotu. Informace o stavu zarˇı´zenı´ najdeme v poli ifi flags struktury IfInfoMsg. Jejich
vy´znamy jsou popsa´ny v kapitole 2.9.1 na straneˇ 12.
Za touto strukturou na´sleduje rˇada struktur RtAttr. Jsou totozˇne´ se strukturou NlAttr ,
popsanou v kapitole 2.7. Nasledujı´cı´ vy´cˇet popisuje neˇktere´ typy teˇchto atributu˚:
• IFLA ADDRESS = 1: Hardwarova´ adresa zarˇı´zenı´.
• IFLA IFNAME = 3: Na´zev zarˇı´zenı´ ve formeˇ textove´ho rˇeteˇzce. Vı´ce o textovy´ch
rˇeteˇzcı´ch v kapitole 5
• IFLA MTU = 4: Cˇı´slo bez zname´nka dlouhe´ 4B, ktere´ vyjadrˇuje maxima´lnı´ velikost
zpra´vy, kterou jde prˇes rozhranı´ odeslat - MTU.
• IFLA QDISC = 6: Textovy´ rˇeteˇzec se jme´nem queuing discipline - urcˇuje jaky´m
zpu˚sobem se prioritizujı´ a rˇadı´ do front odesı´lane´ ra´mce. prˇes toto rozhranı´.
• IFLA BROADCAST = 2: Adresa pro vsˇesmeˇrove´ vysı´la´nı´ na druhe´ vrstveˇ.
2.9.3 Konfigurace rozhranı´
Konfiguracˇnı´ zpra´va ma´ stejnou strukturu jako zpra´vy s informacemi o rozhranı´. Viz.
tabulka 7. V hlavicˇce NlMsgHdr se nastavı´ typ zpra´vy na RTM NEWLINK=16 a nastavı´ se
prˇı´znakovy´ bit NLM F REQUEST=1. Za touto hlavicˇkou na´sleduje hlavicˇka IfInfoMsg. Zde
je nutne´ vyplnit index zarˇı´zenı´, aby bylo jasne´, ktere´ rozhranı´ se konfiguruje.
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ifa family 8b ne
ifa prefixlen 8b ne
ifa flags 8b ne
ifa scope 8b ne
ifa index 32b ne
Tabulka 8: Struktura IfAddrMsg.
Pokud chceme zmeˇnit neˇktery´ prˇı´znakovy´ bit v te´to hlavicˇce, naprˇı´klad chceme-li
zarˇı´zenı´ aktivovat, nastavı´me bit na pozici odpovı´dajı´cı´ hodnoteˇ konstanty IFF UP=1 na
odpovı´dajı´cı´ hodnotu tj. 1 v poli ifi flags . Za´rovenˇ je nutne´ take´ nastavit na jednicˇku bit
na stejne´ pozici v poli ifi change. Ostatnı´ prˇı´znakove´ bity takto nebudou zmeˇneˇny.
Za tuto hlavicˇku se na´sledneˇmohuprˇipojit struktury RtAttr pokudpozˇadujeme zmeˇnu
neˇktery´ch dalsˇı´ch atributu˚.
2.10 Spra´va IP adres na rozhranı´ch
2.10.1 Hlavicˇka IfAddrMsg
Toto je obecna´ hlavicˇka kazˇde´ jedne´ IP adresy. Jejı´ strukturu popisuje tabulka 8.
Popis polı´ ve strukturˇe:
• ifa family: Rodina adresy.
– AF INET = 2: IPv4 adresa.
– AF INET6 = 10: IPv6 adresa.
• ifa prefixlen:Maska IP adresy vyja´drˇena´ jako pocˇet jednicˇek v masce.
• ifa flags: Prˇı´znaky IP adresy:
– IFA F SECONDARY = 0x01: Jde o sekunda´rnı´ adresu. Kazˇde´ rozhranı´ na
jedne´ podsı´ti mu˚zˇe mı´t jednu hlavnı´ a libovolne´ mnozˇstvı´ sekunda´rnı´ch adres.
Smaza´nı´m prima´rnı´ adresy dojde k vymaza´nı´ vsˇech adresa na te´to podsı´ti.
Smaza´nı´m sekunda´rnı´ adresy nebudou zbyle´ adresy dotcˇeny.
– IFA F PERMANENT = 0x80: Trvala´ adresa vytvorˇena uzˇivatelem
• ifa scope: Oblast platnosti adresy:
– RT SCOPE UNIVERSE = 0: Adresa platna´ vsˇude
– RT SCOPE SITE = 200: Adresa platna´ pouze v ra´mci sı´teˇ. (Pouze u IPv6)
– RT SCOPE LINK = 253: Adresa platna´ pouze v ra´mci rozhranı´.
– RT SCOPE HOST = 254: Adresa platna´ pouze v ra´mci stroje.
– RT SCOPE NOWHERE = 255: Adresa nenı´ platna´ nikde.







Tabulka 9: Rozvrstvenı´ vy´pisu IP adres.
2.10.2 Zı´ska´nı´ vsˇech adres
Tak jako je popsa´no v kapitole 2.8, zı´ska´me vsˇechny adresy jako odpoveˇdi na zˇa´dost kde
se jako typ v NlMsgHdr nastavı´ hodnota RTM GETADDR=22. Je mozˇne´ pozˇa´dat si pouze o
urcˇitou rodinu adres a to nastavenı´m struktury family na hodnotu AF INET=2 pro adresy
IPv4 a nebo AF INET6=10 pro adresy rodinu IPv6.
Struktura kazˇde´ odpoveˇdi je prakticky stejna´ jako u vy´pisu rozhranı´. Popisuje jej
tabulka 9.
Hlavicˇka IfAddrMsg nese v prvnı´ rˇadeˇ informaci o rodineˇ adresy v poli ifa family . Da´le
pak masku podsı´teˇ v poli ifa prefixlen a rozsah platnosti adresy v poli ifa scope.
Za hlavicˇkou na´sledujı´ struktury NlAttr s dalsˇı´mi daty. Zejme´na samotnou adresou.
Mimo jine´ mohou by´t zejme´na na´sledujı´cı´ch typu˚:
• IFA ADDRESS = 1: Samotna´ IP adresa.
• IFA LOCAL = 2: Pouzˇı´va´ u spoju˚ typu bod-bod, kdy obsahuje adresu na zarˇı´zenı´.
Pole IFA ADDRESS potom obsahuje adresu protistrany.
• IFA BROADCAST = 4: Adresa pro broadcast - vsˇesmeˇrove´ vysı´la´n.ı´
2.10.3 Prˇida´nı´ adresy na rozhranı´
Podobneˇ jako prˇi konfiguraci sı´t’ovy´ch rozhranı´ je potrˇeba sestavit hlavicˇku NlMsgHdr s
typemRTM NEWADDR=20 a nastavit prˇı´znakovy´ bitNLM F REQUEST=1 aNLM F CREATE
. Pokud chceme tuto adresu prˇidat k dalsˇı´m adresa´m na podsı´ti, je trˇeba nastavit i bit
NLM F EXCL. Jinak by prˇida´vana´ adresa nahradila existujı´cı´ adresy na te´to podsı´ti.
Za touto hlavicˇkou na´sleduje hlavicˇka IfAddrMsg. Zde se vyplnı´ rodina adresy do pole
ifa family , do pole ifa prefixlen maska podsı´teˇ a do pole ifa scope rozsah platnosti adresy.
Nejspı´sˇe RT SCOPE UNIVERSE=0.
Nakonec je nutne´ prˇipojit minima´lneˇ atributy NlAttr typu IFA LOCAL a IFA ADDRESS.
Za kazˇdy´ z nich se prˇipojı´ samotna´ IP adresa.
2.10.4 Smaza´nı´ adresy
Adresa se mazˇe stejny´m zpu˚sobem jako se prˇida´va´. Jediny´m rozdı´lem je typ v hlavicˇce
NlMsgHdr, ktery´ se nastavı´ na hodnotu RTM DELADDR. I tady je nutne´ prˇipojit na konec
dva atributy, jako v prˇedchozı´m prˇı´padeˇ.
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Na´zev De´lka Zname´nko
rtm family 8b ne
rtm dst len 8b ne
rtm src len 8b ne
rtm tos 8b ne
rtm table 8b ne
rtm protocol 8b ne
rtm scope 8b ne
rtm type 8b ne
rtm flags 32b ne
Tabulka 10: Struktura hlavicˇky RtMsg.
2.11 Spra´va pravidel ve smeˇrovacı´ch tabulka´ch
Princip spra´vy pravidel ve smeˇrovacı´ tabulce je velmi podobny´ spra´veˇ IP adres. Drobnou
komplikacı´ je, zˇe je potrˇeba rozlisˇovat jestli ma´ smeˇrovacı´ pravidlo jeden cı´l a nebo ma´
cı´lu˚ vı´ce (tzv. multipath routing). Kazˇdy´ z teˇchto druhu˚ ma´ jinou skladbu atributu˚. Je to
urcˇita´ danˇ za univerza´lnost sı´t’ove´ho subsyste´mu ja´dra.
Da´le bych chteˇl upozornit na skutecˇnost, zˇe smeˇrovacı´ pravidlo nemusı´ mı´t vzˇdy
cı´lovou IP adresu. Ma´ pouze cı´love´ rozhranı´. Takove´ pravidlo rˇı´ka´, zˇe toto rozhranı´ patrˇı´
prˇı´modo te´to podsı´teˇ. Ja´dro si takova´to pravidla vytva´rˇı´ samopokazˇde´, kdyzˇ je na neˇktere´
rozhranı´ prˇida´na IP adresa.
2.11.1 Hlavicˇka RtMsg
Tak jako v prˇedchozı´ch dvou prˇı´padech, i prˇi spra´veˇ smeˇrova´nı´ je standardnı´ hlavicˇka
zpra´vyNlMsgHdrna´sledova´na pra´veˇ touto hlavicˇkou se strukturou zna´zorneˇnou tabulkou
10. Za nı´ na´sledujı´ atributy s hlavicˇkami RtAttr. Hlavicˇka RtAttrma´ strukturu shodnou jako
hlavicˇka NlAttr popsana´ v cˇa´sti 2.7 na straneˇ 11. Vy´znam jednotlivy´ch polı´ te´to hlavicˇky
je na´sledujı´cı´:
• rtm family: Rodina smeˇrovacı´ho pravidla. Stejneˇ jako u IP adresy mu˚zˇe naby´vat
hodnot AF INET=2 pro IPv4 a nebo AF INET6=10 pro IPv6.
• rtm dst len:Maska podsı´teˇ do ktere´ ma´ provoz dorazit
• rtm src len: Nesetkal jsem se s jinou hodnotou nezˇ 0
• rtm tos: Identifikace druhu sluzˇby provozu, pro ktery´ bude toto pravidlo pouzˇito.
Pokud je nula, pouzˇije se pro vesˇkery´ provoz.
• rtm table: Cˇı´slo tabulky do ktere´ smeˇrovacı´ pravidlo patrˇı´
– RT TABLE UNSPEC = 0: Tabulka nenı´ specifikova´na.
– RT TABLE MAIN = 254: Hlavnı´ smeˇrovacı´ tabulka.
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Na´zev De´lka Zname´nko
rtm len 16b ne
rtm flags 8b ne
rtm hops 8b ne
rtm ifindex 32b ne
Tabulka 11: Struktura hlavicˇky RtNextHop.
– RT TABLE LOCAL=255:Tabulka s pravidly pro podsı´teˇ, ve ktery´ch se pocˇı´tacˇ
prˇı´mo nacha´zı´.
• rtm protocol: Oznacˇuje jaky´m zpu˚sobem pravidlo vzniklo. Na´sledujı´cı´ vy´cˇet nenı´
konecˇny´. Mohou by´t pouzˇity i jine´ konstanty naprˇı´klad pro pravidla, ktera´ do ta-
bulky vlozˇil smeˇrovacı´ de´mon.
– RTPROT UNSPEC = 0: Zpu˚sob vzniku nebyl specifikova´n.
– RTPROT KERNEL = 2: Pravidlo bylo vytvorˇeno ja´drem.
– RTPROT BOOT = 3: Pravidlo vzniklo beˇhem startu syste´mu.
– RTPROT STATIC = 4: Staticke´ pravidlo vytvorˇene´ administra´torem
• rtm scope: Oblast platnosti pravidla
– RT SCOPE UNIVERSE = 0: Platne´ vsˇude
– RT SCOPE SITE = 200: Platne´ pouze v ra´mci sı´teˇ. (Pouze u IPv6)
– RT SCOPE LINK = 253: Platne´ pouze v ra´mci rozhranı´.
– RT SCOPE HOST = 254: Platne´ pouze v ra´mci stroje.
– RT SCOPE NOWHERE = 255: Nenı´ platne´ nikde.
• rtm type: Typ pravidla
• rtm flags: Prˇı´znaky.
2.11.2 Hlavicˇka RtNextHop
Jak uzˇ jsem prˇedesı´lal vy´sˇe, smeˇrovacı´ za´znam nemusı´ mı´t pouze jeden cı´l. Pokud jichma´
vı´ce, pouzˇı´va´ se k popsa´nı´ kazˇde´ho z cı´lu˚ tato hlavicˇka. Jejı´ strukturu zna´zornˇuje tabulka
11.
• rtm len: De´lka dat vcˇetneˇ te´to hlavicˇky
• rtm flags: Prˇı´znaky. Veˇtsˇinou je toto pole nulove´
• rtm hops: Toto polo oznacˇuje va´hu cesty. Cˇı´m veˇtsˇı´ va´ha, tı´m cˇasteˇji bude tato cesta
vyuzˇı´va´na.











Tabulka 12: Rozvrstvenı´ informacı´ popisujı´cı´ smeˇrovacı´ pravidlo.
2.11.3 Zı´ska´nı´ vsˇech pravidel ze vsˇech smeˇrovacı´ch tabulek
Zı´ska´nı´ vsˇech za´znamu˚, ze vsˇech smeˇrovacı´ch tabulek, se provede jako vzˇdy odesla´nı´m
zˇa´dosti popsane´ v kapitole 2.8 na straneˇ 11 s polem nlmsg type nastaveny´m na hodnotu
RTM GETROUTE=26. Bohuzˇel jedinou mozˇnostı´ filtrace zpra´v na straneˇ ja´dra je nastavenı´
rodiny smeˇrovacı´ch pravidel. Odpoveˇd’ pote´ bude obsahovat pouze pravidla typu IPv4
nebo IPv6. Nepodarˇilo se mi prˇijı´t na zpu˚sob, jak si pozˇa´dat o pravidla pouze z jedne´
smeˇrovacı´ tabulky a s nejveˇtsˇı´ pravdeˇpodobnostı´ to ani mozˇne´ nenı´.
Prˇı´klad struktury jedne´ odpoveˇdi je zna´zorneˇn v tabulce 12. Za hlavicˇkou NlMsgHdr
vzˇdy na´sleduje hlavicˇka RtMsg. Da´le na´sledujı´ atributy. Jejich strukturu popisuje kapitola
2.7 na straneˇ 11. Neˇktere´ typy teˇchto atributu˚ popisuje na´sledujı´cı´ vy´cˇet:
• RTA DST = 1: IP adresa podsı´teˇ kam se ma´ provoz dorucˇit.
• RTA OIF = 4: 4B dlouhe´ cˇı´slo bez zname´nka, urcˇujı´cı´ rozhranı´, prˇes ktere´ se bude
provoz posı´lat da´le.
• RTA PRIORITY = 6: 4B dlouhe´ cˇı´slo bez zname´nka urcˇujı´cı´ metriku. Tj. vzda´lenost
k cı´li. Pokud se v tabulce nacha´zı´ vı´ce pravidel, pouzˇije se to s nizˇsˇı´ metrikou.
• RTA GATEWAY = 5: IP adresa dalsˇı´ho skoku kam se ma´ provoz prˇeda´vat.
• RTA MULTIPATH = 9: Za hlavicˇkou tohoto atributu na´sleduje neˇkolik dalsˇı´ch
hlavicˇek RtNextHop. Bude vysveˇtleno da´le.
Tabulka 12 ukazuje nejslozˇiteˇjsˇı´ prˇı´pad struktury odpoveˇdi. Pravidlo zde ma´ atribut,
ve ktere´m je zanorˇeno neˇkolik cı´lu˚. Je vzˇdy typu RTA MULTIPATH=9 a obsahuje neˇkolik
hlavicˇek RtNextHop se strukturou popsanou v cˇa´sti 2.11.2. Kazˇda´ tato hlavicˇka nese infor-
mace o va´ze cesty a indexu odchozı´ho rozhranı´. Za hlavicˇkou mu˚zˇe na´sledovat atribut
typu RTA GATEWAY=5 s IP adresou zarˇı´zenı´, na ktere´ se ma´ provoz prˇeposı´lat.
V prˇı´padeˇ zˇema´ smeˇrovacı´ pravidlo pouze jeden cı´l, je za hlavicˇkouRtMsg atribut typu
RTA OIF. Za nı´m na´sleduje index odchozı´ho rozhranı´ jako 4B dlouhe´ cˇı´slo bez zname´nka.
Prˇı´padnou cı´lovou IP adresu zarˇı´zenı´, na ktere´ se ma´ provoz prˇeposı´lat, obsahuje atribut
typu RTA GATEWAY=5.
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Pokud nejde o smeˇrovacı´ pravidlo urcˇujı´cı´ vy´chozı´ bra´nu, najdeme v odpoveˇdi take´
atribut typu RTA SRC=2. Za nı´m na´sleduje IP adresa podsı´teˇ, do ktere´ se ma´ provoz
dorucˇit. Maska podsı´teˇ je prˇı´mo v hlavicˇce RtMsg v poli rtm dst len.
2.11.4 Vlozˇenı´ za´znamu do smeˇrovacı´ tabulky
Jako vzˇdy je nutne´ sestavit hlavicˇku NlMsgHdr s typem RTM NEWROUTE=24 a prˇı´znaky
NLM F CREATE, NLM F REQUEST a NLM F EXCL.
Za touto hlavicˇku se prˇipojı´ hlavicˇka RtMsg. Zde je potrˇeba nastavit pole rtm table na
cˇı´slo pozˇadovane´ smeˇrovacı´ tabulky. Naprˇı´klad pro hlavnı´ tabulku RT TABLE MAIN=254.
Pokudnevkla´da´mevy´chozı´ bra´nu, je nutne´ take´ vyplnit dopole rtm dst lenmaskupodsı´teˇ.
Pole rtm ifindex je trˇeba vyplnit jenom pokud pravidlo nebude mı´t nastavenu IP adresu,
na kterou se bude provoz prˇeposı´lat. V opacˇne´m prˇı´padeˇ je mozˇne´ do tohoto nastavit
nulu. Ja´dro si zarˇı´zenı´ doplnı´ samo. Ostatnı´ pole je mozˇne´ takte´zˇ ponechat nastavena´ na
nulu, pokud nema´me za´jem je neˇjak konkre´tneˇ specifikovat.
Za hlavicˇku RtMsg se mohou prˇipojit dalsˇı´ atributy. Zejme´na ty co jsou popsa´ny v
prˇedchozı´ cˇa´sti.
2.11.5 Odstraneˇnı´ pravidla
Pravidlo ze smeˇrovacı´ tabulky se odstranı´ te´meˇrˇ stejny´m zpu˚sobem, jako kdyzˇ se prˇida´-
valo. Jediny´m rozdı´lem je hlavicˇka NlMsgHdr, kde se jako typ pouzˇije RTM DELROUTE=25
a nastavı´ se pouze prˇı´znak NLM F REQUEST.
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3 Balı´cˇek PyNetlink
Tak jak pozˇaduje zada´nı´, vytvorˇil jsem balı´cˇek, ktery´ zjednodusˇuje neˇkolik za´kladnı´ch
administracˇnı´ch cˇinnostı´ prova´deˇny´ch prˇes Netlink socket. Balı´cˇek jsem se snazˇil napsat
tak, aby byl snadno cˇitelny´ a v budoucnu umozˇnˇoval co nejednodusˇsˇı´ rozsˇirˇova´nı´, bez
zbytecˇne´ho opakova´nı´ ko´du. Vzhledem k tomu zˇe ma´ jı´t o vysokou´rovnˇovou knihovnu,
Nenı´ trˇeba prˇi pra´ci nikterak uvolnˇovat syste´move´ zdroje vola´nı´m metody close() nebo
cˇı´mkoliv podobny´m a takte´zˇ jsem se snazˇil nezateˇzˇovat uzˇivatele/vy´voja´rˇe rˇesˇenı´m veˇcı´,
ktere´ za neˇj mu˚zˇe vyrˇesˇit pocˇı´tacˇ, takzˇe naprˇı´klad nenı´ nutne´ prˇı´mo specifikovat rodinu
pozˇadovane´ IP adresy.
Nezˇ se dostanu da´le, tak bych ra´d vysveˇtlil pojem properties protozˇe ho budu docela
cˇasto pouzˇı´vat. Property je sadadvoumetod, ktere´ se ale navenek tva´rˇı´ jako beˇzˇne´ atributy
trˇı´dy. Na rozdı´l od atributu˚ alemohou by´t omezeny jakou pouze pro cˇtenı´ nebo pouze pro
za´pis. Cˇesky´ prˇeklad by mohl znı´t vlastnost, ale anglicky´ origina´l mi prˇijde vı´ce zazˇity´
tak zu˚stanu u neˇj.
3.1 Trˇı´da MacAddress
Tato trˇı´da je velmi jednoducha´. Slouzˇı´ pouze k prˇenosu fyzicke´ adresy sı´t’ove´ho rozhranı´.
Konstruktor ocˇeka´va´ jediny´ parametr a to rˇeteˇzec bytes v de´lce sˇest. Druhou mozˇnostı´ je
vyuzˇı´t staticke´ metody fromString(), ktera´ vracı´ objekt MacAddress vytvorˇeny´ na za´kladeˇ
textove´ reprezentace te´to adresy. U obou zpu˚sobu˚ dojde k vyvola´nı´ vy´jimky ValueError v
prˇı´padeˇ sˇpatny´ch dat v argumentech.
Objekt je take´ mozˇne´ prˇeve´st pomocı´ funkcı´ bytes() nebo str () na stejnojmenne´ datove´
typy.
3.2 Trˇı´dy IpAddress, IpNet a IpNetDetailed
Vsˇechny tyto trˇı´dy slouzˇı´ k zapouzdrˇenı´ IP adresy. Stejneˇ jako v trˇı´deˇMacAddr, konstruktor
zdepocˇı´ta´ s rˇeteˇzcem typu bytes. Rodina adresy se rozpozna´ automatickyna za´kladeˇ de´lky
tohoto rˇeteˇzce. Objekty vsˇech trˇı´ trˇı´d je mozˇne´ vytva´rˇet z beˇzˇne´ textove´ reprezentace IP
adres, pomocı´ metody fromString. I tatometoda rozpozna´ rodinu adresy z forma´tu rˇeteˇzce.
IpAddress:
Toto je za´kladnı´ trˇı´da. Reprezentuje pouze samotnou IP adresu bezmasky. Ma´ na´sledujı´cı´
metody a properties:
• init ( bytes): Konstruktor, ktery´ v argumentu ocˇeka´va´ rˇeteˇzec bytes. Jeho de´lka
musı´ by´t 4 pro IPv4 adresu nebo 16 pro IPv6 adresu. Jinak dojde k vyvola´nı´ vy´jimky
ValueError.
• fromString(string): Staticka´ metoda. Vracı´ instance tohoto objektu na za´kladeˇ jejı´
textove´ reprezentaceprˇedane´ v argumentu.Naprˇı´klad”192.0.2.1”nebo”2001:DB8::1”.
Pokud se prˇevod nezdarˇı´ dojde k vyvola´nı´ vy´jimky ValueError.
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• bytes (): Umozˇnˇuje prˇevod na bytes pomocı´ stejnojmenne´ funkce bytes().
• int (): Umozˇnˇuje prˇevod na int pomocı´ stejnojmenne´ funkce int () .
• len (): Umozˇnˇuje zjisˇteˇnı´ pocˇtu bytu˚ adresy pomocı´ funkce len () .
• str (): Umozˇnˇuje prˇevod na textovy´ rˇeteˇzec pomocı´ funkce str () .
• eq (): Prˇetı´zˇenı´ opera´toru rovnosti ==.
• family: Property vracejı´cı´ konstanty AF INET nebo AF INET6 na za´kladeˇ rodiny
adresy.
IpNet:
Tato trˇı´da reprezentuje IP adresu i v cˇetneˇ masky podsı´teˇ. Deˇdı´ vsˇechny metody a pro-
perties ze trˇı´dy IpAddress a prˇida´va´ k nim na´sledujı´cı´:
• init ( bytes, mask): Argument bytes je prˇeda´n konstruktoru rodicˇovske´ trˇı´dy.
Argumentmask je maska podsı´teˇ. Musı´ by´t neza´porna´ a nesmı´ veˇtsˇı´ nezˇ 32 pro IPv4
nebo 128 pro IPv6. Jinak bude vyvola´na vy´jimka ValueError.
• fromString(string): Stejna´ staticka´ metoda jako u trˇı´dy IpAddress. Lisˇı´ se jenom
forma´t textove´ho rˇeteˇzce string . Za adresu se doplnı´ lomı´tko na´sledovane´ maskou.
Naprˇı´klad ”192.0.2.1/24”nebo ”2001:DB8::1/32”.
• getSupernet(family): Staticka´ metoda. Vytvorˇı´ objekt s adresou 0.0.0.0/0 nebo ::0/0
podle rodiny specifikovane´ argumentem family.
• netMask: Property. Vracı´ masku podsı´teˇ.
• netAddr: Property. Spocˇı´ta´ adresu sı´teˇ a vra´tı´ ji jako objekt IpAddress.
• brdAddr: Property. Spocˇı´ta´ adresu vsˇesmeˇrove´ho vysı´la´nı´ (broadcast) a vra´tı´ ji jako
objekt IpAddress. Rodina IPv6 tyto adresy nepodporuje. Pro IPv6 adresu vracı´ None.
Opera´tor rovnosti je zdeˇdeˇn beze zmeˇny. Nebere v u´vahu masku podsı´teˇ.
IpNetDetailed:
Trˇı´da rozsˇirˇuje trˇı´du IpNet o informaci o rozsahu platnosti adresy (scope) a informaci o
tom zda adresama´ v vsˇesmeˇrovou adresu. Obeˇ informace vyuzˇı´va´ trˇı´da Interface popsana´
v cˇa´sti 3.3.
Doplneˇne´ nebo prˇepsane´ metody a properties proti trˇı´deˇ IpNet jsou:
• init ( bytes, mask[, scope, withBroadcast]): Prvnı´ dva argumenty jsou prˇı´mo
prˇeda´ny zdeˇdeˇne´mu konstruktoru.
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– scope: Rozsah platnosti adresy specifikovany´ konstantami RT SCOPE ∗. vy´-
chozı´ hodnotou je RT SCOPE UNIVERSE - adresa platna´ vsˇude.
– withBroadcast: Ocˇeka´va´ hodnoty True (vy´chozı´ hodnota) nebo False. Je to
ekvivalent parametru brd + konzolove´ho prˇı´kazu ip prˇi prˇida´va´nı´ IP adresy.
• fromString(string[, scope, withBroadcast]): Tato staticka´ metoda se lisˇı´ od stejne´
metody ze trˇı´dy IpNet pouze dveˇma dalsˇı´mi nepovinny´mi parametry.
• withBroadcast: Property pro cˇetnı´ i za´pis. Ma´ stejny´ vy´znam jako parametr v kon-
struktoru.
• scope: Property ktera´, vracı´ oblast platnosti adresy.
Opera´tor rovnosti je i zdeˇdeˇn beze zmeˇny takzˇe se porovna´va´ pouze samotna´ IP
adresa.
3.3 Spra´va sı´t’ovy´ch rozhranı´ a jejich adres - trˇı´da Interface
Tuto u´lohu zapouzdrˇuje trˇı´da Interface.
Kostruktor Interface () by se nemeˇl volat prˇı´mo. K zı´ska´nı´ objektu˚, ktere´ reprezentujı´
jednotliva´ rozhranı´ slouzˇı´ dveˇ staticke´ metody a to:
• get(): Vra´tı´ slovnı´k zarˇı´zenı´, kde klı´cˇe jsou jejich na´zvy (eth0, lo, ...).
• getIndexesDict(): Vra´tı´ slovnı´k, kde klı´cˇe jsou cˇı´sla zarˇı´zenı´, tak jak je ocˇı´slovalo
ja´dro.
Tyto objekty obsahujı´ neˇkolik properties. Pokud nenı´ uvedeno jinak, lze je pouze cˇı´st.
• name: Vracı´ rˇeteˇzec se jme´nem zarˇı´zenı´.
• index: Vracı´ cˇı´slo zarˇı´zenı´ prˇideˇlene´ ja´drem.
• mac:Objekt typuMacAddress, ktery´ nese fyzickou adresu rozhranı´. Do te´to property
je mozˇne´ zapisovat a nastavit libovolnou fyzickou adresu.
• lowerUp: Vracı´ True pokud ovladacˇ zarˇı´zenı´ hla´sı´, zˇe je zarˇı´zenı´ aktivnı´ na prvnı´
vrstveˇ
• flags: Vracı´ cˇı´slo typu int , ktere´ prˇedstavuje prˇı´znaky zarˇı´zenı´. Neˇktere´ prˇı´znaky
jsou popsa´ny v cˇa´sti 2.9.1 na straneˇ 12
• ip: Vracı´ seznam vsˇech IP adres na tomto zarˇı´zenı´, jako seznam objektu˚ IpAddress.
• up: Vracı´ logickou hodnotu True, pokud je zarˇı´zenı´ administrativneˇ povoleno. Tato
property je zapisovatelna´. up = True odpovı´da´ prˇı´kazu ip link set dev ... up
Kromeˇ name a index se vsˇechny dalsˇı´ properties prˇi kazˇde´m cˇtenı´ znova nacˇı´tajı´.
Ukazujı´ tedy vzˇdy aktua´lnı´ stav.
Da´le jsou zde metody pro pra´ci s IP adresami:
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• ipAdd(): Prˇida´ IP adresu.
• ipDel(): Smazˇe IP adresu.
Obeˇ metody ocˇeka´vajı´ jako parametr objekt typu IpAddress.
Vypsat za´kladnı´ informace o rozhranı´ch a jejich IP adresa´ch je velmi jednoduche´. Tak
jak to ukazuje na´sledujı´cı´ ko´d:
from PyNetlink import Interface, IpNetdetailed
for rozhrani in Interface .get() .values() :
print(rozhrani, ∗rozhrani. ip , sep=”\n”)
Vy´pis 9: Informace o rozhranı´ch a jejich IP adresa´ch.
Dalsˇı´ prˇı´klad prˇedva´dı´ jak prˇidat IP adresy 192.0.2.1/24 na rozhranı´ s indexem 1. Pote´
skript vypı´sˇe vsˇechny IP adresy na tomto rozhranı´ a na za´veˇr adresu smazˇe.
from PyNetlink import Interface, IpNetDetailed
ip = IpNetDetailed.fromString(”192.0.2.1/24”)
rozhrani = Interface .getIndexesDict()[1]
rozhrani.ipAdd(ip)
print( ”Na rozhrani ’” + rozhrani.name + ”’ jsou IP adresy:”)
print(∗rozhrani. ip , sep=”\n”)
rozhrani.ipDel( ip )
Vy´pis 10: Manipulace s IP adresami pomocı´ trˇı´dy Interface.
3.4 Trˇı´da NextHop
Objekt te´to trˇı´dy zapouzdrˇuje informaci o tom, kam sema´ provoz prˇeposı´lat. Je vyuzˇı´va´na
trˇı´dou Route, kde kazˇde´ pravidlo mu˚zˇe vyuzˇı´vat vı´ce teˇchto cı´lu˚.
Standardnı´ konstruktorvypada´ na´sledovneˇNextHop(ip=None, dev=None, weight=1). Vy´-
znam parametru˚ konstruktoru:
• ip: Objekt typu IpAddress. Je to adresa kam se ma´ provoz prˇeposı´lat.
• dev: Rozhranı´ prˇes ktere´ se bude provoz odesı´lat. Objekt typu Interface
• weight: cˇı´selne´ vyja´drˇenı´ va´hy te´to cesty.
Je nutne´minima´lneˇ vyplnit bud’parametr ip a nebo dev, jinak konstruktor vyvola´ vy´jimku
AttributeError .
Po vytvorˇenı´ se objekt sta´va´ nemeˇnny´m. Jeho vlastnosti lze pouze cˇı´st pomocı´ na´sle-
dujı´cı´ch properties:
• dev: Vracı´ zarˇı´zenı´ jako objekt typu Interface nebo poprˇı´padeˇ None, pokud nebylo
nastaveno.
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• family: Vracı´ rodinu adresy nebo None, pokud adresa nebyla nastavena.
• ip: Vracı´ IP adresu jako objekt typu IpAddress a nebo None.
• weight: Vzˇdy vra´tı´ cˇı´slo odpovı´dajı´cı´ va´ze cesty.
Trˇı´da da´le podporuje konverzi na rˇeteˇzec pomocı´ funkce str () Pythonu.
3.5 Trˇı´da Route
Tato trˇı´da zapouzdrˇuje jedno smeˇrovacı´ pravidlo, vcˇetneˇ jeho dalsˇı´ch parametru˚. Kon-
struktor vypada´ na´sledovneˇ:
Route(network, nexthops[, metric, scope, rtype, protocol , tos ])
• network: Adresa sı´teˇ, pro kterou je toto pravidlo platne´, typu IpNet.
• nexthops: Cı´le, kam se bude provoz prˇeposı´lat. Vzˇdy seznam s minima´lneˇ jednı´m
objektem typu NextHop.
• metric:Metrika - cˇı´selne´ vyja´drˇenı´ de´lky cesty.
• scope: Oblast platnosti pravidla. Zde jsou ocˇeka´va´ny stejne´ konstanty jako v poli
rtm scope struktury RtMsg popsana´ v cˇa´sti 2.11.1 na straneˇ 16. Vy´chozı´ hodnota
RT SCOPE UNIVERSE - pravidlo je platne´ vsˇude.
• rtype:Typ smeˇrovacı´ho pravidla. I zde jsou ocˇeka´va´ny konstanty jako v poli rtm type
struktury RtMsg popsane´ v cˇa´sti 2.11.1. Vy´chozı´ hodnota RTN UNICAST.
• protocol:Konstanta, oznacˇujı´cı´ jaky´mzpu˚sobempravidlovzniklo.Vy´chozı´ hodnota
RTPROT STATIC - prˇı´da´no administra´torem.
• tos: Cˇı´selne´ oznacˇenı´ druhu sluzˇby. Vy´chozı´ hodnota 0 - vsˇechny druhy.
Trˇı´da da´le nabı´zı´ cˇtenı´ teˇchto u´daju˚ pomocı´ stejnojmenny´ch properties. Kromeˇ nich
zde exitujı´ jesˇteˇ tyto:
• multipath: Vracı´ True pokud je v seznamu nexthops vı´ce jak jeden objekt.
• family: Vracı´ rodinu pravidla na za´kladeˇ adresy v parametru network.
Da´le pravidlo umozˇnˇuje konverzi na rˇeteˇzec pomocı´ Pythonovske´ fukce str () a pod-
poruje take´ funkci len () , ktera´ vracı´ pocˇet objektu˚ v seznamu nexthops.
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3.6 Spra´va smeˇrova´nı´ - trˇı´da RoutingTable
Trˇı´da RoutingTable zapouzdrˇuje jednotlive´ tabulky smeˇrovacı´ch pravidel.
Na rozdı´l od trˇı´dy Interface, instance te´to trˇı´dy se vytvorˇı´ vola´nı´m beˇzˇne´ho konstruk-
toru RoutingTable([table ]) . Parametr table je nepovinny´ a urcˇuje cˇı´slo tabulky. Pokud se
nezada´, pocˇı´ta´ se se standardnı´ tabulkou cˇı´slo 254. To je ta, ktera´ se vypı´sˇe zavola´nı´m
linuxove´ho prˇı´kazu ip route.
Tato trˇı´da ma´ pouze jedinou property routes, ktera´ vracı´ obsah tabulky jako seznam
objektu˚ typuRoute. Tı´m, zˇe tyto objekty umozˇnˇujı´ konverzi na rˇeteˇzec jemozˇne´ vypsat za´-
kladnı´ informace obsahu smeˇrovacı´ tabulky pomocı´ dvou rˇa´dku˚ ko´du, tak jak to ukazuje
vy´pis 11.
from Pynetlink import RoutingTable
print(∗RoutingTable().routes, sep=”\n”)
Vy´pis 11: Jedoduchy´ vy´pis hlavnı´ smeˇrovacı´ tabulky.
Vytvorˇenı´ a vlozˇenı´ nove´ho pravidla do tabulky uzˇ je o neˇco komplikovaneˇjsˇı´. Vy-
tvorˇme naprˇı´klad pravidlo, ktere´ rˇı´ka´ zˇe do sı´teˇ 192.0.2.0/24 se dostaneme prˇes 127.0.0.1.
nejprve je potrˇeba pravidlo slozˇit. K tomu jsou potrˇeba dveˇ zmı´neˇne´ IP adresy s tı´m, zˇe
druha´ se zabalı´ do objektu typu NextHop.




route = Route(networkIp, nexthop)
Vy´pis 12: Vytvorˇenı´ smeˇrovacı´ho pravidla.
Pravidlo ma´me prˇipraveno v promeˇnne´ route. Nezby´va´ nezˇ vytvorˇit objekt smeˇrovacı´
tabulky a pravidlo do nı´ prˇidat pomocı´ metody routeAdd()
table = RoutingTable()
table .routeAdd(route)
Vy´pis 13: Vlozˇenı´ smeˇrovacı´ho pravidla do tabulky.
Pokud bychom chteˇli toto pravidlo odstranit, je to mozˇne´ udeˇlat velmi jednodusˇe,
pomocı´ metody routeDel(), ktere´ se toto pravidlo prˇeda´.
table .routeDel(route)
Vy´pis 14: Odstraneˇnı´ smeˇrovacı´ho pravidla z tabulky.
Poslednı´ nezmı´neˇnou metodou trˇı´dy RoutingTable je metoda multiAdd(). Vznikla jako
snaha o co nejveˇtsˇı´ zefektivneˇnı´ hromadne´ho vkla´da´nı´ pravidel. Proti vkla´da´nı´ pravidel
po jednom, vola´nı´m routeAdd() v cyklu, je hromadne´ vkla´da´nı´ prˇiblizˇneˇ o trˇetinu cˇasu
rychlejsˇı´.
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3.7 Vnitrˇnı´ struktura balı´cˇku
Abych zjednodusˇil rozsˇirˇova´nı´ tohoto balı´cˇku, obsahuje dalsˇı´ vnorˇeny´ balı´cˇek s na´zvem
netlink . Tento balı´cˇek poskytuje modul constants, ktery´ obsahuje vesˇkere´ zde pouzˇite´
konstanty. Kromeˇ neˇj balı´cˇek poskytuje jesˇteˇ trˇı´dy Netlink a Message. Ty budou popsa´ny
da´le.
3.7.1 Trˇı´da Message
Trˇı´da Message prˇedstavuje mechanismus jak vytvorˇit strukturu pozˇadavku, a nebo na-
opak deko´dovat odpoveˇd’. Inspiroval jsem se filozofiı´ kolekce namedtuple, ktera´ je stan-
dardnı´ soucˇa´stı´ Pythonu. Vytvorˇil jsem obdobnou kolekci, ktera´ umozˇnˇuje zanorˇova´nı´
objektu˚ do sebe. Vybavil jsem ji na´stroji, ktere´ zjednodusˇujı´ prˇevod zpra´vy na forma´t
bytes a zpeˇt a take´ na´stroji usnadnˇujı´cı´ ladeˇnı´.
Pra´ce je velmi podobna´ pra´ci se zminˇovanou kolekcı´ namedtuple. Jak je patrne´ z prˇı´-
kladu nı´zˇe nejprve se zavola´ funkce Message(name, fmt), jejı´zˇ majı´ na´sledujı´cı´ vy´znam:
• name: Jme´no noveˇ vytva´rˇeny´ch objektu˚.
• fmt: Rˇeteˇzec reprezentujı´cı´ forma´t a na´zvy polı´ v hlavicˇce.
Rˇeteˇzec forma´tu je vzˇdy pı´smeno oznacˇujı´cı´ datovy´ typ pole na´sledovane´ dvojtecˇkou
a na´zvem tohoto pole. Jednotliva´ pole se od sebe oddeˇlujı´ bı´ly´m znakem. Datovy´ typ se
specifikuje stejneˇ jako u trˇı´dy Struct. Jsou uvedeny v tabulce 3 na straneˇ 7. Pra´zdne´ pole s
forma´tem x nemusı´ na´sledovat na´zev.
Prˇi implementaci te´to trˇı´dy jsem musel zohlednit take´ fakt, zˇe neˇktere´ hlavicˇky obsa-
hujı´ pole s de´lkou dat a jine´ ne. Pokud v hlavicˇce toto pole chybı´, spada´ pod hlavicˇku
vesˇkery´ zbytek na´sledujı´cı´ch dat, azˇ do konce zpra´vy. Naprˇı´klad RtMsg tak jak je patrne´
z tabulky 12 na straneˇ 18. Naopak pokud hlavicˇka pole s de´lkou ma´, spada´ pod tuto
hlavicˇku pouze cˇa´st dat. Objekty trˇı´dy Message toto rˇesˇı´ jednodusˇe tak, zˇe pole s de´lkou
se musı´ jmenovat length. Na za´kladeˇ existence nebo neexistence tohoto pole funguje sta-
ticka´ metoda fromBytes(). Pozna´ tak, kolik dat z prˇedane´ho rˇeteˇzce ma´ prˇidat do atributu
payload.
Pole length, pokud je ve strukturˇe obsazˇeno, je tedy vzˇdy nutne´ inicializovat jakouko-
liv hodnotou. Na spra´vnou hodnotu bude upraveno v dobeˇ prˇeva´deˇnı´ na bytes. Aktua´lnı´
hodnotu de´lky vzˇdy zjistı´ funkce len().
Vola´nı´ Message() na´m vra´tı´ funkci, nebo prˇesneˇji funktor, cozˇ je volatelna´ trˇı´da, ktera´
se chova´ jako konstruktor objektu˚ v dane´m forma´tu. Tvorˇenı´ teˇchto objektu˚ je pote´ velmi
rychle´ a pohodlne´.
Za´rovenˇ s konstrukorem, vznikne i staticka´ metoda fromBytes, pomocı´ nı´zˇ je mozˇne´
strukturu vytvorˇit i z rˇeteˇzce bytes, ktery´ se prˇeda´ do argumentu.
from PyNetlink.netlink import Message
from PyNetlink.netlink.constants import ∗
NlMsgHdr = Message(’NlMsgHdr’, ’I:length H:type H:flags I:seq I:pid’)
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nlmsghdr = NlMsgHdr(−1, RTM GETROUTE, NLM F REQUEST | NLM F DUMP, 0, 0)
print(nlmsghdr)
Vy´pis 15: Vytvorˇenı´ NlMsgHdr pomocı´ Message.
Vy´pis 15 ukazuje jak vytvorˇit objekt odpovı´dajı´cı´ hlavicˇce NlMsgHdr. Tento objekt je
mozˇno vypsat cˇitelneˇ lidsky pomocı´ str (nlmsghdr) a nebo prˇeve´st na bytes pomocı´ funkce
bytes(NlMsgHdr). Da´le tyto objekty zahrnujı´ na´sledujı´cı´ metody a porperties:
• attributes: Property, ktera´ vracı´ namedtuple s promeˇnny´mi reprezentujı´cı´ jednotliva´
pole v hlavicˇce.
• payload: Property, ktera´ vracı´ data za hlavicˇkou ve formeˇ seznamu. V tomto se-
znamu mohou by´t jak dalsˇı´ objekty Message tak rˇeteˇzce bytes vzˇdy bez Prˇı´padne´
vy´plneˇ.
• addPayload(*payloads): Pomocı´ te´to metody je mozˇne´ za hlavicˇku prˇida´vat dalsˇı´
data. Jak typu Message tak bytes. Prˇı´padne´ zarovna´nı´ teˇchto dat za hlavicˇkou na
de´lkudeˇlitelnou cˇtyrˇmi seprovede automatickyprˇi konverzi na bytes. Doparametru
je mozˇne´ prˇida´vat vı´ce dat najednou.
• unpackPayload(cls): Tato metoda vytvorˇı´ z bytes ulozˇeny´ch v payload objekty trˇı´dy
prˇedane´ do parametru cls cls
• printTree():Tatometoda velmi uzˇitecˇna´ prˇi ladeˇnı´ aplikace. Vypı´sˇe strukturu vnorˇe-
ny´ch objektu˚.
Nynı´ ko´d ve vy´pisu 15 rozsˇı´rˇı´me tak aby prˇedstavoval zˇa´dost o prˇida´nı´ vy´chozı´ bra´ny.
Aby tento prˇı´klad nic nerozbil vlozˇı´me ji do tabulky 100 a jako adresu bra´ny zvolı´me trˇeba
127.0.0.2. vytvorˇı´me strukturuRtMsg. NlAttr je dostupna´ prˇı´movbalı´cˇku netlink.Na´sledneˇ
slozˇı´me cˇa´sti do sebe a pomocı´ metody printTree () si necha´me vzniklou zpra´vu zobrazit.
Na za´veˇr zpra´vu prˇevedeme za bytes
from PyNetlink.netlink import NlAttr
from PyNetlink import IpAddress
RtMsg = Message(’RtMsg’, ’B:family B:dst len B:src len B:tos B:table B:protocol B:scope B:type I
:flags’)
ip = IpAddress.fromString(”127.0.0.2”)
rtmsg = RtMsg(ip.family, 0, 0, 0, 100, RTPROT STATIC, RT SCOPE UNIVERSE,
RTN UNICAST, 0)






Vy´pis 16: Vytvorˇenı´ RtMsg pomocı´ Message.
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Promeˇnna´ zprava nynı´ obsahuje rˇeteˇzec bytes ktery´ prˇedstavuje vytvorˇenou zpra´vu.
Poslednı´ cˇa´st te´to uka´zky prˇedvede opacˇny´ postup. Nejprve vytvorˇı´ z bytes hlavicˇku





Vy´pis 17: Cˇtenı´ bytes pomocı´ trˇı´dy Message.
Vy´stupy vy´pisu˚ 16 i 17 by se meˇly lisˇit pouze v promeˇnny´ch length. Skutecˇna´ velikost
je do nich dosazena azˇ prˇi prˇevodu na bytes. Pokud zameˇnı´me porˇadı´ poslednı´ch dvou
rˇa´dku˚ vy´pisu 16, budou vy´stupy naprosto stejne´:
NlMsgHdr(length=36, type=24, flags=1537, seq=0, pid=0)
RtMsg(family=2, dst len=0, src len=0, tos=0, table=100, protocol=4, scope=0, type=1, flags=0)
NlAttr (length=8, type=5)
Raw bytes: [b’\x7f\x00\x00\x02’]
Vy´pis 18: Vy´stup vy´pisu 17.
3.7.2 Trˇı´da Netlink
Tato trˇı´da, jak jejı´ na´zev napovı´da´, zapouzdrˇuje Netlink socket. Stara´ se o skla´da´nı´ a
rozebı´ra´nı´ standardnı´ hlavicˇky NlMsgHdr a prˇeva´dı´ prˇı´padne´ chybove´ zpra´vy Netlinku
na vy´jimky. Trˇı´da nijak nerˇesˇı´ soubeˇhy.
Instance se vytvorˇı´ beˇzˇneˇ konstruktorem Netlink () .
Odesla´nı´ zpra´vy se provede pomocı´ metody send(hdrType, hdrFlags, ∗data). Prvnı´ dva
parametry odpovı´dajı´ polı´m hlavicˇky NlMsgHdr. Neˇktere´ hodnoty, ktery´ch mohou naby´-
vat, jsou popsa´ny v cˇa´sti 2 na straneˇ 6.
• hdrType: Odpovı´da´ poli nlmsg type.
• hdrFlags: Odpovı´da´ poli nlmsg flags.
Za teˇmito parametry na´sleduje jeden a nebo vı´ce zpra´v ve formeˇ objektu˚ typuMessage
nebo obecneˇ cˇehokoliv, co lze prˇeve´st pomocı´ funkce bytes(). Pro kazˇdou z teˇchto zpra´v
bude sestavena hlavicˇka NlMsgHdr a pote´ bude odesla´na.
Metoda send() neumı´ sama vyrˇesˇit odesla´nı´ zˇa´dosti slozˇene´ z vı´ce zpra´v. Jednodusˇe
proto, zˇe jsem nenarazil na prˇı´pad kdy by to bylo potrˇeba.
Prˇı´jem zpra´vma´ na starosti metoda recvList () a nema´ zˇa´dne´ parametry.Metoda prˇecˇte
celou odpoveˇd’ a to i kdyzˇ se skla´da´ z vı´ce zpra´v. Vra´tı´ ji ve formeˇ seznamu objektu˚ typu
NlMsgHdr. Pokud je prˇijı´mana´ zpra´va typu NLMSG ERROR = 2, cˇili jde o chybovou zpra´vu
viz. cˇa´st 2.5 strana 9, bude vygenerova´na vy´jimka RuntimeError s rˇeteˇzcem popisujı´cı´m
chybu. Potvrzovacı´ zpra´vy (Ack) jsou zamlcˇeny.
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4 Za´veˇr
Asi nejefektivneˇjsˇı´ zpu˚sob, jak zjistit jaky´m zpu˚sobem prove´st pozˇadovanou akci, prˇes
Netlink socket, je na´sledujı´cı´: Stazˇenı´ zdrojovy´ch ko´du˚ utility ip a jejich prˇelozˇenı´ s pod-
porou ladı´cı´ch symbolu˚. Pomocı´ na´stroje gdb krokovat prova´deˇnı´ pozˇadovane´ akce touto
utilitou. gdb umozˇnˇuje prˇehledne´ zobrazenı´ odesı´lane´ struktury dat. Odesı´lana´ data i
prˇı´padnou odpoveˇd’pote´ konfrontovat s RFC [3].
4.1 Zhodnocenı´ dosazˇeny´ch vy´sledku˚
Tı´mto zpu˚sobem jsem vytvorˇil pozˇadovany´ balı´cˇek PyNetlink. Je napsa´n v Pythonu 3. Na
verzi Pythonu nebyly kladeny zˇa´dne´ pozˇadavky. Trˇetı´ verzi jsem zvolil jednodusˇe dı´ky
existenci vy´borne´ knihy Python 3 - Vy´ukovy´ kurz [1].
Balı´cˇek umozˇnˇuje prova´deˇnı´ na´sledujı´cı´ch operacı´:
• Zı´skat seznam vsˇech sı´t’ovy´ch rozhranı´.
• Pro kazˇde´ rozhranı´ umozˇnˇuje:
– Cˇı´st jeho na´zev, a informaci o stavu fyzicke´ vrstvy.
– Cˇı´st nebo zmeˇnit fyzickou adresu.
– Cˇı´st nebo zmeˇnit administrativnı´ stav zarˇı´zenı´ (up/down).
– Prˇida´vat nebo odebı´rat IP adresy. Vcˇetneˇ informacı´ o rozsahu platnosti (scope)
a broadcast adresy.
• Modifikace smeˇrovacı´ch tabulek vkla´da´nı´m nebo odebı´ra´nı´m smeˇrovacı´ch pravidel
vcˇetneˇ pravidel pro vı´ce cı´lu˚ a vy´chozı´ch bran.
Obsahuje take´ sadu trˇı´d, ktere´ zapouzdrˇujı´ adresy a smeˇrovacı´ pravidla, aby se s nimi
le´pe a jednodusˇeji pracovalo. Uvnitrˇ balı´cˇku je vnorˇeny´ balı´cˇek pojmenovany´ netlink .
Poskytuje trˇı´dy zapouzdrˇujı´cı´ komunikaci prˇes Netlink socket modul s konstantami.
Pouzˇitı´ balı´cˇku dokumentuje kapitola 3 te´to pra´ce i vcˇetneˇ prˇı´kladu˚. Zdokumentova´n
je i vnitrˇnı´ balı´cˇek netlink , zejme´na proto zˇe poskytuje na´stroje, ktere´ zjednodusˇujı´ dalsˇı´
vy´voj.
Kapitola 2 popisuje, jak prova´deˇt operace prˇı´mo prˇes Netlink socket. Takte´zˇ zahrnuje
doporucˇenı´, ktere´ standardnı´ na´stroje Pythonu k tomu s vy´hodou pouzˇı´t.
4.2 Mozˇnosti dalsˇı´ho rozsˇı´rˇenı´ balı´cˇku
V soucˇasne´m stavu by se balı´cˇek mohl sta´t soucˇa´stı´ programu˚ slouzˇı´cı´ch k nastavova´nı´
sı´t’ovy´ch prˇipojenı´. Myslı´m, zˇe splnˇuje vesˇkere´ pozˇadavky na nastavenı´ pevne´ sı´teˇ.
Balı´cˇek je mozˇne´ da´le rozsˇirˇovat prakticky tak, aby zahrnul vesˇkere´ mozˇnosti, ktere´
konfigurace sı´t’ove´ho subsyste´muprˇesNetlink socket nabı´zı´. Vhodny´ smeˇr dalsˇı´ho vy´voje
za´visı´ na zpu˚sobu vyuzˇitı´ balı´cˇku:
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• Pokud by byl balı´cˇek vyuzˇit poskytovatelem internetove´ho prˇipojenı´ pro konfigu-
racı´ zarˇı´zenı´, tento by urcˇiteˇ uvı´tal na´sledujı´c funkcionalitu:
– Spra´vu sousedu˚. Ekvivalent prˇı´kazu ip neigh. Staticky konfigurovane´ za´znamy
v ARP tabulce znemozˇnˇujı´ podvrzˇenı´ jine´ fyzicke´ adresy a odposloucha´va´nı´
komunikace touto cestou. Tzv. ARP spoofing.
– Spra´va pravidel kdy pouzˇı´t jakou smeˇrovacı´ tabulku. Ekvivalent prˇı´kazu ip
rule.
– Spra´va firewallu (iptables). I toto lze rˇesˇit prˇes Netlink socket.h
– Mozˇnost vytva´rˇenı´ amaza´nı´ virtua´lnı´ch sı´t’ovy´ch rozhranı´ IEEE802.1Q (VLAN).
• Balı´cˇek by mohl by´t take´ vyuzˇit jako soucˇa´st smeˇrovacı´ho de´mona. Ovsˇem jedineˇ
za prˇedpokladu, zˇe by sˇlo o smeˇrova´nı´ mensˇı´ho pocˇtu sı´tı´ a nebo prˇi vy´voji tohoto
de´mona. Naprˇı´klad prˇi prakticke´m oveˇrˇenı´ funkcˇnosti smeˇrovacı´ho algoritmu a
nebo protokolu. Plnit smeˇrovacı´ tabulku pravidly pro vesˇkere´ IPv4 rozsahy cele´ho
internetu pomocı´ tohoto balı´cˇku by trvalo prˇı´lisˇ dlouho. Kazˇdopa´dneˇ smeˇrovacı´
de´mon by urcˇiteˇ vyuzˇil na´sledujı´cı´:
– Informaci o zmeˇna´ch Adres na rozhranı´ch ve formeˇ uda´lostı´. Takto by de´mon
mohl zjistit, zˇe se na zarˇı´zenı´ objevila nebo zmizela cesta do dalsˇı´ podsı´teˇ.
Navı´c v nove´ podsı´ti mozˇno, na za´kladeˇ te´to informace, zacˇı´t vyhleda´vat dalsˇı´
smeˇrovacˇe.
– Informaci o tom zˇe ve smeˇrovacı´ tabulce prˇibylo, nebo bylo smaza´no smeˇrovacı´
pravidlo. Na za´kladeˇ teˇchto informacı´ je mozˇne´ naprˇı´klad prˇeda´vat dalsˇı´m




• BalaraskaPrace.pdf: Tento text.
• PyNetlink: Samotny´ balı´cˇek.
• InterfaceDemo.py: Skript demonstrujı´cı´ mozˇnosti trˇı´dy Interface.
• RoutingTableDemo.py: Skript demonstrujı´cı´ mozˇnosti trˇı´dy RoutingTable.
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