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Проведені дослідження для створення інте-
лектуальної системи керування тяговим елек-
троприводом. В результаті встановлено, що 
кількість ітерацій для знаходження оптималь-
ної тягової характеристики та частинок в рої 
безпосередньо впливають на тривалість робо-
ти алгоритму та відповідність реальній ситуації 
отриманої тягової характеристики. Окрім того 
розроблено методику забезпечення функціонуван-
ня створеної системи керування на основі нейрон-
них технологій
Ключові слова: електротехнічний комплекс, 
тяговий привод, методика, нейронна мережа, 
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Проведены исследования по созданию интел-
лектуальной системы управления тяговым элек-
троприводом. В результате установлено, что 
количество итераций для нахождения опти-
мальной тяговой характеристики и частиц в рое 
непосредственно влияют на продолжительность 
работы алгоритма и соответствие реальной 
ситуации полученной тяговой характеристики. 
Кроме того, разработана методика обеспечения 
функционирования созданной системы управле-
ния на основе нейронных технологий
Ключевые слова: электротехнический ком-
плекс, тяговый привод, методика, нейронная 




При проектуванні тягових електроприводів пер-
шочерговим завданням є встановлення зв’язку екс-
плуатаційних показників, тягової характеристики 
відповідного рухомого електротехнічного комплексу 
з параметрами та характеристиками тягового елек-
тродвигуна, який буде використовуватися для при-
воду ведучих коліс. Ці дані служать для обґрунту-
вання вибору розрахункової потужності тягового 
електродвигуна, силового кола, діапазону регулюван-
ня напруги, магнітного потоку та інших конструкцій-
них величин [1]. Основними експлуатаційними показ-
никами рухомого електротехнічного комплексу, що 
виявляють вплив на вибір параметрів системи тягових 
електроприводів, є: повна маса комплексу, номінальна 
та максимальна швидкість руху, показники динаміки 
розгону (час розгону до заданої швидкості, величини 
прискорення та ривка) [2].
Забезпечення встановленого рівня експлуатаці-
йних показників, тягової характеристики з параме-
трами тягового електродвигуна є важливою задачею 
організації функціонування транспортного процесу, 
адже дозволяє точно виконувати встановлені показни-
ки графіка руху поряд із забезпеченням оптимальних 
паливно-енергетичних витрат та нормативних харак-
теристик руху (швидкість, прискорення та ривок) [3].
2. Аналіз літературних даних та постановка проблеми
Типовим варіантом забезпечення необхідної тяго-
вої характеристики є такий, при котрому відповідно 
до заданої потужності тягових агрегатів визначається 
механічна характеристика тягових електроприводів 
і відповідна їй тягова характеристика електротех-
нічного комплексу [2, 3]. Це потребує громіздких об-
числень, значних наближень, викликає труднощі при 
проведенні оптимізаційних розрахунків. Проте, такий 
метод дозволяє отримувати системи тягового електро-
приводу для всього широкого різноманіття рухомих 
електротехнічних комплексів в залежності від прогно-
зованого максимального навантаження на виконав-
чий орган або тяговий електропривод. Відомий інший 
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підхід [2, 4, 5], за якого використовується зворотна 
схема проектування, коли на основі статистичного 
матеріалу експлуатації рухомих електротехнічних 
комплексів аналогічної конструкції на аналогічних 
ділянках шляху отримують найбільш типову тягову 
характеристику комплексу і відповідно до неї будують 
систему керування, топологію тягових електроприво-
дів. Одначе, такий підхід містить ряд негативних мо-
ментів, пов’язаних з отриманням середньостатистич-
ної тягової характеристики, яка в більшості випадків 
є придатною лише для аналізованих типових ділянок 
шляху і майже виключає можливості збільшення тяго-
вого потенціалу для використання в нетипових умовах 
експлуатації. Такий підхід в більшості своїй є виправ-
даним для міського та залізничного пасажирського 
електротранспорту, де навантаження та умови експлу-
атації є строго визначеними і майже не змінюються 
(незначний детермінований характер зміни експлуа-
таційних параметрів дозволяє використовувати такий 
підхід до проектування рухомого електротехнічного 
комплексу). Проте, забезпечення тягових характерис-
тик для різко змінних навантажень, з якими працю-
ють важкі кар’єрні самоскиди, трактори, промислова 
допоміжні техніка, комбайни та ін. є досить складним 
з огляду на невизначеність умов роботи та маршрутів 
використання. Проте жоден з методів не дає можливо-
сті встановити однозначний зв’язок між параметрами 
тягової динаміки та необхідними характеристиками 
тягових електроприводів [6, 7].
Проектування системи керування для забезпечен-
ня необхідного зв’язку між параметрами тягової дина-
міки та необхідними характеристиками тягових елек-
троприводів, в умовах експлуатації вже спроектованої 
системи, пропонується виконувати з використанням 
стохастичних методів, що імітують поведінку, до яких 
відноситься відомий метод рою часток (Particle Swarm 
Optimization, PSO), який засновано на закономірнос-
тях соціальної поведінки [8–10].
3. Ціль та задачі дослідження
Проведені дослідження ставили за мету створення 
інтелектуальної системи керування тяговим електро-
приводом.
Для досягнення поставленої мети вирішувалися 
наступні задачі:
– синтез системи керування для забезпечення не-
обхідного зв’язку між параметрами тягової динаміки 
та необхідними характеристиками тягових електро-
приводів з використанням сучасних стохастичних ме-
тодів;
– розробка методики забезпечення функціонуван-
ня створеної системи керування на основі нейронних 
технологій.
4. Матеріали та методика синтезу інтелектуальної 
системи керування
Метод PSO відноситься до евристичних методів 
оптимізації, використання якого не потребує знання 
точного градієнту функції, яка проходить оптиміза-
цію. В даному алгоритмі агентами являються час-
тинки, котрі в кожний момент часу мають в просторі 
параметрів задачі оптимізації певне положення та 
швидкість, які визначаються на основі обчислення 
цільової функції частки: на кожній ітерації для визна-
чення послідуючого положення частинки враховуєть-
ся вся інформація про оптимальне положення від су-
сідніх часток та інформація про дану частинку на тому 
кроці ітерації, коли частинці відповідало найбільш 
оптимальне значення цільової функції.
Нехай множина часток (популяція) задана наступ-
ним чином:
{ }= iP P , (1)
причому
∈  i 1;K , (2)
де K  – кількість частинок в рою, що визначає розмір 
популяції.
В певний дискретний момент часу
∈  t 0;T , (3)
координати частинки iP  визначаються вектором
( )=i,t i,t,1 i,t,2 i,t,nY Y ,Y ,...,Y , (4)
а швидкість частинки визначається вектором
( )ω = ω ω ωi,t i,t,1 i,t,2 i,t,n, ,..., ,  (5)
де T  – кількість ітерацій.
Нехай початкові координата та швидкість частин-











де 0iY  – вектор випадкових чисел, розмірністю ( )´n 1 ;
ω0i  – аналогічний нульовий вектор.
Нехай стан рою часток, заданого виразом (1) в 
момент часу, який визначається виразом (3), заданий 
наступним виразом:
{ }= ωt t ts Y , , (7)
де координати рою P  визначаються вектором
( )=t t,1 t,2 t,KY Y ,Y ,...,Y , (8)
а швидкість рою визначається вектором
( )ω = ω ω ωt t,1 t,2 t,K, ,..., . (9)
Відповідно до вимог методу [8] ітерацію виконаємо 
за наступною схемою:
( ) ( )+
+ +
ω = αω + β ⊗ − + γ ⊗ −      

 = + ω
b
i,t 1 i,t 1 i,t i,t 2 g,t i,t
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де U[a, b] – K-мірний вектор псевдовипадкових чисел, 
які рівномірно розміщені в інтервалі [a, b]; ⊗  – символ 
покомпонентного множення векторів; bi,tY  – вектор 
координат частинки iP  з оптимальним значенням 
цільової функції за весь час пошуку, заданий виразом 
(3), який в процесі ітерацій утворює так званий влас-
ний шлях (private guide) даної частинки; g,tY  – вектор 
координат сусідньої з даною частинки з оптимальним 
значенням цільової функції за весь час пошуку, зада-
ний виразом (3), який в процесі ітерацій утворює так 
званий локальний шлях (local guide) даної частинки; 
α, β, γ – довільні параметри, детерміновані для даного 
варіанту алгоритму пошуку оптимальної функції. При 
цьому параметр α  визначає інерційні властивості 
частинок рою.
Перерахунок параметрів стану системи відповідно 
до формули (10) може відбуватися наступними спосо-
бами:
– оновлення координат часток рою здійснюється 
лише після визначення поточних швидкостей всіх 
часток рою;
– оновлення координат часток рою здійснюється 
до визначення поточних швидкостей всіх часток рою.
Варто відмітити, що для вирішення поставленої 
задачі керування електричною передачею рухомого 
електротехнічного комплексу, значення швидкості та 
координати частинок рою мають бути представлені у 
вигляді векторних значень і містити значну чисель-
ність компонентів, а не одне скалярне значення. При 
цьому кількість ітерацій для знаходження оптималь-
ної тягової характеристики та частинок в рої безпосе-
редньо впливають на тривалість роботи алгоритму та 
прямим чином впливають на якість та відповідність 
реальній ситуації отриманої тягової характеристики. 
Окрім того, значення констант варто визначати безпо-
середньо експериментально виходячи з особливостей 
поставленої задачі пошуку оптимальної в даній ситуа-
ції тягової характеристики.
5. Результати дослідження методики забезпечення 
функціонування створеної системи керування на 
основі нейронних технологій
Реалізуємо схему керування тяговим електро-
приводом на основі нейронної мережі. Процес нав-
чання нейронної мережі являє собою стандартний 
метод зворотного розповсюдження помилки. Після 
роботи даного методу синаптична вага додатково 
корегується.
Синаптична вага кожного нейрона розраховуєть-
ся за допомогою метода зворотного розповсюдження 
помилки. Потому, синаптична вага додатково коре-
гується методом рою часток на основі наступного 
алгоритму [9]:
1. Отриманий результат методу зворотного розпов-
сюдження помилки записується до вектору координат 
сусідньої з даною частинки з оптимальним значенням 
цільової функції за весь час пошуку, заданий виразом 
(3), який в процесі ітерацій утворює локальний шлях 
даної частинки – g,tY .
2. Утворюється рій часток з кількістю часток, що 
дорівнює кількості синаптичних зв’язків кожного ней-
рона в шарі.
3. Випадково генеруються початкові координати 
кожної з часток рою та відповідні їм швидкості руху 
в рої.
4. Після кожної ітерації алгоритму до вектору коор-
динат частинки iP  з оптимальним значенням цільової 
функції за весь час пошуку, заданий виразом (3), який 
в процесі ітерацій утворює власний шлях даної час-
тинки – bi,tY  – записується вектор синаптичної ваги 
для кожного еталонного прикладу роботи тягових 
електроприводів.
Для розробки нейронної мережі, яка буде реалі-
зовувати керування тяговим електроприводом для 
забезпечення оптимальної тягової характеристики 
рухомого електротехнічного комплексу задамося на-
ступними вихідними положеннями: нехай в процесі 
експлуатації електротехнічного комплексу бортова ке-
руюча система щомиті визначає поточний стан комп-
лексу, відповідно до якого будується поточна та про-
гнозна тягова характеристика всього комплексу, яка 
реалізовується засобами тягових електроприводів. В 
базі даних бортової керуючої системи наявні всі мож-
ливі комбінації тягових характеристик даного комп-
лексу (часткові характеристики), які можливо отри-
мати засобами керування енергетичною установкою та 
тяговим електроприводом даного рухомого комплексу. 
Задачею нейронної мережі є необхідність визначен-
ня максимальної ідентичності поточної і прогнозної 
тягової характеристик та наявних часткових тягових 
характеристик з метою вибору найбільш підходящої в 
даній ситуації.
Для такої задачі найбільш підходящою є радіаль-
но-базисні нейрони [9]. Нейронні мережі з радіаль-
но-базисними функціями мають ряд переваг перед 
відомими багатошаровими мережами прямого поши-
рення. По-перше, вони моделюють довільну неліній-
ну функцію за допомогою всього одного проміжного 
шару. По-друге, параметри лінійної комбінації у вихід-
ному шарі можна повністю оптимізувати за допомогою 
добре відомих методів лінійної оптимізації, які працю-
ють швидко й не викликають труднощів з локальними 
мінімумами, що створюють проблеми при навчанні 
з використанням алгоритму зворотного поширення 
помилки. Задамо радіально-базисну функцію нейрона 





nW e , (11)
де вхi  – вхідна величина передаточної функції; σ  – ко-
ефіцієнт, який визначає ширину функції.
Таким чином, вихідний сигнал шаблонного нейро-
на – це функція тільки від відстані між вхідним векто-
ром і збереженим центром.
Двомірна функція Гауса досягає максимального 
значення тільки в тому разі, коли вхідне значення до-
рівнює нулю. Для того, щоб забезпечити дану умову, 
на вхід передаточної функції будемо подавати скаляр-
ний добуток величини зміщення на вектор евклідової 
відстані між вектором вхідних значень та вектором 
зміщень даного нейрона:
= − ⋅вх n n ni I Z b , (12)
де nb  – зміщення даного нейрона; nI  – вектор вхідних 
значень; nZ  – вектор зміщень даного нейрона.
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Тоді можна записати наступне:
( )− = ∑ − 2n n n n
n
I Z i w , (13)
де ni  – елемент вектора вхідних значень; nw  – елемент 
вектора зміщень.
Нейрони з радіально-базисною функцією будемо 
використовувати лише в прихованому шарі. В інших 
шарах будемо використовувати нейрони з логістичною 
передаточною функцією. Навчання шару зразків ней-
ронів мережі має проводитись на основі попереднього 
проведення кластерізації для знаходження еталонних 
векторів і певних евристик для визначення значень. 
Нейрони схованого шару з’єднані за повнозв’язною 
схемою з нейронами вихідного шару, які здійснюють 
зважене підсумовування Для знаходження значення 
ваг від нейронів схованого до вихідного шару вико-
ристовується лінійна регресія. Нейронна мережа буде 
проводити ідентифікацію тягової характеристики, яка 
являє собою двомірний об’єкт в одномірний вхідний 
вектор. Кількість нейронів у вхідному шарі буде визна-
чатись наступним виразом:
= ⋅ υn n nK F ,  (14)
де nF  – кількість точок, що визначають розмірність 
тягової характеристики за віссю сили тяги; υn  – кіль-
кість точок, що визначають розмірність тягової харак-
теристики за віссю швидкості руху електротехнічного 
комплексу.
У вихідному шарі розмістимо один нейрон логіс-
тичної структури, який має кількість входів, що визна-
чається відповідно до виразу (14).






де θ  – активаційний потенціал логістичної функції; 
p – абсциса логістичної функції.
Нехай активаційний потенціал дорівнює 0.1. По-
дальше збільшення величини активаційного потен-
ціалу призводить до переходу логістичної функції у 
порогову функцію Хевісайда. Збільшення величини 
активаційного потенціалу призводить до зменшення 
області логістичної функції, а відповідно за змістом 
логістичної функції до більш чіткого спрацювання 
нейрону. Для подальших досліджень обираємо вели-
чину активаційного потенціалу, рівну 10.
6. Обговорення результатів дослідження вимог щодо 
побудови тягових електроприводів
Використання визначеної логістичної функції для 
побудови приведеної нейронної мережі дозволяє от-
римати певні переваги, з огляду на те, що похідна цієї 
функції може бути виражена через її значення. Це по-
легшує використання обраної логістичної функції при 
навчанні мережі по алгоритму зворотного поширення. 
Особливістю нейронів з такою передатною характе-
ристикою є те, що вони підсилюють сильні сигнали 
суттєво менше, чим слабкі, оскільки області сильних 
сигналів відповідають пологим ділянкам характери-
стики. Це дозволяє запобігти насиченню від більших 
сигналів.
Налаштування нейронної мережі включає в себе 
завдання вагового вектора і величин зміщень для 
нейронів з радіально-базисною функцією прихованого 
шару, вагового вектора та величин зміщень для нейро-
на вихідного шару. 
В загальному вигляді можна провести навчання 
розробленої нейронної мережі, що є обов’язковим ета-
пом забезпечення робочого стану мережі, адже піс-
ля створення вага нейронів має випадкове значення, 
тому сама мережа в цілому неспроможна виконувати 
своє призначення. В результаті процедури навчання 
значення ваги кожного нейрону встановлюються на 
необхідному рівні. 
Використання коректора для нейронної мережі є 
припустимим тільки в тому разі, коли мережа дає від-
повідь, близьку до заданої. В противному випадку си-
наптичні ваги різко змінюються, що викликає ще біль-
шу неточність в роботі алгоритму навчання мережі.
Для запобігання зміщення синаптичних ваг в бік 
однієї з можливих комбінацій значень вихідного шару 
нейронної мережі необхідно подавати еталонні при-
клади для навчання з однаковою вірогідністю отри-
мання бажаної тягової характеристики. При цьому 
бажано подавати одночасно декілька прикладів з усі-
ма можливими комбінаціями вихідних значень ней-
ронної мережі.
Проте, навчання мережі потребує значного часу 
і для рухомих електротехнічних комплексів майже 
завжди є можливість здійснювати налаштування за ві-
домими даними про параметри маршруту та необхідні 
значення змінних руху.
Вхідними значеннями радіально-базисних ней-
ронів є значення швидкості руху електротехнічного 
комплексу, яке необхідно привести до діапазону зна-
чень [0;1]. Тоді вектор зміщень для нейронів з раді-
ально-базисною функцією прихованого шару являє 
собою нормовані значення швидкостей руху електро-
технічного комплексу, відповідно до певної часткової 
тягової характеристики. Для виконання операції нор-
мування вхідних значень радіально-базисних нейро-
нів використаємо перехід до системи відносних оди-
ниць з базисними одиницями відповідно до межової 
тягової характеристики рухомого електротехнічного 
комплексу.
Виходячи з того, що кожний нейрон прихованого 
шару має два входи приймаємо, що максимальне зна-
чення евклідової відстані складає 2.
Варто відмітити, що величини припустимих відхи-
лень відносяться до категорії адаптивних параметрів 
і змінюються в процесі руху електротехнічного комп-
лексу в залежності від різноманітних обставин (зміна 
температури навколишнього середовища, що призве-
де до зміни опорів системи тягових електроприводів 
та ін.) чи необхідності збільшення точності роботи 
отриманої мережі.
Вихідний сигнал нейронної мережі, який належить 
діапазону значень [0;1], визначає відповідність обраної 
тягової характеристики оптимальній, відповідно до 
комплексу параметрів навколишнього середовища та 




На розроблену нейронну мережу послідовно пода-
ються всі наявні комбінації часткових характеристик 
з мінімальним зміщенням між ними. При ідентичнос-
ті частини робочих точок тягової характеристики 
відповідні нейрони прихованого шару переходять до 
активного стану. Активація вихідного нейрону від-
бувається лише в разі подолання величини, заданої у 
векторі зміщень нейронів вихідного шару. При цьому 
ширина логістичної передаточної функції вихідного 
нейрону у сукупності з величиною, закладеною у 
векторі зміщень нейронів вихідного шару, визнача-
ють точність визначення необхідної тягової харак-
теристики. Пошук базової тягової характеристики 
відбувається до першої активації вихідного нейрона 
мережі.
Розглянемо випадок, при якому після перебору всіх 
наявних комбінацій тягових характеристик вихідний 
нейрон не пройшов активацію. В цьому разі можливо 
зменшити порогові значення і повторити заново ітера-
ційні процеси пошуку необхідної тягової характери-
стики. Іншим можливим підходом до подолання даної 
проблеми є вибір варіанту часткової характеристики з 
найбільшим степенем ідентичності до необхідної.
Після визначення базової тягової характеристики 
виконується налаштування нейронної мережі.
Для аналізу ефективності роботи отриманої ме-
режі проведемо дослідження на основі розробленого 
модулю з методом рою часток та нейронної мережі. 
Проведемо декілька етапів процесу навчання наново 
генерованої нейронної мережі для запобігання поми-
лок у отриманих результатах. Усереднені значення 
середньоквадратичних помилок записані до табл. 1.
Таблиця 1
Порівняльна характеристика роботи розробленої 
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З даних табл. 1 видно, що при використанні розро-
бленого алгоритму визначення тягової характеристи-
ки величина середньоквадратичної помилки прямує 
до нуля зі збільшенням величини прикладів для нав-
чання нейронної мережі.
7. Висновки
В результаті проведеного аналізу отримала по-
дальший розвиток методика розробки інтелектуаль-
них керуючих систем для засобів електроприводу 
шляхом розробки нейронної мережі з використан-
ням систем ройового інтелекту для забезпечення 
оптимальної тягової характеристики рухомого елек-
тротехнічного комплексу, що дозволяє отримувати 
встановлені часткові тягові характеристики засоба-
ми електричної трансмісії з мінімальними значен-
нями середньоквадратичної похибки. В роботі за-
пропоновано інтелектуальної системи керування 
тяговим електроприводом на основі наступної по-
слідовності:
– синтез системи керування, для забезпечення не-
обхідного зв’язку між параметрами тягової динаміки 
та необхідними характеристиками тягових електро-
приводів з використанням методу рою часток, що 
дає можливості встановити однозначний зв’язок між 
параметрами тягової динаміки та необхідними харак-
теристиками тягових електроприводів;
– розробка відповідної нейромережевої техноло-
гії забезпечення функціонування розробленої сис-
теми. 
Окрім того, була показана послідовність опти-
мального налаштування параметрів визначеного рою 
частинок, що робить вплив на хід процесу навчання 
методом зворотного поширення помилки, поступово 
знижуючи значення помилки налаштування всієї 
мережі системи керування, збільшуючи тим самим 
відповідність отриманої тягової характеристики ре-
альній ситуації під час даного руху. Для реалізації 
запропонованої методики було розроблено мережу, в 
якій реалізована вищеописана система, що навчаєть-
ся по одному з обраних методів. 
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Развитие средств и методов дистанционной диа-
гностики технологических процессов вызвано расту-
щими требованиями к точности и помехозащищен-
ности используемых устройств и систем в условиях 
роста производства и внедрения новых технологий. 
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