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ABSTRACT 
α-Synuclein (αSyn) is a 140 amino acid, intrinsically disordered protein that adopts an 
extended amphipathic α-helical structure upon binding the membrane. αSyn is the major 
proteinaceous component of insoluble fibrillar Lewy bodies, a hallmark of Parkinson’s 
disease (PD). The precise roles of both native and pathological forms of αSyn remain 
unclear. However, the interaction of αSyn with cellular membranes is now thought to be 
critical to its native function, and potentially to its role in PD. In vivo studies with 
overexpressed αSyn shows a stalling of vesicle fusion at the plasma membrane, whereas 
in vitro studies of small lipid vesicles and αSyn demonstrate an inhibition of vesicle 
fusion. In addition, numerous biophysical studies have identified potential curvature 
sensing and curvature inducing characteristics for αSyn, however the mechanism behind 
these processes is not well understood. 
The work in this thesis explores the membrane remodeling capacity of (αSyn) using a 
combination of computational (molecular dynamics simulation, MD) and experimental 
(x-ray scattering) methods to try to understand how αSyn interacts with lipid bilayers and 
potentially gain insight into the native function of the protein. Using a novel set of 
analysis algorithms we show that binding of αSyn to lipid bilayers thins the membrane 
and induces a stabilized intrinsic curvature field—whose magnitude matches the 
curvature of vesicles that αSyn has the highest binding affinity for. We also show that 
with equal surface density of protein, αSyn vesiculates giant unilamellar vesicles in a 
lipid-headgroup charge dependent manner. Using an extensive series of MD simulations 
we demonstrate that αSyn induced membrane remodeling is driven by the protein’s 
binding affinity, partition depth, and induced inter-leaflet order asymmetry.  
In order to study the more physiologically relevant vesicle bound state, we have also 
simulated a series of lipid vesicles (with and without bound αSyn). Analysis of these 
systems required a new algorithm that employed spherical harmonics analysis to extract 
both structural and mechanical properties from the vesicles. We observe a reduction in 
bending rigidity and surface tension due to binding of aSyn. This result supports our 
  vii 
hypothesis that αSyn stabilized highly curve vesicles—inhibiting vesicle fusion—through 
a relief of curvature stress (surface tension) inherent to the highly curved membrane.  
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PREFACE 
The work presented in this thesis is divided into two classes: 1) methods/algorithm 
development; and 2) studies on αSyn employ the novel techniques. Chapter 1 describes 
the intimate relationship between results from molecular dynamics (MD) simulation of 
lipid bilayers and their associated experimental observables. In Chapter 2 (and Appendix 
A), theory and algorithm development is presented that solves fundamental problems that 
existed in extracting structural and mechanical properties from large membrane 
simulations. Appendix B presents a rigorous application of these new methods to validate 
the performance of three of the more commonly used, atomistic forcefields (e.g. all-atom 
or united-atom). 
In Chapter 3 and Chapter 4 (and Appendix C) we explore the membrane remodeling 
effects of αSyn. Our first simulations of αSyn in the Sachs lab explored the NMR-
structure of αSyn bound to an SDS micelle (Appendix C). Using all-atom MD we showed 
conserved protein structure and protein dynamics that agreed well with the NMR results. 
Morphological changes in the micelle lead us to hypothesis that helical αSyn has an 
intrinsic curvature and that its ability to inhibit fusion is due to relief of membrane 
surface tension by adopting this intrinsic curvature. In Chapter 3, using MD and X-ray 
scattering experiments, we validate a coarse-grain MD forcefield for use with αSyn 
bound to lipid bilayer by showing that binding of αSyn thins a membrane. Furthermore 
we observed that αSyn induces curvature equal to the curvature of vesicles for which it 
has the highest binding affinity. Then in Chapter 4, we explore the source of this 
membrane remodeling capacity—through an exhaustive series of MD simulations, 
fluorescent correlation spectroscopy, and vesicle clearance assays—and find that αSyn 
induced membrane remodeling is driven by binding affinity, partition depth, and inter-
leaflet order asymmetry. Part of that study included the simulation of a budding 
membrane tubule where we observed the loss of inter-leaflet order asymmetry as the 
tubule developed accompanied by an anti-alignment (i.e. orthogonal to the membrane 
normal) of the lipid acyl-chains near the protein. This anti-alignment increased inter-
leaflet coupling across the bilayer and stabilizes the highly curved tubule geometry. 
The next step in understanding αSyn’s membrane remodeling capacity was to study 
the protein bound to a lipid vesicle. MD simulations of lipid vesicles raised multiple new 
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challenges for system construction, simulation time, and analysis methods. Extracting 
structural and mechanical properties from the spherical vesicle geometry required a novel 
set of analysis tools. Using spherical harmonics analysis (see Chapter 5) we are able to 
resolve both the intrinsic membrane structure (providing a wealth of information to aid in 
the construction/equilibration of vesicle systems) as well as the bending rigidity. With 
these new techniques we are able to use MD simulations to study αSyn in the more 
physiologically relevant vesicle systems. As the Sachs lab moves forward with this work 
we will be exploring the membrane remodeling effects of αSyn on both synthetic vesicles 
and purified synaptic vesicles in hopes to understand one of the native functions of this 
essential protein central to the pathology of Parkinson’s disease. 
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Atomistic molecular dynamics (MD) simulations are a powerful computational tool for 
probing the atomic-scale details of phospholipid bilayer structure and dynamics. Careful 
validation of the simulations is a critical step if the simulator is to establish productive 
contact with the experimentalist. The most fruitful approach is to directly compare 
simulated properties that correspond to primary experimental data, rather than to 
experimentally reported values which themselves are based upon model assumptions. For 
example, in the case of X-ray scattering, the most common validating criterion is to compare 
simulated and experimental cross-sectional areas per lipid molecule, even though that 
parameter is not directly obtained from the primary scattering profile. Instead, one is better off 
directly comparing the scattering profiles themselves, which are easily obtained from 
simulation via the Fourier transform of the simulated electron density profile. Here, we describe 
a number of important instances in the literature in which this preferred approach has been 
taken. In particular, we outline both the history and algorithms for the extraction of 
experimentally measured low- and wide-angle X-ray scattering (which reflect the overall 
bilayer structure and lipid chain packing, respectively) and both 13C- and 31P -NMR relaxation 
rates (which reflect the chain and headgroup dynamics). Finally, we discuss the exciting future 
role of coarse-grained MD simulations in extending the accessible phenomena that can be 
simulated, with a prescription for how to maintain an intimate connection to experiment by 
way of reverse coarse-graining algorithms. 
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1.1 INTRODUCTION 
Molecular dynamics (MD) simulations have been used extensively to investigate 
the structure and dynamics of lipid bilayers. This review focuses on how to extract and 
then compare structural and dynamic measurables from MD simulation to primary 
experimental data. Specifically, we explore X-ray and neutron scattering profiles for 
solving bilayer structure, as well as nuclear magnetic resonance (NMR) relaxation rates 
for probing lipid acyl-chain and head-group dynamics. 
The task of experimental validation of a molecular simulation is neither a trivial 
nor straightforward undertaking. An elegant and illuminating generalization of this 
process has recently been offered1. While it may seem obvious that in making a 
comparison between a simulation and experiment, one must compare apples to apples, 
the task of actually doing so is often far more complex than initially meets the eye. 
Despite this, pushing ourselves to achieve successful validation of simulation 
measurables strengthens our conclusions and makes our efforts more meaningful to the 
broader scientific community. In addition, as we will describe in detail below, the process 
of learning how to validate our simulations can help in refining the foundation upon 
which experiments themselves are analyzed and understood. 
1.2 BILAYER STRUCTURE 
Lipid bilayers are complex, two-dimensional liquid crystals with crystallographic 
structural features that are described by statistical distributions rather than precise 
atomistic coordinates2. The particular lipid composition determines the structure3, both 
in the dimension normal to the bilayer (e.g., thickness, as extracted from the bilayer 
electron density profile) and in the plane of the membrane (e.g., lateral lipid 
distributions, as reflected in acyl-chain correlations which result from the thermodynamic 
phase of the bilayer). The importance of bilayer structure, e.g., how it influences the 
function and activity of membrane proteins, has been the subject of decades of 
biophysical research4-9. 
For the purpose of this review, we have focused on two specific experimental 
approaches which elucidate bilayer structure, specifically low-angle X-ray 
scattering (LAXS) and wide-angle X-ray scattering (WAXS). We explore current 
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efforts to compare and validate MD-derived scattering profiles to primary experimental 
data. In addition, we explore how MD simulations have served as a guide to the 
development of structural models used to interpret experimental data. 
1.2.1 One-­‐dimensional	  structure	  determined	  via	  LAXS	  and	  neutron	  scattering	  
The central parameters that have typically been used to describe bilayer structure are 
area per lipid (AL), bilayer thickness (for which there have been multiple relevant 
definitions: head-to-head spacing, DHH; hydrophobic thickness, 2DC; and Luzzati 
thickness, DB), and volume per lipid (VL). Many of these parameters are defined along 
the normal to the bilayer (z-dimension) and provide insight into features of the bilayer 
electron density profile, 𝜌∗ 𝑧 . 
Despite great progress, questions still remain as to the most accurate way to 
determine these important parameters, either from experiment or simulation or from 
a combination of the two. LAXS experiments interrogate bilayer structure in the z-
dimension, in principle affording access to the Fourier-space representation of 𝜌∗ 𝑧 . 
The experimental measurable is the scattering intensity, 𝐼 𝑞! , defined along the 
scattering vector, 𝑞!. From 𝐼 𝑞!  the bilayer form factor, 𝐹!"#$ 𝑞! , is determined in 
a variety of ways, depending on the specific sample type, as described in detail 
below. The experiment is referred to as low angle, not small angle (SAXS), because 
of the range of real-space distances on which we are focused, and because the angle 
of incidence determines what structural features are resolved. In particular, for 𝜌∗ 𝑧 , we are interested in structure between 6 and 60 Å (0.1 ≤ 𝑞! ≤ 0.9  Å-1, or 
correspondingly 0.8° ≤ 2𝜃 ≤ 8°). This is in contrast to wide-angle (WAXS) 
experiments where the structure of interest is acyl-chain correlations and a resolution of 
3-4 Å (1.0 ≤ 𝑞! ≤ 2.0 Å-1, or correspondingly angles in the range 11° ≤ 2𝜃 ≤ 15°) is 
required. 
Figure 1.1 illustrates a set of related approaches for obtaining 𝜌∗ 𝑧 , where the 
structure profile is determined from any of the four possible methods: LAXS on (1) 
multilamellar vesicles, MLVs; (2) unilamellar vesicles, ULVs; (3) oriented bilayer 
stacks, ORIs; or (4) MD simulations. To begin, experimental MLV scattering produces 
a set of Bragg peaks (also called Bragg orders) that discretely sample the continuous 𝐹!"#$ 𝑞!  as a function of the lamellar repeat D-spacing. Multiple experiments can 
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be run in sequence, each at varied D-spacing, by manipulating the multilayer 
hydration level (either through the vapor phase or by the addition of osmolites). By 
running multiple experiments, one is able to sample a larger portion of the full 
transform (see black x’s in Figure 1.1). From the scattering data, the continuous 𝐹!"#$ 𝑞!  
is determined using the sampling theorem 
𝐹!"#$ 𝑞! = 𝐹! 𝑠𝑖𝑛 𝑞! − 𝑞! 𝐷 2𝑞! − 𝑞! 𝐷 2!!"#!!!!!"#  1.1 
where 𝑞! = 2𝜋ℎ 𝐷 and ℎ is the specific Bragg order 10. Typically, in the fully hydrated 
liquid crystalline phase (Lα), the inherent fluctuations severely limit the measurable 
orders (typically, ℎ!"# ≤ 4) as compared to gel-phase or low-hydration experiments. 
A single scattering experiment using either ULVs or ORIs provides considerably 
greater sampling of the continuous transform than in the case of MLVs (Figure 1, red and 
blue triangles, respectively). In these cases, then, 𝐹!"#$ 𝑞!  can be constructed from the 
scattering intensity as  
𝐹!"#$ 𝑞! = 𝐼(𝑞!)𝑃!"(𝑞)𝑃!" 𝑞!  1.2 
where 𝑃!"(𝑞) is the Lorentz correction (𝑞 for ORIs and 𝑞! for ULVs), and 𝑃!" 𝑞!  
describes the difference between ORIs and ULVs11. Specifically, if the ULV diameters are 
monodisperse, 𝑃!" = 1, and for ORI samples, 𝑃!" can be determined from the diffuse 
scattering2. 
Once 𝐹!"#$ 𝑞!  is determined, in theory, 𝜌∗ 𝑧  is easily obtained from the Fourier 
transform as ∆𝜌∗ 𝑧 = 𝐹!"#$ 𝑞!!!!"#! 𝑒!!!!𝑑𝑞! 1.3 
where ∆𝜌∗ 𝑧 = 𝜌∗ 𝑧 − 𝜌!∗ , and 𝜌!∗  correponds to bulk water electron density. 
However, the limited range of 𝑞! due to the inherent fluctuations in the Lα phase 
precludes the reliable application of Eq. (1.3) from the form factors obtained through 
either Eq. (1.1) or (1.2). With the limited orders available, 𝜌∗ 𝑧  can be extracted from 𝐹!"#$ 𝑞!  either through Fourier reconstruction or through the use of a structural 
model. The Foureir reconstruction of 𝜌∗ 𝑧  is given as 
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Figure 1.1 Extracting electron density profiles, 𝜌∗ 𝑧 , from primary experimental data and MD simulations. Primary LAXS 
experimental scattering intensities from MLV, ULV, and ORI samples (top panel, left to right, respectively). MLV experiments 
sample the continuous 𝐹!"#$ 𝑞!  at discrete Bragg orders (see 𝐹 𝑞! , black “x”). From the discrete Bragg peaks, the continuous 𝐹!"#$ 𝑞!  is obtained using the sampling theorem (Eq. (1); blue “-”). Both ULV and ORI scattering intensities span a range of 𝑞! 
(ULV ∈ 0.1,0.4 , MLV ∈ 0.2,0.9 ). From ULV and ORI data, 𝐹!"#$ 𝑞!  is determined using Eq. (2) (orange “→”) with the 
appropriate Lorentz correction, 𝑃!" 𝑞 , and structure factor, 𝑃!" 𝑞! . From 𝐹!"#$ 𝑞! , 𝜌∗ 𝑧  is determined using either Fourier 
reconstruction (Eq. (4), blue “⇒”) or if the full continuous transform is available (as in the case when 𝜌∗ 𝑧  is generated from a 
structural model (middle right panel; green “⇒”)) via the inverse of Eq. (1.3). 
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∆𝜌∗ 𝑧 = 1𝐷 𝐹 0 + 2𝐷 𝐹! 𝜎!𝑟!𝑐𝑜𝑠 2𝜋ℎ𝑧𝐷!!"#!!!  1.4 
where 𝐷 is the bilayer 𝐷-spacing, 𝜎! describes the phase of 𝐹!"#$ 𝑞!  for each 
subsequent ℎ-value (e.g., (-,-,+,-) for dimyristoylphosphatidylchoine, DMPC12). 
While this approach has been extremely useful 13-15, it suffers from potential 
artifacts due to Fourier truncation at high 𝑞!. For example, through analysis of early 
simulations, we showed an uncertainty in DHH on the order of 1-2 Å introduced by 
Fourier reconstruction of 𝐹!"# 𝑞!  due to either a finite number of discrete Bragg orders 
(ℎ!"# = 4) or truncation artifacts induced by limited resolution (𝑞!!"#) in Eq. (1.3) 16. 
Therefore, it has been a goal to develop tools that can circumvent these limitations and 
avoid artifacts in the structures. In particular, we now discuss two interrelated 
approaches that rely upon the synergy of experiment, modeling, and simulation. 
1.2.1.1 Refining	  structural	  models	  with	  MD-­‐derived	  component	  densities	  to	  extract	  𝝆∗ 𝒛 	  from	  experiment	  
The use of structural models for determining 𝜌∗ 𝑧  from 𝐹!"#$ 𝑞!  has been 
immensely valuable because they offer more detail than just the overall shape of the 
profile, namely component densities and 2,12,13,17-19. Initially, the idea was to assume 
simple functional forms for component distributions, and then to Fourier transform the 
sum of those distributions (𝜌∗ 𝑧 )  to get a modeled 𝐹!"# 𝑞! . The adjustable 
parameters, namely the constants that modulate the functional forms of the 
components and AL, are iteratively updated in order to optimize the fit between 𝐹!"# 𝑞!  and 𝐹!"#$ 𝑞! . The model fitting proceeds under a number of constraints, 
namely the volume per lipid (VL), the chain volume (VC), and 𝐷!! = 𝐷!! 2− 𝐷! , 
which are predetermined from other experiments. The 𝐷!! constraint, which has 
turned out to be particularly important, was based upon an extrapolation from gel-
phase PC bilayers and is discussed in more detail below 2,12. 
One early example was the hybrid baseline (HB) model developed by the Nagle 
group, in which the bilayer system was divided into five components: water, 
choline+phosphate, carbonyl+glycerol, methylene, and methyl groups 20. The water 
  
 
9 
and methylene groups were modeled as baseline functions and all other components 
assumed a Gaussian distribution. One common shortcoming of these earlier structural 
models was a lack of sufficient detail in the description of specific functional forms 
adopted for each component density. Nagle et al. have since improved on these 
functional forms through the use of component distributions derived from MD 
simulations (see Figure 1.1, center-right panel). For example, the entire hydrophobic core 
density is now described by two classical error functions. These ongoing efforts have 
resulted in the development of the H2 and more recent scattering density profile (SDP) 
structural models 11,21. The development of both of these models took advantage of the 
component densities from all-atom molecular dynamics (AAMD) simulations run 
under the CHARMM force field at different lateral areas using the NPNAT (constant 
number of atoms, N; normal pressure, PN; lateral area, A; and temperature, T) 
ensemble21. The set of simulated ∆𝜌∗ 𝑧 , through Fourier transformation, could each 
be used to compare with 𝐹!"#$ 𝑞!  and provided a model-free means of determining 
AL. This simulation-based approach to structure determination is described in detail in 
the next section. 
The SDP model provided additional refinement for lipid bilayer structural models 
through the incorporation of both LAXS and neutron scattering length density (NSLD) 
data to resolve structural features of the bilayer. Use of the NSLD allows for the 
inclusion of the Luzzati thickness, DB, to aid in defining the waterÀlipid interface, 
removing the DH1 assumptions. In Figure 1.1, the center-right panel details the component 
distributions used for the SDP model for a dioleoylphosphatidylcholine (DOPC) 
bilayer 11. One goal of the SDP model was to try and understand a discrepancy 
between AL-values derived from LAXS, NSLD, and MD simulations; its ability to do 
so highlights the productive interplay between experiment and simulation. Finally, in 
order to facilitate comparisons of both real-space and q-space profiles between MD 
simulation results to those from LAXS and NSLD experiments, Kucerka and Nagle 
developed the very useful SIMtoEXP program 22. SIMtoEXP provides a standardized 
format and platform for such comparisons. 
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1.2.1.2 Using	   experiment	   to	   validate	  MD-­‐derived	  𝝆∗ 𝒛 	   :	   comparing	  𝑭𝒔𝒊𝒎 𝒒𝒛 	   to	  𝑭𝒆𝒙𝒑𝒕 𝒒𝒛 	  
MD simulations provide a trajectory of atomic coordinates for the system. The 
increased resolution afforded by MD simulations make them a very useful tool in 
elucidating specific bilayer structural features, which can improve our understanding 
of bilayer structure. However, the accuracy of calculated MD structural profiles are 
dependent on the specific force field used for the simulation. It therefore becomes 
important to validate the structural profiles determined by MD simulations to those 
obtained with LAXS and NSLD experiments to provide confidence in conclusions 
drawn from MD studies. Because, as described earlier, 𝜌∗ 𝑧  from experiment is either 
model dependent or sensitive to truncation artifacts (Eq. (1.4)), the comparison is best 
done in Fourier space, through direct comparison of 𝐹!"# 𝑞!  to 𝐹!"#$ 𝑞!  11,16,21,23. 
Due to the periodicity defined by the simulated unit cell, the full continuous 𝐹!"# 𝑞!  
is accessible and can be used without truncation artifacts, either by way of the 
calculated 𝜌∗ 𝑧  16,23-25 or through the summation of atomic form factors15. 
Determination of 𝐹!"# 𝑞!  via the real-space, simulated 𝜌 𝑧 . Early MD studies 
performed by our group 16 employed the method of Feller et al.24 to extract 𝜌∗ 𝑧  from 
small lipid patches. In particular, the electron density for each atom is treated as a point 
source and each atom’s z-position is binned along the z-dimension (bilayer normal) 
and weighted by its corresponding electron density. We refer to this treatment of 𝜌∗ 𝑧  
as the zbin method. The full simulated bilayer form factor, 𝐹!"# 𝑞! , is determined 
through the Fourier transform as  
𝐹!"# 𝑞! ! = ∆𝜌∗ 𝑧 cos  (𝑞!𝑧)! !!! ! 𝑑𝑧 ! + ∆𝜌∗ 𝑧 sin  (𝑞!𝑧)! !!! ! 𝑑𝑧 ! 1.5 
where D is the z-dimension of the periodic cell, and 𝑧 = 0 is determined by the bilayer 
center of mass (COM) for each frame of the simulated trajectory. In the more typical 
case of symmetric bilayer simulations, the sine term in Eq. (1.5) drops out.  
In our recent study, we employed the NPNAT ensemble to simulate short- and long-
chain monounsaturated lipid bilayers (diC14:1PC and diC22:1PC, respectively) both 
with and without cholesterol and compared CHARMM27 AAMD simulation results to 
experimental LAXS data23. Using this particular ensemble provides an adjustable 
  
 
11 
parameter, AL, which can be varied over a series of simulations until the match between 𝐹!"# 𝑞!  and 𝐹!"#$ 𝑞! , as measured by root-mean squared difference (RMSD), reaches 
a desired tolerance. Thus, we have a simulation-based approach to determine AL using 
experimental scattering data which does not require a structural model. This approach 
is illustrated in Figure 1.2A where the diC22:1PC 1 cholesterol (40 mol%) system was 
simulated using a range of AL until the RMSD between 𝐹!"# 𝑞!  and 𝐹!"#$ 𝑞!  was 
minimized. As shown in Figure 1.2B this technique is capable of achieving near-perfect 
agreement with LAXS data. One interesting note is that our experiments using 
diC22:1PC/ cholesterol ULVs were in fact asymmetric, making it necessary to simulate 
asymmetric bilayers (by altering the relative cholesterol content in the two leaflets) and 
then applying the full Eq. (1.5) in those cases. Also, in principle, one can use an alternate 
ensemble (e.g., NPγT, where the surface tension, γ, can act as the adjustable parameter).  
Although our study boasted excellent agreement between MD and primary LAXS 
data, in the context of the SDP model, it also highlights a persistent deficiency in the 
CHARMM lipid force fields, which means that the simulations match LAXS but not 
NSLD. In particular, comparisons of structural parameters from MD and the SDP 
model indicate discrepancies in both the DH1 thickness parameter and in AL derived 
from LAXS, MD, and NSLD. Specifically, DH1 values are too small, resulting in an 
AL that is too large when compared to the NSLD data11,23. This story illustrates an 
important point: Despite best efforts, simulated data can match experimental data but 
still be wrong1. This is a problem common to all modeling efforts where (1) there are 
multiple free parameters (“two wrongs can make it look right”); and/or (2) when the 
models (or force fields) are built on experimental analysis which itself relies on 
assumption (in this case the nature of DH1 in the Lα phase). Uncovering discrepancies 
such as these is, in fact, the core reason to engage modeling and simulation. 
Discrepancies not only provided an impetus to improve the model (in this case the 
lipid force fields) and the experimental analysis (e.g., the evolution of the structural 
models: HB to H2 to SDP) but also ultimately lead to a more accurate 
characterization of the system of interest that could not have been illuminated 
without the joint approach. 
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Figure 1.2. (A) 𝐹!"#$ 𝑞!  from LAXS (top) as well as 𝐹!"# 𝑞!  from MD determined at three different 
ALs. (B) Overlay of best-fit 𝐹!"# 𝑞!  on experimental data illustrating excellent agreement between 
MD and experiment. Figure adapted from Kucerka et al.23. 
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1.2.1.2.1 Determination	  of	  𝐹!"# 𝑞! 	  via	  atomic	  form	  factors.	  	  
An alternative method to real-space electron binning was developed by the White 
group that extracts 𝐹!"# 𝑞!  directly from MD simulations in q-space using atomic 
form factors, 𝑓(𝑞) 15. Specifically, 𝐹!"# 𝑞!  is determined through a summation over 
all atoms, j, as:  𝐹!"# 𝑞! = 𝑓!(𝑞)𝑒!!!!!!  1.6 
where 𝑧! equals the z-position of each atom and 
𝑓!(𝑞) = 𝑐! + 𝑎!,!𝑒𝑥𝑝 −𝑏!,! 𝑞4𝜋 !!!!!  1.7 
describes the atomic form factor obtained using the Cromer-Mann coefficients 
(𝑎!,! , 𝑏!,! , 𝑐!) for all atoms in the periodic cell 26.  
The approach taken in Benz et al.15 was to mimic the multilayer experiment by 
sampling the form factor generated by Eq. (6) at discrete Bragg orders (the authors 
went out to ℎ!"# = 8) for Fourier reconstruction (Eq. (4)) in order to obtain the real-
space 𝜌∗ 𝑧 . A comparison was made between the 𝜌∗ 𝑧  obtained from atomic form 
factors (Eq. (6)) and those determined via the real-space binning method. The various 
approaches showed good qualitative agreement in the calculated 𝜌∗ 𝑧 . However, 
there was a noted quantitative difference in the shape of the headgroup peaks and in 
the acyl-chain trough regions15. These observed differences in 𝜌∗ 𝑧  may have been 
due to truncation artifacts introduced by the Fourier reconstruction method. More 
recently, it has been pointed out that when this same comparison is performed in q-
space, i.e., between the 𝐹!"# 𝑞!  generated from the two approaches, the atomic form 
factor and zbin methods produce nearly identical results (within 0.1% of each 
other)21. 
1.2.1.2.2 Large	   bilayer	   simulations:	   understanding	   and	   accounting	   for	   thermally	  
driven	  undulations.	  	  
Recent work by our group resolves an important artifact in calculating 𝜌∗ 𝑧  from 
simulations of large bilayers (> ~128-lipids), where the lateral bilayer dimensions 
are large enough to allow long-wavelength, thermally driven undulations to 
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develop25. The zbin and atomic form factor methods described earlier15,16,23,25 fail for 
large bilayer systems because they assume that the bilayer is flat: the z-position for 
each atom is referenced to the global bilayer COM. The problem with analyzing 
large bilayers in this way is evident when looking at a snapshot from a 1024-lipid 
DMPC bilayer (Figure 1.3A) where the global (black dashed line) bilayer COM and 
the local (red solid line) bilayer COM deviate. Undulations introduce fluctuations in 
the local COM definition which broadens the 𝜌∗ 𝑧  determined by zbin. In our study, 
which builds on our parallel work with Brandt et al. 27, we developed a novel set of 
methods to characterize these undulations and extract the underlying profiles25. 
Resolving 𝜌∗ 𝑧  without the undulation artifact starts and ends with redefining 
the local undulating reference surface (URS). That is to say, what is the new 𝑧 = 0? 
Given an accurate URS, one can then transform the coordinates for each atom into a 
new reference frame that properly accounts for the undulations. Broadly speaking, 
defining the URS requires the characterization of the undulation spectrum in Fourier 
space, which is described by the Helfrich continuum model and detailed in Brandt et 
al. 27. The undulation spectrum is determined as: 
𝑢 𝒒 = 12𝑁 𝑧!!𝑒!!𝒒∙𝒓!! + 𝑧!!𝑒!!𝒒∙𝒓!!!!!!       , 1.8 
where N is the number of lipids per monolayer, 𝒓!" = 𝑥!" , 𝑦!"  are the lateral atomic 
coordinates for atom k in monolayer 𝑗 = 1 ,2 for top and bottom monolayer, respectively, 
with height 𝑧!"  (where the bilayer is recentered in each frame so that 𝑧!" = 0! ,! ). This 
spectrum captures the low q undulation modes that follow a 𝑞!!   behavior predicted from 
continuum mechanics, as well as the high q structure factor, which describes the in-plane 
correlation of bilayer atoms. 
Figure 1.3B illustrates the two-dimensional URS obtained from a single frame of the 
1024-DMPC bilayer. The surface clearly displays both the low q undulations (long 
length-scale variations in hot and cool colors) and high q fluctuations (note the relatively 
rugged short length-scale features). In order to remove the high q component and 
generate a smooth URS, we apply an ideal low-pass spatial filter, where the break 
wavenumber is defined at 𝑞!  (the cross-over wavenumber where the undulation mode 
intensity equals the high q in-plane correlation intensity). The inverse Fourier transform 
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Figure 1.3. Undulations smooth 𝜌∗ 𝑧 . (A) Snapshot of 1024-DMPC bilayer illustrating fluctuations in local COM 
(solid red line) and global COM (dashed black line) induced by undulations which can be characterized by the 
distribution of θ-angles (water removed for clarity, phosphorous atom viewed as VDW to emphasize top and 
bottom monolayers). (B) Unfiltered undulation reference surface (URS). (C) Filtered URS using the ideal filter. (D) 
Schematic of undulation correction for every atom k relative to the filtered URS (𝑢 𝒓! ). (E) 𝜌∗ 𝑧  for both zbin-64 
(green) and zbin-1024 (black) as well as the undulation corrected, UC-1024 (red). Figure adapted from Braun et al. 25. 
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of the filtered spectrum (𝑢 𝒒 ) generates a filtered URS and illustrates the isolation of 
long-wavelength undulation modes (see Figure 1.3C). In practice, 𝑢 𝒒  is directly used to 
determine 𝑢 𝒓! , the position on the URS to which each atom k is referenced.  
Figure 1.3D presents a schematic of the coordinate transformation required for each 
atom, where the two steps to correct for undulations are (1) surface referencing to the 
local bilayer COM defined by the URS (𝑧!"# ); and (2) orientation correction (defined by 𝑛) which removes the systematic broadening introduced to 𝜌∗ 𝑧 . Step 1 is accomplished 
through  𝑧!!"# = 𝑧! −     𝑢 𝒓!   , 1.9 
where the z-position of every atom k is referenced to 𝑢 𝒓!  which defines the z-position 
at the 𝑥! , 𝑦!  position of the kth atom on the filtered URS. The distance 𝑧!"#  is then 
weighted by the corresponding number of electrons and binned as in the zbin methods 
discussed earlier16,23. Step 2 scales the z-axis by cos   𝜃  to correct for the orientation 
fluctuations introduced by the undulations. This correction follows from an analogous 
treatment used in experimental analysis of ORI lipid bilayers2. Figure 1.3E presents both 
zbin treatments for 64-DMPC and 1024-DMPC systems and the undulation corrected 
1024-DMPC system, illustrating the recovered structural features previously masked by 
the undulations. 
We identified a region of system sizes (between 128 and 256 DMPC lipids) where the 
undulation correction does not significantly affect 𝜌∗ 𝑧 . For systems smaller than 128 
lipids, concerns of finite-size effects arise, and for systems greater than 256 lipids, 
undulations must be accounted for25. In addition, by defining the URS, we were able to 
illuminate the issue of accurately characterizing the simulated AL, which is most 
frequently reported from the simulated box dimensions (Axy). Finally, our study validated 
a key assumption made in analysis of experimental LAXS from ORIs2. Specifically, the 
calculated URS allows for a direct measurement of the magnitude of undulations through 
the angle θ (as illustrated in Figure 1.3, panels A and D). The resulting θ-distribution 
obtained from the filtered URS agrees with a key assumption that simplifies the analysis 
of the experimental data. 
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1.3 BILAYER DYNAMICS 
Membranes, like proteins, are dynamic entities, and understanding them requires 
more than just structure. Bilayer dynamics are mostly observed through NMR 
measurements, which reflect both local lipid motions and collective bilayer dynamics28-30. 
Both types of motion contribute (along with structure) to a membrane’s active role in 
supporting protein function and to its own overall behavior (e.g., in fusion). Two 
common NMR measurables are the deuterium order parameter (𝑆!") and the relaxation 
rate (R1). This part of the review focuses primarily on R1, but a brief discussion of 𝑆!" 
helps establish a useful framework for an expanded treatment of R1.  𝑆!" describes the local order and rigidity of the lipid acyl-chains as a function of 
carbon position. Determination of 𝑆!"from MD simulations requires the definition of 
a local coordinate system for each C-H bond of interest in the lipid acyl-chains. For both 
AAMD and united-atom molecular dynamics (UAMD), the 𝑆!",! is defined as −𝑆!",! = 12 2𝑐𝑜𝑠!𝜃! − 1  1.11 
where θ is the instantaneous angle formed between the 𝐶! − 𝐻 bond vector and the 
global bilayer normal for every carbon-j along the lipid acyl-chain.   
A more thorough description of the lipid dynamics which captures the time 
dependence (e.g., frequency dependence) of specific dynamic modes can be 
obtained through the 2H- or 13C-NMR relaxation rate (R1). Similar to 𝐹(𝑞!) in the 
previously discussed X-ray scattering section, R1 is difficult to interpret without a 
model, in this specific case one that describes the kinetics of the underlying 
dynamics. Ideally, from R1 one would directly extract the time correlation functions, 𝐶(𝑡), which describe the relevant dynamics. In practice, however, the data points 
accessible to experiment are too sparse to provide an unambiguous inverse transform, 
which as described below yields 𝐶(𝑡), leading to the necessity of kinetic models to 
interpret the experimental data31. 
Seminal experimental 13C-NMR studies by Brown et al.28 characterized R1 for 
dipalmitoylphosphatidylcholine (DPPC). Based upon these measurements, a kinetic 
model was developed which presumed two distinct regimes of dynamics (fast and 
slow) which describe well the dependence of the acyl-chain relaxation rates over a 
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broad frequency range. In particular, the phenomenological model is based upon fast, 
noncollective dynamics and slow, collective dynamics, and is written as 𝑅!,! = 𝜏! − 𝐵!𝜔!!! !  1.12 
where 𝜏!  is the fast relaxation time corresponding to frequency-independent internal 
dynamics, 𝐵!  is a constant proportional to 𝑆!"!  which describes the frequency-dependent 
(collective) slow dynamics, and 𝜔!  is the 13C-Larmor frequency (i.e., the frequency of 
the electron procession at a specific magnetic field strength). Additional studies by 
Brown et al.29,30 have explored collective models for slow dynamics in lipid bilayers 
using deuterium NMR experiments, where the correlation between 𝑆!" and R1 gives 
insight into the forces inducing the elastic deformation of the bilayer. A recent review by 
Leftin and Brown32 provides a comprehensive synopsis of experimental NMR results 
and is directed toward engaging simulators and facilitating comparison of simulation 
to experiment. 
Early computational studies by Pastor et al.33,34 relied upon the enhanced sampling 
of Brownian dynamics (BD) simulations to explore a variety of noncollective 
dynamic models, with the goal of clarifying the relative contributions of various 
lipid motions to R1. Specifically, four different kinetic models were compared 
directly to experimental data, each of which accounted for varied combinations of 
three dynamic modes: (1) internal dynamics (𝐷!"#); (2) axial rotation (𝐷∥); and (3) 
wobble or tilt (𝐷!). Spectral densities, 𝐽(𝜔), were obtained for each C-H bond through 
Fourier transformation of correlation functions defined for each dynamic mode. R1 was 
then calculated from 𝐽(𝜔) (as described below) using 𝐶(𝑡) defined by the dynamics 
captured within each of the four models. Near-perfect agreement between their 
most complex model, which accounted for 𝐷!"#, 𝐷∥, and 𝐷! where the wobble 
dynamics were defined based on a carbon-dependent cone angle (Figure 1.4B), suggested 
an alternative interpretation of the experimentally observed R1 that does not require a 
collective model for slow dynamics.  
With the development of more accurate force fields and increased computer 
power, MD studies exploring these noncollective models for bilayer dynamics 
became possible35. Pastor et al.36 provided a concise discussion of their progress 
toward elucidating a simulation-based description of acyl-chain lipid bilayer 
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dynamics. This account compared experimental data, results from the earlier BD 
simulation, and results from a new AAMD simulation using the then novel 
CHARMM22 lipid force field. Disagreement between the experimental and simulated 
R1 for the AAMD lipids motivated  subsequent studies to reparameterize the  
 
Figure 1.4. Development of “noncollective” kinetic models for lipid bilayers. (A) Schematic of key 
parameters in the noncollective model proposed by Klauda et al.37 with 𝐷∥ describing axial rotation, 𝐷! 
describing wobble motions where the angle β is a unit vector of interest, transformed into the wobbling 
reference frame (note the sample trajectory mapped out on the green circle). (B) Comparison of R1 between a 
BD simulation and experiment (DPPC) for kinetic model 4 described in the text34. (C) Snapshots of a single lipid 
from an AAMD simulation of DPPC centered on the C2 glycerol carbon illustrating the wobble mode of 
dynamics36. 
CHARMM lipid force field, the results of which are discussed in detailbelow. 
Nevertheless, this early AAMD simulation provided an atomic-scale view of 𝐷!, as 
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shown in Figure 1.4C, where a single lipid is tracked over time. The resulting set of 
snapshots showed clear evidence of wobble-like dynamics. 
As lipid force fields have continued to improve, MD studies have been more 
successful in investigating the various modes of lipid dynamics that contribute to R1. 
Detailed below are current efforts for both UAMD38,39 and AAMD40,41 studies, 
presenting comparisons to experiment as well as identifying potential areas for further 
force field improvement.  
1.3.1 Lipid	  acyl-­‐chain	  carbons:	  13C-­‐NMR	  relaxation	  rates	  
Recent studies from the Edholm group on DPPC38 and DMPC39 (using the UA 
Berger force field42) as well as from the Pastor group40,41 on DPPC (using the 
CHARMM AA force fields: CHARMM27, CHARMM27r, and CHARMM36) have 
explored different types of dynamics sampled by lipid acyl-chains in order to extract the 
dipolar 13C relaxation rates. The primary focus of these studies has been to validate the 
current MD force fields, as well as to evaluate the foundation of the Brown model28, 
specifically the 𝜔!!! !  dependence of R1 and the collective description of slow bilayer 
dynamics. 
In each of these studies, there is a direct comparison of MD results to primary 
experimental NMR data. Through Fourier transformation of the MD-derived 
correlation functions, a direct comparison to raw experimental data is possible in lieu 
of the kinetic models typically needed to analyze experimental data. Figure 1.5A 
illustrates a comparison of the MD-derived R1 versus experimental data for DMPC C3 and 
C7 carbon positions from Wohlert and Edholm39. It is evident that simulated C7 dynamics 
are in excellent agreement with experiment over the accessible frequency range, 
consistent with an 𝜔!!! !  relaxation rate dependance (Eq. (1.12)). The C3 data shows 
reasonably good agreement at high frequencies but diverges from the experimental data 
at lower frequencies, where the increase in simulated R1 indicates that the C3 position is 
overly ordered. This inaccuracy in the force field is mirrored in the 𝑆!" result as well (see 
Figure 1.5B). Lindahl and Edholm explored the source of this discrepancy in R1 at the C3 
position and found a deficiency in the parameters for the acyl-chain dihedral potentials 
for the UA Berger lipids, i.e. the barrier between trans and gauche was ≈ 0.5  𝑘!𝑇 too 
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high38. Recent work by Chiu et al.43 have focused on a reparameterization of the 
GROMACS 43A1 force field, addressing the dihedral parameters (among others) for the 
glycerol and carbonyl carbons, with the result being improved agreement between the 
simulated and experimental values for the C3 𝑆!". This suggests the likelihood that the 
frequency-dependent R1 may also have been made more accurate, though to our 
knowledge the direct comparison to experiment has yet to be published. 
In the case of the CHARMM force field, Klauda et al. 40,41 published similar findings 
regarding artificially high simulated R1 values, though in this case for DPPC bilayers. 
As with the GROMACS study, the identification of deficiencies in the dihedral potentials 
lead to the recent updates in the lipid force field (currently CHARMM36) which improves 
the agreement between the MD-derived R1 and experiment for all acyl-chain carbons, 
including those near the head group (e.g., C3, see Figure 1.5C, top panel). 
One alternative source for disagreement between experiment and MD results is the 
different systems geometries for each. Brown et al. used small unilamellar vesicles 
 
Figure 1.5. Comparison of R1 (1 𝑁𝑇!) and 𝑆!"between MD and experiment. (A) Comparison of R1 for both C3 
and C7 carbons from united-atom MD simulations for a DMPC bilayer39. (B) 𝑆!"determined from a DMPC 
bilayer39. (C) Comparison of R1 between C3 and the average of carbons C4-C13 as determined from all-atom MD 
and experiment for a DPPC bilayer41. 
 (SUVs) which possess large curvature, whereas MD simulations have typically 
been done with a flat bilayer patch. Klauda et al. investigated this potential 
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geometry/system-size effect by simulating two different size systems (72 and 288 
lipids) as well as comparing the MD results to both the Brown SUV data and the fully 
hydrated MLVs. There is a better agreement between MD and experimental MLV, 
suggesting the larger vesicles are a better comparison to the flat patch simulations (see 
Figure 1.5C).  
1.4 FUTURE DIRECTION: ESCAPING THE TIMESCALE LIMITS OF ALL-
ATOM MD 
The investigation of complex membranes poses additional challenges for careful 
comparison of MD simulations to experiment. For example, advances in computer 
speed have increased the temptation to simulate ternary lipid-cholesterol mixtures that 
undergo lateral phase separation, as well as bilayers containing either peripheral or 
integral proteins. These systems introduce new challenges that include (1) avoiding 
starting configuration bias and finding the equilibrium configurations (e.g., the lateral 
distribution of lipids, or protein depth and orientation); and (2) fully populating the 
long-wavelength dynamical modes (e.g., undulations of the bilayer or concerted 
motions of proteins). There has been significant focus on the development and use of 
coarse-grained molecular dynamics (CGMD) to expand the temporal and spatial 
domains currently inaccessible to AAMD or UAMD simulations44-48. For example, 
CGMD has allowed for the investigation of spontaneous phase separation in both lipid 
bilayers and vesicles49,50. 
However, coarse graining precludes direct extraction of experimental 
measurables that are sensitive to the chemical detail lost at the lower resolution. 
Reverse coarse graining, rCG, provides an important bridge between CGMD and 
AAMD. Specifically, rCG is a process through which atomic coordinates are first 
mapped onto the coarse-grained representation, which is then followed by 
minimization and brief dynamics to both reequilibrate and sample enough in order 
to generate smooth profiles. This process exploits the enhanced sampling of CGMD 
in order to escape the problems of starting configuration bias, while providing the 
necessary detail for reconstructing measurables that can be directly compared to 
experiment. In 2008, we published a multiscale approach for the validation of bilayer 
structure profiles determined by MD and LAXS51. We used the MARTINI force field to 
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generate a series of distinct starting configurations (each at a different AL), and then 
followed the rCG strategy to extract 𝐹!"# 𝑞!  from the atomistic representation and 
compared to experiment (as described earlier in Figures 1 and 2). Similar rCG techniques 
have been used by Shih et al.52 in protein/lipid nanodiscs to compare against SAXS 
experiments as well as Rzepiela et al.53 who developed a modified GROMACS code 
that implements an rCG algorithm. 
It is of course possible that because of their reduced chemistry, coarse-grained 
simulations may miss relevant (experimental) configurations, making it necessary to 
explore alternate enhanced sampling techniques that operate at atomistic resolution. As 
one example, Monte Carlo simulations have had good success in sampling lateral 
distributions of lipids and cholesterol54,55. Other enhanced sampling techniques that 
may be particularly useful for generating starting configurations in lipid/protein 
systems include replica exchange MD56-58 and the weighted histogram analysis 
method59-62 among others. Regardless of the challenges that simulators face in both 
improving atomistic and coarse-grained force fields and developing state-of-the-art 
sampling strategies, the ultimate goal should be to provide the biophysics 
community with an exciting, but reliable set of insights. We cannot hope to do that 
without first validating our simulated measurables against primary experimental 
data. 
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The traditional method for extracting electron density and other transmembrane 
proﬁles from molecular dynamics simulations of lipid bilayers fails for large bilayer 
systems, because it assumes a ﬂat reference surface that does not take into account long 
wavelength undulations. We have developed what we believe to be a novel set of 
methods to characterize these undulations and extract the underlying proﬁles in the large 
systems. Our approach ﬁrst obtains an undulation reference surface for each frame in the 
simulation and subsequently isolates the long-wavelength undulations by ﬁltering out the 
intrinsic short wavelength modes. We then describe two methods to obtain the 
appropriate proﬁles from the undulating reference surface. Most combinations of 
methods give similar results for the electron density proﬁles of our simulations of 1024 
DMPC lipids. From simulations of smaller systems, we also characterize the ﬁnite size 
effect related to the boundary conditions of the simulation box. In addition, we have 
developed a set of methods that use the undulation reference surface to determine the true 
area per lipid which, due to undulations, is larger than the projected area commonly 
reported from simulations.  
2.1 INTRODUCTION 
Molecular dynamics (MD) simulations can provide more detailed structural and 
dynamic descriptions of membranes than experiments, although the simulations must ﬁrst 
be validated by agreement with whatever experimental data that is available15,16,21,23,51,63.  
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This article deals with an artifact that occurs when comparing large-scale simulations 
of lipid bilayers consisting of many lipids to experimental x-ray and neutron scattering 
data. Traditional algorithms for analyzing simulated bilayers have treated them as if they 
were ﬂat15,16,21,64. This has been a reasonable assumption for the small patches that have 
been simulated on older/slower machines. However, increased computer speed has 
enabled simulations of laterally larger membrane patches. Larger systems are less 
vulnerable to ﬁnite size artifacts and exhibit true undulations from which the important 
bending modulus (kc) can be obtained and compared to experiment65,66. However, as the 
simulated membrane is made larger, undulations develop and create an artifact in the 
proﬁles along the transverse direction, perpendicular to the membrane, when using the 
ﬂat-patch method. We will focus on electron density proﬁles (EDP) of lipid bilayers, 
keeping in mind that neutron scattering length, density, and mass density are all subject to 
the same artifact, and that the issue is relevant to more complex membranes than just 
lipid bilayers. 
We also note that direct comparison of undulating simulations and undulating 
experimental systems is not possible due to the much different length scales and/or the 
multilamellarity in some experimental samples2,67. The appropriate comparison is to 
remove the quantitatively different effect of undulations from both simulations and 
experiment to provide a common reference consisting of proﬁles along the perpendicular 
to the local membrane.  
In simulations, the ﬂat-patch method deﬁnes a ﬂat reference plane that represents the 
average center of the membrane. Each atom is then binned along the z dimension of a 
periodic simulation box, according to its distance from a ﬂat plane16,24,64, usually 
referenced as 𝑧 = 0. We refer to EDPs determined under this ﬂat-patch assumption as 
resulting from the z-bin method. It is not obvious how small a simulated patch must be 
for the ﬂat-patch assumption to hold, but the general criterion is clear: simulated systems 
must be small enough that the undulations in the z direction are small compared to the 
average variations inherent in the EDP. As we will show, this requires fewer lipids than 
of the order of 100, corresponding to lateral dimensions 𝐿 ≈ 6.0 nm. Because the bilayer 
is ~4.0-nm thick, ﬁnite size effects68 cannot be discounted. Calculated EDPs and 
corresponding form factors from the z-bin method applied to small bilayer systems are 
quite capable of accurately reproducing experimental data16,21,23,51 by setting the force-
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ﬁeld parameters, area or surface tension, but it is important that the values of these 
fundamental parameters are independent of system size. 
Figure 2.1A shows a snapshot from a simulation of a bilayer with 64 
dimyristoylphosphatidylcholine (DMPC) lipids that illustrates the ﬂat-patch character of 
small bilayer simulations. In contrast, Figure 2.1B shows a snapshot from a 1-µs-long 
MD simulation of a bilayer with 1024 DMPC lipids that exhibit undulations inherent in 
equilibrated systems. The presence of undulations becomes clear when comparing the 
global ﬂat bilayer reference plane (dashed-black line) and local bilayer reference surface 
(wavy line) in the 64-lipid and 1024-lipid systems. In the 64-lipid system, there is  
 
Figure 2.1. Snapshots of DMPC bilayers with (A) 64 lipids and (B) 1024 lipids. Water is not displayed, 
but phosphorus atoms are shown (enlarged spheres, emphasizing the top and bottom monolayers). 
(Dashed lines) Global bilayer reference planes, defined at the z position of the bilayer center of mass. 
(Solid lines) Local bilayer reference surfaces. Local bilayer normals (solid arrows) and global bilayer 
normals (dashed arrows) emphasize that the local orientation of the bilayer normals varies for the 
larger system size in panel B. (C) EDP and (D) form factors, F(q), for 64, 128, 256, and 1024 lipids, all 
obtained by the artifact-prone z-bin method. 
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negligible difference between the local and global references, whereas in the 1024-lipid 
system there is considerable difference. 
When the EDP is determined via the z-bin method, as shown in Figure 2.1C, a 
dramatic difference develops as the system size is increased. We will show that this 
difference is mostly an artifact induced by undulations. Figure 2.1D presents the 
corresponding form factors, 𝐹(𝑞), obtained by Fourier transformation of the EDP; this is 
the simulation result that should be compared directly to x-ray scattering data. 
Experimental comparison is greatly compromised when undulations are ignored. 
In addition to corrupting the EDP and the 𝐹(𝑞), ignoring undulations affects the 
quantitative evaluation of molecular areas. Often, the simulation box dimensions in the 
xy-plane are used, which is just a projected area 𝐴! and not the true area 𝐴!, following an 
undulating surface69. Instead, undulations need to be accounted for to determine the 
actual area per lipid (𝑎! = 𝐴! 𝑁) along the bilayer surface2,70,71, where 𝑁 is the number 
of lipids per monolayer. Although this is a small artifact, our methods correct for it.  
To extract accurate EDP and 𝐴! from simulations of undulating membranes, we ﬁrst 
determine the undulation reference surface (URS) depicted in Figure 2.1B. We have 
developed two different methods to deﬁne the URS: the direct Fourier (DF) method and 
the real-space interpolation (RI) method. For both approaches, we apply a ﬁlter in q-
space to remove the short wavelength ﬂuctuations intrinsic to disordered membranes and 
retain the undulation modes that deﬁne the URS. Then, to obtain the true EDP, we have 
developed two methods that determine the local distance of each atom from the URS. 
Lastly, we employ three methods to determine 𝐴!. Comparison of results from the 
redundant methodologies allow us to assess which are the better methods. 
2.2 METHODS 
2.2.1 Simulation	  methods	  
Speciﬁcs for the construction and simulation of the µs-long, 1024-lipid DMPC (14:0) 
system are detailed in the Supporting Material and in the accompanying article by Brandt 
et al.27. Additional simulations for systems with 32, 64, 128, and 256 DMPC lipids were 
run for 500 ns to allow for equilibration and development of undulations. All systems 
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were hydrated with 23 waters per lipid and only the last 10 ns from each system were 
analyzed for EDP determination by sampling every 2 ps (5000 frames).  
2.3 ALGORITHM DEVELOPMENT 
2.3.1 Calculation	  of	  the	  undulating	  reference	  surface	  	  
2.3.1.1 Direct	  Fourier	  method	  
Each frame (snapshot) in the simulation provides values of 𝑥!, 𝑦!, and 𝑧! for the 𝑘!! 
atom, where z is the direction along the normal to a ﬂat bilayer, as indicated in Figure 
2.1A. Any subset of lipid atoms can be used in the DF method, but computer time is 
saved by selecting only one atom type from each lipid. Following Brandt et al.27, for 
every frame the Fourier coefﬁcients for the URS are calculated as 
𝑢 𝒒 = 12𝑁 𝑧!!𝑒!!𝒒∙𝒓!! + 𝑧!!𝑒!!𝒒∙𝒓!!!!!!       , 2.1 
where 𝑁 is the number of lipids per monolayer, and the values in the expression 𝒓!" = (𝑥!" , 𝑦!") are the lateral atomic coordinates for atom k in monolayer 𝑗 = 1,2, with 
height 𝑧!", where the bilayer is recentered in each frame so that 𝑧!"!,! = 0. Consistent 
with periodic boundary conditions, 𝑢 𝒒  is deﬁned for wave vectors 𝒒 = 2𝜋(𝑚 𝐿! , 𝑛 𝐿! ) 
with 𝑚 , 𝑛 = 0 , ±1 , ±2… (excluding the zero mode with 𝑚 = 𝑛 = 0), where 𝐿!  and 𝐿!  are 
the lateral dimensions of the periodic simulation box. In the isobaric ensemble simulation 
with a ﬁxed mean pressure of 1 atm, 𝐿!  and 𝐿!  were subject to small ﬂuctuations. 
2.3.2 Filtering	  out	  the	  nonundulation	  modes	  
As described by Brandt et al. 27, 𝑢 𝒒  has a contribution from small 𝑞 =𝒒 ,undulatory modes that account for the 𝑞!! part of the ﬂuctuation spectrum 𝑆! 𝑞 =𝑁 𝑢 𝑞 ! . For large q the spectral intensity increases and reaches ﬁnally a constant value 
(different for different atoms) at ~10 nm–1 27. This part of the spectrum is due to the 
detailed molecular structure of the lipid bilayer that is not present in a continuum 
representation. Figure 2.2A shows results for 𝑆! 𝑞  when the selected atoms are 
phosphorus (P) or the terminal SN1 methyl carbon (TC). It is clearly seen that the large q 
part of the spectrum is sensitive to atom selection, which is further evidence that these 
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modes should not contribute to the URS. In contrast, the 𝑞!! dependence for the small q 
undulation modes is conserved across atom choice, so those are the modes that should be 
retained to construct the URS. 
Extraction of the undulatory modes ~uðqÞ from the u(q) for the URS is accomplished 
by a ﬁlter function G(q/q0), such that 𝑆! 𝑞 = 𝑆! 𝑞 𝐺 𝑞 𝑞!       , 2.2 
and 𝑢 𝒒 = 𝑢 𝒒 𝐺 𝑞 𝑞! ! !      , 2.3 
There are two issues to address: ﬁrst is the choice of ﬁlter function G, and second is the 
value of the ﬁlter parameter 𝑞! that marks the boundary between lightly and more heavily 
ﬁltered q values. 
A very sharp boundary is given by the simplest ideal (ID) ﬁlter function, namely, 𝐺 𝑞 𝑞! = 1 for 𝑞 𝑞! ≤ 1 and 𝐺 𝑞 𝑞! = 0 for 𝑞 𝑞! > 1. An ID ﬁlter is usually 
discouraged in signal processing applications because it results in ringing, i.e., the 
conspicuous appearance of ripples corresponding to the shortest wavelength not ﬁltered. 
(Similar behavior appears in the Fourier reconstruction of electron density proﬁles using 
a ﬁnite set of Bragg orders72.) However, signiﬁcant ringing does not occur in the URS 
when suitable values of 𝑞! are chosen because the amplitude of the largest remaining 
mode is quite small. Nevertheless, we have constructed URS with conventional ﬁlters, 
particularly the Hamming (HA) ﬁlter, and this makes negligible difference with the URS 
from the ideal ﬁlter (see Supporting Material).  
Another interesting alternative is inspired by the result for the spectrum calculated for 
the TC atoms, shown in Figure 2.1A, which is closely approximated by  𝑆! 𝑞 = 𝑘!!!𝑞!! + 𝐵   . 2.4 
Deﬁning 𝑞! = 𝑘!𝐵, we introduce the L4 ﬁlter function,  𝐺 𝑞 𝑞! = 11+ 𝑞 𝑞! !      , 2.5 
which has the property that the ﬁltered undulation spectrum 𝑆! 𝑞  (shown in Figure 2.2B) 
adopts a pure 𝑞!!  shape predicted by continuum theory of undulations73,74 when 𝑞! is 
chosen to be 1.15 nm–1. Interestingly, this is the same value of 𝑞! that was derived in our 
previous article27. We therefore choose this value of 𝑞! for the ID ﬁlter. 
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Figure 2.2. (A) Log-log plot of the one-dimensional unfiltered spectrum 𝑆! 𝑞 = 𝑁 𝑢 𝑞 !  
determined using the DF and RI methods for selected atoms P and TC (terminal carbons) versus the 
magnitude of the wave vector q, for the last 10 ns from the μs-long simulation of the 1024-lipid DMPC 
system. (B) L4 filtered spectra. Undulations theoretically follow the dashed 𝑞!!-lines. 
We generate the URS, 𝑢 𝒓!" , through the inverse two-dimensional Fourier 
transform of 𝑢 𝒒 . Figure 2.3, A and B, shows the ﬁltered surfaces obtained using the L4 
and ID ﬁlters where the large q modes (for example, those seen in Supplemental Figure 
2.6B in the Supporting Material) are either removed by the ID ﬁlter or attenuated by the 
L4 ﬁlter. Implementation of each ﬁlter treatment highlights a computational beneﬁt of the 
ID ﬁlter. There is an order-of-magnitude decrease (from 60 s to 6 s per frame) in the 
computation cost for the ID ﬁlter, relative to both the L4 and HA ﬁlters, due to the 
reduced number of q-modes required by the ID ﬁlter for the Fourier transformation used 
to generate the URS. 
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2.3.3 Real-­‐space	  interpolation	  method	  
In addition to the DF method, we have adapted real-space interpolation (RI) methods 
that generate surfaces over a uniform-grid in real-space66,73,75-77. Our particular approach 
employs a biharmonic spline interpolation78 using equal number of ﬁtting coefﬁcients as 
lipids per monolayer to ﬁrst obtain an undulation surface for each of the upper, 𝑧!(𝒓𝑚𝑛), 
and lower, 𝑧!(𝒓𝑚𝑛), monolayers separately, as shown in Supplemental Figure 2.6A, with 𝒓!" = (𝑥! , 𝑦!) where 𝑥! = 𝑚∆𝑥 and 𝑦! = 𝑛∆𝑦, with m and n being integers and ∆𝑥 and ∆𝑦 are determined for each frame to maintain periodicity (for our DMPC systems, we 
chose 𝑚!"# = 𝑛!"# = 91, which gives ∆𝑥 = ∆𝑦 ≈ 0.2 nm). 
 
 
 
Figure 2.3. Single frame URS for 1024 DMPC lipids, selecting the TC atoms and using 𝑞! = 1.15 
nm-1.  (A and B) Using the DF method. (C and D) Using the RI method. (A and C) Using the L4 filter. 
(B and D) Using the ID filter. Colormap units are in nm. 
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 We then average the two monolayer surfaces to obtain an unﬁltered URS, 𝑢 𝒓!"  
shown in Supplemental Figure 2.6B as  𝑢 𝒓!" = 12 𝑧1 𝒓!" + 𝑧2(𝒓!")         . 2.6 
From 𝑢 𝒓!" , we calculate 𝑢 𝒒  through a two-dimensional fast-Fourier transform, 
and determine the ﬁltered 𝑢 𝒒  value as in the DF method (Eq. 2.3). The primary 
advantage of the RI method is that the molecular structure contribution to the undulation 
spectrum is left out by averaging surfaces in real space27. The primary disadvantage of 
the RI method is that we rely on a spline interpolation, which reduces and preﬁlters the 
undulations deﬁning the URS. 
Figure 2.2A shows good agreement in the undulation regime (𝑞 ≲ 1 nm–1) between 
the unﬁltered one-dimensional spectra obtained from both the DF and RI methods for 
both P and TC selection atoms. Figure 2.3, C and D, shows snapshots of the URS 
obtained using the RI method with the L4 and ID ﬁlters, respectively. The roughness of 
the surfaces increases from RI:ID to DF:ID to RI:L4 to DF:L4 because L4 leaves larger q 
modes than ID and RI preﬁlters the larger q modes relative to DF. Detailed examination 
of root mean-squared differences (RMSD) between treatments, including selection of the 
P atom instead of the TC atom, is given in the Supporting Material. 
2.3.4 Two	  methods	  for	  calculating	  the	  EDP	  
Given a URS, we have developed two approaches for extracting the EDP: surface 
referencing with orientation approximation (OA), and surface referencing with 
undulation correction (UC). Both methods reference all atoms to the URS determined for 
each frame of the simulation. They differ in their treatment of the local orientation, which 
is highlighted in Figure 2.1B by the angle 𝜃. 
2.3.5 Surface	  referencing	  
What is convenient about the z-bin method for ﬂat-patch bilayers is that it is obvious 
how to assign the distance of each atom k from the ﬂat reference plane placed at the mean 𝑧  for the bilayer. Assignment is more challenging for undulating bilayers because we 
need to obtain the distance of each atom k from the URS. We ﬁrst deﬁne 𝑢 𝒓!  to be the 
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unique position on the URS that has the same 𝒓! = 𝑥! , 𝑦!  coordinates as the kth atom as 
shown in Figure 4. We then assign a reference z value to each atom k as 𝑧!!"# = 𝑧! − 𝑢 𝒓!       . 2.7 
Although this is already better than the simple z-bin method, Figure 2.4 makes clear 
that it can be improved by taking into account the local orientation. 
 
Figure 2.4. Definitions for surface referencing. (Upper circle) The kth atom [𝑧 𝒓! ]. (Lower circle) 
Reference position on the URS (𝑢 𝒓! , undulating solid line) with normal vector bn (solid arrow) that 
deviates from the z axis by angle q. The OA method assigns the distance from the URS to be 𝑧!" 
(dashed-dotted arrow). 
We use the unit normal vector, obtained relative to 𝑢 𝒓! , as indicated in Figure 2.1B. 
These normal vectors are determined as  𝒏 = 𝑛! , 𝑛! , 𝑛! = −∇𝒖 , 1∇𝒖 ! + 1      , 2.8 
where ∇𝒖 = 𝑖 𝑞! , 𝑞!𝒒 𝑢 𝒒 𝑒!𝒒∙𝒓       , 2.9 
The angle between the z-axis and 𝒏 for particle k is then 𝜃! = arccos  (𝑛! 𝒓! ) (see Figure 
2.4). 
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2.3.5.1 Surface	  referencing	  with	  orientation	  approximation	  
For each atom k, the OA method uses the local bilayer surface orientation vector 𝒏 
(Eq. 8). evaluated at the 𝒓! on the URS. We then approximate the distance of atom k from 
the URS by 𝑧!!" = 𝑧!!"#cos  (𝜃)      . 2.10 
Figure 2.4 illustrates both 𝑧!!"#  and 𝑧!!"  relative to the URS. Either of these distances 
takes into account the local displacement 𝑢 𝒓!  from a ﬂat reference plane at the average 𝑧 . For long wavelength undulations, the local membrane follows the wavy surface in 
Figure 4 and then it is clear that 𝑧!!" 𝒓!  takes into account the local orientation, whereas 𝑧!!"# 𝒓!  does not. The number of electrons on each k atom is then added to that bin 
interval in an array that includes 𝑧!!"  (bin width ∆𝑧 = 0.01nm). The ensuing histogram of 
electrons/bin is normalized by the scaled volume, 𝐴!∆𝑧 cos  𝜃 . An even higher order 
correction equal to a fraction of ε in Figure 2.4 would also take into account the local 
curvature. As shown in the Supporting Material, such a correction is not needed because 𝜃 is small due to the combination of long wavelengths and small amplitudes of the 
undulations. We also note that the ﬁnite size of atoms can be accounted for when 
computing the F(q) by using the atomic form factors and then taking the inverse Fourier 
transform to obtain the EDP with the ﬁnite size of the atoms included (26). 
2.3.5.2 Surface	  referencing	  with	  undulation	  correction	  
The UC method was motivated by the treatment of undulations in the analysis of 
experimental x-ray scattering data2. The experimental form factor is deﬁned using the 𝑧!!"#values in Figure 2.4. However, a bilayer with orientation 𝜃 is thicker by 1 cos𝜃 
when measured along the average bilayer normal. Experimentally, the correction factor is 
usually applied to the form factor in reciprocal space. The equivalent correction factor in 
real-space scales 𝑧!!"#by cos𝜃, which is equivalent to the OA approximation. However, 
one must average over all orientations experimentally; for small angles, the correction 
factor has then been approximated as 1− 𝜃! 2, where 𝜃! 2 has been determined 
from the experimental values of the bending modulus2.  
MD simulations explicitly provide the 𝜃-distribution, thereby allowing direct 
calculation of the average correction factor in the UC method. The atoms are ﬁrst binned 
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according to 𝑧!!"#  (∆𝑧 = 0.01nm bin-width) with a weighting that corresponds to the 
number of electrons in atom k. These 𝑧!"# -bins are normalized by 𝐴!∆𝑧 to generate a 
surface-referenced EDP. We then apply the undulation correction factor by scaling the z-
axis by cos𝜃 . This is computationally less expensive than the OA method because the 𝜃-distribution can be determined from a subset of time frames and then only zref, and not 
nk, have to be determined for each k. In addition, comparison of results to those of the 
more accurate OA method allows an evaluation of the experimental correction procedure. 
The direct calculation of cos𝜃 =  0.9891 for the present DMPC simulation agrees with 
the approximate 1− 𝜃! 2  to four signiﬁcant digits, and corresponds to an average 
angle 𝜃 ≈ 8.5°. 
2.3.6 Determining	  AL	  for	  undulating	  bilayers	  
The difference between the true (𝑎!) and the projected area (𝑎!) per lipid is 
∆𝑎𝐿 = 1𝑁 ∇𝑢(𝒓) ! + 1− 1 𝑑𝑥𝑑𝑦𝐴𝐿       , 2.11 
where 𝑁 is the number of lipids per monolayer and 𝑢(𝒓) is the z-coordinate of the 
undulating surface. We have developed three methods to determine ∆𝑎!.  
Our ﬁrst method (Method a1) evaluates Eq. 2.11 numerically on a regular grid, with 𝒓!" = (𝑥!,𝑦!), 𝑥! = 𝑚𝛿 and 𝑦! = 𝑛𝛿, r, by inverse Fourier transformation of 𝑢(𝒒). 
The discrete element approximation to the surface area is 
∆𝑎!! (𝛿) = 1𝑁 𝛿! 𝜕𝑢(𝒓!")𝜕𝑥! ! + 𝜕𝑢(𝒓!")𝜕𝑦! ! + 1−!!   𝑎!  , 2.12 
where the partial derivatives are calculated using Eq. 2.9. After averaging over all 
simulation frames, 𝑎!!  is obtained by extrapolating ∆𝑎!! (𝛿) to 𝛿 = 0 using several 
nonzero values of 𝛿 . 
The second method (Method a2) uses the Fourier deﬁnition of the derivatives (from 
Eq. 2.9) in Eq. 2.11 with the average mean-squared amplitudes of the Fourier amplitudes 
to obtain  
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∆𝑎𝐿(2) = 𝑎𝑝 1𝑁 𝑞! 𝑢! 𝑞! + 1− 1   . 2.13 
Expansion of the square-root in Eq. 2.13 followed by use of Parseval’s theorem gives ∆𝑎𝐿(2) = 𝑎𝑝2 𝑞! 𝑢! 𝑞!   , 2.14 
where the average 𝑎!!  is determined over all simulation frames69. ∆𝑎! can be 
calculated using either method (a1 or a2) with just slight differences in the end result if 
the high-q cutoff is set equal to 2𝜋 divided by the grid size of the real-space methods. 
Our third method (Method a3) uses the analytical form of the undulation spectrum, 𝑘!𝑇 𝑁𝑎!𝑘! 𝑞!, predicted by the Helfrich model74,79. Inserting this into the expanded 
form of Eq. 2.13 and approximating the sum with an integral gives ∆𝑎𝐿(3) = 𝑎𝑝 𝑘𝐵𝑇8𝜋𝑘𝑐 𝑙𝑛 𝑁𝑎𝑝𝑞024𝜋!   . 2.15 
Here it is clearly seen that the 𝑞!! decay of the spectrum is not fast enough to give a 
convergent integral for the area without using a large-q cutoff. 
2.4 RESULTS 
2.4.1 Electron	  density	  proﬁles	  
Results are presented for electron density proﬁles (EDPs) from several binary choices 
in methodology: the URS method (DF or RI), the atom selection method (TC or P), the 
ﬁlter method (ID or L4), and the surface referencing method (OA or UC). Comparisons 
in this subsection are for the system with 1024 DMPC lipids. We begin in Figure 2.5 by 
comparing the OA and UC results using DF and RI methods, keeping the same choices 
for the other binary options (TC:ID). Clearly, it makes negligible difference whether the 
OA or the UC surface referencing method is used. We quantify differences in two EDPs 
by the RMSD averaged over all z-values. A benchmark value is the 𝑅𝑀𝑆𝐷 = 18.2 e-/nm3 
obtained by comparing the z-bin and DF:TC:ID:UC results for 1024 lipids, which is ~6% 
of the mean value along the bilayer normal. Comparing DF:TC:ID:OAwith 
DF:TC:ID:UC gives the much smaller 𝑅𝑀𝑆𝐷 = 0.33 e-/nm3 (~0.1% of the mean value 
along the normal). This conﬁrms that the less theoretically justiﬁable UC method  
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Figure 2.5. Comparisons of EDP for 1024 DMPC lipids upon variation of URS methods (DF versus 
RI) and surface referencing methods (OA versus UC) using 𝑞! = 1.15  nm-1 and not varying TC:ID. 
(Black line) From z-bin 1024. 
required for experiment analysis is satisfactory, and it allows for less costly computation 
from simulations. 
Figure 2.5 also shows that there is little difference (𝑅𝑀𝑆𝐷 = 0.91 e-/nm3) using the 
DF and RI methods to obtain the URS when the other binary choices (TC:ID:UC) are the 
same. As discussed in the previous article27, the RI method is inferior for obtaining the 
undulation spectrum; subsequent comparisons focus on the DF method. 
When the L4 ﬁlter is employed, there is a small, but discernible difference when the 
TC atom is selected (𝑅𝑀𝑆𝐷 = 4.2 e-/nm3 for DF:TC:ID:UC versus DF:TC:L4:UC), and 
a considerably larger difference when the P atom is selected (𝑅𝑀𝑆𝐷 = 43.1 e-/nm3 for 
DF:P:ID:UC versus DF:P:L4:UC) that is even larger than the benchmark RMSD obtained 
by the ﬂawed ﬂat-patch z-bin method. This outcome for the DF:P:L4:UC combination 
can be attributed to the increased intensity in the ﬂuctuation spectrum from the molecular 
structure, shown in Figure 2 for large q; this broadens the 𝜃-distribution, which increases 
the subsequent scaling of the EDP’s z axis. Similar comparison using the RI method, 
shown in Supplemental Figure 2.10C, shows better agreement across atom selection and 
ﬁlter treatment due to the absence of molecular structure in the RI method. 
Based upon these results, along with the consideration of computational efﬁciency, 
we have chosen DF:TC:ID:UC as our preferred method for obtaining EDP from the 16 
possible combinations. Additional ﬁgures in the Supporting Material show results for 
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other combinations not shown here (see, e.g., Supplemental Figure 2.9). Except for the 
two DF:P:L4:(UC and OA) combinations, results for the EDP have acceptably small 
RMSD differences. 
It is also important to investigate the sensitivity of the calculated EDP to uncertainty 
in the value of 𝑞! used in the ﬁlter. Figure 2.6 plots, for several combinations of our 
methods, the RMSD obtained by comparing the EDP obtained at 𝑞! = 1.15  nm-1 to the 
EDP obtained at different values of 𝑞!. Figure 2.6 shows that the EDP is insensitive to 𝑞! 
in the range 1.0–1.3 nm–1, which includes all reasonable uncertainties. Of course, as 𝑞! 
goes to zero, one reverts to the z-bin method and so the RMSD increases. On the other 
hand, because 𝑞! is allowed to become too large, the URS becomes very rough on a short 
length-scale and all surface-referencing methods break down. RMSD for the L4 ﬁlter 
increase more rapidly as q0 increases due to the residual intensity present at large q, 
whereas the ID ﬁlter affords little change in the EDP over a greater range of q0. RMSD 
comparisons for DF:OA, RI:OA, and RI:UC are shown in Supplemental Figure 2.8. 
 
Figure 2.6. RMSD measuring the difference between EDP determined for a range of 𝑞! values 
compared to the EDP obtained at 𝑞!=1.15 nm-1 for the methods indicated in the legend. 
2.4.2 Size	  dependence	  
Figure 2.7 compares the EDP obtained using our DF:TC:ID:UC method for DMPC 
systems with 32, 64, 128, 256, and 1024 lipids. The EDP of the smallest (32-lipid) system 
differs clearly from those of the other systems. It has a shoulder on the inner side of the 
headgroup peak which is shifted toward the interior of the membrane. The details of the 
top of the headgroup peak shown in the inset indicate that there are also smaller 
differences between the EDP of the 64 and 128 lipid systems and the larger ones. Figure 
7 shows no discernible ﬁnite size effect between our EDP for systems with 256 and 1024 
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lipids. RMSD results in Table 2.1 also suggest that there is a small, but systematic size 
effect remaining even when undulations are taken into account. The RMSDs presented in 
Table 2.1 compare the EDP using the DF:TC:ID:UC method on the 1024-lipid system to 
the uncorrected z-bin EDP as well as the DF:TC:ID:UC corrected EDP from each system 
size. It may be noted that RMSD for the 64-lipid and 32-lipid systems are the same for 
both corrected and uncorrected comparisons. No undulation corrections are made to these 
small systems because the smallest q for any undulatory mode is larger than the 𝑞!=1.15 
nm-1 of our ID ﬁlter (Table 2.1), so the resulting URS is a ﬂat reference plane that only 
takes into account the 𝑢 0,0  mode that gives the average z displacement. Finally, 
Supplemental Figure 2.13 shows the corresponding ﬁnite size effect on the form factor, 
F(q). 
 
Figure 2.7. Comparison of DF:ID:TC:UC results for 32, 64, 128, 256, and 1024-lipid systems with 𝑞!=1.15 nm-1. (Inset) Subtle differences near the maximum of the EDP, highlighting finite size effects 
for the smaller systems. 
2.4.3 Excess	  area	  per	  lipid	  (∆𝒂𝑳)	  
Table 2.2 shows results for ∆𝑎𝐿 obtained from our three methods applied to our 1024-
lipid simulation, using 𝑞!=1.15 nm-1. (Trends in ∆𝑎𝐿 for a range of 𝑞! are reported in 
Supplemental Figure 2.12). Methods a1 and a2 give similar results for each method of 
obtaining the URS. Different URS methods give somewhat different results when the P 
atom was selected, but the results for DF:ID:TC and RI:ID:TC agree and suggest that the ∆𝑎𝐿 ≈ 0.006 nm2 correction to ∆𝑎𝑝 ≈ 0.6 nm2 is of ~1%. This is in excellent agreement 
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with the correction suggested by our use of continuum theory with our 𝑞! cutoff, ∆𝑎𝐿(3) = 0.006 nm2. 
Table 2.1 System size comparisons:  
 2𝑁 is total number of DMPC lipids, 𝐿! is average lateral size, and 𝑞!"# = 2𝜋 𝐿! is the minimum q. 
Reference for the RMSD values is the EDP obtained for the 2𝑁 = 1024 system using the 
DF:TC:ID:UC method. RMSD-c compares to the uncorrected z-bin EDP and RMSD-u compares to the 
DF:TC:ID:UC corrected EDP. (RMSD units are e-/nm3.) 
Table 2.2. Excess areas ∆𝑎!  from Methods a1, a2, and a3 ×10!!nm2  
 
2.5 DISCUSSION AND CONCLUSIONS 
We have demonstrated that undulations in ﬂuid-phase DMPC lipid bilayers must be 
properly accounted for to obtain true electron density proﬁles and the corresponding form 
factors to compare directly to experiment (Figure 2.1). To deal with this we have 
developed a redundant set of correction methods. Among these, we prefer the 
DF:TC:ID:UC method, but Figure 2.5 shows that many other choices lead to similar 
results. In particular, instead of forming the URS reference surface in Fourier space (DF), 
a real space (RI) treatment makes little difference. This is unlike the previous article 
where substantially different conclusions were drawn depending upon whether Fourier or 
real-space calculation was employed. Those differences involved mostly the modes with 
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larger q and those are ﬁltered out to obtain the URS, especially when using ﬁlters with 
sharp cutoffs, such as the ideal (ID) ﬁlter or the Hamming (HA) ﬁlter. 
When the ideal ﬁlter is employed, the results for the electron density proﬁle are 
insensitive to numerical values of the q0 cutoff that fall within its uncertainty range. A 
much more gradual ﬁlter (L4) allows one, when the TC atom is selected, to obtain an 
independent estimate of the ﬁlter parameter 𝑞!=1.15 nm-1, which agrees well with the 
previous estimate27. However, the gradual L4 ﬁlter leaves too much noise in the large q 
modes, especially when the phosphorus (P) atom is selected. It is especially encouraging 
that our two ways (OA and UC) to reference the atoms to the URS agree so well. The UC 
method is more approximate in principle, but it is a correction that is applied to reference 
experimental data to the local normal of the membrane2,67. Therefore, the results of this 
article support that experimental approximation, at least for systems that have kc of ~20 𝑘!𝑇, for which the underlying small angle approximation is accurate. 
When corrected for undulations, the DMPC electron density proﬁles obtained from 
simulations of different sizes become much more similar (Figure 2.7) than the 
uncorrected proﬁles (Figure 2.1C). There remains, however, a discernible ﬁnite size 
effect that is quite apparent for the system with 32 lipids and that becomes systematically 
smaller as the number of lipids increases (Figure 2.7 and Table 2.1). However, the ﬁnite 
size effect is sufﬁciently small for our DMPC simulation of 64 lipids that it would make 
negligible difference when comparing to experimental data80. Therefore, the standard 
procedure of analyzing a small simulation using the ﬂat-patch z-bin method can be 
justiﬁed, with two caveats:  
First, there will be ﬁnite size effects if the size is too small, as we see in our 32 
DMPC lipid simulation; the size 𝑁!"# above which ﬁnite size effects are negligible may 
be different for different membranes. 
Second, larger system sizes will be subject to the undulation effect as we begin to see 
in our 128 DMPC lipid simulation; the size 𝑁!"# below which the undulation effect is 
negligible may be different for different membranes. Lipids with a larger bending 
modulus than DMPC will exhibit a decreased undulation artifact, increasing the 𝑁!"# 
where the undulation correction should be employed. 
Combining these caveats, there may be a range of system sizes, 𝑁!"# < 𝑁 < 𝑁!"# 
within which one need not be concerned about either a ﬁnite size effect or the undulation 
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effect. Although we know of no method to estimate 𝑁!"! except empirically, we can 
estimate 𝑁!"# by imposing the condition that the smallest q be larger than the 𝑞! cutoff 
obtained from Eq. A2.18 of Brandt et al.27. 
The URS that is necessary for obtaining electron density and other trans-membrane 
proﬁles is also useful to obtain the true undulating surface area 𝐴! which is larger than 
the projected area 𝐴!. In agreement with previous results69, we ﬁnd this to be an ~1% 
correction for bilayers with 1024 DMPC lipids. Although this is within the experimental 
uncertainty2, it is a systematic correction that should be made when larger systems are 
simulated.  
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2.7 SUPPORTING MATERIAL 
2.7.1 Simulation	  details	  	  	  
The atomic coordinates of crystalline 1,2-dimyristoyl-sn-glycero-3-phosphocholine 
[DMPC] 81 was used as a scaﬀold for all lipid bilayer structures. This unit cell was 
replicated to the desired number of lipids (32–1024) and rescaled in agreement with the 
area per lipid 𝑎 = 0.606 nm2 determined in experiments80. After hydration by 23 waters 
per lipid, the bilayers were simulated for 500 ns in order to allow for equilibration and 
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development of undulations. The lipids were modeled by the force ﬁeld of Berger and 
coworkers42 [atomistic but with nonpolar hydrogens included into particle beads for the 
CH, CH2 and CH3 groups], while the SPC model82 was used for the water molecules. The 
equations of motion were integrated using a leap-frog algorithm as implemented in the 
GROMACS 4 molecular dynamics program64. The simulations were run in the 
isothermal-isobaric (NPT) ensemble at constant temperature and pressure, corresponding 
to 300 K and 1 bar, respectively.  
The integration was done with constrained bond lengths and time step of 4 fs. A 
neighbor list was used up to 1.0 nm and updated every 10th step. Van der Waals 
interactions were truncated at 1.0 nm, but the electrostatic interactions were calculated 
with the Particle Mesh Ewald [PME]83,84 algorithm beyond this distance (with grid 
spacing 0.12 nm). The temperature and pressure were controlled with the Nose-
Hoover85,86 thermostat and Parrinello-Rahman87,88 barostat, respectively. The time 
constants were 1.0 ps for the thermostat and 10.0 ps for the barostat. The lateral x, y and 
normal z dimensions of the simulation box were coupled to independent barostats to give 
a tensionless bilayer. 
2.7.2 The	  Hamming	  ﬁlter	  	  	  
This section reports Undulation Reference Surfaces (URS) and Electron Density 
Proﬁles (EDP) calculated with the Hamming Finite Response (FIR) ﬁlter89. This ﬁlter is 
usually employed in signal processing applications to avoid spurious presence of ringing 
in the Fourier signal, which is induced by the sharp large-q cutoﬀ of the ID ﬁlter. The 
extent of the ringing can be determined by comparing the one-dimensional spectrum 
generated by taking both the inverse and forward two-dimensional Fourier transform of 
the ﬁltered undulation spectrum. If the small q mode distortion, or the intensity of the 
large-q ringing, perturbs the one-dimensional spectrum away from the 𝑞!! undulation 
regime, use of a FIR ﬁlter will dampen these artifacts.  
In the present study, ringing artifacts are minor due to that the intensities of the large-
q modes are fairly small. Supplemental Table 2.1 compares the percentage change of the 
root mean square diﬀerence (RMSD) when the URS is calculated with the Hamming 
ﬁlter instead of the Ideal (ID) or L4 ﬁlters [Table 2.2 in the main text]. Supplemental 
Figure 2.1 illustrates that ﬁltered one-dimensional spectrum fall between the linear 𝑞!! 
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dependence of the L4 ﬁlter and the sharp truncation of the ID ﬁlter. The URS calculated 
with the FIR ﬁlter (Supplemental Figure 2.2) are in good agreement to URS calculated 
with the ID and L4 ﬁlters, for both the Direct Fourier (DF) and Real-space Interpolation 
(RI) methods regardless of whether terminal carbon (TC) or phosphorus (P) atoms are 
selected (Figure 2.3 of the main text and Supplemental Figure 2.3, respectively). 
Supplemental Figure 2.4 presents the EDP (A) and RMSD plots (B and C) for the 
Hamming ﬁlter, showing very similar trends as the ID ﬁlter results [Figure 2.6 of the 
main text]. Supplemental Figure 2.5 compares the excess area per lipid, ∆𝐴! , calculated 
along the undulation surface with the Hamming ﬁlter. The result for ∆𝑎!  is slightly 
larger compared to the result for the ID ﬁlter (Supplemental Figure 2.12). 
 
Supplemental Table 2.1. Percentage diﬀerence in excess area per lipid ∆𝑎! from method a1 and a2 
using the Hamming filter compared to the Ideal (ID) filter 
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Supplemental Figure 2.1 One-dimensional undulation spectrum obtained using a Hamming filter, 
calculated by averaging in q-space over circles of radii 𝑞 = 𝑞!! + 𝑞!!. The filter transition at 𝑞!=1.15 
nm-1 is clear. 
 
Supplemental Figure 2.2. Single frame URS using the Hamming FIR filter with 𝑞!=1.15 nm-1 for DF 
(A, B) and RI (C, D) methods using the TC (A, C) and P (B, D) atom definitions. 
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Supplemental Figure 2.3. Single frame URS with 𝑞!=1.15 nm-1 for the DF (A, B) and RI (C, D) 
methods using the phosphorus atom definition and filters L4 (A, C) and ID (B, D). 
 
Supplemental Figure 2.4. (A) EDP for Hamming filter, analogous to Figure 2.1 of the main text. (B) 
RMSD measuring the diﬀerence between EDPs determined for a range of 𝑞! values compared to the 
EDP obtained at 𝑞!=1.15 nm-1 using the Hamming filter for the methods indicated in the legend.  
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Supplemental Figure 2.5. ∆𝑎! versus 𝑞! for the DF and RI methods, for TC (A) and P (B) atom 
selections, using the Hamming filter. Results are reported for method a1, a2 and a3, respectively. The 
vertical dashed line shows 𝑞!=1.15 nm-1.  
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2.7.3 Undulation	  Reference	  Surfaces	  (URS)	  	  	  
This section reports detailed comparisons of the Root Mean Square Diﬀerences 
(RMSD) for undulation surfaces (deﬁned as the average monolayer surface, see 
Supplemental Figure 2.6). The results, shown in Supplemental Figure 2.7 and 
Supplemental Figure 2.8, are sorted after method (DF or RI), atom selection (TC or P), 
ﬁlter treatment (ID, L4 or Hamming) and curvature correction (OA or UC) 
 
Supplemental Figure 2.6. (A) Interpolated surfaces defining the top and bottom monolayers. (B) The 
undulation surface is defined as the average of the monolayer surfaces [Eq. 2.6 of the main text].  
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Supplemental Figure 2.7. RMSD of diﬀerences between the URS obtained from the various methods. 
(A, B) Comparison of DF and RI methods. (C, D) Comparison of the HA, ID and L4 filter treatments. 
 
Supplemental Figure 2.8. RMSD measuring the diﬀerence between EDPs determined for a range of 𝑞! 
values compared to the EDP obtained at 𝑞!=1.15 nm-1 for (A) the DF:OA method and (B) the RI:UC 
method. The selection atom and filter are indicated in the legend.  
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2.7.4 Electron	  Density	  Proﬁles	  (EDP)	  	  	  
This section reports on the accuracy of EDP calculated by diﬀerent methods. 
Supplemental Figure 2.9 compares RMSD, while Supplemental Figure 2.10 shows how 
the actually calculated EDP, and how their shapes are inﬂuenced by the method choice.  
 
Supplemental Figure 2.9. RMSD between EDP obtained by diﬀerent methods using 𝑞!=1.15 nm-1. (A) 
Comparison of DF to RI method holding UC the same by filter (HA is Hamming) for TC (black) and P 
(red) selection atoms. (B) Comparison between filters for DF and RI methods using the TC selection 
atom. (C) Comparison between filters for DF and RI methods using the P selection atom.  
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Supplemental Figure 2.10. Comparison of EDP results for various methods. (A) is analogous to Figure 
2.5 of the main text (13), where DF to RI and OA to UC treatments are compared keeping TC:L4 the 
same instead of TC:ID in Figure 2.5. (B) Using DF:UC, comparison of both ID and L4 filter treatment 
on TC and P atom selections. (C) Comparison of L4 to ID and TC to P keeping RI:UC the same. All 
panels include zbin1024 (black line) as reference.  
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2.7.5 Angular	  distributions	  	  	  
This section gives details regarding the local orientation approximation in the main 
text. The curvature correction is proportional to sin2 θ, making it small if θ is small. The 
θ-distributions are rather sensitive to the ﬁlter parameter q0, for both DF and RI methods. 
This is shown in Supplemental Figure 2.11 for diﬀerent q0-values 
(𝑞! = 0.7, 1.15,  and  2.5  nm-1), comparing diﬀerences between URS method (DF and RI), 
atom choice (TC and P), as well as ﬁlter treatment (ID and L4). With 𝑞!=1.15 nm-1, the 
θ-distribution satisﬁes the small angle assumption of 𝜃 ≤ 10° 2, but as 𝑞! increases 
beyond 2 nm-1 there is an increase in both the mean and width of the θ-distributions. This 
eﬀect is more pronounced in the DF method due to the increasing contribution to the 
undulation intensity at large q from in-plane correlations 27. θ-values are calculated as 
absolute values. 
 
Supplemental Figure 2.11. θ-distributions from a series of treatments for diﬀerent values of the filter 
parameter, 𝑞! = 0.7 (panels A,D,G), 1.15 (panels B,E,H), and 2.5 nm-1(panels C,F,I). Panels A–C 
compare DF to RI methods using the TC:ID treatment. Panels D–F compare the TC to P atom 
selections using the DF:ID treatment. Panels G–I compare ID to L4 filters for the DF:TC treatment.  
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2.7.6 Areas	  	  	  
This section shows how the excess area calculations depend on the ﬁlter parameter 𝑞!. Methods based on Fourier space calculations rely on the number of Fourier 
coeﬃcients included in the surface reconstruction, which needs to be truncated to exclude 
wavelengths that correspond to molecular scales and below (see Supplemental Figure 
2.12).  
 
Supplemental Figure 2.12. ∆aL versus q0 for the DF and RI methods, for TC (A) and P (B) atom 
selections, using the ID filter. Results are reported for method a1, a2 and a3, respectively. The vertical 
dashed line shows 𝑞! = 1.15 nm-1. When using a filter parameter 𝑞! = 1.15 nm-1, the DF results are 
larger than the RI results, which are expected due to prefiltering present in the RI method.  
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2.7.7 Form	  factors	  	  	  
This section shows how the form factor, 𝐹(𝑞), which is the Fourier transform of the 
electron density, is inﬂuenced by the ﬁnite size eﬀect. For system sizes exceeding 256 
lipids, it is negligible (see Supplemental Figure 2.13).  
 
Supplemental Figure 2.13. Comparison of DF:ID:TC:UC results for 32, 64, 128, 256 and 1024-lipid 
systems with 𝑞! = 1.15 nm-1. Corrected form factor 𝐹(𝑞) for each system size with the inset focused 
on the second lobe, illustrating the finite size eﬀects for smaller systems. 
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3 ALPHA-SYNUCLEIN INDUCES BOTH POSITIVE MEAN 
CURVATURE AND NEGATIVE GAUSSIAN CURVATURE IN 
MEMBRANES 
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Using a combination of x-ray scattering, fluorescence correlation spectroscopy, 
coarse-grained molecular dynamics (MD) simulations and potential of mean force (PMF) 
calculations, we have explored the membrane remodeling effects of monomeric α-
Synuclein (αS). Our initial findings from multiple approaches, are that αS 1) causes a 
significant thinning of the bilayer; and 2) stabilizes positive mean curvature, such that the 
maximum principle curvature matches that of synaptic vesicles, αS-induced tubules and 
the synthetic lipid vesicles to which the protein binds most tightly. This suggests that αS 
binding to synaptic vesicles likely stabilizes their intrinsic curvature. We then show that 
αS induces local negative Gaussian curvature, an effect that occurs in regions of αS 
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shown previously via NMR and corroborated by MD simulation to have significant 
conformational flexibility. The induction of negative Gaussian curvature, which has 
implications for all curvature-sensing and curvature-generating amphipathic α-helices, 
supports a hypothesis that connects helix insertion to fusion and fission of vesicles, 
processes that have recently been linked to αS function. Then, in an effort to explain 
these biophysical properties of αS, we promote an intrinsic curvature-field model that 
recasts long-range protein-protein interactions in terms of the interactions between the 
local curvature-fields generated by lipid-protein complexes.  
3.1 INTRODUCTION 
 Proteins that induce and stabilize membrane curvature facilitate fusion and fission of 
phospholipid vesicles. Two modes of curvature that are associated with the formation of 
fusion and fission intermediates are positive mean curvature and negative Gaussian (or 
saddle) curvature. For example, positive mean curvature is associated with the strongly 
curved membrane bulge present in early fusion intermediates90. While mean curvature is 
more easily characterized than Gaussian curvature, the two can be intimately linked. In 
both fusion and fission, the presence of positive mean curvature requires a rim of 
negative Gaussian curvature (i.e. Helfrich’s hat model91) to allow for the transition from 
the source vesicle to the bulging fusion/fission intermediate. Membrane fusion is 
rendered relatively more favorable by a decrease in the magnitude of the negative 
Gaussian curvature modulus (proportional to the energy of Gaussian curvature), whereas 
fission is rendered relatively more favorable by an increase in the magnitude of the 
negative Gaussian curvature modulus92. 
Some amphipathic, α-helical proteins are known to sense and generate curvature in 
lipid bilayers. In certain cases these proteins enhance vesicle fusion through inducing a 
membrane bulge (e.g. the membrane proximal region of gp41 from HIV-1)92, while in 
other cases they can enhance vesicle fission (e.g. N-BAR protein)93,94. Positive mean 
curvature induction and sensing has been studied extensively, through experiments on 
model systems94-97, molecular dynamics simulations98-102, mesoscopic modeling103-105 and 
theory92,106-108, and a consensus is building as to the physical driving forces that dictate 
this phenomenon. Only recently has a hypothesis been put forth that connects 
amphipathic helix insertion to membrane fission, positing that protein-induced positive 
  
 
57 
mean curvature results in significant negative values of the Gaussian curvature 
modulus92. 
A number of amyloid proteins form amphipathic α-helices upon binding to anionic 
lipid membranes. These proteins and their associated diseases include Aβ in Alzheimer’s 
disease; islet amyloid polypeptide (IAPP) in type II diabetes; and α-Synuclein (αS) in 
Parkinson’s disease (PD), which is the focus of this study. αS is a 140 amino acid, 
natively unfolded protein that is the major proteinaceous component of insoluble fibrillar 
Lewy bodies, a hallmark of PD109. The precise roles of both native and pathological 
forms of αS remain unclear, including the range of physiologically observed oligomeric 
states110. However, the interaction of monomeric αS with cellular membranes is now 
thought to be critical to its native function, and potentially to its role in PD as well109,111. 
Multiple lines of evidence suggest that native αS is involved in regulating synaptic 
vesicle trafficking, fusion and fission97,109,112-115. Recently, Kamp et al. showed that αS is 
capable of inhibiting fusion of small unilamellar vesicles (SUVs), leading to their 
hypothesis that αS inhibits membrane fusion by stabilizing the highly curved, stressed 
bilayer111. αS has also very recently been shown to fragment mitochondrial membranes, 
with the suggestion that this action reflects the protein’s ability to induce membrane 
fission116. Significantly, the physical mechanisms through which monomeric αS exerts its 
influence on vesicle fusion and fission have not been described.  
We have previously shown that monomeric αS binds with substantially greater 
affinity to lipid vesicles of high curvature97. Specifically, αS displays only a weak 
curvature dependence for binding to large unilamellar vesicles (LUVs) ranging in 
diameter from 75-180nm; however, the binding affinity increases by more than an order 
of magnitude for ~45nm diameter small unilamellar vesicles (SUVs) which most closely 
mimic the size of synaptic vesicles. Additionally, it has been shown that at very high 
protein:lipid ratios (1:40) αS induces vesiculation and tubulation of giant unilamellar 
vesicles (GUVs), where the tubules have a diameter of ~40nm95. Vesicle curvature has 
therefore emerged as a central theme in understanding the native function of αS. 
Several biophysical studies have suggested that binding of monomeric αS to small 
vesicles stabilizes their inherent curvature, thereby reducing their propensity to 
fuse111,115,117. It is therefore of interest to characterize the structural and mechanical 
changes induced in a membrane by αS. Here, we have used a combination of x-ray 
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scattering and molecular dynamics (MD) simulation to probe αS-induced thickness 
changes and curvature induction in membranes built (both in vitro and in silico) to mimic 
GUVs. We report four major remodeling effects. Namely, αS 1) thins the membrane; 2) 
stabilizes regions of positive mean curvature; 3) induces negative Gaussian curvature; 
and 4) slows membrane dynamics. 
3.2 RESULTS 
Low-angle x-ray scattering experiments (LAXS) on oriented bilayer stacks ± αS were 
performed to interrogate the effect of the protein on the thickness of the bilayer. The 
bilayers were a mixture of POPS:POPC (PS/PC) at a 1:3 mole ratio. The αS sample was 
prepared at a 1:200 protein:lipid ratio. As in previous studies, we used a truncated αS 
(residues 1-100), which encompasses the complete extended helix lipid-binding 
domain117,118. The protein concentration used here is an order of magnitude lower than 
the αS binding saturation-level (protein:lipid ratio of 1:20) and was chosen to minimize 
potential αS-αS interactions while providing high enough signal-to-noise ratio for LAXS 
experiments95,97,119. At this concentration we did not observe any vesiculation or 
tubulation, and there were no observable specific αS-αS interactions or aggregation (as 
measured by fluorescence correlation spectroscopy, see Supplemental Figure 3.1 in the 
Supporting Information, SI); however at this protein:lipid ratio non-specific interactions 
are likely present.  The partition coefficient of truncated αS was found to be 2.55*105 ± 
4.22*104, which suggests almost complete binding of the protein under our conditions. 
Figure 3.1A presents the experimentally-derived bilayer form factors (Fexpt(qz)) for 
both pure and αS-bound bilayers, and clearly indicates that αS-binding thins the 
membrane (the curve shifts to higher q). Extracting detailed structural information from 
Fexpt(qz), e.g. the extent of the thinning and the location of the protein, is non-
trivial23,67,80,120. We have taken two approaches to do so. First, we have adapted a recently 
developed modeling approach (the scattering-length density profile, SDP, model) which 
relies on the conservation of volume probabilities to determine the overall electron 
density profile (from which bilayer thickness is extracted as the head-to-head spacing, 
DHH)11. Specifically, the SDP model fits experimental scattering data (either x-ray or 
neutron) by jointly minimizing  
  
 
59 
 
Figure 3.1. Exploring bilayer thickness. (A) LAXS (Expt) and model-fit (SDP) bilayer form factors for 
pure lipid (black) and αS (red) samples. (B) ΔDPP surfaces plotted versus local (relative to αS) x- and y-
axis for asymmetric CGMD simulations with the average re-oriented protein position in black (white 
star indicates N-terminus, purple square indicates linker region, green diamond indicates GLY67-
GLY68). Color map units are nm. 
χ2 (evaluating goodness of fit of FSDP(qz) to Fexpt(qz)) and a penalty term (based on 
expected ranges for bilayer structural parameters previously determined from atomistic 
MD simulations). The resulting component volume probabilities can be scaled by the 
electron content of each group and summed to determine the electron density profile for 
the system. One solution to the SDP model, FSDP(qz), is given in the overlay in Figure 
3.1A,  and suggests that αS induces an ~1Å decrease in DHH (see inset Figure 3.1A). 
While variable solutions of the SDP-model consistently showed this extent of αS-induced 
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membrane thinning, such an approach is limited in its capacity to elucidate details of 
protein-induced structural changes to the membrane, including curvature effects. We 
therefore utilized Coarse Grained Molecular Dynamics (CGMD) simulations (specifically 
the MARTINI forcefield64,121,122) as a second, more robust approach to resolve large-scale 
changes to membrane structure and dynamics. In the past several years, CGMD has been 
used extensively to study membranes and the effects of proteins on their structure99-
101,123,124
. 
In the sample preparation for the x-ray experiments, the protein is reconstituted into 
the bilayers through the organic phase, and hence is bound to both leaflets. In contrast, in 
the more physiological scenario αS is bound only to the outer leaflet of a vesicle. Thus, in 
order to study both scenarios we simulated four different system configurations: one pure 
PS/PC control system, and three αS/PS/PC systems (αS on both leaflets, mimicking the 
x-ray experiments, referred to as the symmetric αS system; αS only on the outer leaflet, 
mimicking the presumed scenario of αS bound to a vesicle, referred to as the asymmetric 
αS system; and a single αS on the outer leaflet, referred to as the single αS system, used 
to determine protein linked curvature effects in the absence of protein-protein 
interactions.) 
The pure and symmetric αS systems both contained 3200 lipids (1:3 PS/PC) with the 
protein system having a 1:200 protein:lipid ratio (8 proteins per leaflet). The asymmetric 
αS system contained 3016 lipids and a 1:377 protein:lipid ratio, with 8 proteins bound 
only to the outer leaflet, and the single αS system having 1:3176 protein:lipid ratio. The 
overall protein concentration was necessarily reduced in the asymmetric αS system in 
order to maintain a controlled degree of αS-αS interaction in the leaflet (relative to the 
symmetric simulation and to the experiment). Because insertion of αS into only one 
leaflet would inevitably lead to a lateral area-mismatch between the two leaflets (and 
therefore a non-specific induction of curvature), an extensive series of test simulations 
were run to determine how many lipids to remove from the outer leaflet such that the 
lateral-area of both leaflets are the same. Comparison of these test simulations provided a 
measure of sensitivity of the curvature-fields to area mismatch due to an incorrect 
number of lipids. The effective lateral area per αS was equivalent to ~23 lipids, with a 
sensitivity of approximately ± 3 lipids having no discernable effect on the local 
curvature-field (discussed below). This is consistent with the experimental value of 14-
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16Å2 per residue of an amphipathic helix bound to a lipid/water interface125 (assuming an 
average surface area of 65Å2 per phospholipid in a PC-lipid bilayer126). This calculated 
result also agrees very well with our previous experimental finding97. We therefore 
removed a total of 184 lipids from the asymmetric αS monolayer (a total of 24 lipids 
were removed in the single αS system). Each system was simulated for a total of 40µs, 
with analysis done with 4ns resolution across the last 24µs. 
Regarding the protein itself, αS has been shown to adopt multiple distinct 
conformations, either an extended- or horseshoe-helix, depending on substrate curvature 
and composition. While the horseshoe-helix was first proposed for detergent micelles and 
may also exist on lipid vesicles containing unphysiologically high concentrations of 
negatively charged lipids, ESR and smFRET suggest that the dominant form of αS on 
more physiologically sized vesicles is the extended-helix, we therefore chose our initial 
αS starting configuration in this conformation118,127. It is important to point out that this 
initial choice of secondary structure is constrained in the MARTINI CGMD forcefield, 
precluding any unfolding122. We have therefore run two sets of simulations for each 
system configuration (seven simulations in total) in order to minimize any associated 
artifacts. In the first, we modeled αS secondary structure as a continuous α-helix. While 
this conformation is unable to unfold into the horseshoe-conformations, we observed 
significant flexibility (bending) of the protein in all directions throughout the simulations. 
In the second set of simulations, we simulated a broken-helix where residues 38-44 were 
modeled as a random coil. This model is consistent with the SDS micelle-bound NMR 
structure128 and our previous MD study129. Throughout the flexible αS simulation (results 
for which are presented in the Supporting Information, SI), the protein sampled both 
extended- and horseshoe-conformations, though consistent with experiment, the extended 
conformation was considerably more probable (see Supplemental Figure 3.2, SI)42. For 
simplicity, we focus on the continuous, extended helix set of simulations, as the major 
findings reported here are relatively insensitive to this choice (see Supplemental Figure 
3.3-3.8 and Supplemental Table 3.3, SI).  
Regarding bilayer thickness, the simulation results are consistent with the x-ray data 
and the SDP fit, showing that αS induces a global bilayer thinning in both the symmetric 
and asymmetric αS systems. As we have noted previously, quantitative determination of 
DHH from CGMD is complicated by the low-resolution of the model130. A more 
  
 
62 
accessible measure is made via a second common definition of bilayer thickness, DPP, 
which measures the distance between the component number probabilities for the 
headgroups in the two leaflets (see Supplemental Figure 3.3, SI). The simulated change in 
DPP is ≈ 0.9 and 0.6 Å in the symmetric and asymmetric simulations, respectively. 
The true value of molecular simulations is that they provide access to local, detailed 
information inaccessible to experiments. Figure 3.1B does just that, illustrating the local 
changes in bilayer thickness induced by αS, measured as ΔDPP = DPP,αS - DPP,Pure, for the 
asymmetric system (ΔDPP for all systems presented in Supplemental Figure 3.4, SI). For 
all αS systems, the thinning effect is slightly magnified near the protein, with the 
asymmetric and single protein systems coming close to reaching the thickness of the pure 
system. This suggests that at higher protein density the magnitude of the global thinning 
effect may be considerably greater. Because these simulations are of large bilayers, all 
calculations from the simulated lipid coordinates required the proper handling of long-
wavelength undulations, specifically defining the undulating reference surface and 
correcting for the broadening artifact imparted by undulations, for which we have 
recently developed the necessary computational methods25,27.  
Each of the simulations consistently position αS (ZαS) between the phosphate and the 
carbonyl-glycerol distribution, ZαS ≈17.5Å from the bilayer center (≈3.5Å below the peak 
in the phosphate distribution). Because these simulations were all initiated with αS in 
solution there remained the possibility of a kinetic barrier to sampling deeper, potentially 
stable, protein positions. Thus, to determine the equilibrium location of αS in the 
membrane more carefully, we followed two distinct computational strategies. First, we 
calculated a potential of mean force (PMF) which reports on the thermodynamic energy 
as a function of protein depth in the membrane, and thus can be used to predict the 
equilibrium value of ZαS based on the lowest calculated energy131,132. PMF calculations 
have been used recently to explore both protein-protein as well as lipid-protein 
interactions (e.g. transmembrane α-helix packing and orientation as well as the 
partitioning characteristic of amphipathic α-helices into the bilayer)131,133-136. To calculate 
the PMF, we relied upon the weighted-histogram analysis method which applies a biasing 
potential to increase sampling of conformational space along a specific reaction 
coordinate132,136-138. As shown in Supplemental Figure 3.9A SI, the PMF predicts a strong 
energetic dependence on ZαS, with a minimum at 18.1Å (≈3Å below the phosphates) 
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Second, we ran a series of un-biased simulations that were initiated with the protein at 
various depths in the bilayer (see Supplemental Figure 3.9B, SI), each of which 
converged to a similar ZαS. Collectively, our computational results agree well with 
previously published EPR data which suggested that αS partitions between 1-4Å below 
the headgroup phosphates139. The result is also roughly consistent with our previous all-
atom simulation in a different bilayer129. In that case, we simulated the horseshoe-helix 
conformation in a 100% PS bilayer and found that the protein embedded 3-5Å below the 
headgroup phosphates129. 
 
Figure 3.2. αS stabilizes positive mean curvature. (A) Representative height surfaces, h(x,y)=z, for the 
outer leaflet of the asymmetric system at two time points (18.2µs and 32.8µs scaled simulation time, 
left and right columns respectively) showing both the outer leaflet (top row) and the inner leaflet 
(bottom row). αS (black), with N-terminus (white star) highlighting protein orientation, is correlated 
with regions of positive surface fluctuation (hot color-map). (B) Time- and protein-averaged height 
surface for the asymmetric system. Panel A and B color map units are nm. (C) Snapshot of the 
asymmetric system, showing positive mean curvature with two αS (black) positioned at the apex. 
Mean (κm) and Gaussian (κg) curvature are determined from the principle curvatures (κ1 and κ2), where 
κ1 is the maximum curvature, κ2 is the minimum curvature, with κ1 ⊥ κ2. (D) Local κ1 and 
corresponding vesicle diameter, D = 2/〈κ1〉, for the asymmetric system (white star indicates N-
terminus, purple square indicates linker region, green diamond indicates GLY67-GLY68). 
  
 
64 
Having established reasonable consistency with the x-ray experiments as regards 
overall bilayer structure, we turned our attention to curvature. Figure 3.2A shows 
snapshots from the asymmetric αS simulation, represented as a surface whose color map 
indicates the height deviations from the average (flat) phosphate surface. These surfaces 
are quite distinct from local thickness profiles (Figure 3.1B and Supplemental Figure 3.4, 
SI). Instead, they represent local monolayer surfaces and are descriptive of the curvature-
induction present in the protein-containing leaflet. (We see similar effects in the 
symmetric αS system, but focus on the more physiologically relevant asymmetric system 
from here on. A complete detailing of all curvature-field surfaces for both rigid and 
flexible αS systems, in the symmetric, asymmetric, and single αS configuration can be 
found in the Supporting Information). Throughout the simulation, it was visually clear 
that the lateral locations of αS were strongly correlated with regions of positive height 
(warm colors in the figure indicating local, positive monolayer curvature,). This can be 
seen in Figure 3.2A (top), which shows the outer leaflet with the protein at two distinct 
timepoints, as well as in Supplemental Figure 3.6A which shows the average height 
fluctuations at the location of each residue in the protein. Figure 3.2A (bottom) shows the 
inner leaflet at the same two timepoints and demonstrates a coupled remodeling of the 
bilayer between leaflets: proteins in the outer leaflet induce a correlated curvature in the 
protein-free inner leaflet.  
In general, the time-averaged curvature effects are best interrogated by averaging 
over all proteins and recasting the bilayer as a whole in terms of the flexible midplane 
surface. Figure 3.2B does just this, presenting the time- and protein-averaged bilayer 
topology-map. Consistent with the individual snapshots shown in Figure 3.2A, αS sits 
atop a region of positive height (on a hill). The shape of the hill is quite interesting, with 
four main features: 1) it is ellipsoidal along the long-axis of the protein, making it more 
of a ridge than a hill; 2) it is slightly skewed from the long-axis of the protein; 3) The 
height of the hill is not constant along the protein, with a peak toward the C-terminal 
region; and 4) the hill gives way to a valley. Regarding the skew of the hill, we 
considered if this were due to protein-protein interactions, but see the same characteristic 
in the single αS system (Supplemental Figure 3.5B, SI). Interestingly, these anisotropies 
are reduced in the broken helix system (Supplemental Figure 3.5C, SI). Thus, the nuances 
of protein-induced changes in bilayer topology are likely dictated by sequence—perhaps 
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due to regions of increased flexibility as we will discuss below—and suggest more 
complexity than is typically considered in the modeling of amphipathic α-helices as 
characterless rigid rods. 
Figure 3.2C presents a zoomed-in cross-section from the asymmetric system. We 
have chosen a snapshot where the curvature effect is visually obvious for illustrative 
purposes only, and do not intend to suggest that two proteins in proximity (as pictured) 
are a requirement for curvature induction (they are not). In Figure 3.2C, the red arc 
defines the principle curvature κ1108. That is, the main curvature effect is in the direction 
orthogonal to the long-axis of the protein (as described above, the protein sits on a ridge), 
a characteristic that has been recognized in other studies of amphipathic helix-induced 
curvature95,106,107. κ2 is orthogonal to κ1 and spans the longitudinal axis of the proteins 
and is used in the calculation of the mean curvature.   
To quantify the curvature effects, and to confirm that the effect is propagated across 
the two leaflets (as is apparent in Figure 3.2C), we have calculated the time- and protein-
averaged mean curvature-field, 〈κm〉. These curvature-fields describe the curvature along 
the membrane mid-plane and provide a description of the average local environment near 
the protein, where each of the individual protein’s curvature-fields are aligned relative to 
the protein’s orientation and averaged over all proteins and time frames.  For the 
symmetric αS systems, only proteins on a single leaflet were included in the averaging. 
Analysis on the inner leaflet produced consistent results relative to leaflet orientation (i.e. 
an opposite sign for 〈κm〉). We find that, consistent with our expectation, αS co-localizes 
to regions of positive bilayer curvature. This, taken with the demonstration in Figure 
3.2A, shows that αS curvature induction is communicated across the bilayer to the inner 
leaflet, consistent with the recent finding regarding αS-induced tubulation95. 
Figure 3.2D casts these findings in terms of the more familiar lipid vesicle diameter. 
Specifically, the plot illustrates how the local αS-induced curvature corresponds to the 
global curvature of a vesicle (i.e. its diameter) to which αS is bound. This diameter is 
calculated from the time- and protein-averaged principle curvature 〈κ1〉, as D = 2/〈κ1〉. 
Remarkably, the extrapolated diameter correlates almost perfectly with that observed in 
our experimental measurements of binding affinity97, the equilibrium diameters of αS-
induced tubules95, and the size of synaptic vesicles140 (D ≈ 40 nm in each case). We note 
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that in the case of synaptic vesicles, possible interactions between αS and other synaptic 
proteins141-143 may contribute to curvature stabilization/sensing. In the single protein 
system we see a similar pattern of mean curvature induction (see Supplemental Figure 3.6 
and S8, SI), suggesting that the overall curvature effects of a high density of αS on the 
bilayer can most likely be attributed to the sum of local effects induced by single 
proteins.  
In addition to the mean and principle curvatures, we have calculated the effect of αS 
on Gaussian curvature (κg), a property that can be associated with both fusion- and 
fission-favorable intermediates92. κg can be used to distinguish between a locally convex 
surface (κ1 and κ2 are both positive or both negative) and a local saddle (κ1 and κ2 have 
opposite signs). Negative values of κg are associated with fusion- or fission- intermediate 
states. By definition, a flat periodic bilayer must have a globally averaged 〈κg〉 of zero, 
however stabilized spontaneous curvature would induce a non-trivial locally averaged 〈κg〉. For our protein-free bilayer, all locally defined 〈κg〉 ≈ 0. Figure 3.3 presents the 
time- and protein- averaged local 〈κg〉 for the asymmetric system, showing that there is an 
induction of negative 〈κg〉 at the center of the helix, spanning almost one-third of the 
protein’s longitudinal axis. Here, where the protein is positioned at the apex of a region 
of positive mean curvature (Figure 3.2), there is a Gaussian curvature-field with regions  
 
 
Figure 3.3. αS induces negative Gaussian curvature. Time-averaged, re-oriented 〈κg〉 determined from 
the continuous helix asymmetric system. Two regions of known increased flexibility, the linker region 
for the horseshoe-helix conformation (purple) and GLY67-GLY68 (green) border a region of 
stabilized negative 〈κg〉. Color map scale units are nm-2. 
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of positive Gaussian curvature co-localized at the maxima and minima of the mean 
curvature-field with a pronounced region of negative Gaussian curvature stabilized at the 
center of the protein. Additionally, each extrema in the mean curvature-field is 
completely surrounded by a ring of negative Gaussian curvature. This is consistent with 
the Helfrich hat-model91. To our knowledge this is the first such demonstration of 
amphipathic α-helix induced Gaussian curvature.   
Most interestingly, the region of greatest negative Gaussian curvature is flanked by 
the linker region of the horseshoe-helix conformation (experimentally shown to have 
increased disorder on highly curved substrates) and Gly67-Gly68, both of which are 
regions of αS that have been shown, under varying conditions, to have increased 
flexibility and disorder128,129,144. It has been hypothesized that conversion from the 
vesicle-bound extended helix to the horseshoe conformation may regulate the stability 
and fusion of docked synaptic vesicles115,117,145. The CGMD simulations in this study do 
not address this putative conformational switch. However, our observation of αS-induced, 
localized negative 〈κg〉 suggests the possibility that these regions of the protein may be 
important in future investigations of how—and under which circumstances—αS may 
facilitate, rather than inhibit, fusion, as well as participate in fission.  
Lastly, because fusion and fission are intimately linked to the rigidity of the 
membrane, and the formation of fusion/fission intermediates are a dynamic process, we 
have used the simulations to investigate the effects of αS on bilayer dynamics. 
Additionally, results from Figure 3.1 and 3.2 suggest competing influences: decreased 
thickness is often presumed to correlate with decreased rigidity, while increased static 
curvature may be presumed to correlate with increased rigidity. We therefore calculated a 
relaxation time, τ, for the membrane from the time-correlation of the height surface (the 
monolayer representation as shown in Figure 3.2A). This relaxation time provides a 
measure of the dynamics of the bilayer, as it characterizes the propagation of the 
thermally driven undulation waves. We have found that αS causes a two orders of 
magnitude increase in the undulation relaxation time (τpure ≈ 5 ns, ταS ≈ 500 ns for the 
pure and symmetric-continuous helix systems, respectively). Whether and how this 
change in relaxation time relates to curvature and bilayer rigidity, and by extension 
fusion- and fission-processes, is an important and open question. 
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3.3 DISCUSSION 
The processes of membrane fusion and fission involve rearrangement of the 
phospholipid bilayer into non-lamellar structures. Access to these structural states 
requires the bilayer to cross high-energy barriers, a process that can be facilitated, or 
inhibited, by proteins that change the membrane’s structure and dynamics. These 
alterations can include, for example, reductions in thickness, curvature strain and rigidity.  
The main goal of this study has been to understand how proteins like αS can have such 
profound effects, both biophysically and biologically. The biophysical effects include 
enhanced binding affinity to highly curved bilayers97, inhibition of the fusion of small, 
synaptic-like vesicles111, and tubulation and vesiculation of large, flat membranes95,116. 
Biologically, these effects include the stalling of vesicles in exocytic transport 
pathways114 and fragmentation of mitochondrial membranes116. That the membrane 
binding region of αS, a relatively simple 100 amino acid α-helix, appears to have these 
multiple roles raises several important and fundamental questions about the biophysical 
interactions between amphipathic α-helices and membranes. In particular, what is the 
relationship between a protein’s ability to sense and/or generate curvature? Are all 
amphipathic α-helices the same, or are there sequence requirements that endow specific 
curvature effects? That is, is it sufficient to view amphipathic helices as simple, rigid rods 
that insert into the membrane and cause it to bend? 
The equilibrium diameters of curvature in our simulated systems correspond 
remarkably with those of the SUVs to which αS binds with greatest affinity, and to the 
diameters of tubules induced in GUVs. This result supports the assertion that αS-lipid 
complexes possess an intrinsic curvature-field (Figure 3.2D), which results from the 
balance of intermolecular interactions between a single protein, several shells of 
surrounding and affected lipids, water and ions. We say that the curvature-field is 
intrinsic because it represents the lowest energy state of the local membrane complex and 
is dictated by the specific protein and lipid type. In this more continuum-like view, 
protein-protein interactions within the membrane are recast as interactions between 
individual, intrinsic curvature-fields. At high protein density, these interactions between 
fields reinforce curvature-induction and can lead to global rearrangements of the bilayer, 
namely tubulation and vesiculation. More specifically, when αS binds to a flat membrane 
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(e.g. a mitochondrial membrane or a GUV) the process of curvature induction alleviates 
the non-equilibrium curvature stress as the system remodels to adopt its intrinsic 
curvature (this is the process we have simulated). Conversely, if αS interacts with a small 
lipid vesicle, one whose own intrinsic curvature-field roughly matches that of the protein-
lipid system, there is no net molecular driving force to cause the membrane to remodel. 
Instead, the protein stabilizes the highly curved vesicle through a reinforcement of the 
matched curvature-fields. This notion should be used to explain the increased binding 
affinity of αS to highly curved vesicles (curvature sensing). Thus, curvature generation 
and sensing arise from the same set of thermodynamic driving forces; from a 
thermodynamics point-of-view, they are the same thing.    
The results have important implications for physical and thermodynamic theories that 
address curvature induction via amphipathic α-helices. Current models treat the protein as 
a rigid rod that wedges into the lipid headgroup region of the bilayer92,106,107. This wedge 
increases the effective lateral area of the headgroups but, depending upon the depth of 
insertion, can have less of an effect on the lipid chains. This results in an area mismatch 
within the monolayer that must be reconciled by the induction of curvature. The specific 
character of the protein-induced curvature-field, for example the magnitude of curvature 
and the overall shape of the field (isotropic or anisotropic), has to this point been 
investigated in terms of amphipathic α-helical structure (namely its length) and depth of 
insertion106,107. It is in this context that we view αS as a particularly important molecule 
for understanding the generation of curvature that plays a central role in fusion (or its 
inhibition) and fission.  Our finding that the transitions between phases of stabilized 
Gaussian curvature are precisely flanked by two highly flexible regions within αS (Figure 
3) strongly suggests that flexibility within helices, dictated by the specific amino-acid 
sequence, is a highly important feature. That is, regions of increased protein dynamics 
correlate with the stabilization of negative Gaussian curvature, which is linked to the 
formation of fusion/fission favorable intermediates. 
Our findings indicate two defining features of the monomeric form of the αS 
amphipathic helix: 1) it is quite long (~150 Å); and 2) it is very flexible. These features 
distinguish the protein from, for example, the well-studied N-BAR protein, which also 
generates curvature. N-BAR contains an amphipathic α-helix (H0), but unlike αS its 
curvature inducing mechanism relies heavily upon a large scaffolding domain, as the H0 
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helix alone is insufficient to induce enough curvature to tubulate or vesiculate 
membranes99. H0 is quite short compared to the membrane binding domain of αS (three-
fold fewer residues). Being significantly shorter, one expects the intrinsic curvature-field 
for H0 to be more isotropic than that of αS, which due to its length is highly anisotropic 
(Figure 3.2D). Anisotropy in both the mean and Gaussian curvature-fields allows for a 
directional alignment and reinforcement of neighboring proteins’ fields when protein-
protein interactions are important (as they are in tubulation and vesiculation, and as they 
would be expected to be in fission intermediates). We expect that this reinforcement 
effect is diminished in the case of a shorter protein like H0. Indeed, we see evidence of 
this in the simulations of the horseshoe configuration of αS (see Figures S5-S8, SI, for 
evidence of more isotropic curvature-fields). Of course, due to its length H0 also lacks 
the same capacity for multiple flexible segments, so parsing curvature effects based on 
helix length and flexibility requires further investigation. Such research will be critical in 
building a complete and robust picture of how subtleties in sequence dictate structure, 
dynamics and function of amphipathic α-helices. Clarifying how these proteins alter 
membrane behavior will be a fundamental part in continuing efforts to understand both 
native and pathological mechanisms in cellular membrane biophysics, for example in 
Parkinson’s disease. 
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3.5 SUPPORTING INFORMATION 
3.5.1 Protein	  expression	  and	  purification	  
Plasmid encoding wild-type α-Synuclein (αS) was provided by David Eliezer at Weill 
Medical College of Cornell University and was used to generate our truncated αS 
(residues 1-100). The proteins are recombinantly expressed in E. coli and purified via 
ammonium sulfate precipitation, followed by ion exchange and size-exclusion 
chromatography, as previously published for full-length αS118, modified by replacing the 
anion exchange column at pH 8.0 with a cation exchange column at pH 4.0. Purity of all 
the protein samples is verified by gel electrophoresis and mass spectrometry (generally, 
purity is >99%). 
3.5.2 Protein	  labeling	  	  	  
For fluorescence correlation spectroscopy (FCS) experiments, αS was labeled with 
Alexa Fluor 488 maleimide (AL488) (Invitrogen, Carlsbad, CA) at cysteine introduced at 
residue 9 in Tris buffer (20 mM Tris, 130 mM NaCl, pH 7.4). UV-Vis absorbance at 495 
nm was used to quantify the AL488 concentration, but was insufficiently sensitive for 
determination of αS concentration due to the large absorbance of AL488 (ε=7800   M-
1cm-1) and the lower absorbance of αS (ε=5120 M-1cm-1) at 280 nm. The final protein 
concentration was determined by a modified Lowry assay (Bio-Rad, Hercules, CA). 
Labeling efficiencies were consistently between 85 and 95%.  
3.5.3 Fluorescence	  correlation	  spectroscopy	  	  	  
FCS measurements were made on a lab-built instrument based around an Olympus 
IX71 inverted microscope and a 488 nm DPSS laser as described previously118. Laser 
power was adjusted to 5 µW prior to entering the microscope. Fluorescence emission was 
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collected through the objective and separated from laser excitation using a Z488rdc long 
pass dichroic and an HQ600/200m band-pass filter (Chroma, Bellows Falls, VT) and 
focused onto the aperture of a 50 µm optical fiber (Oz Optics, Ottawa, Canada) directly 
coupled to an avalanche photodiode (Perkin Elmer, Waltham, MA). A digital correlator 
(Flex03LQ-12, correlator.com, Bridgewater, NJ) was used to generate the autocorrelation 
curve.  
FCS measurements were made in 8-well chambered coverglasses (Nunc, Rochester, 
NY) passivated by polylysine conjugated polyethylene glycol treatment to prevent αS 
adsorbtion to the chamber surface. Binding and aggregation studies were made by 
titrating 1:3 POPS/POPC vesicles into 100 nM or 50 nM αS, respectively, in Tris buffer. 
For each FCS measurement 25 traces of 10 seconds each were recorded and averaged 
together to obtain statistical variations. For the binding studies, the average curve was fit 
to an equation for multiple species of differing brightness (Eq. 3.1) using MATLAB (The 
MathWorks, Natick, MA).  
 
3.1 
where Qi is the brightness of the ith species relative to species 1, Ni is the number of 
molecules of species i in the focal volume, and gi is the autocorrelation function of 
species i. 
For two species (free protein and vesicle-bound protein) diffusing in three dimensions 
through a diffraction limited focal volume, this equation becomes146: 
 
3.2 
where s is the ratio of radial to axial dimensions of the focal volume, determined to be 0.2 
for our system, and ταS and τvesicle are the diffusion times of αS and vesicles, respectively, 
which were measured independently and fixed for binding measurements. ταS was 
obtained from an αS-only solution, while the highest lipid concentration of the titration 
was used for τvesicle since little free protein is expected at that point. Binding 
measurements were fit using Eq. 3.2. The only free parameters were N, the number of 
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proteins, FF, the fraction of αS free in solution, and Q, the average brightness of the 
vesicles relative to a single αS.  
Binding curves were generated by plotting the fraction of bound protein against the 
concentration of accessible lipid. Two lipid concentrations were chosen from 
intermediate points in the binding curves, where the fraction of bound protein can be 
determined with highest accuracy, and molar partition coefficients KP were calculated as 
described previously using Eq. 3.3147.  
 
3.3 
where KP is the molar partition coefficient, αSlipid is the moles of aS per volume of lipid 
and aS buffer is the moles of free αS per volume of aqueous solution. Individual Kp values 
were averaged and a standard error of the mean was taken as the uncertainty. The free 
energy of binding is calculated as: ∆𝐺 = −𝑅𝑇𝑙𝑛(𝐾!), where R is ideal gas constant and 
T is temperature. 
3.5.4 X-­‐ray	  scattering	  	  
X-ray data of oriented fluid phase lipid mixtures at 30o C were obtained at the Cornell 
High Energy Synchrotron Source (CHESS) using the G1 station managed by Dr. Arthur 
Woll. The wavelength was set with a WB4/C multilayer monochromator to 1.1825Å, with 
a total beam intensity of ~1012 photons/sec/mm2.  Beam width was 0.26mm and the beam 
height was 1.2mm.  The samples were ~10 µm thick along the normal due to the ~2000 
bilayers. The angle of the flat samples was cycled uniformly once a second from -3 to 7 
and back to -3 degrees relative to the beam during the 30-60s LAXS exposures. Data 
were collected using a Flicam CCD (Finger Lakes Instrumentation, Lima, NY) with a 
1024x1024 pixel array with pixel size 69.78 µm/pixel. The sample-to-CCD distance was 
353.7 mm for LAXS, calibrated using a silver behenate standard with D-spacing 58.4 Å. 
Temperature was controlled with a Neslab Controller (Portsmouth, NH) and monitored 
using a Cole-Parmer thermistor thermometer (Vernon Hills, IL). 
The analysis of diffuse data from oriented stacks of fluctuating fluid bilayers has been 
previously described106,148-151 and will only briefly be summarized here.  The scattering 
intensity for a stack of oriented bilayers is the product: I(q) = S(q)|F(qz)|2/qz, where q = 
KP =
[αSlipid ]
[αSbuffer ]
=
[αSbound ]*
Vbuffer
Vlipid
[αSbuffer ]
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(qr,qz), S(q) is the structure interference factor,  F(qz) is the bilayer form factor and qz-1 is 
the usual low angle approximation to the Lorentz factor for narrow oriented samples and 
a tall beam for which all the sample remains in the beam for all relevant q.  The first step 
of the analysis obtains an apparent bilayer bending modulus KC and the compression 
modulus B by fitting to the qr dependence of the diffuse X-ray scattering. |F(qz)|2/qz  is 
then determined by dividing I(q) by the S(q) derived from validated liquid crystal theory.  
3.5.5 Volume	  determination	  	  
Stock solutions of POPS and POPC in chloroform and truncated αS (1-100AA) in 
hexafluoroisopropanol (HFIP) were prepared and mixed together using a repeating 
dispenser on a Hamilton syringe in a 200:1 lipid:protein mole ratio. Organic solvent 
removal was monitored by precise weighing after repeated evaporations in a vacuum 
oven at 50o C until no further change in weight. Lipids and lipid mixtures were hydrated 
as precise, dilute solutions between 0.2 and 1 weight percent in milli-Q water. Lipid 
molecular volume in fully hydrated MLV was determined at 30±0.01oC using an Anton-
Paar USA DMA4500 (Ashland, VA) vibrating tube densimeter. Molecular volume was 
calculated for a sample with lipid mass mL and water mass mW using  𝑉! = 𝑀!0.6022𝜌! 1+𝑚!𝑚! 1− 𝜌!𝜌! ,             3.4 
where ML  = molecular weight of lipid mixture, 𝜌! and 𝜌! are the densities of the 
samples and water, respectively. 
3.5.6 Structural	  Analysis	  
The x-ray |F(qz)| data were simultaneously fit to the Scattering-length Density Profile 
(SDP) model that parses the lipid molecule into components whose volumes provide the 
underlying description11.  The volume probabilities are first determined by the principle 
of volume conservation enforced by the SDP model which guarantees satisfaction of an 
important relation between the area A and the zeroth order form factors F(0)152:              𝐴𝐹 0 = 2 𝑛! − 𝜌!𝑉! , 3.5 
where VL is the measured lipid or lipid mixture volume, nL is the number of electrons in 
the mixture (nL = 428 for POPS + Na+, 420 for POPC), and 𝜌! = 0.333e/Å3 is the 
electron density of water for x-rays. Volume probabilities are converted to electron 
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density by multiplying by the number of electrons and dividing by the volume of the 
component group. For truncated alpha-Synuclein (100 AAs, αS), the volume was 
calculated to be 11,882 Å3, and its molecular weight 10010g/mol, based on literature 
crystal data153. Volumes for POPS and POPS/αS (200:1) were also measured using the 
DMA densimeter.  As shown in Supplemental Table S1, (Vm = volume of mixture, Vl = 
volume of lipid) a small, 1% lipid volume expansion occurred with 200:1 POPS/αS. The 
volume of the lipid mixture POPS:POPC (1:3) was nearly identical to the calculated 
volume of the two components in the mixture. 
Supplemental Table 3.1. 
 
The molecular volume could not be determined for POPC/αS (200:1) since it decreased 
as a function of increasing concentration using Eqn. 3.4, presumably due to incomplete 
binding at all concentrations up to 1%. 
3.5.7 Simulation	  Methods	  	  
Parameters for the Martini CGMD force field were used as previously 
published121,122. All simulation timings are reported as scaled simulation time (scaled 
time = 4 x simulation time) to correct for accelerated dynamics due to the CGMD force 
field. In order to obtain starting configurations, we first built a pure 200-lipid (100 per 
monolayer), POPC membrane with 22 CG waters per lipid. This system was equilibrated 
for 800ns at 303K. Next, we randomly selected 50 POPC (25 per monolayer) into POPS, 
while adding the appropriate 50 Na+ counter ions. The 200-lipid, POPS:POPC (25:75) 
system was subsequently minimized and equilibrated for 2µs. This system was then 
replicated 4x4x1 (x, y, z periodic cell replicates) to obtain the 3200-lipid system. This 
system was then minimized and equilibrated for 16µs and a production run of 24µs 
performed (40µs total). Residues 1-99 of αS (190 total CG beads) were modeled either as 
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a contiguous extended α-helix or as a two-helix model with residue 38-44 defined as a 
random coil. All secondary structure constraints were applied as defined for the 
MARTINI force field122. Although αS secondary structure was constrained, the protein 
underwent significant bending along the helix. For the αS systems, a 400-lipid POPC 
system was constructed in an elongated rectangular configuration (x-lateral dimension 
twice y-lateral dimension) such that a single αS could span the diagonal of the periodic 
cell. The pure 400-lipid system was equilibrated for 800ns at 303K and a single αS was 
added to both monolayers, with the protein positioned proximal to the membrane, 
translating overlapping water molecules, generating a building block for the symmetric 
system. The system was equilibrated using 800ns of progressively relaxed constraints 
followed by 4 µs equilibration run (simulation time). The system was then replicated, 
4x2x1 to generate a 3200-lipid patch with equal xy-dimensions. The asymmetric system 
was constructed from the pure 3200 lipid system with 8 αS added to the top monolayer 
and 184 lipids randomly removed (46 POPS and 138 POPC). Detailed compositions for 
each simulation are listed in Supplemental Table S2. 
CGMD simulations were run using GROMACS 4 program using a leap-frog 
algorithm to integrate the equations of motion with an integration time step of 25 fs and 
coordinates recorded every 0.1 ns64. All simulations were run in parallel on a 
supercomputer cluster with dual Quad-core CPUs per node, with systems prepared in the 
isothermal-isobaric (NPT) ensemble at constant pressure and temperature (1 bar and 303 
K respectively). A Nose´-Hoover thermostat85,86 with a time constant of 2.5 ps was used 
to control the ensemble temperature, while an analog Parrinello-Rahman barostat87,88 
with a time constant of 250 ps was used to keep the pressure fixed. The lipids, protein, 
ions and the water were coupled to independent thermostats to avoid unwanted 
heating/cooling artifacts. Pressure coupling was applied as semi-isotropic resulting in a 
tensionless bilayer. We utilize the convention of describing the effective time sampled as 
a four-fold increase over the simulation time, due to a “smoothing” of the energy profile 
in coarse grain simulation121. All production simulations were run a minimum of 40 µs 
(scaled simulation time). 
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3.5.8 Protein	  Depth	  via	  Coarse-­‐Grained	  Molecular	  Dynamics	  
Both the PMF and unconstrained simulations were focused on a small system 
comprised of a single αS at a 1:400 protein to lipid ratio (using 3:1 POPC:POPS).  
Although these simulations are not directly comparable to the experimental systems 
(different protein-lipid ratio and configuration), the reduction in complexity was 
necessary to reduce the degrees of freedom and allowing for an adequate sampling at 
every PMF data point. 
3.5.8.1 Potential	  of	  Mean	  Force	  
The potential of mean force (PMF) describes the energy landscape along a specific 
reaction coordinate. For this study we explored the partitioning of αS as a function of the 
center of mass (COM) of αS relative to the bilayer normal axis (z-dimension). The PMF 
was determined using umbrella sampling on a system with a single αS interacting with a 
400-lipid (3:1 POPC:POPS) symmetric bilayer, and 8800 coarse-grained waters. The 
reaction coordinate sampled between -5.0 to 35.0Å relative to the bilayer COM in 1.0Å 
increments, requiring 40 separate simulations with a total scaled simulation time of 160 
µs. Initial configurations were built by pulling the single αS with constraints applied to 
the lipid headgroup in the z-dimension to reduce bilayer deformation. An initial 
equilibration simulation of 400 ns was run with strong protein and weak headgroup 
constraints to relax the system, followed by 400 ns of production simulation with a 
harmonic potential applied to constrain the COM of the protein at the specific reaction 
coordinate (ZαS) with a force constant of 1000 kJ mol-1 nm-2, following the approach by 
Monticelli et al122. The resulting PMF (see Supplemental Figure 3.9A) was determined 
using the g_wham algorithm in GROMACS132.  
3.5.8.2 Unconstrained	  Simulations	  
A brute force MD approach employing multiple different αS starting configurations 
(6 total with ZαS = 0, 8, 13, 16, 20, and 25Å) were simulated and analyzed to compare the 
ZαS trajectories. Each system was started from an “constrained-equilibrated” state, where 
an initial 400 ns simulation was performed with harmonic constraints applied to both the 
protein’s position as well as the lipid headgroups to establish starting configurations. All 
constraints were relaxed and removed over 100 ns, and each system simulated for an 
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additional 4 µs using the same simulation parameters as earlier productions runs. 
Comparison of protein partitioning depth relative to the bilayer COM illustrated rapid 
convergence within the first 160 ns of unconstrained simulation (see Supplemental Figure 
3.9B). 
3.5.9 Data	  Analysis	  	  
Trajectories were manipulated and processed using the GROMACS v.4.5.3 
simulation package. All subsequent data analysis was performed using MATLAB 
(7.9.1:R2009b, Service Pack 1) with the signal processing toolbox.  
3.5.9.1 Surface	  Rendering	  and	  Curvature	  Determination	  	  
Monolayer height functions were obtained using the Real-space Interpolation method 
as detailed in References 21 and 2225,27. Briefly, surfaces were defined by the PO4 lipid 
headgroup beads, using a Monge representation, 𝑧 = ℎ 𝑥,𝑦 . An ideal low-pass filter 
with crossover wavenumber, q0 = 1.5 nm-1, was used to isolate the undulation modes. 
Both monolayer and undulation reference surface (URS) surfaces were obtained from the 
corresponding filtered spectra, using a real-space grid of ~0.3 nm resolution. Distance 
measurements (Dpp, Dhh, Number densities) were corrected using the undulation 
correction method25. 
The height surface, time-correlation function was defined as 𝐶 𝑥,𝑦, 𝜏 = 1𝑇 ℎ 𝑥,𝑦, 𝑡 ℎ 𝑥,𝑦, 𝑡 − 𝜏 𝑑𝜏!! ,       3.6 
and the relaxation time 𝜏!, is determined for each xy-node by  
ℎ 𝑥,𝑦, 𝜏! ≝ 𝐶 𝑥,𝑦, 𝜏 =   1𝑒  ,           3.7 
where 𝑛!" is the number of xy-nodes (100x100). 
Curvature was defined following the formalism of Brown et al., the mean and 
Gaussian curvature (𝜅!, 𝜅!) were defined as follows, with principle curvatures (𝜅!, 𝜅!) 
defined as 𝜅! ≝ !!!  and where ℎ! ≝ !!!" 108. 𝜅! = 𝜅! + 𝜅!2 = 1+ ℎ!! ℎ!! +    1+ ℎ!! ℎ!! − ℎ!ℎ!ℎ!"!1+ ℎ!! + ℎ!! ! ! , 3.8 
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𝜅! = 𝜅!𝜅! = ℎ!!ℎ!! − ℎ!"!1+ ℎ!! + ℎ!! !.     3.9 
All partial derivatives were defined using a centered finite difference method applied 
to the filtered membrane surfaces (i.e. the URS and both monolayer surfaces). Once both 𝜅!  and  𝜅! were determined, the principle curvatures were found solving the quadratic 
equation 𝜅!! − 2𝜅!𝜅! + 𝜅! = 0.   3.10 
Resulting in  
𝜅! = 𝜅! + 𝜅!! − 𝜅! 3.11 
and 
𝜅! = 𝜅! − 𝜅!! − 𝜅!  . 3.12 
The two different measures of local protein effects (residue profiles and local 
average-surface) were determined as follows. Residue profiles were interpolations of 
each surface quantity (height, mean curvature, and Gaussian curvature) for every 
protein’s residue xy-coordinates.  These values were averaged across all proteins for a 
given monolayer (nprotein = 8) and over all time frames in the production run (nframes = 
6000). For the symmetrically distributed protein system, each monolayer was treated 
separately, and for the bottom monolayer, the sign of the mean curvature was inverted, 
when applicable, for direct comparison to the top leaflet and the asymmetric system. 
The local averaged-surface representation is determined via a rotational 
transformation, resulting in each protein’s backbone xy-coordinates to be aligned in a 
common coordinate system. The residues 𝑛!"# =    𝑛! 𝑥,𝑦 ,⋯ ,𝑛!" 𝑥,𝑦 ,⋯ ,𝑛!"(𝑥,𝑦)  
were used to define the helical backbone and were linearly fit to determining the angle θ, 
defined between the fitted line and the periodic cell x-axis. The new xy-coordinates ℎ 𝑥!,𝑦!  were then determined by the multiplying the original coordinates with a rotation 
matrix defined about the z-axis, such that 𝑥! 𝑦! =    cos𝜃 − sin𝜃sin𝜃 cos𝜃 𝑥 𝑦       . 3.13 
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After rotation, residue HIS50 is set to the new origin, N-terminus is positioned at a 
minimum x-value, and C-terminus at a maximal x-value. Surfaces are then both spatially 
averaged (for each protein in the monolayer) and temporally averaged over all time steps 
analyzed. 
 
Supplemental Table 3.2. CGMD system composition 
 
 
Supplemental Table 3.3. Structural parameters from CGMD simulation. Simulation results are 
presented for both continuous and broken-helix protein conformations. DPP describes the bilayer 
thickness, whereas ΔDPP is the change in thickness relative to the pure system. AUC describes the area 
per unit cell (defined by the undulating area per lipids per monolayer25). ZαS presents the mean and 
standard deviation of the protein number density, describing the depth of partitioning of the protein 
into the bilayer. 
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3.5.10 Supporting	  Figures	  
 
Supplemental Figure 3.1. Assessing the aggregation of αS(residues 1-100). Normalized autocorrelation 
curves for a range of αS:lipid ratios overlay very nicely, indicating that the binding interaction is stable 
and suggesting no evidence of  aggregation over the course of 2 hours.  The conditions were 50 nM 
αS 1-100 (S9C for labeling) with 1:3 POPS:POPC LUVs in water, at various protein: lipid ratios 
(from ~1:50-1:400) at time=0 and time=2 hrs. Aggregation would result in an erratic, increased lag in 
the autocorrelation curve as we have previously shown with the protein tau2. 
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Supplemental Figure 3.2. ALA27-ALA56 distance distributions take for all proteins (8 in total) in the 
asymmetric broken-helix simulation. μ1 and μ2 detail the respective means of the 2-Gaussian fit of the 
simulated distance distribution (blue circles). 
 
Supplemental Figure 3.3. Normalized component number probabilities determined from CGMD 
simulations. (A) Pure, (B) Symmetric-Continuous, (C), Symmetric-Broken, (D) Asymmetric-
Continuous, and (E) Asymmetric- Broken. In each system the αS partitions between the Phosphate and 
Carbonyl-Glycerol distributions. 
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Supplemental Figure 3.4. ΔDPP profiles for (A) Symmetric-Continuous, (B), Symmetric-Broken, (C) 
Asymmetric-Continuous, (D) Asymmetric-Broken, (E) Single-Continuous, and (F) Single-Broken 
systems with the time- and protein-averaged position of the protein in black (white star indicates N-
terminus, purple square indicates linker region, green diamond indicates GLY67-GLY68). All systems 
except the symmetric-flexible show increased thinning near the protein. The symmetric-flexible system 
has a different color-scale, as the thinning effects were greater than observed in all other systems. In 
the symmetric-flexible system, the protein in the top and bottom leaflet segregated into an unregistered 
conformation (minimal overlap of protein across the membrane), leading to a bilayer with two regions 
of locally increased protein concentration, therefore behaving as an asymmetric system in those areas, 
changing the intrinsic curvature-field. 
* = Change of color-scale. 
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Supplemental Figure 3.5. Protein stabilized height surfaces. (A) Comparisons of time- and protein- 
averaged height surface intensity, h(x,y)=z, at the average αS residue position showing preference for 
positive deflections in the undulation reference surface. Time-averaged undulation reference surface 
for (B) Single-Continuous and (C) Single-Broken αS systems. Both B and C show the stabilization of 
a membrane ‘bulge’ proximal to the protein in black (white star indicates N-terminus, purple square 
indicates linker region, green diamond indicates GLY67-GLY68). 
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Supplemental Figure 3.6. . Time- and Protein-averaged mean curvature-field (κm). Panels A and B 
correspond to the symmetric protein system, (A) continuous and (B) broken-helix conformations. Both 
panels present averages over protein in the top(outer) leaflet as the effect for either monolayer is 
indistinguishable. Time- and protein-averaged mean curvature for the asymmetric system (C) 
continuous and (D) broken-helix conformations. (E) κm defined along the protein helical backbone for 
each system showing a global preference for positive mean curvature at the protein. Panels F and G 
present the mean curvature-field for the single protein systems, continuous and broken-helix 
respectively. All curvature-fields were averaged over 6000 frames, with 8 proteins per frame for the 
symmetric and asymmetric systems, using the re-orientation method described in Data Analysis. For 
all curvature-field panels, color-scale units are [nm-1]; protein is in black, white star indicates N-
terminus, purple square indicates linker region, green diamond indicates GLY67-GLY68. 
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Supplemental Figure 3.7. Time- and Protein- averaged Gaussian curvature-field (κg). Panels A and B 
correspond to the symmetric protein system, (A) continuous and (B) broken-helix conformations. Both 
panels present averages over each protein in the top(outer) leaflet as the effect for either monolayer is 
indistinguishable. Time- and protein-averaged Gaussian curvature-fields for the asymmetric protein 
system (C) continuous and (D) broken-helix conformations. (E) κg defined along the protein helical 
backbone for each system (except symmetric-broken) showing a transition to negative Gaussian 
curvature near the GLY67-GLY68 position of the protein, an area known for increased flexibility. 
Panels F and G present the Gaussian curvature-field for the single protein systems, continuous and 
broken-helix respectively. All curvature-fields were averaged over 6000 frames, with 8 proteins per 
frame for the symmetric and asymmetric systems, using the re-orientation method described in Data 
Analysis. For all curvature-field panels, color-scale units are [nm-2]; protein is in black, white star 
indicates N-terminus, purple square indicates linker region, green diamond indicate GLY67-GLY68. 
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Supplemental Figure 3.8. Maximum Principle curvature-field (κ1). Time- and protein-averaged 
maximum principle curvature fields provide a measure of the curvature in a spherical vesicle-like 
environment for (A) Symmetric-Continuous, (B) Symmetric-Broken, (C) Asymmetric-Continuous, (D) 
Asymmetric-Broken, (E) Single-Continuous, and (F) Single-Broken systems. For all curvature-field 
panels, color-scale units are [nm-1] with the corresponding vesicle diameter in [nm], D = 2/κ1; protein 
is in black, white star indicates N-terminus, purple square indicates linker region, green diamond 
indicates GLY67-GLY68. 
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Supplemental Figure 3.9. αS partitioning explored via Coarse-Grained MD. (A) Potential of Mean 
Force (PMF) for αS, determined using the z-position of the protein’s center of mass as the reaction 
coordinate, illustrates peripherally bound protein, consistent with previous EPR results. (B) Brute force 
MD using multiple protein-starting configurations shows rapid convergence to a peripherally bound 
protein position, consistent to the PMF result. 
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We have investigated the membrane remodeling capacity of the N-terminal 
membrane-binding domain of α-Synuclein (α-Syn100). Using fluorescent correlation 
spectroscopy (FCS) and vesicle clearance assays, we show that α-Syn100 fully tubulates 
POPG vesicles, the first demonstration that the amphipathic helix on its own is capable of 
this effect. We also show that at equal density of membrane bound protein, α-Syn has 
dramatically reduced affinity for, and does not tubulate, vesicles composed of a 1:1 
POPG:POPC mixture. Coarse-grained molecular dynamics simulations suggested that the 
difference between the pure POPG result and the mixture may be attributed to differences 
in the protein’s partition depth, the membrane’s hydrophobic thickness, and disruption of 
acyl chain order. To explore the importance of these attributes as compared to the role of 
the reduced binding energy, we created an α-Syn100 variant in which we removed the 
hydrophobic core of the NAC domain (non-amyloid component) and tested its impact on 
pure POPG vesicles. We observed a substantial reduction in binding affinity and 
tubulation, and simulations of the NAC-null protein suggest that the reduced binding 
energy increases protein mobility on the bilayer surface, likely impacting the protein’s 
ability to assemble into organized, pre-tubule structures. We also used simulations to 
explore a potential role for inter-leaflet coupling as an additional driving-force for 
tubulation. We conclude that symmetry across the leaflets in the tubulated state 
maximizes the interaction energy of the two leaflets and relieves the strain induced by the 
hydrophobic void beneath the amphipathic helix. 
4.1 INTRODUCTION 
α-Synuclein (α-Syn) is a 140-amino acid, intrinsically disordered neuronal protein, 
whose N-terminal domain (residues 1-93) adopts an amphipathic helix (AH) upon 
binding to membranes117,118,127,154,155. It is well-established that full-length α-Syn is 
capable of dramatic remodeling of lipid bilayers. In vivo, α-Syn has recently been shown 
to induce mitochondrial fragmentation and fission111,116. In vitro, biophysical experiments 
have shown that α-Syn induces externally protruding membrane tubules from synthetic 
lipid vesicles, and can cause full fragmentation at high enough protein 
concentrations95,156. Combining x-ray scattering with coarse-grained molecular dynamics 
(MD) simulations, we have recently shown that α-Syn thins membranes and induces 
complex curvature fields157. In general, amphipathic helices like that of α-Syn can both 
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sense and induce curvature upon binding a membrane95-97,118,129,157-162, and the 
biophysical mechanisms by which they do so have been widely-studied96,99-102,106,107,163-
170. The forty-seven C-terminal residues of α-Syn are known to remain disordered upon 
binding of the AH118,127,128,155,171, but whether these residues are necessary for tubulation 
has not been established. Similarly, a potential role in tubulation of the important 
hydrophobic NAC domain (best known for its role in protein aggregation) has not been 
explored in context of the full membrane-binding domain172. 
At high concentrations, α-Syn causes complete tubulation and fragmentation of 
negatively charged POPG giant unilamellar vesicles (GUV), while having negligible 
effect on neutral POPC GUVs95. This difference is attributed to a very low binding 
affinity of α-Syn for PC lipids97. Less aggressive tubulation (as compared to pure POPG 
bilayers) has also been observed in vesicles with a mixed anionic and zwitterionic lipid 
composition (e.g. POPG:POPC, POPG:POPE, or POPA:POPC)95,156. This finding, 
however, is considerably more provocative because, unlike in the case of PC, the cause of 
reduced tubulation has not been attributed to reduced binding affinity.  
To this point, we have previously used FCS to show that in 1:1 POPS:POPC vesicles 
the α-Syn binding site is made up of ~20 lipids (~40 lipids if one includes both leaflets). 
Further, we showed that the size of this binding site is independent of KD and vesicle 
size97. Our experimentally measured value of ~20 lipids/bound α-Syn corresponds very 
well with the number of lipids required to accommodate an extended α-helical α-Syn on 
the bilayer, consistent with our recent all-atom and coarse-grained molecular dynamics 
calculations129,157. Thus, at very high concentrations of bound protein, it has been 
reasonably concluded that the membrane surface area—not the lipid charge or number of 
defects—limits the density of α-Syn at saturation. Therefore, given measured KD values, 
equal and saturating surface density of α-Syn can be achieved in purely anionic lipid or 
1:1 mixtures by adjusting the amount of protein added to solution for each lipid 
composition97.  
While previous α-Syn tubulation studies were done at extremely high protein 
concentrations, they did not account for potential differences in KD between pure POPG 
and POPG:POPC (PG:PC) mixtures95,156. This presents a complication in confidently 
elucidating the sources of the reduction in tubulation propensity in the mixture, which 
may simply be attributed to a sub-threshold density of protein bound to the vesicle 
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surface. As recently discussed, simply immersing a vesicle in a protein solution does not 
result in membrane-bound protein concentrations equal to the protein concentration in 
bulk173. Indeed, under dilute conditions we will show a striking reduction in α-Syn’s 
apparent binding affinity for the lipid mixture162,173. It was therefore absolutely essential 
that we design our tubulation experiments under conditions where an equal amount of α-
Syn was bound regardless of vesicle composition.  
As will be elaborated throughout, theory and simulations have recently emphasized 
the importance of 1) protein insertion depth in dictating curvature induction106; and 2) 
binding energy in promoting protein organization, curvature and membrane 
disruption164,174. In that context, the goal of this present study is, first, to show that the C-
terminal residues of α-Syn are not necessary for tubulation, showing that tubulation can 
be achieved solely by the membrane bound AH. Second, we confirmed that the reduction 
of α-Syn-induced tubulation of 1:1 PG:PC bilayers, as compared to pure POPG bilayers, 
can be attributed to differences in the protein’s interaction with the lipid matrix 
(including depth of partition and mobility), and not dismissed as a consequence of sub-
threshold density of bound-protein. Third, we have investigated the role of the NAC 
domain (non-amyloid component) on binding affinity and tubulation by engineering an α-
Syn variant lacking the hydrophobic core of the domain (NAC-null).  
Then, we used coarse-grained molecular dynamics (CGMD) simulations in an effort 
to correlate the macroscopic, experimental observation (tubulation) with molecular-scale 
perturbations of the membrane and protein mobility. Although CGMD simulations may 
lack the detail and sampling to definitively explain our experimental findings, these 
models do provide insight that can guide speculation regarding the relative roles of 
protein partition depth and binding energy157. In the context of an already rich simulation 
literature regarding protein-induced membrane remodeling98,102,129,157,163,174-179, we have 
asked: what differences in the lipid behavior are observable when α-Syn is bound to a 
pure POPG bilayer as compared to a 1:1 PG:PC mixture? And, are there observable 
differences between wild-type and NAC-null that can shed light on the mechanism of 
tubulation? Our experimental results, supported by our simulations, provide strong 
support for the importance of both binding energy and partition depth as has been 
recently emphasized106,164,174. We also highlight a new finding regarding lipid chain order 
as a potential additional driving force for tubulation.  
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All experiments and simulations are of the 100 N-terminal residues of either α-Syn or 
of designed α-Syn variants. For 100% POPG and 1:1 PG:PC vesicles, α-Syn100 binding 
affinity was assayed with FCS. Then, equalizing bound protein by adjusting for measured 
KD values, vesicle clearance assays were performed to monitor α-Syn100 induced 
membrane remodeling95. Simulations studies were performed on the membrane bound, 
helical form of the protein. We used the GROMACS v4.5.3 simulation package64,180 and 
the MARTINI121,181 coarse-grained (CG) MD force-field. Simulations we performed 
under an isothermal-isobaric, constant pressure and temperature (NPT) ensemble (1 bar 
and 303K respectively), with the xy- and z-dimensions semi-isotropically coupled to 
independent barostats resulting in a tensionless membrane27. Membrane tubulation by α-
Syn100 is a complex process that involves binding, folding, partitioning, and membrane 
remodeling events, each with their own energetic barrier and kinetic threshold. The 
MARTINI forcefield requires a predefined protein secondary structure, precluding the 
simulation of both binding and folding stages. Nevertheless, our previous α-Syn100 study 
using the MARTINI forcefield demonstrated good agreement with our experimental x-
ray measurements of α-Syn100 induced membrane remodeling157.  
We simulated a total of eighteen systems: four pure lipid systems, POPC, 1:3 PG:PC, 
1:1 PG:PC, and POPG (each with 3200-lipids; 70,400 CG waters; and counter ions), 
eight low density α-Syn100 systems (3200-lipids; 2-proteins; 70,400 CG waters; and 
counter ions), three high density (~400:1) lipid:protein systems (3016-lipids; 8-proteins), 
and three tubule-nucleation system (85,296-lipids; 48-proteins; 3,996,000 CG solvent and 
counter ions). The α-Syn100 protein was modeled as an extended helix with residues 1-93 
as α-helical and 94-100 as random coil157. Full details of simulation run parameters and 
system construction are presented in Supporting Information (SI). The fourteen small 
systems were simulated for a total of 12µs (actual simulation time), with the last 5 µs 
used for analysis. For the twelve, low-density 1600:1 (lipid:protein) systems, the two α-
Syn100 proteins were positioned on opposite leaflets in remote regions of the membrane, 
ensuring a globally symmetric system without any a priori global area-mismatch between 
the two leaflet, while removing competing transverse protein-protein interactions (see 
Supplemental Figure 4.1C). The ~85,000-lipid systems were constructed to explore α-
Syn100 induced tubule nucleation. Instead of using a free-floating membrane—where 
tubulation is the result of protein rolling up a floppy bilayer—we starting with a 
  
 
94 
periodically coupled, flat bilayer and introduced three different protein structures, each 
with 48 α-Syn100 arranged radially in a ‘spoke geometry’; in concentric circles, 
‘circumferential geometry’; and as a linear arrayed patch, ‘carpet geometry’. We 
removed 23-lipids per protein from the protein monolayer to minimize global area-
mismatch, an approach we have taken previously157. The rationale for how we designed 
the various systems will be discussed in the context of how our findings complement and 
advance existing understanding of AH-induced membrane remodeling157. 
4.2 RESULTS 
Headgroup charge density dictates tubulation capacity. Fluorescence correlation 
spectroscopy (FCS) was used to determine the relative affinity of α-Syn100 for large 
unilamellar vesicles composed of 100% POPG or 1:1 (molar ratio) PG:PC under dilute 
conditions. Binding of fluorescently labeled protein to unlabeled vesicles results in a shift 
in the autocorrelation curves to the right (longer diffusion times) (Figure 4.1A); the 
autocorrelation curves can then be fit to extract the fraction of bound protein and to 
determine an apparent binding affinity, KD (see Materials and Methods in SI for details). 
These measurements found that α-Syn100 binds to 100% POPG vesicles with ~60 times 
greater affinity than to 1:1 PG:PC vesicles (KD= 2.25 µM and 136.9 µM respectively) in 
our buffer conditions. This result agrees with previous studies that have shown that α-
Syn100 binding to lipids is driven primarily by electro-static interactions between anionic 
lipid headgroups and positively charged lysine residues in the membrane-binding region 
of the protein97,145,182,183, although the complex roles of hydrophobic lipid/protein 
interactions and entropy can not be ruled out.  
In order to test the effect of headgroup charge on α-Syn100 induced tubulation at equal 
bound-protein density, we adjusted the added protein concentration based upon the 
measure KD. Again, because of our previous measurements under saturating conditions, 
this ensures equal density of bound protein97. The ability of α-Syn100 to tubulate 
liposomes was assayed by monitoring the change in amount of scattered light from a 
liposome solution in the presence of α-Syn10095. We quantified α-Syn100’s tubulation 
capacity by determining the ratio of initial scattering intensity before adding protein and 
near final scattering intensity (t = 2400 to 2500 sec) for each absorbance trace.  
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Figure 4.1B shows the dramatic loss of α-Syn100-induced tubulation in the 1:1 PG:PC 
mixture as compared to the 100% POPG vesicles. While α-Syn100 causes a rapid decrease 
in the amount of light scattered by 100% POPG vesicles (Figure 4.1B, inset), the signal 
change to the 1:1 PG:PC vesicles is equivalent to the control162. Thus, we have confirmed 
that previous reports of reduced tubulation in 1:1 mixtures hold under conditions of 
equally bound protein95,156. As we will explore in depth below, this does not necessarily 
mean that the difference in binding energy does not dominate the biophysics of 
tubulation. 
 
Figure 4.1. A. FCS traces for unbound α-Syn100 in the absence of vesicles (black), and with equivalent 
concentrations of 1:1 PG:PC (blue) or 100% POPG (red) LUVs. The greater shift to the right in the 
100% POPG curve reflects a larger fraction of α-Syn100 bound relative to the 1:1 PG:PC curve. B. α-
Syn100 tubulation capacity for both 1:1 PG:PC and 100% POPG at equal bound density, compared to 
buffer. Corresponding absorbance traces (inset) for both 1:1 PG:PC and 100% POPG systems, with 
buffer or α-Syn100. 
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In order to begin to understand the remodeling phenomena that takes place in 100% 
POPG yet is deficient in the 1:1 mixture, we turned to coarse-grained molecular 
dynamics (CGMD) simulations. Time-averaged height surfaces, ℎ(𝑥,𝑦) , reflect the 
spontaneous curvature of a system by removing long-wavelength temporal fluctuations of 
the membrane157. ℎ(𝑥,𝑦)  was determined following the method of our previous α-Syn 
study (see SI)25,157. Figure 4.2A presents ℎ(𝑥,𝑦)  for α-Syn100 bound to pure POPG and 
1:1 PG:PC bilayers determined over the last 5µs of the simulations. α-Syn100 induces 
positive spontaneous curvature in both bilayers. We quantified ℎ(𝑥,𝑦)  by determining 
the percent excess area for each system as (1− 𝐴! !,! 𝐴!")×100, where 𝐴!(!,!) is the 
area along the height surface and 𝐴!" is the projected area (see SI)184. There is a 
significant increase in the percent excess area (Figure 4.2B, blue) in the POPG system 
(0.51%) as compared to the 1:1 mixture (0.30%) (see Supplemental Table 4.1). On a per-
protein basis, the magnitude of the induced spontaneous curvature appears small on the 
scale of global membrane remodeling. However, the cumulative effect imparted by 
multiple proteins organizing in a localized membrane region could induce enough 
curvature stress to breach the energy threshold required for membrane remodeling. As 
will be discussed below, recent work by the Voth group shed light on an important 
phenomenon where linear aggregation of N-BAR domain proteins occurs prior to 
macroscopic membrane remodeling174. A similar mechanism for protein 
aggregation/alignment may occur for α-Syn100, acting as local nucleation points for 
tubule formation. An additional set of simulations presented below will expand on this 
point. 
 It has been proposed that subtle changes in the depth of partitioning of an AH into 
the hydrophobic acyl-chain region can dramatically alter induced (local) curvature and 
that this curvature is dependent on the membrane’s hydrophobic thickness106. Figure 4.2C 
shows that α-Syn100 partitions slightly deeper in the PG:PC mixture if depth is measured 
relative to the lipid component densities (𝑍!"!) (all other 1600:1, α-Syn100 systems are 
presented in SI, see Supplemental Figure 4.2). However, 𝑍!"! is not the most relevant  
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Figure 4.2. A. Time-averaged height surfaces, ℎ(𝑥, 𝑦) , for 1:1 PG:PC-left and POPG-right, 
determined over the last 5μs of the simulations. Color-map units are nm. B. Percent excess area per 
protein (blue) and integrated total lipid order (green) for 1:1 PG:PC and POPG. C. Lipid component 
number density profiles for 1:1 PG:PC-top and POPG-bottom (solvent, gray; headgroup, cyan; 
carbonyl-glycerol, green; acyl-chain, magenta; and α-Syn100, black-line). D. Local total order 
parameter 𝑆! 𝑥, 𝑦  for the membrane near the protein (top) and opposite the protein (bottom) in 1:1 
PG:PC-left and POPG-right, warm colors=more ordered, cool colors=more disordered. Insets 
correspond to pure lipid 𝑆! 𝑥, 𝑦  for each lipid composition. The location of the N-terminus of α-
Syn100 is indicated with⋆ (the protein itself is not shown).  
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measure of partition depth in the context of curvature induction106. We define the 
hydrophobic thickness of the membrane, 2𝐷! , as the z-distance between the points with 
equal probability for acyl-chain or solvent densities. There are two structural parameters 
that dictate the magnitude and sign of the induced spontaneous curvature: 1) the 
monolayer hydrophobic thickness, 𝐷!; and 2) the extent the protein partitions into 𝐷!106. 
Interestingly, for a given protein density (1600:1 or 400:1), regardless of the mole% PC, 
the protein partitions to the same depth relative to 𝐷!  (Supplemental Table 4.1). 
However, what does change with mole% PC is the hydrophobic thickness (both in pure 
and protein systems), increasing by 0.16 nm in POPG relative to the 1:1 PG:PC mixture 
(see Supplemental Table 4.1). Although this shift is quite small—below the resolution of 
the MARTINI CG beads—current theory on AH curvature suggests that with equal 
relative partition depth, changes in hydrophobic thickness of 0.2nm are capable of 
doubling the spontaneous curvature106. Thus, these data suggest a strong correlation 
between hydrophobic thickness and curvature induction. 
A shift in the membrane’s hydrophobic thickness modulates how other structural 
features of the membrane respond to α-Syn100’s relative partition depth, particularly the 
acyl chain order parameter. We characterized the acyl-chain conformations around α-
Syn100 using a local total lipid order parameter, 𝑆! 𝑥,𝑦  (see SI for detailed method). 
Figure 4.2D illustrates 𝑆! 𝑥,𝑦  for the region of the monolayer near the protein (top) and 
opposite the protein (bottom) for 1:1 PG:PC (left) and POPG (right) systems, with the 
corresponding data for protein-free bilayers given in the insets (see Supplemental Figure 
4.2 and 4.3 for complete results for other 1600:1, α-Syn100 systems). The lipids near the 
protein are equally disordered for both systems, however the change relative to bulk is 
much greater for POPG.  
When we quantify 𝑆! 𝑥,𝑦  as a function of distance from the protein we observe an 
asymmetry across the bilayer, ∆𝑆! = 𝑆!,!""!#$%& − 𝑆!,!"#$%&'. This asymmetry extends out 
to distances of 5nm (Supplemental Figure 4.3E-F), with the largest asymmetry 
developing in the POPG system. Examining only the first shell of lipids (integrating out 
to 1nm from the protein), the order asymmetry shows a strong correlation with excess 
area, where the POPG system again experiences twice the effect relative to the 1:1 
mixture (Figure 4.2B, green bars). We speculate that because of the increased 𝐷!  in 
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POPG, there is a greater volume beneath the protein that must be accommodated by the 
neighboring lipid’s acyl-chains, leading to more disordering of the lipids and giving rise 
to increased order asymmetry. 
Exploring the role of binding affinity. The simulation data comparing α-Syn100 in 
100% PG and the 1:1 PG:PC mixture suggest, but in no way prove, a direct correlation 
between the depth of partition relative to the hydrophobic thickness, order parameter 
asymmetry across the leaflets, induced positive curvature, and tubulation. However, this 
correlation does not take into account the binding affinity difference between 100% 
POPG and the 1:1 PG:PC mixture. Parsing the relative contribution of these driving 
forces—binding energy, partition depth, hydrophobic thickness, and order 
perturbations—is far from trivial. In an effort to isolate the binding energy component, 
we wanted to engineer a minimally altered variant of αS that would partition to the same 
depth in pure POPG bilayers (maintaining a constant 𝐷!  and local curvature induction) 
but have a reduced KD. αSyn’s membrane binding domain is comprised of seven 
imperfect heptad repeats, with consensus sequence XKTKEGVXXXX (X=any 
residue)185. We replaced the hydrophobic NAC domain (6th heptad) with a replicate of 
the 5th heptad (GAVVTGVTAVA è EKTKEQVTNVG). The anticipated effect on KD 
and depth was uncertain, as the alteration reduces the hydrophobicity while adding extra 
charged residues (zero change in net-charge). Because Lys residues in αSyn associate 
strongly with PG headgroups, we suggest that any reduction in measured binding affinity 
should be attributed to the loss in hydrophobicity.  
We first tested the depth of partition and order parameter asymmetry of this NAC-
null protein using simulation, and Figure 4.3A shows that indeed the engineered variant 
has nearly identical binding depth and order parameter asymmetry as α-Syn100. The 
NAC-null variant actually partitions slightly less deep, and this manifests in a slightly 
greater curvature field (Supplemental Table 4.1 and Supplemental Figure 4.4A-C). 
Experimentally, we found that the binding affinity of NAC-null was reduced by 6-fold, 
considerably less of an effect than the lipid headgroup charge with the native α-Syn100 
sequence, but significant nonetheless. We also found that at equal bound protein density, 
the NAC-null variant induced an approximately 50% reduction in tubulation (Figure 4.3B 
and Supplemental Figure 4.4D), also a smaller but significant effect. Thus, given the 
similar partition depths and order asymmetry, along with the reduced KD, the engineered 
  
 
100 
NAC-null construct strongly suggests that while there may be a range of partition depths 
over which tubulation is possible, the binding energy is a major player in dictating 
whether tubulation occurs. 
Because the NAC-null shows decreased affinity relative to α-Syn100 in POPG, despite 
extra Lys residues, it is likely that binding of the native protein (and possibly the stability 
of the bound protein-lipid complex) is in part driven by the hydrophobicity of the protein. 
Furthermore, given the ~60-fold reduction in affinity between α-Syn100 in 1:1 PG:PC 
versus POPG—an effect that has previously been shown to electrostatically 
driven97,145,186—these findings strongly suggest at-least a two-stage binding process: 1) 
electrostatically driven adsorption of the unfolded protein; and 2) a combination of 
electrostatic and hydrophobic stabilization of the α-helical, bound state187. We note that 
whereas our experiments capture the full-binding process, the simulations only probe the 
second stage. The electrostatically driven adsorption is likely more complex. Both 1:1   
 
Figure 4.3. A. Comparison of protein partition depth and integrated order-parameter asymmetry for α-
Syn100 (left) and NAC-null (right) proteins. B. Experimental tubulation capacity at equal bound protein 
density for POPG+buffer (black), POPG+ α-Syn100 (blue) and POPG+NAC-null (red). C. Comparison 
of excess area per protein for the low-density (1600:1, blue) and high-density (400:1, green) systems 
for α-Syn100 (left) and NAC-null (middle) in POPG and α-Syn100 in 1:3 PG:PC (right). D. Time 
averaged height surfaces for high-density (400:1) α-Syn100 (left) and NAC-null (middle) systems in 
POPG and α-Syn100 in 1:3 PG:PC (right). Average protein position is indicated with white spheres, and 
the N-terminus of the protein is indicated with⋆. 
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PG:PC and 100% POPG systems have a  net negative charge (electrostatically attracting 
free α-Syn). In 100% POPG, the membrane will develop greater lateral pressure due to 
increased electrostatic repulsions between the PG headgroups. Binding of α-Syn can 
pacify the increased repulsion, screening lipid-lipid interactions and forming multiple 
LYS-PG salt-bridges. The implications of this two-stage binding will be discussed 
further. 
Binding energy not only dictates the equilibrium distribution of bound/unbound 
protein, it also reflects the strength (stability) of interaction between the protein and the 
lipids in its solvation shell. A tighter coupling—be it between charged (Lys/PG) or 
hydrophobic groups—should manifest as a larger more stable complex, whose diffusion 
in the membrane will be slowed by size. This may increase the likelihood of stable, 
nucleating assemblies of proteins.  In an attempt to more deeply understand the binding 
energy difference that dictates the reduced tubulation in the NAC-null, we simulated the 
two proteins (α-Syn100 and NAC-null) at high-density on pure PG bilayers (see Methods 
for detail in SI).  
Figure 4.3D shows the calculated curvature fields for α-Syn100 (left) and NAC-null 
(middle). The α-Syn100 system shows a broad area of positive spontaneous curvature, 
spanning well beyond the local region of a single protein (note these images show a 
larger region of membrane than those in Figure 4.2A). The position and size of this 
curvature profile suggests stable protein-protein alignment that reinforces the curvature 
fields between proteins. Even though the NAC-null induces a similar low-density 
curvature field and has the same depth and same order parameter asymmetry 
(Supplemental Figure 4.4), at high density it does not display the same curvature field 
reinforcement as α-Syn100 (Figure 4.3D, middle). Quantification of these surfaces shows 
a 50% decrease in curvature capacity for the high-density NAC-null (Figure 4.3C), 
matching the experimentally observed decrease in tubulation (Figure 4.3B) remarkably 
well.  
Figure 4.3C shows that in the case of the native α-Syn100 sequence, the high-density 
per-protein curvature field recovers that of the low-density (single-protein) case. This 
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recovery is absent in the case of NAC-null, suggesting a loss of time-averaged helical 
alignment as compared to the native sequence. We quantified this effect by time-
averaged distance matrices for amino acids in nearest neighbor protein-protein pairs 
(Supplemental Figure 4.5). By observing the temporal stability within these distance 
matrices—or lack thereof—we asked the question: Does the stability of specific protein-
protein alignment motifs (which may correlate with binding energy) correlate with 
stabilization of long-range curvature fields? Despite limited sampling, the data is 
consistent with the notion that the reinforcement of the curvature fields in α-Syn100 
correlate with stabilization of protein-protein alignments. As hypothesized, in the case of 
α-Syn100, the proteins sample a relatively tight window of possible alignment states 
(25.2% unique states sampled). Most interestingly, the NAC-null results show a marked 
increase in the transitions between states (50.4%).  
Depth of partition/hydrophobic thickness or binding affinity? The most recent theory 
for AH induced curvature induction suggests a small range of depths over which positive 
curvature will be induced for a given hydrophobic thickness. As proteins partition more 
deeply into the bilayer the effect is lost, and can even be reversed to produce negative 
curvature106. The data presented thus far does not directly address this, because relative to 𝐷!  the simulated proteins have all partitioned to the same depth. In a purely 
computational experiment, we have manipulated this partitioning by artificially varying 
the charge of α-Syn100 (via computational point mutations) within the same lipid-mixture 
(i.e. same 𝐷!). Indeed, the results confirm a high-sensitivity of curvature to subtle 
changes in depth. For example, we show the ability to turn a 100%PC bilayer with α-
Syn100 (deep partitioning, small 𝐷! , low curvature) into and PG-like bilayer (shallow 
partitioning, small 𝐷! , high curvature). While α-Syn100 does not bind pure PC bilayers in 
the fluid-phase, this computational exercise is valuable in the context of understanding 
the driving forces for curvature induction. These data are presented in the SI 
(Supplemental Figure 4.6). 
In this context, interpretation of the lost tubulation in the PG:PC mixture, where 
protein depth relative to 𝐷!  is invariant, is complicated by concomitant decrease in 
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curvature and affinity. In order to exaggerate the relationship between depth, 
hydrophobicity, and curvature, we simulated a 400:1 system in a 1:3 PG:PC mixture. In 
this mixture, the protein again partitions to the same position relative to 𝐷!   as in POPG. 
Surprisingly, when we calculated the distance matrix for interacting proteins in PG:PC 
mixtures we found similar (or even reduced) mobility as in wild-type (Supplemental 
Figure 4.5D). Similar to the 400:1 POPG system, this reduced mobility is accompanied 
by a reinforcement of local curvature fields (Figure 4.3C and D), although the stabilized 
curvature field is less than half as intense. We can explain the reduced curvature intensity 
as a result of a 0.14 nm reduction in 𝐷!  between the 400:1 POPG and 1:3 PG:PC 
systems. This explanation is appealing in light of the lost tubulation. However, given the 
dramatically reduced binding affinity that we measured experimentally, along with the 
observation of increased mobility of NAC-null, the reduced mobility of the protein was 
perplexing. Taken in the context of a two-stage binding process, though, and 
remembering that our experiments are performed at equal bound protein density, 
interpretation of the data becomes possible. The loss in binding affinity likely reflects a 
loss in electrostatic attraction between the unfolded, soluble protein and the lipid 
headgroups. However, once adsorbed, the folded and bound protein is stabilized by a 
solvating lipid shell, primarily through Lys/PG contacts. In 100% PG, the lipids are free 
to bind and unbind the protein without great penalty, as the Lys groups can be 
immediately stabilized by another PG. On the other hand, in the PG:PC mixture, lipid 
exchange is likely slowed by the penalty of replacing a Lys/PG contact with a Lys/PC 
contact. Thus, lipid diffusion (binding/unbinding) could be expected to be slowed in the 
PG/PC mix. On average this may slow protein diffusion because the time-averaged lipid-
protein complex will be more stable. Our simulations are not well-enough sampled to test 
this long-timescale phenomena with statistical certainty. 
Figure 4.4 summarizes much of the relevant data presented thus far. As stated, there 
is a systematic increase in hydrophobic thickness of native α-Syn100 containing bilayers 
as PG density increases (Figure 4.4, black dashed-line). As the hydrophobic thickness 
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reduces from ~2.0 to ~1.9 nm, there is reduced lipid order asymmetry that correlates with 
a reduction in curvature and that is consistent with loss of tubulation capacity.  
When we incorporate the data for the NAC-null systems, in particular the result at 
high density, this correlation fails. The NAC-null protein partitions less shallow than α-
Syn100, inducing an even greater hydrophobic thickness and lipid order asymmetry 
(curvature, Figure 4.4, black ⋆); yet experimentally, NAC-null has a reduced tubulation 
capacity. For these reasons, we conclude that lipid order asymmetry (lost in the native 
sequence at 1:3 PG:PC) is necessary, but not sufficient (present in NAC-null), for 
tubulation. 
Figure 4.4 also reiterates the point that at high-density (400:1) PG:NAC-null and 1:3 
PG:PC+ α-Syn100 induce approximately the same amount of per-protein curvature. This 
shows that these induced curvature fields alone do not directly correlate with tubulation, 
 
Figure 4.4. Excess area as a function of hydrophobic thickness. Colors demarcate low-density (1600:1, 
black) versus high-density (400:1, blue); symbols demarcate lipid composition ! = POPC; =1:3 
PG:PC; ¾=1:1 PG:PC; ¿=POPG. ⋆=NAC-null. Annotations are as described in the text. 
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as the NAC-null does tubulate vesicles (albeit 50% less than pure PG).  How can we 
reconcile this apparent disparity in induced curvature and tubulation capacity? The data 
suggests that even if a protein partitions to the appropriate depth in a membrane with 
sufficient hydrophobic thickness (and therefore imparts sufficient lipid order asymmetry), 
if stable protein-lipid complex interactions are not established (as in NAC-null) 
tubulation capacity is reduced. However, in the 400:1, 1:3 PG:PC α-Syn100 system, stable 
protein-lipid complex interactions are formed (evident by the stabilized curvature field, 
Figure 4.4D; and the reduced protein mobility, Supplemental Figure 4.5D); yet reduced 
lipid order asymmetry reduces the stress on the membrane below the tubulation 
threshold. Therefore, we conclude that stability of the protein in the bound-state (lost in 
NAC-null) is a necessary, but not sufficient (present in the native sequence at 1:3 
PG:PC), component of the tubulation mechanism. 
Thus, it appears that two constraints must be met in order for α-Syn100 to tubulate a 
vesicle: 1) it must bind with sufficient energy so as to slow protein/lipid dynamics and 
allow for nucleation of pre-tubule assemblies174; and 2) it must bind in a narrow window 
of depths, inducing a particular hydrophobic thickness, that can promote sufficient per-
protein curvature. Furthermore, because the NAC-null still maintains some tubulation 
activity, there must be a driving force present in the NAC-null and POPG α-Syn100 
systems but not in 1:3 PG:PC, one that is not dependent on strong binding affinity and 
drives the formation of a tubule. We propose that this driving force is the energetic 
penalty of induced lipid order asymmetry across the leaflets.  
Relief of order parameter asymmetry as an additional driving force for tubulation. For 
α-Syn100 to induce tubulation of a large vesicle, the local effects of a single α-Syn100 must 
propagate to neighboring proteins174,188. We speculate that there exists a 
reinforced/nucleating α-Syn100 structure with high order asymmetry, and that resolution 
of this asymmetry may drive tubulation. No experimental information exists to suggest 
that such structures exist, nor that gives hints as to what those structures might look like. 
In a modest effort to gain insight into how large-scale assemblies may promote 
tubulation, we ran three simulations with hand-built assemblies (consisting of 48 
  106 
proteins) embedded in a POPG membrane. We recognize that these tubule simulations 
sample only three possible nucleating structures, and acknowledge that other 
computational techniques (including more aggressive coarse-graining189 and mesoscopic 
modeling103,190) may be more well-suited for such investigations. Nonetheless, this 
approach has allowed us to investigate the possible behaviors of acyl chains in the 
remodeling process. Each system contained 85,296-lipids (5,200,608 total CG beads) and 
48-proteins, arranged in three unique conformations (spoke, circumferential, and carpet).  
 
Figure 4.5. A. Top-down view of the spoke starting configuration. System includes 48- α-Syn100 
(yellow) and 85,296 POPG lipids (blue). Water has been removed for clarity. N-terminus of each 
protein indicated by . B. Snapshot at 300ns simulation time. The budding tubule extends ~25nm 
above the bulk lipid bilayer.  
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The local protein density for each system (defined as the protein to lipid ratio within 1 nm 
of the protein) was set at ~1:50, just below the experimental saturation density observed 
with anionic and zwitterionic:anionic lipid mixtures. 
Figure 4.5A-B demonstrate the initial starting configuration and final snapshot from 
the spoke conformation. Both circumferential and carpet conformations are presented in 
the Supporting Information (see Supplemental Figure 4.7). For all three protein 
conformations, membrane remodeling occurred very rapidly. During the first ~40ns, an 
initial invagination spanned the central ring of membrane that encompasses the inner 5nm 
of the protein spokes. By 100ns, the initial depression inverted and the budding tubule 
began to take shape. By ~300ns there was a fully formed nascent tubule (~25nm in 
height) surrounded by undulating POPG bilayer. This structure changed only slightly 
between 300ns and 850ns. It is possible that if these simulations were allowed to run for 
much longer times, the highly-ordered protein conformation might diffuse apart. While 
we can’t rule this out, we do note that after 300ns the carpet conformation began to  
 
Figure 4.6. A. 𝑆! 𝑥, 𝑦  for the protein-containing leaflet (top) and opposite leaflet (bottom) at early 
stage (0 to 20ns, left) and late tubule stage (830 to 850ns, right). Color map reference (black) set at Sz 
for pure POPG. B. Time course for mean Sz for the protein (black) and opposite (red) monolayers as 
tubule develops. C. Time-course of average difference, ΔSz, across the membrane (Sz,opposite - Sz,protein). 
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realign into radial (spoke) and circumferential orientations to orient α-Syn to the tubule’s 
curvature field (Supplemental Figure 4.9D). 
Figure 4.6A shows the total lipid order parameter, 𝑆! 𝑥,𝑦 , for the protein monolayer 
(top) and opposite monolayer (bottom) calculated over the first 20ns (left) and the last 
20ns (right) of the simulation of the spoke conformation (circumferential and carpet 
results presented in Supplemental Figure 4.8 and 4.9). In all three systems there is a large 
shift in the total lipid order toward greater disorder and eventually the formation of anti-
aligned chains (i.e. negative 𝑆! 𝑥,𝑦 ). As the tubule forms, this shift in order is 
accompanied by a transition toward a symmetric 𝑆! 𝑥,𝑦  profile across the bilayer 
(Figure 4.6B and Figure 4.6C, and Supplemental Figure 4.8 and 4.9). By the end of the 
tubulation event, both monolayers have similar 𝑆! 𝑥,𝑦  profiles (see Supplemental 
Figure 4.10 for a time course detail of the spoke conformation 𝑆! 𝑥,𝑦 ). This change is 
different than the changes observed for the low-density α-Syn100 systems (Figure 4.2D 
and Supplemental Figure 4.3) where a stable asymmetry is established. Due to the high 
protein density, the limited numbers of lipids near the protein are forced to accommodate 
the void volume beneath each protein, inducing increased splay away from the local 
normal. 
 
Figure 4.7. Total number of inter-leaflet contacts (acyl-chain to acyl-chain) for lipids near the protein 
(black) versus lipids in bulk (red) in the spoke conformation. The number of first shell contacts is 
quantified in the inset.  
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At the core of the protein assembly, the increased splay is significant enough to drive 
anti-alignment of the acyl-chains (chain orientation orthogonal to the local bilayer 
normal). This anti-alignment propagates across the bilayer, suggesting a monolayer 
coupling occurs. We quantified this monolayer coupling by determining the total number 
of inter-leaflet acyl-chain contacts in regions near the protein and regions in the bulk 
membrane. Figure 4.7 shows the distance distribution of contacts for the spoke 
conformation. The number of first shell acyl-chain-to-acyl-chain interactions (inset) 
exhibits an ~2-fold increase in the number of contacts near the protein relative to bulk. 
This is a consistent trend for all three protein conformations (see Supplemental Figure 
4.11). 
4.3 DISCUSSION 
Numerous computational studies have explored protein driven membrane 
remodeling98,100,102,129,157,163,174-178,188,191. A major focus of many of these studies has been 
on BAR-domain proteins. BAR-domain proteins are a curvature inducing class of 
proteins that can contain both a rigid scaffolding and AH domain, and similar to α-
Syn95,158, these proteins have been shown to both sense and generate 
curvature96,161,162,168,173,179,192. In N-BAR proteins, the AH plays an essential role in 
curvature generation and the stability of the membrane tube by stabilizing dimer-dimer 
interactions and propagating the N-BAR lattice along the membrane163,176. Furthermore, 
evidence exists for the AH, and not the scaffolding domain, being responsible for the 
proteins curvature sensing abilities96,161,167. AH curvature induction can be so extreme as 
to promoting membrane scission, as is the case for the ENTH domain of epsin165, and the 
monomeric family of Synucleins (α-Syn, β-Syn and γ-Syn95,111,158). There is a balance 
between the remodeling effects induced by the rigid scaffold and those driven by the AH 
and elucidating the role for either mechanism remains an active area of investigation192.  
There are several potential complementary mechanisms for α-Syn induced membrane 
curvature and tubulation. We have shown that at equal bound density the protein has a 
dramatically reduced effect on tubulation of PG:PC mixtures as compared to POPG 
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bilayers. We correlated this effect with an experimentally measured decrease in binding 
affinity (~60-fold) and a simulated increase in hydrophobic thickness, partition depth and 
order parameter asymmetry. This finding raised the question of whether depth and order 
asymmetry alone can explain tubulation differences. To at least in part address this, we 
designed an α-Syn variant lacking the NAC domain (NAC-null) that we predicted would 
have reduced affinity but partition to approximately the same depth as wild-type in POPG 
vesicles having consistent hydrophobic thickness. Removal of the NAC did in fact reduce 
binding (~one order) to POPG vesicles. This more mild reduction in affinity correlates 
with a more mild reduction in tubulation, despite the fact that the NAC-null mutant 
partitions to slightly less shallow depth as wild-type (and actually slightly increases the 
induced curvature field) and has the same impact on order parameter asymmetry. This 
finding suggests that depth and order asymmetry alone do not explain the reduction in 
tubulation, though it certainly does not rule out their potential contribution in the case of 
the PG:PC mixture (Supplemental Figure 4.5D). Rather, our simulations suggest the 
NAC domain may be essential in stabilizing protein-lipid complexes and, in so doing, 
promoting organization on the bilayer surface.  
In a recent study, Lipowsky discussed how adhesion energy of an adsorbing particle 
can induce spontaneous membrane curvature164. Using N-BAR as an example, the theory 
predicted that remodeling capacity of the N-BAR scaffolding domain is directly coupled 
to the adhesion energy it gains upon interacting with the membrane. If the adsorbing N-
BAR protein imparts sufficient adhesion energy with the membrane (i.e. greater that the 
bending energy required to deform the bilayer) the membrane will buckle and adopt the 
intrinsic curvature of the protein. Recent work from the Voth group has characterized the 
role of binding energy for exactly this N-BAR/membrane system. Using their recently 
developed hybrid CG model, the authors varied the CG N-BAR binding affinity for the 
lipid headgroup. In doing so they were able to both inhibit protein aggregation and 
macroscopic membrane remodeling  (low adhesion energy) as well as induce disruptions 
and tears within the membrane (high adhesion energy). Because α-Syn lacks a 
scaffolding domain, the notion of adhesion energy must be taken in a slightly different 
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context. Instead of the adhesion energy coupling the membrane to a rigid scaffold 
domain, weaker binding would increase lipid exchange within the lipid-solvent shell 
around the protein. Speculatively, this would have the effect of destabilizing the protein-
lipid complex, potentially accelerating protein dynamics on the surface and reducing the 
likelihood of nucleating stable protein assemblies.  
This is not to say that partition depth and hydrophobic thickness is not significant. It 
was surprising to us that given similar relative partition depth, such a small change in the 
hydrophobic thickness in the PG:PC mixture (~0.16nm thinner than PG) might 
correspond to a such a large experimental observable. However, recent theory for AH 
curvature induction developed by Sylvio May’s group predicts a partition depth and 
hydrophobic thickness dependence on the spontaneous curvature and bending rigidity of 
a membrane106. As the hydrophobic thickness increases the range and magnitude of the 
predicted spontaneous curvature is expanded (e.g. an increase of 0.2nm in 2𝐷! , the order 
of difference we observed between pure PG and the 1:1 mixture, correspond to a 
doubling of curvature intensity for the same partition depth)106. All of this leads to the 
question: are individual curvature fields the necessary piece? Or is it organization of the 
fields that dominates? Perhaps it’s a combination of both. Our simulation and 
experimental results suggest that lipid order asymmetry (either through protein partition 
depth or membrane hydrophobicity) and binding affinity are both necessary, but not 
sufficient components of the AH tubulation mechanism. 
More generally speaking, increased spontaneous curvature is the result of an area 
mismatch between monolayers, and it has been shown experimentally through the use of 
transiently asymmetric lipid vesicles (protein-free) that an increase in area mismatch by 
as little as ~1% is enough to initiate the macroscopic remodeling of lipid vesicles184,193. In 
those experiments, the transient asymmetry relaxes with time due to lipid flip-flop. The 
rate of lipid flip-flop is typically very slow (minutes to hours) in pure lipid vesicles, 
however AH’s have been shown to greatly enhance lipid flip-flop rates194,195. In the case 
of α-Syn tubulation experiments, where a high concentration of α-Syn is added to 
solution, the relationship between binding kinetics, protein re-organization (for example 
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into organized, pre-tubule structures), the development of local curvature stresses and 
resulting curvature fields, lipid flip-flop and tubulation remain unknown. In one scenario, 
where binding kinetics are presumed much faster than tubulation, every lipid in the outer 
leaflet of the vesicle would be occupied in forming the solvation shell of a neighboring 
protein. In that case, it seems unlikely that lipid flip-flop would be favorable. 
Our simulations were designed to test a second scenario in which the nucleation of 
tubules occurs rapidly and locally. Indeed, high local densities can induce curvature and 
recruit more proteins174. In this case, accelerated local lipid flip-flop seems likely in order 
to relieve the local curvature strain. In order to test this, we eliminated area mismatch 
between the leaflets: the small systems have protein on both leaflets; while in the large 
systems (protein only in one leaflet) we eliminated the excess area by removing lipids. 
This choice was made in order to probe whether, in the case where there is time for lipid 
flip-flop, the proteins themselves can still cause remodeling and tubulation. Indeed, we 
show they can do so. 
Previous work by our group has focused on the coupling of lipid-order across the 
bilayer leaflets, where we identified acyl-chain inter-digitation as central to the 
propagation of order across monolayers in phase separated bilayers123. In the case of the 
α-Syn tubulation simulations presented here, we have also observed inter-leaflet 
coupling, though the character of the interdigitation is quite different. As a tubule 
develops, lipids in both monolayers adopt an anti-aligned conformation, increasing 
favorable chain-chain interactions between the monolayers (see Figure 6 and 
Supplemental Figure 4.11). The drive toward order parameter symmetry observed in the 
tubulation simulations, which is coupled to these additional contacts, may provide an 
important additional piece of the biophysical driving forces for tubulation. 
In this study we have discussed α-Syn100 induced membrane remodeling/tubulation in 
the context of in vitro studies that show α-Syn tubulates synthetic vesicles95,196. In vivo, 
α-Syn has been shown to interact with both inner and outer membranes of the 
mitochondria116,197. Overexpressed α-Syn, which is associated with Parkinson’s 
disease109,112,198, induces mitochondria fragmentation and impairs mitochondria complex 
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1 activity116. Mitochondria have ~15% anionic lipids, the majority of which is cardiolipin 
(an anionic lipid with four acyl-chains and -2 headgroup charge)199. Indeed, α-Syn has a 
high binding affinity for cardiolipin199. This association of α-Syn with mitochondria, 
coupled with its affinity for cardiolipin led us to predict that many of the mechanisms 
discussed here are at play in this pathological condition. The different structural 
characteristics of cardiolipin may result in a unique remodeling capacity relative to the 
more typical anionic phospholipid mixture (e.g. POPG:POPC).  
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4.5 SUPPORTING INFORMATION.  
4.5.1 Protein	  expression,	  purification,	  and	  labeling	  
α-Syn100 was generated by introducing a stop codon via QuickChange mutagenesis 
(Stratagene) after residue 100 in a full-length α-Syn plasmid, as described previously. An 
α-SynNAC-null construct was generated by circular polymerase extension cloning 
(CPEC) PCR. Primers were designed containing complementary sequences spanning 
residues Glu61-Gly67 and Asn79-Ala85; each primer contained an overhang with inverse 
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complementary sequence coding for the residues EKTKEQVTNVG (lipid-binding repeat 
5) to be inserted in place of the wild-type Gly68-Ala78 (lipid binding repeat 6). 
 A S9C mutation was introduced, also by QuickChange, to allow for site-specific 
fluorescent labeling. The protein was recombinantly expressed in E. coli and purified via 
ammonium sulfate precipitation followed by cation exchange at pH 4.0 and size 
exclusion chromatography 157. Purity and identity of protein was verified by SDS-PAGE 
and mass spectrometry. 
For fluorescence correlation spectroscopy (FCS) experiments, α-Syn100 was labeled 
with Alexa Fluor 488 maleimide (AL488) (Invitrogen) on the cysteine introduced at 
residue 9. The protein was incubated in Tris buffer (20 mM Tris, 150 mM NaCl, pH 7.4) 
with 10x molar excess TCEP for 5 minutes before adding 7x molar excess fluorophore 
for 2 hours at room temperature. Unconjugated dye was separated from the labeled 
protein by two stacked HiTrap desalting columns (GE Healthcare Life Sciences). UV-Vis 
absorbance at 495 nm was used to quantify the AL488 concentration, and the protein 
concentration was determined by a modified Lowry assay (Bio-Rad, Hercules, CA). 
Labeling efficiency (molar ratio of dye to protein) was consistently above 85%.  
4.5.2 Vesicles	  
Liposomes were prepared from 100% 1-palmitoyl-2-oleoyl-sn-glycero-3-
phosphoglycerol (POPG) lipid or a 1:1 mix of POPG and 1-palmitoyl-2-oleoyl-sn-
glycero-3-phosphocholine (POPC) (Avanti Polar Lipids). Supplemental Figure 4.1A 
details the structure for both the zwitterionic POPC (top) and anionic POPG (bottom). 
Lipid powder was dissolved in chloroform to make 15-20 mg/mL stock solutions and 
stored at -20oC. Aliquots of this solution were dried under nitrogen stream and desiccated 
overnight. The resulting film was resuspended to approximately 4 mM in MOPS buffer 
(20mM MOPS, 147 mM NaCl, 2.7 mM KCl, pH 7.4) for at least one hour and vortexed. 
The resulting liposome solutions were used as is for the tubulation assays. For FCS 
measurements, large unilamellar vesicles (LUVs) were prepared by extruding this 
suspension 21 times through two stacked membranes of 50 nm pore size (Whatman) in a 
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Liposofast extruder (Avestin). LUVs are stored at room temperature for up to several 
days. Before analyses, all lipid concentrations were determined by assaying for total 
phosphate content 200. 
4.5.3 Fluorescence	  Correlation	  Spectroscopy	  
FCS measurements were made on a lab-built instrument based around an Olympus 
IX71 inverted microscope (Olympus, Tokyo, Japan) and a 488 nm DPSS laser (Coherent) 
as described previously118. Laser power was adjusted to 5 µW prior to entering the 
microscope. Fluorescence emission was collected through the objective and separated 
from laser excitation using a Z488rdc long-pass dichroic and an HQ600/200m band-pass 
filter (Chroma) and focused onto the aperture of a 50 µm optical fiber (Oz Optics, 
Ottawa, Canada) directly coupled to an avalanche photodiode (Pacer). A digital correlator 
(Flex03LQ-12, correlator.com) was used to generate the autocorrelation curve. 
FCS measurements were made in 8-well chambered coverglasses (Nunc). Chambers 
were plasma treated and passivated by coating with polylysine-conjugated polyethylene 
glycol to prevent protein adsorption to the surface 97. Binding studies were carried out at 
20o C, mixing 100 nM α-Syn100 with various concentrations of 100% POPG or 1:1 
POPG:POPC LUVs in MOPS buffer in a well (250 µL total volume) and allowing to 
equilibrate for 8 to 10 minutes before measuring. For each FCS measurement, 30 traces 
of 10 seconds each were recorded and averaged together to obtain statistical variations. 
The average curve was fit to an equation for multiple species of differing brightness 
(Eq.4.1) using MATLAB (The MathWorks). Further discussion of this equation can be 
found in 97. 
𝐺 𝜏 = 1𝑁 𝐹 ∗ 11 + 𝜏𝜏!! ∗ 11 + 𝑠!𝜏𝜏!!
! ! + 𝑄 ∗ 1 − 𝐹 11 + 𝜏𝜏!! ∗ 11 + 𝑠!𝜏𝜏!!
! !     ,	   4.1	  
where τD1 and τD2, the diffusion times for the free protein and vesicle-bound protein, 
are determined by measurements of samples in the absence of lipid and with very high 
lipid concentration (all protein is bound), respectively and fixed to within 5% of these 
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values for fitting curves from intermediate lipid concentrations. The structure factor s, the 
ratio of the radial to axial dimensions of the focal volume, was calibrated by measuring a 
solution of Alexa488 hydrazide and was fixed to 0.17. The only free parameters are: N, 
the number of fluorescent species; F, the fraction of protein not bound to vesicles; and Q, 
the average brightness of the vesicles. Binding data were fit with a hyperbolic binding 
curve (Eq. 4.2) in Origin (OriginLab) to determine the KD.  𝐹′ = 𝑙𝑖𝑝𝑖𝑑𝐾! + [𝑙𝑖𝑝𝑖𝑑]	   4.2	  
where 𝐹′ is the fraction of vesicle-bound protein, determined from fitting the FCS 
equation, and [lipid] is the molar concentration of accessible lipid, the outer membrane 
leaflet, calculated as 55% of the total lipid concentration. 
4.5.4 Vesicle	  tubulation	  
To monitor remodeling of liposomes into tubular structures by α-Syn100, the decrease 
in scattered light at 450 nm was measured as a function of time 201. The protein was 
added to 100% POPG or 1:1 POPG:POPC  liposomes at approximately a 1:10 
protein:lipid ratio and the absorbance was monitored at 450nm with 1 nm slit width, 1 
second response time in a spectrophotometer (Perkin-Elmer). 150 µL of 400 µM lipids in 
MOPS buffer with 1 mM TCEP was placed in a quartz cuvette and absorbance was 
measured every 2 seconds for at least 5 minutes to obtain a baseline signal. Appropriate 
amounts of α-Syn100 (in MOPS buffer with 1 mM TCEP) were added to achieve 
equivalent amounts of bound protein as determined by the quadratic binding equation 
(Eq. 4.3). [𝑃𝐿]𝑃!"! = 𝐾! + 𝑃!"! + 𝐿!"! −    𝐾! + 𝑃!"! + 𝐿𝑡𝑜𝑡 ! − 4 𝑃!"! 𝐿!"!2 𝑃!"! 	   4.3	  
where [PL] is the concentration of lipid-bound protein, [Ptot] is the total concentration of 
protein, [Ltot] is the total concentration of accessible lipid, and KD is the dissociation 
constant calculated from the FCS measurements. 
Traces were normalized to the initial lipid-only signal for each sample, and the extent 
of tubulation was determined by taking the average absorbance of the 50 time points from 
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2400-2500 sec and subtracting from the initial value. At least three replicates were 
performed for each lipid composition. 
4.5.5 Simulation	  Methods	  
All simulations were run using the coarse-grained MARTINI lipid and MARTINI2.2 
protein parameters121,122,181. The MARTINI forcefield applies an ~4:1 (heavy atom:CG 
bead) mapping, reducing the complexity of the system and allowing the study of larger 
systems and longer time-scales than typically accessible for all-atom resolution MD. 
Supplemental Figure 4.1B highlights the MARTINI CG representation of both POPC 
(left) and POPG (right) lipids (both with 13 CG-beads). Simulations were run using the 
GROMACS v4.5.3 program64,180. All systems were prepared and run in the isothermal-
isobaric (NPT) ensemble with barostat and thermostat set to 1 bar and 303K respectively 
using a 25fs time step. Pressure coupling was performed semi-isotropically with the xy- 
and z-dimensions independently coupled producing an average zero surface tension. 
Non-bonded interactions were modeled with the standard MARTINI cut-off scheme with 
Lennard-Jones interactions shifted to zero between 0.9-1.2nm and electrostatic 
interactions in the range 0.0-1.2 nm with a uniform screening constant set at 15121,122,181. 
Initial equilibration included 10,000 steps steepest descent minimization followed by 
2µs of dynamics using the velocity-rescaling thermostat and a Berendson barostat64,180. 
All production runs were simulated using the Nose´-Hoover thermostat and the 
Parrinello-Rahman barostat 87,88 with a time constant of 2.5ps and 250ps respectively. 
Pressure coupling was applied semi-isotropically to allow for a tensionless bilayer with 
uniform x,y-dimensions. All production simulations were 10µs (40µs scaled simulation 
time) sampled every 1ns with the last 5µs used for analysis (5000 frames).  
As with all MARTINI simulations, the protein secondary structure is constrained and 
must be predefined121,122,181. This limitation of the MARTINI protein model precludes the 
direct simulation of α-Syn100 binding, as the binding process induces the transition from 
intrinsically disordered structure to an AH202. In this study, bound α-Syn100 (residues 1-
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100) was modeled as α-helical, except for residues 94-100 which were treated as random-
coil. 
Starting configurations were symmetric—having identical number of lipids (POPG 
and/or POPC) and proteins per monolayer—eliminating potential area-mismatch and 
allowing the resulting spontaneous curvature to be solely induced by the protein’s 
perturbation to the local membrane structure. The proteins were positioned on opposite 
monolayer in remote regions of the periodic cell (see Supplemental Figure 4.1C for 
system construction schematic). The phase-transition temperature for both POPC and 
POPG is 271K, well below the 303K used for these simulations203. Starting 
configurations were constructed as follows. Two proteins were added (one per 
monolayer) to a pre-equilibrated 3200-lipid system (100% POPC, 1:3 POPG:POPC, 1:1 
POPG:POPC, and 100% POPG) with nominal periodic dimensions ~30nm x ~30nm x 
~15nm. The protein-lipid system was solvated with a minimum of 70,400 water beads 
and the appropriate number of counter ions to make a net neutral system.  
In addition to wild-type α-Syn100, three modified AH proteins (NAC-null, α-
Syn:mod1, and α-Syn:mod2) were simulated to explore the effect of partition depth and 
binding affinity on curvature and lipid order in a consistent lipid mixture. For NAC-null, 
we replaced the hydrophobic NAC domain (6th heptad) with a replicate of the 5th heptad 
(GAVVTGVTAVA è EKTKEQVTNVG). For α-Syn:mod1 the following mutations 
were made to make the protein more hydrophobic: K10L, K12L, E13L, K23L, K34L, 
E35L, K43L, E57L, K58L, and K96L. α-Syn:mod2 mutations were made to make the 
protein more hydrophilic: V16K, A17E, A27K, L30K, V70T, V71E, T75E, S87E, and 
I88K. NAC-null was simulated in pure POPG. α-Syn:mod1 was simulated in 100% 
POPC and α-Syn:mod2 was simulated in 100% POPG as well as 100% POPC. All α-Syn 
mutation systems were simulated following the same protocol detailed above.  
The 400:1 systems were built with the same random configuration of 8-αS on one 
monolayer. Lipids were inserted into both top and bottom monolayers with 23-lipids pre 
protein removed from the protein leaflet to insure no excess area drives the curvature 
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induction157. The system was solvated with 70,400 water beads and the appropriate 
number of counter ions. 
The tubule simulations were built with a local protein:lipid ratio of 1-50 (within the 
region of membrane containing the protein). Three unique protein conformations were 
studied, each with 48 α-Syn100 protein: 1) the Spoke conformation has radially aligned α-
Syn100 proteins with a 7.5° angle between neighboring proteins; 2) the Circumferential 
conformation has 7-circumfrential rings of α-Syn100, initially separated by two lipid 
shells; and 3) the Carpet conformation is a linear array of 8 rows of 6 α-Syn100, also 
initially separated with two shells of lipids. Each protein structure spanned a membrane 
region with a mean diameter of ~40nm. The total periodic cell for each system was 
approximately 170nm x 170nm x 30nm. For each conformation, 48 proteins were placed 
on an asymmetric bilayer comprised of 85,296 POPG lipids, where 23-lipids per protein 
were removed from the top monolayer (1,104 in total), 3,996,000 CG waters (10% 
antifreeze, a solvent beads used in the MARTINI forcefield that ensures local 
heating/cooling effects do not nucleate freezing of the CG water) and counter ions for a 
total of 5,200,608 CG beads. Removing excess lipids to minimize potential area 
mismatch insures that curvature induction is solely driven by local bilayer remodeling. 
This is a key difference between our approach and that used to simulation tubulation by 
BAR domain proteins100,178. 
In the tubulation experiment, the entirety of the vesicle surface would be adorned 
with α-Syn100, and the formation of the nucleation structure would result from 
spontaneous alignment of a α-Syn100. The goal of this simulation was to explore how 
curvature reinforcement due to aligned α-Syn100 helices can propagate macroscopic 
remodeling.  
All of the tubule simulations were run for at least 300ns (the spoke conformation out 
to 850ns). Our previous work has show a preference for α-Syn100 to associate with 
membrane regions that have positive curvature (e.g. a hill)157. Indeed, if these simulations 
were extend into 10s to 100s of microseconds, the proteins may diffuse apart and the 
organized protein structure may become disordered. However we speculate that the 
  120 
curvature sensing properties of α-Syn would drive further alignment of other bound 
proteins dispersed on the flat region of the membrane (not present in these simulations) 
and not lead to the loss of the pre-aligned nucleating structure.  This process would 
further facilitate the extrusion of the tubule. Indeed, in the carpet conformation we the 
rectangular grid is becoming pinched off as the proteins begin to align in a more radial 
arrangement. See Supplemental Figure 4.9D. 
4.5.6 Data	  Analysis	  
Trajectories were manipulated and processed using both the GROMACS v.4.5.3 
simulation package64,180 and the MDAnalysis python library204. Further data analysis and 
figure rendering was performed using MATLAB (v.R2012a).  
4.5.7 Surface	  Rendering	  and	  Curvature	  Determination	  	  
Curvature analysis to determine ℎ(𝑥,𝑦)  was performed without modification as 
detailed in 157. Briefly, PO4 beads for every lipid were used to define each monolayer. 
The undulation reference surface (URS) which defines the local mid-plane of the bilayer 
is rendered using the direct Fourier method with a filter cutoff of q0 = 1.5 nm-1.  All 
surfaces were oriented to center each protein at the origin, aligning the protein’s 
longitudinal axis with the x-axis. Individual protein ℎ(𝑥,𝑦) were averaged per frame, 
then subsequent averaged across the production simulation. Analysis of the undulation 
spectrum indicated convergence of undulation amplitudes with a 5 µs window for 
simulation times greater than 5 µs.  
Surface area for ℎ(𝑥,𝑦) ,𝐴!(!,!), was determined using a summation over Fourier 
coefficients for the surface as described in 25. The percent increase in surface area is 
determined as 1− 𝐴!(!,!) 𝐴!", where 𝐴!(!,!) is the true area, 𝐴!" is projected area. 
4.5.8 Number	  Density	  Profiles	  
Number density profiles were determined using the undulation correction method 
detailed in 25. Briefly, the URS for each frame was defined using the lipid PO4 bead and 
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applying a low-pass spatial filter (cutoff = 1.5 nm-1) on the corresponding Fourier 
coefficients. The local position for every bead on the URS was used to correct for the 
long-wavelength fluctuations the broaden the bilayers structure. Beads corresponding to 
each lipid component, solvent, and protein were binned and their corresponding 
component densities used to describe the membrane structure. The hydrophobic thickness 
(𝐷!) of the membrane was defined as the z-position where it was both solvent or acyl-
chain bead were equally probable.   
4.5.9 Total	  Lipid	  Order	  Parameters,	  𝑺𝒛 𝒙,𝒚 	  
The local total lipid order parameter, 𝑆! 𝑥,𝑦 , was averaged over all tail segments 
and parsed by leaflet and binned relative to spatial orientation about the protein as  
𝑆! 𝑥,𝑦 = 1𝑛! 12 3 cos! 𝜃! 𝑥,𝑦 − 1!!!!!   ,	   4.4	  
where 𝑥,𝑦 denote a uniform grid of points centered about the protein aligned to the x-
axis, 𝑛! is the number of acyl-chain bonds per lipid and 𝜃! 𝑥,𝑦  is the angle between the 
ith bond vector and the local bilayer normal (determined from the URS) at a particular 
xy-position about the protein. The resulting 𝑆! 𝑥,𝑦  field allows us to observe local 
perturbations to the order due to protein insertion where values of 1, 0, and -0.5 
correspond to perfect alignment, random orientation, and anti-alignment with the local 
bilayer normal respectively. 𝑆! 𝑥,𝑦  was determined by averaging over the last 5 µs of 
the production run, sampling every nanosecond.  
The tubule 𝑆! 𝑥,𝑦  was oriented relative to the center of the protein structure with the 
same protein aligned with the x-axis for each frame. Due to rapid deformation of the 
membrane, a shorter window (20 ns) was used to capture effects at the beginning (0 to 20 
ns) and end (830 to 850 ns) of the formation of the budding tubule. 
4.5.10 Inter-­‐leaflet	  acyl-­‐chain	  contacts	  
The development of symmetric, anti-aligned order parameters across the bilayer 
suggest that the acyl-chains may experience increased chain-chain contacts, stabilizing 
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the anti-aligned conformation. The number of acyl-chain contacts was determined for 
lipids both near the protein and in bulk, by calculating the total number of acyl-chain 
beads in the opposite leaflet at a given distance. The first peak corresponds to first shell 
contacts and provides a measure of total acyl-chain-to-acyl-chain inter-leaflet contacts in 
a specific region of the membrane.  
4.5.11 Distance	  Matrix	  and	  Protein-­‐Protein	  Angle	  Analysis	  
Distance matrices for the 400:1 systems were determined for all protein-protein 
interaction pairs by calculation of all residue-residue distances (two unique interactions 
per pair, see Supplemental Figure 4.5A). The two distances were parsed based on 
minimum and maximum into two separate distance matrices. The mean distance across 
all interactions was used to define the global distance between any two proteins. This 
global distance was used to subsequently bin protein-interactions of similar length to 
extract the relevant neighbor protein interaction motifs. Nearest neighbor protein 
interactions all contained an average distance < 15nm with a majority of protein-protein 
interactions falling within < 9nm average distance. 
To determine the range of conformational space sampled by each system a 10ns 
averaging window was applied across the 10µs production run, yielding 1000 different 
minimum residue-residue interactions per system. Due to time-scale limitations implicit 
to CGMD simulations, we have not fully sampled all of configurationally space. Each 
400:1 system was constructed and started from identical starting configurations, thereby 
introducing the same starting configuration bias across systems. To characterize 
configurational space sampling we defined a metric for the percent of unique residue-
residue minimums that are sampled across the trajectory. This ratio is then normalized by 
the size of the relative configurationally space (i.e. number of residues) to account for 
system size limitations.  
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4.5.12 Modified	  α-­‐Syn100:	  partition	  depth	  effects	  on	  spontaneous	  curvature	  
For completeness, we have also simulated α-Syn100 in 1:3 PG:PC and pure POPC. 
Although no experimental data is available for comparison, as binding affinities are very 
low in these systems, they are at the least useful for discussion purposes and show very 
similar results as 1:1 PG:PC (Supplemental Figure 4.2A).  
We engineered two modified α-Syn100 proteins (α-Syn:mod1 and α-Syn:mod2) 
through numerous point mutations that allow us to explore the curvature/lipid order 
correlation within a specific lipid composition. α-Syn:mod1 was engineered to be more 
hydrophobic, disrupting salt-bridges between positive LYS residues and the negative 
PO4 bead. In contrast, α-Syn:mod2 was engineered to be more hydrophilic, mutating a 
series of VAL and ALA into LYS and GLU (full detail of specific mutations presented in 
Supporting Information). 
Number density profiles for both α-Syn:mod1 and α-Syn:mod2 in 100% POPC  and 
100% POPG are presented in Supplemental Figure 4.6 (panels A. and B. respectively).  
The more hydrophobic α-Syn:mod1 partitions deeper in the POPC membrane relative to 
α-Syn100, resulting in a reduction in spontaneous curvature. In contrast, the hydrophilic α-
Syn:mod2 partitions further out from the acyl-chain core in POPC (in POPG, both 
proteins partitioned to a similarly more shallow depth, only α-Syn:mod2 is presented, 
Supplemental Figure 4.4B). As predicted, when the protein partitions less deep into the 
acyl-chain core there is a concomitant increase in both curvature and lipid order 
asymmetry (Supplemental Figure 4.6C), providing direct in silico evidence supporting 
May's AH curvature theory106.  
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Supplemental Figure 4.1. A. Chemical structure of zwitterionic POPC (top) and anionic POPG 
(bottom). Both lipids have identical acyl-chains and phase transition temperature. B. MARTINI 
representation of a single POPC lipid (left) and POPG (right) with non-polar beads (cyan, white), polar 
beads (green), negatively charged PO4 bead (brown) and positively charged choline (blue) (13 CG-
beads). The MARTINI lipid forcefield applies a 4:1, heavy-atom to CG-bead mapping, significantly 
reducing the computational cost to run large length scale and long time scale simulations. C. Schematic 
for the construction of the symmetric 2-protein systems. Periodic box dimensions are defined to ensure 
a minimal distance of 2-protein lengths.  
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Supplemental Figure 4.2. A) Time-averaged height surfaces, ℎ(𝑥, 𝑦) , for four α-Syn100 systems  
(POPC-top, PG:PC 1:3-middletop, PG:PC 1:1-middlebottom, POPG-bottom). Color-map units are nm. 
B) Number density profiles for α-Syn100 (black-line) for all systems illustrate decreased partition depth 
for POPG relative to POPC or both PG:PC systems. N-terminus of α-Syn100 indicated with ★. C. 
Comparison of percent excess area per protein and total lipid-order asymmetry for the four α-Syn100 
systems. 
  
  126 
 
Supplemental Figure 4.3. A-C) Local total order parameter 𝑆! 𝑥, 𝑦  for POPC, POPG:POPC 1:3, and 
POPG respectively for the protein leaflet (top) and opposing leaflet (bottom), warm colors are more 
ordered, cool colors more disordered. Inset panels in A-C top correspond to the pure lipid 𝑆! 𝑥, 𝑦  for 
each mixture respectively. Colormap is a global scale used for each panel. D) Average 𝑆!(𝑟) for both 
leaflets of each system (POPC black, POPG:POPC red, POPG blue; opposite leaflet in bold). E) The ∆𝑆!, opposite leaflet – protein leaflet, illustrates in increasing difference across the bilayer for 
increased charge density (POPC < POPG:POPC < POPG). N-terminus of α-Syn100 indicated with ★. 
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Supplemental Figure 4.4.  Analysis of NAC-null system. A. Time-averaged height surfaces, ℎ(𝑥, 𝑦) . 
Color-map units are nm. B) Number density profile shows similar partitioning as WT: α-Syn100 in 
POPG. C. Two-dimensional total lipid order maps for the protein monolayer (top) and opposite 
monolayer (bottom) with pure POPG illustrated in the inset. D. Vesicle clearance assay absorbance 
time course for NAC-null compared to WT: α-Syn100 in POPG show intermediate tubulation capacity. 
In panels A. and C., the protein’s N-terminus indicated with ★.  
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Supplemental Figure 4.5. A) Snapshot of an anti-parallel α-Syn100 protein interaction pair highlighting 
residue-residue distances (17 to 83). Each protein interaction pair contains two residue-residue 
distances. These distances are parsed into minimum and maximum distance matrices. B-D) Minimum 
distance matrices for α-Syn100 (B), NAC-null (C), and α-Syn100 in 1:3 PS:PC (D) averaged across the 
last 5μs. Red ‘--*' indicating sequential minimums from a 10ns windows. The starting minimum 
distance residue-residue interaction is indicated by the white ‘¢’, and the minimum distance for the 5μs 
average by ‘¶’.  
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Supplemental Figure 4.6. A. Number density profiles for the modified and WT α-Syn100 in 100% 
POPC. Each row corresponds to a different protein construct: top, α-Syn:mod1; middle, α-Syn:WT; 
bottom, α-Syn:mod2. Number density profiles detail lipid headgroup (cyan), glycerol-carbonyl 
(green), acyl-chain (purple), solvent (gray) and protein (black-line). B. Number density profiles for α-
Syn100 and α-Syn:mod2 in 100% POPG. C. Comparison of excess area per lipid (cyan) and integrated 
lipid order asymmetry (green) for α-Syn:mod1,2 systems relative to α-Syn:WT. D. Trends in partition 
depth versus percent excess area for five systems: POPC:mod1(); POPC: α-Syn100 (); POPC:mod1 
(); POPG: α-Syn100 (); and POPG:mod1 (). POPC systems have a hydrophobic thickness 2DC of 
3.63nm (red dashed-line), and POPG systems have a hydrophobic thickness of 4.01nm (black dashed-
line). Partition depth corresponds to distance from the point of equal-probability of finding solvent or 
acyl-chain beads. E. Summary of curvature and protein partition results for α-Syn:WT and mod1,2 
proteins in POPC (green) and POPG (purple). 
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Supplemental Figure 4.7. Protein starting conformations for A. Spoke; B. Circumferential; and C. 
Carpet protein configurations. Each system started from a flat membrane at t=0ns. Snapshot at 300ns 
for D. Spoke; E. Circumferential; and F. Carpet systems.  N-terminus of each protein indicated by . 
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Supplemental Figure 4.8. A) 𝑆! 𝑥, 𝑦  for protein (top) and opposite (bottom) monolayers at early stage 
(0 to 20ns, left) and late tubule stage (280 to 300ns, right) for the circumferential protein conformation. 
Color map reference (black) set at Sz for pure POPG. B) Time course for mean Sz for the protein 
(black) and opposite (red) monolayers as tubule develops. C) Average difference, ΔSz, across the 
membrane (Sz,opposite - Sz,protein). 
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Supplemental Figure 4.9. A) 𝑆! 𝑥, 𝑦  for protein (top) and opposite (bottom) monolayers at early stage 
(0 to 20ns, left) and late tubule stage (280 to 300ns, right) for the carpet protein conformation. Color 
map reference (black) set at Sz for pure POPG. B) Time course for mean Sz for the protein (black) and 
opposite (red) monolayers as tubule develops. C) Average difference, ΔSz, across the membrane 
(Sz,opposite - Sz,protein). D. Protein conformations for 0ns (left) and 300ns (right) showing the how regions 
in the carpet conformation are beginning to radially align (gray protein) while others are forming a 
tight packed circumferential (red dashed box).  
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Supplemental Figure 4.10. Nucleation of a tubule with the spoke conformation demonstrates a drive 
toward symmetric total order parameters, 𝑆! 𝑥, 𝑦 . Bracketed in 20ns windows, each set of panels 
illustrates the order parameters for the protein leaflet (left) and opposite leaflet (right). Color-map is 
defined such that Sz for pure POPG is black, decreased order is green, random is light blue, and anti-
alignment are darker blue. All 𝑆! 𝑥, 𝑦  were determined relative to the local bilayer normal. 
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Supplemental Figure 4.11. Quantification of inter-leaflet acyl-chain contacts. A., B., and C. Acyl-
chain-to-acyl-chain contacts across the bilayer for the spoke, circumferential, and carpet systems 
respectively. D. Isolation of the first-shell contacts for each system highlights a nearly 2-fold increase 
in inter-leaflet contacts. 
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Supplemental Table 4.1. CGMD results for protein depth, hydrophobic thickness, and curvature 
capacity. 
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5 DETERMINING STRUCTURAL AND MECHANICAL PROPERTIES 
FROM MOLECULAR DYNAMICS SIMULATIONS OF LIPID 
VESICLES. 
Anthony R. Braun and Jonathan N. Sachs* 
Department of Biomedical Engineering, University of Minnesota, Minneapolis, MN 55455. 
 
 
We have developed an algorithm to determine membrane structure, area per lipid, and 
bending rigidity from molecular dynamics simulations of lipid vesicles. Current methods 
to extract structure from vesicle simulations define densities relative to the global center 
of mass of the vesicle. This approach ignores the long-wavelength fluctuations 
(undulations) that develop across the sphere, broadening the underlying structure. Our 
method establishes a more accurate reference frame by defining a radially undulating 
reference surface (URS), and thereby corrects the broadening artifact. Using an arc-
length low-pass filter, we render the URS by defining the bilayer midplane on an equi-
angular 𝜃,𝜙-grid (colatitude, longitude). This surface is then expanded onto a truncated 
series of spherical harmonics. The spherical harmonic coefficients characterize the long-
wavelength fluctuations that define both the local reference frame—used to determine the 
bilayer’s structure—and the area per lipid (AL) along the undulating surface. 
Additionally, the resulting power spectrum of spherical harmonic coefficients can be fit 
to a Helfrich continuum model for membrane bending in spherical geometry to extract 
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rigidity (𝑘!). 𝑘!  values determined for both DMPC and DMPC+Cholesterol (30 mol%) 
vesicles are consistent with values from corresponding flat-patch systems determined 
using an independent, previously published spectral method. These new tools to 
accurately extract structure, AL and 𝑘!  should prove invaluable in evaluating the 
construction and equilibration of lipid vesicle simulations. 
5.1 INTRODUCTION 
Molecular dynamics (MD) simulations are commonly used to study the structure 
(number density 𝜌(𝑧) and area per lipid 𝐴!) and bending rigidity (𝑘!) of lipid bilayer 
systems23,25,27,66,76,130. Recently, MD simulations of lipid vesicles of biologically 
significant size (radius >20 nm) have become possible due to more reliable coarse-
grained force-fields44,191,205-209, but analysis tools for extracting structure and rigidity are 
lacking. In simulations of flat-patch bilayers (< 200-lipids), the membrane structure 
normal to the bilayer (z-dimension) can be determined by binning the relative z-position 
for each bead in the system relative to the global bilayer center of mass (COM)25. A 
similar approach has been employed for simulations of vesicles, where the global COM 
of the vesicle defines the radial reference frame for determining the radial membrane 
structure profile191,206,207,210.  
However, in simulations of large bilayers—both flat-patch and vesicles—long-
wavelength fluctuations convolve a smoothing artifact with the intrinsic structure profile. 
This results in a flawed structure when the calculation relies upon the global COM. We 
previously developed a method to correct for this artifact in the flat-patch geometry that 
defines a local reference frame using the undulating reference surface (URS)25. Our 
approach—surface referencing with undulation correction—characterizes the long-
wavelength fluctuations and removes them from the bilayer structure calculation.  This 
paradigm relies on the notion that undulations introduce fluctuations of the lipid bilayer’s 
structural unit cell but do not alter the underlying structure itself126. Because the 
undulation correction isolates the structural unit cell, the resulting number density profile 
is system-size independent.  
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A bilayer’s number density profile, 𝜌(𝑧), is a one-dimensional measure of its 
structure. The area per lipid (𝐴!) is directly coupled to 𝜌(𝑧), and is of fundamental 
importance in describing changes in membrane structure11,23,211-213. 𝐴! is commonly 
determined as a projected area, defined as 𝐴! = 𝑁!"#"$% 2𝐿!𝐿!, where 𝑁!"#"$% is the 
number of lipids and 𝐿! , 𝐿! are lateral periodic box dimensions11,23,211. A more 
appropriate 𝐴! metric determines the area along the URS for the system, as we showed 
that the correction accounts for a systematic  ~1% change in the calculated 𝐴!.25  
One important question that arose in our previous study, and which is further 
complicated in the case of vesicles, is what should be the gold-standard against which 
extracted structures should be compared? This issue is confounded by the fact that 
experimental structure determination for bilayers (e.g. from x-ray scattering) often use 
simulations or modeling as a guide11,23,63,213,214. For our previous work we used a flat-
patch system small enough to not develop any undulations (Nlipids < 200) as the 
comparison point for structure profiles extracted from much larger systems25. With 
vesicle simulations, a complication arises, which is that methods for building starting 
structures for simulated vesicles are still evolving. For example, it is difficult to know 
exactly how many waters to include in the interior of the vesicle, for which pores are 
used to allow water in and out during equilibration. It is also unclear how long 
simulations need to be in order to ensure the appropriate lipid distribution is met in the 
two monolayers (e.g. lipid flip-flop). It has not been our goal to address these important 
complexities, for which an extensive effort is needed but for which the appropriate 
measures for evaluation is lacking. Indeed, our new algorithm should provide a more 
quantitatively reliable framework for rationally building and testing physical 
characteristics (e.g. water density) and convergence.  
Regarding bending rigidity, methods to extract 𝑘!  from periodic, flat-patch lipid 
bilayers rely on Helfrich-like continuum models. In this well-known model, the 
continuum behavior of the bilayer manifests as a wave-vector to the inverse fourth power 
for long wavelengths (undulations)27,66,108. Similar theoretical treatments have been 
developed for spherical vesicle geometries215-218 and are commonly used in interpreting 
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fluorescent and neutron spin-echo experiments to extract bending rigidity from lipid 
vesicles219-221. Several algorithms have been developed for extracting 𝑘!  from flat-patch 
bilayer simulations (e.g. spectral fluctuations analysis, simulated buckling, and lipid tilt 
modulus)27,222-224. However, implementation of any of these approaches in spherical 
geometry has not yet been developed within the MD simulation literature, making it 
critical that we develop appropriate tools to handle the more complex geometry.  
In this study, we develop a novel algorithm to extract the undulation-corrected 
number density profile (𝜌!" 𝑟 ), area per lipid (𝐴!) and bending rigidity (𝑘!) from 
vesicle simulations by eliminating the smoothing artifact inherent in undulating bilayer 
systems. Translating current algorithms for extracting these bilayer properties from lipid 
vesicles is far from trivial because of the loss of periodicity and closed membrane 
envelope. Our algorithm is based upon a spectral method that characterizes the radial 
undulating membrane fluctuations using spherical harmonics analysis (SPHA), the 
Fourier analysis corollary for spherical geometries. We thereby provide a seamless link to 
our previous work in flat-patch systems27.  
5.2 METHODS AND ALGORITHM DEVELOPMENT 
5.2.1 Defining	  the	  Vesicle	  Surface,	  𝐫 𝛉,𝛟 .	  
In order to characterization the radial undulations from a simulated vesicle, we start 
by recasting the positions of the bilayer beads into an equi-angular discrete surface 
representation using a 𝜃,𝜙-grid (colatitude and longitude respectively), where as 𝜃 ∈ 0,𝜋  and  𝜙 ∈ 0, 2𝜋 , with 𝜃 = 0 at the northern pole. The angular resolution is 
defined as  𝑑𝜃 = 𝑑𝜙 = 𝜆! 𝑛!𝑟!,	   5.1	  
where 𝜆! is the arc-length where the bilayer fluctuations transition between a continuum 
mode to molecular (𝜆! ≈ 4nm), 𝑟! is the average vesicle radius, and 𝑛! is the number of 
sampling points per 𝜆! with 𝑛! ≥ 2 to satisfy Nyquist sampling theorem.  
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To render the surface we define the origin at the COM of the vesicle (lipids + 
membrane inclusions) and then transform the system into spherical coordinates 
(𝑥! ,𝑦! , 𝑧!⟹ 𝑟! ,𝜃! ,𝜙!, where 𝑟! ,𝜃! ,𝜙!-corresponds to radius, colatitude, and longitude for 
each bead 𝑖, respectively).  
The direct use of an equi-angular 𝜃,𝜙-grid to bin bead positions introduces 
discontinuities at the poles. We mitigate these discontinuities by implementing an arc-
length low-pass filter with filter cutoff 𝑞!"# = 2𝜋 𝜆!. Our previous work with undulation 
analysis on flat patch systems identified a cutoff wavenumber, 𝑞! = 1.5nm-1, at which 
the long-wavelength undulations transition into molecular structure fluctuations25,27. We 
use this 𝑞! as a guide in defining an appropriate 𝑞!"# for the vesicle systems. 
 
Figure 5.1. A. Snapshot of a 34nm DMPC-lipid vesicle. B. Cutaway of the vesicle. C. An arc-length filter is 
used to define a surface for both inner and outer monolayers (blue and red selection beads respectively). D.  𝑟!"# 𝜃,𝜙  is determined as the average of the inner and outer monolayers (color-map indicates fluctuations 
about the average radius, 𝑟!, (units in nm). 
Figure 5.1A shows a snapshot from an equilibrated, 34nm DMPC vesicle, and Figure 
5.1B presents a cutaway view, emphasizing the vesicle’s diameter relative to it’s 
thickness. Using an arc-length filter with 𝑞!"# = 2.5nm-1, we define the local 𝜃,𝜙-
membrane surface for both inner and outer monolayers, 𝑟!" 𝜃,𝜙  and 𝑟!"# 𝜃,𝜙 , 
respectively. Figure 5.1C schematizes the first stages of our method, with the inner (red) 
and outer (blue) monolayer beads shown for numerous 𝜃,𝜙-positons. On the left 
hemisphere of Figure 5.1C, regions of 𝑟!" 𝜃,𝜙  and 𝑟!"# 𝜃,𝜙  are presented for 
illustration. The average of the two surfaces define the undulating radial surface as  
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𝑟!"# 𝜃,𝜙 = 12 𝑟!" 𝜃,𝜙 + 𝑟!"# 𝜃,𝜙   .	   5.2	  
Figure 5.1D shows 𝑟!"# 𝜃,𝜙  calculated from one frame of the DMPC trajectory. The 
color-map displays the deviations about the average vesicle radius, 𝑟!! (units in nm), 
which is typically smaller than the ideal sphere radius 𝑟!. From 𝑟!"# 𝜃,𝜙  we then define 
the normalized radial fluctuations as f 𝜃,𝜙 = 𝑟!"# 𝜃,𝜙 − 𝑟!!𝑟!!       .	   5.3	  
5.2.2 Spherical	  Harmonics	  Analysis	  (SPHA)	  
Next, spectral decomposition of 𝑟!"# 𝜃,𝜙  is accomplished using spherical 
harmonics analysis (SPHA). Spherical harmonics are standing waves on a sphere. Given 
that 𝑟!"# 𝜃,𝜙  is a discrete surface defined on a spherical manifold, we can represent it 
as a linear combination of spherical harmonics with degree (l) and order (m), 
corresponding to the number of waves in the 𝜃,𝜙-dimensions, respectively . Figure 5.2 
illustrates three standing wave patterns as calculated from our simulations. 
Helfrich’s formulism for SPHA expands the normalized radial fluctuations in 
spherical harmonics as f 𝜃,𝜙 = 𝑎!"𝑌!"!,!       ,	   5.4	  
 
 
Figure 5.2. SPHA decomposes  𝑟!"# 𝜃,𝜙  into a series of standing waves on a sphere with degree l 
and order m. 
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where 𝑎!" are the spherical harmonic coefficients of degree l and order m 
(𝑙 ∈ 0,1,⋯ , 𝐿!"# and 𝑚 ∈ −𝑙,⋯ , 𝑙) with 𝐿!"# defined by the number of colatitude grid 
points215. 𝑌!" are the spherical harmonic basis functions 𝑌!" = 𝑃!! cos𝜃 e!!"      ,	   5.5	  
where 𝑃!! 𝜃  are the fully normalized associated Legendre polynomials with the 
normalization factor, 𝑁!", defined as 
𝑁!" = 2𝑙 + 1 𝑙 −𝑚 !4𝜋 𝑙 +𝑚 !       .	   5.6	  
Since f 𝜃,𝜙  is a real-valued function 𝑎!" = 𝑎!,!!∗ , the complex conjugate of 𝑎!". 
We thereby redefine 𝑎!" such that  𝑎!" = 𝐶!", 𝑚 ≥ 0𝑆!", 𝑚 < 0      ,	   5.7	  
allowing us to write f 𝜃,𝜙 = 𝑃!! cos𝜃!,! 𝐶!" cos𝑚𝜙 + 𝑆!" sin𝑚𝜙   ,	   5.8	  
where now 𝑚 ∈ 0,⋯ , 𝑙. 
We generate the matrix 𝑷 with dimensions (2𝑁 ∗ 𝐿!"#)×𝑁! for a given 𝜃,𝜙-
distribution225, where 𝑁 is the number of colatitude parallels, such that for each 𝑙! ∈ 0,⋯ , 𝐿!"#, the corresponding 2𝑚 + 1 rows are defined as 
      𝑷𝒍𝒊𝒎 = 𝑃!! cos𝜃! 𝑃!!!! cos𝜃!   ⋯ 𝑃!!! cos𝜃!⋮ ⋱                                              ⋱ ⋮𝑃!! cos𝜃! 𝑃!!!! cos𝜃!   ⋯ 𝑃!!! cos𝜃!
! ,	   5.9	  
from which the transformation matrix 𝒀 follows as 𝒀!!,! = 𝑷𝒍𝒊𝒎 sin𝑚𝜙    ;   𝑚 < 0𝑷𝒍𝒊𝒎 cos𝑚𝜙    ;   𝑚 ≥ 0  .	   5.10	  
From the matrix 𝒀 we can write the spherical harmonic forward transform as 𝒀𝑎!"! = f!,!!   ,	   5.11	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where 𝑎!"!  is a recasting of the spherical harmonic coefficients 𝑎!" with dimension 𝑁!×1 corresponding to the row construction of 𝒀, and f!,!!  is a matrix of positions with 
dimension (2𝑁 ∗ 𝐿!"#)×1. 
Whereas the forward transform is exact, the inverse transform (i.e. SPHA) is over-
determined. Using the FACTORIZE226 package in Matlab, we compute the pseudo-
inverse of 𝒀 using QR-factorization and apply a least squares approximation to determine 𝑎!"!  as 𝒀!!f!,!! = 𝑎!"!   .	   5.12	  
Implementation of the SPHA algorithm results in error propagation from numerous 
sources (i.e. truncation error, round-off error, and least-square approximation). We 
evaluated the magnitude of these effects by calculating the root-mean-squared-difference 
(RMSD) between 𝑟!"# 𝜃,𝜙  and the transformed 𝑟!"# 𝜃,𝜙 , where 𝑟!"# 𝜃,𝜙 = 𝑟!! 1+ 𝒀𝑎!"! .	   5.13	  
RMSD calculated for the DMPC system is 3.5x10-3 nm and for the DMPC+Cholesterol 
system is 1.8x10-3 nm. These errors are two orders of magnitude lower than the 
magnitude of the radial fluctuations, O(0.5x10-1 nm), allying concerns regarding the 
inherent propagating errors.  
5.2.3 Determining	  Flat-­‐Patch	  Structure	  (𝝆(𝒛)	  and	    𝑨𝑳)	  
Membrane structure (𝜌(𝑧) and 𝐴!) for flat-patch membrane systems was determined 
using our previously published method25. Briefly the URS was determined using the 
phosphate atoms and subsequently filtered with a 1.5nm-1 cutoff. The filtered surface was 
then used to reverence every atom to the local bilayer midplane. These distances were 
subsequently binned and volume normalized to extract the number density profile. 
5.2.4 Determining	  Vesicle	  Structure	  (𝝆(𝒓)	  and	    𝑨𝑳)	  
The standard method for determining the radial membrane number density profile, 𝜌!"#$(𝑟), references every bead/atom in the system relative to the COM of the vesicle in 
spherical coordinates, averaging across all 𝜃,𝜙-angles. We have previously shown that 
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the membrane structure profile is smoothed out in systems where long-wavelength 
undulations develop25.  By isolating the long wavelength undulations and referencing 
every bead/atom to the local undulating reference surface we can mitigate this broadening 
artifact.  
Following the same principles for our method developed for flat-patch systems, we 
apply a low-pass ideal filter to the spherical harmonic coefficients with an order cutoff 𝐿!"# = 𝑞!"#𝑟!! − 0.5 such that 𝑎!"! =     𝑎!"! ;       𝑙 ≤ 𝐿!"#            0  ;       𝑙 > 𝐿!"#      ,	   5.14	  
where 𝑎!"!  are the filtered coefficients. For the DMPC vesicle 𝐿!"# = 26, whereas for the 
slightly larger DMPC+Cholesterol vesicle, 𝐿!"# = 29. We next apply an the inverse 
spherical harmonic transform to resolve a filtered radial-undulation surface r!"# 𝜃,𝜙  as r!"# 𝜃,𝜙 = 𝑟!! 1+ 𝒀𝑎!"! .	   5.15	  
with the filtered surface we resolve the vesicle’s local membrane structure, 𝜌!"(𝑟), by 
referencing every bead/atom  𝑖 relative to it’s position on the surface, such that 𝑟! 𝜃,𝜙 = 𝑟! 𝜃,𝜙 − 𝑟!"# 𝜃,𝜙 !"#$"%&  ,	   5.16	  
where 𝑟!"# 𝜃,𝜙 !"#!"#$ corresponds to the closest equal-angular grid point on r!"# 𝜃,𝜙 . The grid definition samples the corresponding filter wavelength at least 2-
times (satisfying Nyquist sampling theorem). As a default we employ 4-samples per 
wavelength (at qarc=2.5nm-1 the arc-length resolution is ~0.4 nm), providing a close 
approximation to the unique 𝑟!"#,! 𝜃,𝜙 . The resulting 𝑟! 𝜃,𝜙  is then binned with a bin-
width of 𝑑𝑟 = 0.1nm and subsequently normalized by the differential volume shell 𝑑𝑣 = 43𝜋 𝑟!,!!!"/!! − 𝑟!,!!!"/!!   ,	   5.17	  
with 𝑟!—the radius of the ideal sphere with equal volume as r!"# 𝜃,𝜙  defined as 
𝑟! = 𝑟!!! 1+ 14𝜋 1+ 12 𝑙 𝑙 + 1 𝑎!! !!!,!     ,	   5.18	  
and adjusted for every bin index b by the corresponding distance from the surface215.  
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In addition to number density profiles, we can identify the vesicle’s area per lipid,  𝐴!, 
both as a whole and independently for both monolayers. Instead of defining 𝑟!! with all 
vesicle beads/atoms, we parse them independently as inner and outer monolayers. Then 
using Eq. 18 we obtain two additional ideal sphere radii (three in total), 𝑟!,!"#$%&", 𝑟!,!""#$ 
and 𝑟!,!"#$%. The corresponding 𝐴! for each ideal radius is simply 𝐴!,!"#$%&" = 4𝜋𝑟!,!"#$%&"!12 𝑛!,!""#$ + 𝑛!,!"#$% ;	   5.19	  𝐴!,!""#$ = 4𝜋𝑟!,!""#$!𝑛!,!""#$ ;	   5.20	  𝐴!,!"#$% =   4𝜋𝑟!,!"#$%!𝑛!,!"#$%   ,	   5.21	  
where 𝑛!,!""#$ and 𝑛!,!"#$% refer to the number of lipids in the respective monolayer. 
5.2.5 Determining	  Bending	  Rigidity	  (𝒌𝑪)	  
From 𝑎!"!  we obtain the undulation power spectrum by binning the modulus of the 
spherical harmonic coefficients across degree l. The resulting profile can be interpreted 
according to the Helfrich continuum model for undulations on a sphere with vanishing 
spontaneous curvature as 𝑎!! ! = 𝑘!𝑇𝑘! 𝑙! 𝑙 + 1 ! − 2𝑙 𝑙 + 1     ,	   5.22	  
where T is temperature and  𝑙 ∈ 2,⋯ , 𝐿!"# 215. 
In the flat-patch spectral method, the undulations power spectrum, 𝑢 𝑞 ! , 
determined by direct Fourier transforming of the bilayer selection atoms can be modeled 
as 𝑁 𝑢 𝑞 ! = 𝑘!𝑇𝑎𝑘!𝑞! + 𝑆! 𝑞   ,	   5.23	  
where 𝑁 is the number of selection atoms, 𝑎 is the projected area per lipid, and 𝑆! 𝑞  is 
the in-plane structure factor27. 𝑆! 𝑞  is subtracted from 𝑁 𝑢 𝑞 !  to provide a broader 
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range of modes within the 𝑞!!-regime. 𝑘!  is then determined by fitting the low-q, long-
wavelength modes. 
5.2.6 Arc-­‐length	  Filter	  Cutoff	  Effects	  
Using a filter to define the URS attenuates the spectral intensity of the undulations. 
This attenuation can span a broad frequency bandwidth, bleeding through into the desired 
frequencies of the signal. We explored a range of arc-length filter cutoffs to characterize 
the filter’s frequency response, with the goal of identifying a cutoff where signal 
attenuation is limited to frequencies above the cross-over wavenumber, 𝑞! = 1.5nm-1. 
Figure 5.3 presents the power spectra for the DMPC vesicle system using four different 
arc-length filters with wavenumber cutoff, qcut, ranging from 0.5nm-1 to 2.5nm-1. 
The frequency response of the arc-length filter is far from ideal, with significant 
bleed-through extending below the desired cutoff wavenumber. This is most noticeable 
when comparing the crossover wavenumber q0=1.5nm-1 (black dashed-line)—the 
wavenumber where continuum undulations transition into molecular fluctuations27—to  
 
Figure 5.3. Undulation spectra for a range of arc-length cutoff wavenumbers, (qcut = 0.5nm-
1:blue,1.5nm-1:green,2.0nm-1:red, and 2.5nm-1:cyan) for the DMPC vesicle system. The crossover 
wavenumber q0=1.5nm-1 is denoted by the black dashed line.  𝑘!  values for each qcut are detailed in 
the legend. 
  147 
the 1.5nm-1 filter cutoff (green triangles). There is significant loss of undulation intensity 
for degrees 12-25, all before the 1.5nm-1 cross-over wavenumber. This loss of intensity 
skews the 𝑘!-fit, resulting in a larger 𝑘! . Furthermore, increasing the filter cutoff 
increases the number of degrees that comprise the linear region below q0, thereby 
improving the fit to Equation 22. Bending rigidities for each filter cutoff are listed in the 
Figure 5.3 legend. With qcut = 2.5nm-1, all 26 degrees (spanning the full range, q0 ≤ 
1.5nm-1) can be used to determine 𝑘! . 
5.2.7 Molecular	  Dynamics	  Simulations	  	  
All simulations were run using the MARTINI forcefield and using the GROMACS 
v4.5.3 program64,121,122,180,181. All systems were prepared and run in the isothermal-
isobaric (NPT) ensemble at constant pressure and temperature (1 bar and 303 K 
respectively) using either a 25fs time step for pure lipid or 10fs time step for cholesterol 
systems. Pressure coupling was isotropic for the vesicle systems and semi-isotropic for 
flat-patch, with independent xy- and z-barostats, resulting in a tensionless bilayer. Initial 
equilibration for vesicle systems included 100,000 steps of steepest descent minimization 
followed by 500ns of dynamics using the velocity-rescaling thermostat and a Berendson 
barostat (flat-patch systems underwent 10,000 steps steepest descent minimization and 
100ns velocity-rescaling dynamics)64,180. All production runs were simulated using the 
Nosé-Hoover thermostat and the Parrinello-Rahman barostat with a time constant of 
2.5ps and 250ps respectively87,88. Pressure coupling was applied isotropically for vesicle 
simulations and semi-isotropically for flat-patch systems. Vesicle production simulations 
were 2.5µs (10µs scaled simulation time), flat-patch simulations were 5µs (20µs scaled 
time) sampled every 1ns.  
The starting configurations for the DMPC vesicle (11,126-DMPC, 1,123,315-coarse 
grained water + antifreeze, ‘high-water’, 1,113,742-cg water + antifreeze ‘low-water’) 
and DMPC+Cholesterol (12,771-DMPC + 5,473-Cholesterol, 1,313,698-cg water + 
antifreeze) were constructed by randomly seeding two opposing monolayers with the 
appropriate number of lipids (DMPC and/or cholesterol) based on the area per lipid of 
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each species, the surface area of the monolayer shell, and the mole fraction of the 
mixture. A second DMPC vesicle was simulated using the 3µs frame as a starting 
configuration with 10% of the internal water beads removed to explore effects of system 
construction on structure and bending rigidity. Flat-patch bilayer systems were 
constructed with 3200-DMPC lipids and 2240-DMPC + 960-Cholesterol, randomly 
seeded in flat monolayers with 70,400 coarse grained water + antifreeze particles.  
During the early stages of equilibration, rapid pore formation occurred throughout the 
vesicles. These pores coalesced and closed quickly—within 70ns—providing an 
opportunity for both lipid flip-flop and water exchange across the vesicle to equilibrate 
the system. For the low-water system, the vesicle collapsed into an ellipsoidal shape 
within 100ns, and maintained an ellipsoidal character throughout the 3µs production run.   
5.2.8 Data	  Analysis	  
Trajectories were manipulated and processed using both the GROMACS v.4.5.3 
simulation package64,180 and the MDAnalysis python library204. Further data analysis and 
figure rendering was performed using MATLAB (v.R2012a) with use of the 
FACTORIZE library226.  
5.3 RESULTS 
5.3.1 Radial	  Membrane	  Structure	  
Having established the framework to define 𝑟!"# 𝜃,𝜙  for vesicle simulations, it now 
becomes possible to extract the underlying membrane structure from the fluctuating 
vesicle’s trajectory. Figure 5.4 presents the number density profiles for the DMPC 
vesicle, 𝜌!!"#(𝑟) and 𝜌!" 𝑟 , and the DMPC flat-patch, 𝜌!"(𝑧), systems. Vesicle profiles 
are illustrated as dashed lines, flat-patch profiles as filled distributions, with the 
component groups color-coded as described in the caption. Negative radial positions 
correspond to the inner monolayer, positive values correspond to the outer monolayer.  
Figure 5.4A compares the high-water vesicle profile, 𝜌!"#$(𝑟), to the flat-patch 
profile, 𝜌!"(𝑧). The 𝜌!"(𝑧) profile was translated by the average vesicle radius, 𝑟!!, to 
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allow direct comparison to the vesicle profiles. As expected, using a global reference 
frame with a fluctuating bilayer results in a broadening of the component distributions 
(RMSD between 𝜌!"#$(𝑟) and 𝜌!"(𝑧) is 3.08 nm-3). This broadening results in a loss of 
structural resolution in the vesicle profile, most noticeably in the acyl-chain distributions, 
where the typically pronounced terminal methyl trough is absent. Figure 5.4B compares 𝜌!"#$(𝑟) from the ellipsoidal, low-water DMPC system to the flat-patch profile. As 
fluctuations increase, the structural broadening artifact intensifies. The low-water 𝜌!"#$ 𝑟  displays significant distortion (RMSD is 7.12 nm-3) across all lipid-component 
distributions, highlighting the problem with using a global COM reference frame to 
define membrane structure. 
  
Figure 5.4. Comparisons of component number densities for DMPC vesicle and flat-patch systems.  
Vesicle profiles are dashed-lines; Flat-patch profiles are filled-distributions with headgroup 
(black/gray), carbonyl-glycerol (red/pink), and acyl-chain (blue/cyan). A and B. 𝜌!"#$ for the high-
water and low-water DMPC system, respectively. C and D. 𝜌!" for high-water and low-water DMPC 
system.  
Figure 5.4C and 5.4D present comparisons of our new method, 𝜌!"(𝑟), to the flat-
patch profile for both the high- and low-water DMPC systems, respectively. In both cases 
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the resulting number density more closely resembles the flat-patch result (RMSD 
between 𝜌!"(𝑟) and 𝜌!"(𝑧) is 1.66 nm-3 for low-water DMPC and 2.34 nm-3 for high-
water). Each component distribution is tightened up relative to 𝜌!"#$(𝑟), and key 
structural features (e.g. the terminal methyl trough) are properly characterized. In the 
high-water system (Figure 5.4C) the headgroup distributions are centered at the 
appropriate position (i.e. the bilayer thickness matches that of the flat-patch). However, 
the amplitude and width of the headgroup distributions do not fully agree with the flat-
patch result: the amplitudes are too high and the widths to narrow. This small discrepancy 
suggests that the lipids are under tension, either due to water-density or lipid density 
asymmetry across the bilayer. 
Comparison of the low-water profiles (Figure 5.4B and 5.4D) demonstrates the 
dramatic improvement in calculated membrane structure when undulations are isolated 
and characterized during structure determination. Even with a dramatic ellipsoidal 
geometry, the 𝜌!"(𝑟) method extracts the underlying membrane structure. The low-water 
profile amplitudes agree with the flat-patch profile, more so than the high-water result. 
However, the membrane appears thicker and the component distributions are slightly 
broader than the flat-patch result.  
Comparing Figure 5.4C with 5.4D (𝜌!" 𝑟  for the spherical and ellipsoidal DMPC 
vesicle systems), we see a dramatic change in the structural profile of the membrane. As 
expected, varying the number of waters inside the vesicle can lead to different membrane 
tensions and corresponding structures. With our new algorithm, this type of comparison 
can serve as a guide in the initial construction of vesicle simulations, evaluating the 
membrane structure for imbalances in water density or lipid density across the bilayer. 
Analysis of the DMPC+Cholesterol system highlights additional complexities that 
can develop due to the different system geometries. Supplemental Figure 5.1 presents 𝜌!"#$(𝑟) and 𝜌!"(𝑟) for the DMPC+Cholesterol system. The undulation correction still 
sharpens the component distributions, albeit to a lesser extent than the pure DMPC 
system. Cholesterol’s facile ability to flip-flop during the time-scale of the simulation 
results in an asymmetric cholesterol distribution across the bilayer in the vesicle 
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geometry. The development of an asymmetric cholesterol distribution is not surprising 
for the vesicle as the spontaneous curvature difference between inner and outer 
monolayers will induce an asymmetric partitioning of lipids with non-neutral 
spontaneous curvature227.  
Close inspection of all vesicle number density profiles highlight an asymmetry 
(particularly in the headgroup distributions) where the inner monolayer has a higher 
density relative to the outer monolayer (Figure 5.4 and Supplemental Figure 5.1). We 
cannot know for certain whether this asymmetry is due to a redistribution of lipid 
components or an artifact from a poorly equilibrated vesicle. The structure does not 
change across the last 1.5 µs for both the DMPC and DMPC+Cholesterol systems. 
However, significantly longer simulation times (>100s of µs) may be necessary to allow 
for sufficient lipid flip-flop events to equilibrate the lipid distribution. It may be 
preferable to iteratively refine the lipid and water distributions (altering them by hand) 
based upon the structure (and 𝑘!) calculation then to expend computer time waiting for 
lipids to flip-flop. Our focus here has been on the development of a method to calculate 
structure from vesicle simulations, not to perfectly refine these particular simulations.  
5.3.2 Area	  per	  lipid,	  𝑨𝑳	  
Figure 5.5 presents the area per lipid (𝐴!) time-series for the DMPC vesicle systems. We 
compare values determined along the URS for the full vesicle (ALL, blue) and both inner 
and outer monolayers (green and red respectively) with those of the flat-patch 𝐴! (cyan). 
A summary of the average 𝐴! is presented in We presume that this reflects that the inner 
monolayer is under greater tension than the outer, constraining the inner headgroups in 
the radial-dimension and resulting in a tighter position distribution (recall that the 
thickness is the same, Figure 5.3B). There are two potential causes of this tension, either 
an imbalance in the water density or the lipid density across the vesicle. The area per 
unit-cell, 𝐴!" = 2  𝐴!"#$%&' 𝑁!"#$ , for the DMPC+Cholesterol system shows a similar 
trend as the DMPC vesicle (see Supplemental Figure 5.2). 
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 Table 5.1. In the high- water DMPC system (Figure 5.5A) there are three distinct 
differences between the vesicle and flat-patch result: 1) the inner and outer monolayer 
have different 𝐴!, with inner monolayer lipids occupying more lateral area than those in 
the outer leaflet; 2) all measures of 𝐴! are greater than the flat-patch 𝐴!; and 3) the 
fluctuations in 𝐴! are significantly decreased in the high-water vesicle system versus the 
flat-patch. The imbalance between inner and outer monolayers correlates with the 
structural asymmetry in the headgroup 𝜌!"(𝑟). 
We presume that this reflects that the inner monolayer is under greater tension than the 
outer, constraining the inner headgroups in the radial-dimension and resulting in a tighter 
position distribution (recall that the thickness is the same, Figure 5.3B). There are two 
potential causes of this tension, either an imbalance in the water density or the lipid 
density across the vesicle. The area per unit-cell, 𝐴!" = 2  𝐴!"#$%&' 𝑁!"#$ , for the 
DMPC+Cholesterol system shows a similar trend as the DMPC vesicle (see 
Supplemental Figure 5.2). 
 
 Table 5.1. 𝑨𝑳 (or 𝑨𝑼𝑪) for flat-patch and vesicle systems. 
 
 
Figure 5.5B illustrates the same 𝐴! analysis for the ellipsoidal, low-water DMPC 
system. It is immediately evident that the water content dramatically affects the vesicle’s 
structure and dynamics. The ideal sphere 𝐴! is increased for all three 𝐴! metrics, even 
though the average vesicle radius is smaller. There is a partial recovery in the 𝐴! 
symmetry across the monolayers (i.e. a reduction in ∆𝐴! = 𝐴!,!"# − 𝐴!,!" from 0.015nm2 
to 0.011nm2). The residual discrepancy between 𝐴!,!"# and 𝐴!,!" likely stems from a lipid 
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density imbalance across monolayers, which is still evident in Figure 5.4D. Although the 
structure from the low-water system more closely matches the flat-patch profile, it is the 𝐴! of the high-water system that is in better agreement. The number density profile 
calculation isolates the increased fluctuations in the low-water system, whereas the 𝐴! 
does not. 
 
 
Figure 5.5. A. 𝐴! trajectory for the high-water DMPC vesicle system with total vesicle (blue), inner 
monolayer (green), outer monolayer (red) and flat-patch system (cyan). B. 𝐴! trajectory for the low-
water DMPC system.   
5.3.3 Bending	  Rigidity	  
Figure 5.6 presents the power spectra and subsequent model fits for DMPC high-
water (black) and DMPC+Cholesterol (red) in both vesicle (Figure 5.6A-C) and flat-
patch (Figure 5.6D) geometries. In each case the spectra was determined over the final 
1.5 µs of the trajectory. As expected, in both the flat-patch and vesicle simulations 
cholesterol reduces the magnitude of the undulation intensity, reflecting the sterol’s well-
know rigidifying effect23,228-230. 𝑘!  values were determined by fitting the linear regime 
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across low degrees corresponding to 𝑞! ≤ 1.5nm-1 to the appropriate Helfrich continuum 
model for vesicle or flat-patch geometries (𝑙 ≤ 26 for DMPC and 𝑙 ≤ 29 for the slightly 
larger DMPC+Cholesterol vesicle). As shown in Table 1, we observe a similar 
cholesterol-induced increase in 𝑘!  in the vesicle- and flat-patch geometry (the latter of 
which was obtained via our the previously published method)27. The increase in rigidity 
for the DMPC+Cholesterol system, determined as the ratio of 𝑘!  between 
DMPC+Cholesterol and DMPC, is in excellent agreement (1.8 for flat-patch versus 1.9 
for vesicles). For both cases (pure lipid and + cholesterol), the vesicle’s 𝑘!  is smaller 
than the corresponding flat-patch (1.3E-19 J versus 2.1E-19 J for DMPC and 2.4E-19 J 
versus 3.8E-19 J for DMPC+Cholesterol).  Interestingly, the DMPC vesicle result is in 
better agreement with our previously published result27, where a 30,000-lipid DMPC 
coarse-grained flat-patch system had 𝑘!  = 1.5E-19 J. This highlights a potential system-  
 
Table 5.2. 𝑘!  comparison across system geometry and composition. *-values from Brandt et al.27 
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Figure 5.6. Power spectra for both vesicle systems (A) with corresponding 𝑘!  fit for DMPC (B) and 
DMPC+Cholesterol (C). Undulation power spectrum and 𝑘!-fits for flat-patch systems. For all panels, 
DMPC (black) and DMPC+Cholesterol (red). 
size effect when using spectral methods to determine 𝑘! . As we discuss below, other 
factors may also contribute to the differences in 𝑘!  across the two system geometries, 
including hydration levels. For example, in the low-water system we observed a dramatic 
increase in fluctuations and concomitant decrease in 𝑘!  (see Table 5.2 and Supplemental 
Figure 5.3). 
In both the flat-patch and vesicle systems the calculated 𝑘!  value for DMPC is an 
order of magnitude greater than that determined experimentally (0.58E-19 J, determined 
from diffuse x-ray scattering on oriented bilayer stacks229). This result is known for the 
MARTINI forcefield with DMPC27. However, given that our goal is to establish a 
reliable and robust (i.e. force-field independent) algorithm, we consider the agreement 
between the established flat-patch method and our new vesicle method as the relevant 
  156 
measure of success, rather than close agreement between our result and experiment. That 
said, we do note that there is much better agreement between the 𝑘!  calculated from the 
DMPC+Cholesterol systems and the experimental values (2.4E-19 J verses 2.73E-19 J, 
respectively229). Achieving better agreement with experiment in these values remains a 
challenge for force-field development, though it remains to be seen whether any force-
fields (even fully atomistic ones) will be able to accurately capture 𝑘!  across all lipid-
types. 
Because of the sensitivity of the spectrum to the arc-length filter cutoff (see Figure 
5.3), it was important to evaluate the sensitivity of the 𝑘!-fit to the loss of undulation 
intensity. We did so by varying the number of degrees used in the data-fitting, testing 
both the 1.5nm-1 and 2.5nm-1 filters. Supplemental Figure 5.4 illustrates the sensitivity of 𝑘!-fits for both DMPC and DMPC+Cholesterol vesicle systems.  The increased linear 
region for the 2.5nm-1 spectra results in a much broader span of converged 𝑘!-fits for 
both vesicle systems (Supplemental Figure 5.4B). This added robustness confirms our 
choice of filter parameters, specifically the 2.5nm-1 arc-length filter (for rendering the 
initial surface) and the 1.5nm-1 ideal filter (to define the URS and truncate the SPH 
coefficients for the 𝑘!-fit at the transition from continuum to molecular length scales).  
5.4 CONCLUDING REMARKS 
We have developed a method to determine membrane structure (number density and 
area per lipid) and bending rigidity from MD simulations of lipid vesicles. Comparisons 
of number density profiles determined from vesicle simulations using either a global or a 
local reference frame highlight the broadening effect introduced by local bilayer 
fluctuations, similar to what was previously observed in large flat-patch simulations25. 
Using a local radial undulating reference surface removes the fluctuation artifact and 
recovers the underlying structure profile. Furthermore, using the URS as the local 
reference frame accommodates non-spherical membrane geometries (e.g. allowing 
structure determination for elliptical vesicles where a global COM reference fails) as long 
as the topography can be characterized by a closed three-dimensional surface.  
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The spherical harmonics analysis of the URS allows us to determine the 𝐴! for the 
equivalent ideal sphere that samples the same area as the undulating bilayer. We define a 
unique 𝐴! for the vesicle as well as both monolayers. These three 𝐴! metrics describe 
structural imbalances that exist due to initial vesicle construction (e.g. water or lipid 
imbalances across the bilayer). The convergence of these three metrics may serve as a 
simple readout for vesicle equilibration. Lastly, in addition to extracting 𝐴! from vesicle 
simulations, our SPHA method allows us to resolve the bending rigidity by fitting the 
resulting power spectrum to a Helfrich continuum model for vesicle fluctuation. The 
bending rigidities determined from vesicle simulations of DMPC and DMPC+Cholesterol 
are consistent with those obtained from flat-patch simulations using an independent 
spectral method for fluctuation analysis.   
This paper lays the groundwork for an iterative process to improve vesicle 
construction. With flat-patch membranes, numerous studies have been successful in 
matching experimental structure profiles by tuning the 𝐴! through altering the periodic 
box dimensions23,213,214. The vesicle membrane geometry raises a new and more difficult 
challenge: getting 𝐴!, structure, and bending rigidity correct by varying the lipid 
distribution in the two leaflets and the water density inside the vesicle. 
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5.6 SUPPORTING INFORMATION 
 
Supplemental Figure 5.1. A. Comparison of vesicle 𝜌!"#$(𝑟) and flat-patch undulation corrected 
number density, 𝜌!!(𝑧), for the DMPC+Cholesterol (30 mol%) system. B. Undulation corrected 
vesicle, 𝜌!"(𝑟) and 𝜌!"(𝑧) for DMPC+Cholesterol (30 mol%). Vesicle profiles presented as dashed-
lines, flat-patch profiles as filled-distributions.  
 
Supplemental Figure 5.2. Area per lipid trajectory for DMPC+Cholesterol systems. Total vesicle 
(blue), inner monolayer (green), outer monolayer (red) and flat-patch system (cyan). 
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Supplemental Figure 5.3. Power spectra for both high-water (black) and low-water (red) DMPC 
vesicle systems. 
 
 
Supplemental Figure 5.4. Sensitivity of 𝑘!  to the number of degrees (L) used for the fit for DMPC 
(black) and DMPC+Cholesterol (red) systems with a 1.5nm-1 (A) and 2.5nm-1 (B) filter cutoffs. 
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6 CONCLUDING REMARKS AND FUTURE DIRECTIONS 
α-Synuclein (αSyn) is a membrane remodeling protein capable of sensing and inducing 
membrane curvature. Using computational (molecular dynamics) and experimental (x-ray 
scattering, fluorescent correlation spectroscopy, vesicle clearance assays) methods we 
have demonstrated that αSyn’s curvature capacity is dependent on binding affinity, 
partition depth, and inter-leaflet order asymmetry. Furthermore, we have shown that anti-
aligned (i.e. orthogonal to the bilayer normal) acyl-chain conformations accompany the 
formation of highly curved tubule structures and help stabilize the tubule geometry 
through increased inter-leaflet acyl-chain contacts across the bilayer. 
Analysis of the large systems required to study αSyn required a new set of analysis 
tools. We developed a novel set of methods that extract membrane structure and 
mechanical properties from large membrane systems. These new algorithms have broad 
application for all membrane simulations, especially those that include greater than ~400-
lipids. Furthermore, by characterizing the fluctuating membrane we can define local 
topography surfaces (both height and curvature fields) as well as lipid-order parameters 
relative to the local bilayer normal. This allows the investigation of the local environment 
near membrane inclusions (e.g. proteins).  
In addition to working with periodically flat membrane geometries we have extended 
our studies to include simulations of lipid vesicles. Using methodology similar to the flat-
patch fluctuation analysis, we have developed a set of analysis tools that employ 
spherical harmonics analysis to extract structural and mechanical properties from vesicle 
simulations. These methods provide much needed insight into problems of vesicle 
construction, equilibration, and analysis that was previously lacking in the simulation 
field.  
Future	  Directions	  
As we move forward with our αSyn studies we are continuously building complexity 
into the system, with the goal of studying the physiologically relevant synaptic vesicle. 
We are currently in the early stages of that work, studying simple synthetic vesicle 
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systems, with and without αSyn, to try and understanding how αSyn inhibits vesicle 
fusion111. Below I detail some of the preliminary findings and highlight the current 
direction for this and subsequent studies. 
Figure 6.1 illustrates a snapshot of a 34 nm DPPC vesicle with and without αSyn. Both 
of these systems have been simulated using the MARTINI forcefield in GROMACS v4.0 
for 5µs with the final 2.5µs used for analysis. We first built and simulated the DPPC 
vesicle for 2.5µs. The 2.5µs vesicle was then seeded with 56-αSyn100 (200:1 lipid:protein 
ratio). Both systems were then extended to 5µs of total production simulation time. 
 
Figure 6.1. Snapshot of a pure DPPC (left) and DPPC + αSyn (right, red). Water has been removed for 
clarity.  
Using our spherical harmonics analysis method (see Chapter 5) we determined the 
fluctuating power-spectrum for each system. Figure 6.2 shows the power spectra for the 
two different systems. The DPPC+αSyn spectrum shows increased fluctuation intensity 
at the low degrees, l, corresponding to a less rigid membrane. Using Eq. 5.22 we 
determined the bending rigidity 𝑘! . αSyn induces a 2.4-fold reduction in bending rigidity 
relative to pure DPPC (𝑘! = 1.37×10!!" J for DPPC versus 𝑘! = 5.64×10!!" J for 
DPPC+αSyn). A reduction in bending rigidity could result in reduced fusogenicity as 
highly curved floppy membranes have reduced bending energy than similarly curved 
rigid membranes.  
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Figure 6.2. Fluctuation power spectrum for DPPC (black circles) and DPPC + αSyn (red triangles). 
Our current efforts are focused on trying to understand how αSyn imparts this 
reduction in bending rigidity. One metric that describes the stresses in the membrane is 
the lateral pressure profile. The pressure tensor was defined following the method of 
Ollila et al.231. The tensors were transformed into spherical coordinates relative to the 
vesicle COM and referenced to the vesicle surface to define the radial and tangential 
pressure profiles (𝑃!! ,𝑃! = 𝑃!! ,𝑃!! ). A comparison of pressure profiles shows αSyn 
induces a reduction in both 𝑃!! and 𝑃!! (see Figure 6.3). 
From these pressure profiles we extract the membrane’s surface tension (γ) as 
γ = − 1𝑅! 𝑟!𝑃!"# 𝑟 𝑑𝑟!!   
where 𝑅 is the vesicle’s average radius, 𝑃!"# 𝑟 = 𝑃!! + 𝑃!! 2− 𝑃!! 𝑟 , 𝑟 is the 
radial position. Indeed, there is a dramatic reduction of surface tension upon binding of 
αSyn (pure DPPC, γ = 12.4  mN/m, DPPC+αSyn γ = 0.1  mN/m). This result confirms  
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Figure 6.3. Pressure profiles for pure DPPC (top) and DPPC + αSyn (bottom).  
our initial hypothesis that αSyn stabilizes small unilamellar vesicles by reducing the 
curvature stress (surface tension), thereby making the vesicles less likely to fuse.  
 
Figure 6.4. AFM topography maps for (A) synthetic vesicles and (B) purified synaptic vesicles. 
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In addition to computational studies we are pursuing experimental validation of our 
findings via atomic force microscopy (AFM) measurements of synthetic lipid vesicles 
and purified synaptic vesicles with and without recombinant αSyn. Figure 6.4 presents 
topography images of both synthetic and synaptic vesicles. These experiments are still in 
their early stages and present an exciting direction of future research on αSyn induced 
membrane remodeling.   
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8 APPENDIX A: INTERPRETATION OF FLUCTUATION SPECTRA 
IN LIPID BILAYER SIMULATIONS 
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Atomic resolution and coarse-grained simulations of dimyristoylphosphatidylcholine 
lipid bilayers were analyzed for ﬂuctuations perpendicular to the bilayer using a 
completely Fourier-based method. We ﬁnd that the ﬂuctuation spectrum of motions 
perpendicular to the bilayer can be decomposed into just two parts: 1) a pure undulation 
spectrum proportional to 𝑞!! that dominates in the small-q regime; and 2), a molecular 
density structure factor contribution that dominates in the large-q regime. There is no 
need for a term proportional to 𝑞!! that has been postulated for protrusion ﬂuctuations 
and that appeared to have been necessary to ﬁt the spectrum for intermediate 𝑞. We 
suggest that earlier reports of such a term were due to the artifact of binning and 
smoothing in real space before obtaining the Fourier spectrum. The observability of an 
intermediate protrusion regime from the ﬂuctuation spectrum is discussed based on 
measured and calculated material constants. 
8.1 INTRODUCTION 
Biological membranes undergo signiﬁcant structural ﬂuctuations that are thermally 
excited at physiological temperatures. This has been studied experimentally with a 
number of different techniques229,232-236. The ﬂuctuations include undulations, peristaltic 
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thickness ﬂuctuations, and more local protrusion modes. These motions occur in living 
cells and are important for the functioning of the membranes. The equilibrium properties 
of undulating lipid bilayers have long been successfully modeled using Helfrich-type 
continuum models74. The essential prediction is that the undulations have a ﬂuctuation 
spectrum, often called the undulation structure factor (mean-square Fourier component of 
the membrane surface) that is proportional to the inverse fourth power of the wave 
vector, and thus diverges at small wave vectors. This power-law behavior can be veriﬁed 
in more or less direct ways with various experimental techniques, most directly by 
Fourier analysis of images of giant vesicles237. Thus, a bending modulus ranging from a 
few up to ~100 𝑘!𝑇 can be extracted depending on membrane and lipid type238. 
This article is one out of two in which detailed analysis of these ﬂuctuations is 
performed based on extensive molecular dynamics simulations. In the second article25, 
the aim is to calculate an (electron) density across the membrane to compare to 
experiment. Undulations in large-scale simulations blur the simulated electron density 
and must therefore be removed. However, local molecular motions and protrusions are 
contained in the experimental data and must therefore not be removed from the 
simulations. In this article the main focus is to separate undulations from the other 
ﬂuctuations. In addition to the practical importance of correcting simulations to be 
suitable for comparison to experiment performed in Braun et al.25, this separation 
involves the fundamental issue of characterizing the contributions of different kinds of 
ﬂuctuations in the overall ﬂuctuation spectrum. 
The theory and experiments are all pertinent on length-scales that are much larger 
than typical intermolecular distances in the bilayer. During the last 10 years, membrane 
ﬂuctuations have been studied from the other end of the length-scale using molecular 
simulations66,239. Wave-lengths up to ~20 nm (corresponding to wave vectors 2𝜋 𝜆 down 
to ~0.3 nm-1) are long enough to reach the validity regime of continuum theories, 
typically ~1 nm-1. This requires large simulations, including those of the order of 1000 
lipids—which is 105 atoms in the atomistic case, fewer with coarse-graining, that need to 
be run for a long time (10–100 ns) for the large wavelength modes to develop. 
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The speed of present supercomputers makes it possible to extend system sizes by 2–3 
orders of magnitude, which would bring us one-order-of-magnitude smaller wave vectors 
and give a larger 𝑞-regime over which continuum theories should be valid. This is, 
however, hampered by the time it takes to develop and equilibrate the large wavelength 
modes. Theory (see, e.g., the review by Edholm240) indicates that equilibration times 
scale with wavelength-cubed, although recent simulations show that the power appears to 
be somewhat smaller241. Doing atomistic simulations with considerably greater than 1000 
lipids would be a possible direction to go to extend the power-law regime to smaller 𝑞. In 
this article, we supplement 1024-lipid atomistic simulations by taking advantage of the 
faster dynamics of a coarse-grained simulation with 8192 lipids in total, to extend 𝑞 down 
to 0.1 nm-1. Further extension to smaller 𝑞 is not necessary for the focus of this article. 
The focus of this work is on the spectrum for 𝑞 larger than 1 nm-1 where one begins 
to leave the realm of continuum theory. The early work66,73 seemed to indicate that the 𝑞!! undulation regime crossed over to an earlier proposed protrusion regime with a 𝑞!! 
spectrum242,243. At still larger 𝑞, it was assumed that just noise remained or that the 
spectrum approached zero. We now suggest that an accurate analysis of the large-𝑞 
regime was hampered by the use of a ﬁnite grid and smoothing functions in real space. 
We have therefore adopted a completely Fourier-based calculation of the ﬂuctuation 
spectrum.  
This method has previously been applied to capillary waves on a liquid surface244,245 
and to coarse-grained lipid bilayers246-249 with the result that there is an increase in the 
structure factor in the large-𝑞 regime before it reaches a constant value. We will discuss 
this in more detail and show that the large-𝑞 regime of the spectrum can be directly 
related to the two-dimensional density structure factor. We will further discuss to what 
extent protrusions have an impact on the ﬂuctuation spectra of lipid bilayers. For our 
simulations, we ﬁnd that in the intermediate 𝑞 regime, where protrusions should 
dominate the undulations, the molecular structure reﬂected in the density structure factor 
instead outweighs possible protrusions. Thus, for the atomistic and the coarse-grained 
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lipid models studied here, we do not ﬁnd any room for a protrusion regime when 
interpreting the spectra. 
8.2 CONTINUUM THEORY 
The simplest, Helfrich-type continuum model 74 for lipid bilayer undulations 
describes the bilayer as a single mathematical surface 𝑢 𝑥,𝑦 , illustrated in Fig. 1. The 
Hamiltonian then assumes that ﬂat surfaces 𝑢 𝑥,𝑦 = 𝑢! have minimum energy and that 
there is a local energetic cost to deform this surface. When studying thermally excited 
energy ﬂuctuations, the Hamiltonian may be expanded with the lowest-order terms being  𝐻 𝑢 𝑥,𝑦 = 12 𝑘! ∇!𝑢 𝑥,𝑦 ! + 𝛾 ∇𝑢 𝑥,𝑦 ! 𝑑𝑥𝑑𝑦  .	   A1.1	  
(Note that linear terms are absent for a symmetric bilayer.) The ﬁrst term is a bending 
term, with the constant 𝑘!  being  the bending modulus. The second term is a surface 
tension term, which is proportional to the excess surface area, with 𝛾 being the surface 
tension coefﬁcient.  
 
 
Figure 8.1. Schematic drawing illustrating the monolayer surfaces and the definitions of the bilayer 
undulations, 𝒖 𝒙,𝒚 , and the thickness, h 𝒙,𝒚 . 
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The analysis is most conveniently performed by Fourier expansion  𝑢 𝒓 = 𝑢 𝒒𝒒 𝑒!𝒒∙𝒓      ,	   A1.2	  
with 𝒓 = (𝑥,𝑦) being a two-dimensional real space vector and 𝒒 = (𝑞! , 𝑞!) being the 
two-dimensional reciprocal space vector. Then, the quadratic Hamiltonian of Eq. A1.1 
ensures that the Fourier modes decouple and equipartition can be utilized to give the 
ﬂuctuation spectrum 𝑆! 𝑞 ≡ 𝑁 𝑢 𝑞 ! = 𝑘!𝑇𝑎 𝑘!𝑞! + 𝛾𝑞! = 𝛾 = 0 	                                        = 𝑘!𝑇𝑎𝑘!𝑞!  ,	   A1.3	  
with 𝑎 = 𝐴 𝑁 being the projected area per lipid (𝑁 is the number of lipids per 
monolayer) in the (𝑥,𝑦, 𝑧 = 0)-plane. The angular brackets denote an ensemble average. 
Unlike ﬂuids with a free surface in a ﬁxed container, the projected area of a bilayer is 
free to ﬂuctuate and to adjust its average by changing the average thickness to attain the 
area that minimizes the free energy; this corresponds to surface tension 𝛾 = 0. A nonzero 
surface tension in Eq. A1.3 would affect the intensity of the small-𝑞 modes (large 
wavelengths), which would become proportional to 𝑞!! instead of 𝑞!! for 𝑞 ≪ 𝛾 𝑘!   . 
To completely eliminate the 𝑞!! regime, which typically extends up to 1 nm-1 (shown 
later) a surface tension of 0.1 N/m would be required assuming a 𝑘!  of 10-19J. The entire 
study addressed in this article has, however, been performed at vanishing surface tension, 
using a barostat that yields a time-averaged surface tension of ~10-5 N/m, while 
mimicking the large instantaneous ﬂuctuations of ~0.1 N/m, associated with small-system 
simulations. Thus, the 𝑞!! behavior of Eq. A1.3 will be attained in the simulations. 
As shown in Figure 8.1, undulations 𝑢 𝑥,𝑦  are due to correlated ﬂuctuations of the 
two monolayer surfaces. Anti-correlated ﬂuctuations of the monolayer surfaces show up 
as local thickness ﬂuctuations, ℎ 𝑥,𝑦 . Assuming a volume-conserving (i.e., peristaltic) 
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approximation, ℎ 𝑥,𝑦  is anti-correlated to the area ﬂuctuations and can be described by 
a similar continuum theory, but with different 𝑞 dependence, as the undulations66. 
In addition, local protrusion modes have been suggested. They can be viewed as 
uncorrelated ﬂuctuations of the two monolayer surfaces, subject to a microscopic 
protrusion tension, 𝛾!. These modes have been supposed to equipartition separately from 
the undulations, which results in a 𝑞!! spectrum. This gives the intensity of the full 
Fourier modes of a system at zero macroscopic surface tension as 242,243  𝑆! 𝑞 = 𝑘!𝑇𝑎 1𝑘!𝑞! + 1𝛾!𝑞!       ,	   A1.4	  
Alternatively, a 𝑞!! term has recently been attributed to molecular tilt250. A more 
recent theory for protrusions adds a constant 𝑘! in the denominator of the last term which 
gives a constant, ﬁnite small-𝑞 limit65 for the protrusion term. This variation will be 
discussed later. In the original theory, i.e., as described by Eq. A1.4, undulations 
dominate at small-𝑞. Values of 𝑞 larger than 𝑞! = 𝛾! 𝑘!   	   A1.5	  
would be needed for protrusions to dominate over undulations. With 𝑘! =10-19 J and 𝛾! = 0.01–0.20 N/m, we get 𝑞! =  0.3–1.4 nm-1. With 𝑢 𝑞 !  calculated from 
simulations and plotted versus 𝑞, a crossover behavior from 𝑞!! to 𝑞!! behavior has 
often been reported before the intensities have reached a constant noisy level at large 𝑞 
65,66,73,239. This has been attributed to protrusions with reported values of 𝛾! in the range 
given above. We emphasize, however, that this analysis usually has been done using a 
grid in real space and sometimes smoothing of the functions using spline methods. Thus, 
it is not surprising that a smooth transition to the noise level in 𝑞 space was obtained, 
which at limited numerical resolution was interpreted as a 𝑞!! regime. 
We will here instead do the analysis directly in Fourier space based on the 
instantaneous atomic positions, which allows us to reach very large 𝑞. This will show that 𝑆! 𝑞  approaches a renormalized area number density structure factor that essentially is 
the Fourier transform of the two-dimensional pair correlation function. Subtracting this 
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well identiﬁed contribution, we may focus on the remaining spectrum, without corruption 
from artifacts of real space ﬁltering. 
8.3 SIMULATION DETAILS 
Two different force ﬁelds were used to represent different (but overlapping) levels of 
detail of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) and water molecules. 
The ﬁrst was the united-atom (UA) force ﬁeld of Berger et al.42, which is atomistic except 
for nonpolar hydrogens being included into single beads for CH, CH2, and CH3 groups. 
The hydration level used was 23 waters per lipid, modeled by the simple-point-charge 
water model82. The Berger force ﬁeld reproduces important structural66 and dynamical 
quantities 38,39 of phospholipid bilayers well. To enable simulations of larger systems for 
longer times, the coarse-grained (CG) MARTINI force ﬁeld 121,251 was used, which maps 
roughly four nonhydrogen atoms to one interaction center; this reduces the 14 
hydrocarbon groups in the fatty acid chain of DMPC to either three or four particle beads. 
We chose three beads. Waters are incorporated in the MARTINI force field as van der 
Waals spheres, each representing four water molecules. 
Following Brandt and Edholm241, a lipid bilayer with 1024 lipids was constructed 
starting from the atomic coordinates of the unit cell of crystal structure DMPC81. The 
coarse-grained system was constructed from the atomistic system and replicated to 
contain 8192 lipids.  
Molecular dynamics simulations were performed with the GROMACS 4 program, 
using a leap-frog algorithm to integrate the equations of motion64. To determine when a 
simulation was equilibrated, potential energy and area per lipid were monitored. In 
addition, the Fourier intensities at the lowest wave vectors (𝑞 < 1 nm-1) were averaged 
over successive 10-ns intervals. When these average intensities ceased changing, the 
system was considered to be in equilibrium and production simulations were then run for 
an additional 1–2 µs. All simulations were run in parallel on a supercomputer cluster with 
two Quad-Core CPUs per node, with the systems prepared in the isothermal-isobaric 
(NPT) ensemble at constant temperature and pressure, corresponding to 300K and 1 bar, 
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respectively. The resulting area per lipid was 0.605 ± 0.004 nm2 for the atomistic system 
and slightly smaller, 0.587 ± 0.002 nm2 for the coarse-grained system. This should be 
compared to the experimental value of 0.606 ± 0.005 nm2 80. 
The following parameters were speciﬁc to the UA simulations. The time integration 
was performed with a 4-fs time step, with atom bonds constrained by the P-LINCS 
algorithm 252. A neighbor list, recalculated every 10th step, was used up to 1.0 nm and a 
cutoff at 1.0 nm was applied for nonbonded interactions. The van der Waals interactions 
were simply truncated at this distance, whereas electrostatic interactions were calculated 
directly in real space up to the cutoff, and in Fourier space beyond, with Ewald 
summation using particle-mesh Ewald83,84. The grid spacing in the particle-mesh Ewald 
algorithm was set to 0.12 nm. A Nose´-Hoover thermostat 85,86 with a time constant of 0.5 
ps was used to control the ensemble temperature, while an analog Parrinello-Rahman 
barostat 87,88 with a time constant of 50 ps was used to keep the pressure ﬁxed. The lipids 
and the water were coupled to independent thermostats to avoid unwanted 
heating/cooling artifacts. For the barostat, the lateral box dimensions were coupled 
independently in the normal and lateral dimensions to the pressure 1 bar, to give a 
tensionless bilayer. 
For the CG simulations, essentially the original parameters 121 were used. The 
integration time step was 40 fs. Nonbonded interactions were included by Coulomb and 
Lennard-Jones potentials, with energies and forces shifted to smoothly approach zero at 
the cutoff. The Lennard-Jones interactions were reduced beginning at 0.9 nm to vanish at 
1.2 nm while the Coulomb interactions were reduced continuously in the entire range up 
to 1.2 nm. Explicit charge screening was included by scaling the electrostatic interactions 
with a relative dielectric constant 𝜀! =15. A neighbor list with a range of 1.2 nm was set 
up and regenerated every 10th simulation step, whereas the ensemble temperature and 
pressure was controlled at the same state point (300 K and 1 bar) and in the same way as 
for the UA simulations but with different time constants, 2.5 ps for the thermostat and 
250 ps for the barostat.  
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8.4 ANALYSIS OF THE SIMULATIONS 
In the analysis, the lipid bilayer is represented by the two monolayer surfaces 𝑧!(𝑥,𝑦) 
and 𝑧!(𝑥,𝑦) (𝑧! > 𝑧!) (Fig. 1). The undulating surface is then described by 𝑢 𝑥,𝑦 = 12 𝑧! 𝑥,𝑦 + 𝑧!(𝑥,𝑦)   .	   A1.6	  
whereas half the local membrane thickness is given as  ℎ 𝑥,𝑦 = 12 𝑧! 𝑥,𝑦 − 𝑧!(𝑥,𝑦)   .	   A1.7	  
We chose the phosphate atoms of the headgroups to represent the surfaces. Other 
choices are shown in the next article of Braun et al. 25; they make no essential differences 
in this article. The local area number density is deﬁned as an average of the phosphate 
number densities projected onto the lateral plane, 𝜌 𝑥,𝑦 = 12 𝜌!∥ 𝑥,𝑦 + 𝜌!∥(𝑥,𝑦)   .	   A1.8	  
A Fourier expansion of the monolayer surfaces 𝑗 = 1,2 is introduced as 𝑧! 𝒓 = 𝑧! 𝒒𝒒 𝑒!𝒒∙𝒓        with	  𝑧! 𝒒 = 1𝐴 𝑧! 𝒓 𝑒!!𝒒∙𝒓𝑑!𝒓        	   A1.9	  
with 𝐴 = 𝐿!𝐿! being the projected area of the bilayer. The in-plane coordinates are 𝒓 = (𝑥,𝑦), and the sum in Eq. 9 is taken over all wave vectors 𝒒 = 2𝜋(𝑛 𝐿! ,𝑚 𝐿!) 
with 𝑛,𝑚 = 0,±1,±2,±3… . Using the instantaneous atomic positions (𝒓!" , 𝑧!"), we 
recenter the height of the bilayer in each frame so that 𝑧!" = 0!,!   . 
The Fourier coefﬁcients of the bilayer surface are then 
𝑢 𝒒 = 12𝑁 𝑧!!𝑒!!𝒒∙𝒓!! + 𝑧!!𝑒!!𝒒∙𝒓!!!!!!       ,	   A1.10	  
and the Fourier coefﬁcients of the thickness ﬂuctuations are 
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ℎ 𝒒 = 12𝑁 𝑧!!𝑒!!𝒒∙𝒓!! − 𝑧!!𝑒!!𝒒∙𝒓!!!!!!       ,	   A1.11	  
The Fourier components of the (projected) area number density are written as 
𝜌 𝒒 = 12𝑁 𝑒!!𝒒∙𝒓!! + 𝑒!!𝒒∙𝒓!!!!!!       ,	   A1.12	  
with 𝑁 being the number of lipids in each monolayer. 
The fact that 𝑢 𝒓 , ℎ 𝒓 ), and 𝜌 𝒓  are real functions guarantees that their Fourier 
coefﬁcients fulﬁll the relations 𝑢 𝒒 = 𝑢∗(−𝒒), ℎ 𝒒 = ℎ∗(−𝒒), and 𝜌 𝒒 = 𝜌∗(−𝒒). 
Imposing periodic boundary conditions discretizes the wave vectors and establishes a 
small-𝑞 cutoff 2𝜋 𝐿!"#, where 𝐿!"# is the largest box length. In the UA 1024-lipid 
simulation, 𝐿!"# =17 nm, giving a cutoff wave vector at 0.36 nm-1; in the CG 8192-
lipid simulation, 𝐿!"# =49 nm, with a corresponding cutoff at 0.13 nm-1. 
The ﬂuctuation spectra for 𝑢 and ℎ are deﬁned as 𝑆! 𝑞 = 𝑁 𝑢 𝑞 !   and    𝑆! 𝑞 = 𝑁 ℎ 𝑞 !     ,	   A1.13	  
with the angular brackets indicating averages over simulation time. (These ﬂuctuation 
spectra are often called structure factors, but one should not confuse them with structure 
factors obtained from diffraction experiments which are related to the average unit cell 
structure.) The inclusion of the 𝑁 normalization factor in these deﬁnitions makes these 
spectra largely independent of system size, which is convenient for comparisons. 
Importantly, both 𝑆! and 𝑆! have the same large-𝑞 limit (see Sections S1 and S2 in the 
Supporting Material for the derivation), 12 ℎ! + 𝑢!   ,	   A1.14	  
with ℎ!  and 𝑢!  being space- and time-averages. For the number density structure 
factor, we choose a somewhat unconventional normalization, 𝑆! 𝑞 = 𝑁𝑎! ℎ! + 𝑢! 𝜌 𝑞 !     ,	   A1.15	  
that gives the same large-𝑞 limit as 𝑆! 𝑞  and 𝑆! 𝑞 . (The conventional limit in liquid-
state theory, for example, from Hansen and McDonald253, is 1.) The relevant ﬂuctuation 
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spectra are calculated directly in Fourier space from the stored coordinates using Eqs. 
A1.10–A1.12, averaging over circles of radii 𝑞 = 𝒒 = 𝑞!! + 𝑞!!    , 
with bin-width ∆𝑞 =  0.05 nm-1. 
8.5 RESULTS 
Figure 8.2 shows 𝑆! 𝑞 . In the large 𝑞 limit, it approaches the value given by Eq. 
A1.14 as expected from the normalization in Eq. A1.15 and by the vanishing in-plane 
correlations at large q (small r). The limiting value at small q is given by a 
compressibility relation  of similar type as that of three-dimensional bulk ﬂuids253. In two  
 
Figure 8.2. Static number density structure factor,  𝑺𝝆 𝒒 , for the UA and CG systems (normalized as 
described in the text) shown versus 𝒒. At small 𝒒 the structure factor reaches the limiting 
value,  𝒌𝑩𝑻 𝒖 𝟐 + 𝒉 𝟐 𝒂𝑲𝑨, given by the compressibility equation (Eq. A1.16). This value is 
indicated (dotted line) for 𝑲𝑨 =0.234 N/m. For large 𝒒, it approaches 𝒖 𝟐 + 𝒉 𝟐 𝟐 (derived in 
Section S2 in the Supporting Material). (Inset) The corresponding radial distribution function 𝒈 𝒓  
(the inverse two-dimensional Fourier transform of 𝝆 𝒒 𝟐 . The value of 𝒈 𝒓  approaches 1 at large 
distances in these units, which corresponds to the bulk number density. The function 𝒈 𝒓  was 
calculated by inverse numerical Fourier transform of 𝝆 𝒒 𝟐  and also by direct calculation in real 
space; the results were very similar. 
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dimensions, this reads as (see Section S3 in the Supporting Material for the derivation) 𝑆! 0 = 𝑘!𝑇𝑎𝐾! 𝑢! + ℎ!   .	   A1.16	  
The experimental area compressibility, 𝐾! =  0.234 N/m for DMPC236, gives the small-𝑞 
limit 0.10 nm2 for the density structure factor. This is slightly larger than the value 0.07–
0.08 that can be read off from the logarithmic plot in Figure 8.3. The oscillations in 𝑆! 𝑞  
for intermediate and large 𝑞 are inherent to the molecular structure of ﬂuid phases, the 
unnormalized 𝑆! being in fact the inverse Fourier transform of the pair correlation 
function 𝑔 𝑟 shown in the inset of Figure 8.2. 
Figure 8.3 shows 𝑆! 𝑞 for the UA system (containing 2𝑁 =  1024 lipids) and the CG 
system (2𝑁 =  8192 lipids). 𝑆! 𝑞  is well ﬁt by the predicted 𝑞!! lines in the double 
logarithmic plot up to ~0.7 nm-1. After passing through minima at ~1 nm-1, 𝑆! 𝑞  follows 
closely to 𝑆! 𝑞 , with the same intermediate oscillations and theoretical large limit value, 𝒖 𝟐 + 𝒉 𝟐 𝟐. There is a slight difference between the large-𝑞 limits of the UA and  
 
Figure 8.3. Undulation spectra 𝑆! 𝑞  for the UA and CG systems versus wave vector 𝑞. Fits are shown 
to the small-𝑞 data of Eq. 3, with 𝑘! = 7.5×10!!" J for the UA system and 15×10!!"  J for the CG 
system. The number density structure factors 𝑆! 𝑞  are plotted to illustrate the agreement in the 
intermediate-𝑞 and large-𝑞 regimes. 
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CG systems of ~2%, due to the difference in area per lipid and membrane thickness and 
the inclusion of larger undulations in the larger coarse-grained system.  
The close agreement between 𝑆! 𝑞  and 𝑆! 𝑞  in Figure 8.3 at large 𝑞 is emphasized 
in Figure 8.4, a and b, which shows a corrected undulation structure factor in a  
 
 
Figure 8.4. (a) Data for the UA model. The full 𝑆! 𝑞  spectrum (squares) and our suggested undulation 
spectrum 𝑆! 𝑞 − 𝑆! 𝑞  (diamonds); the latter is fitted to the theoretical 𝑞!! line (Eq. A1.3). Also 
shown to illustrate our non-preferred spectrum is 𝑆! 𝑞   (circles) obtained by binning in real space, 
fitted to Eq. A1.4 with 𝛾! =  0.1 N/m. (b) The undulation spectra of the UA and CG models with 
density structure factor subtracted. The scale is linear for the spectra and logarithmic for 𝑞. (Solid 
lines) Fits to 𝑞!! lines. (Dotted line) Effect of adding a protrusion tension. 
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logarithmic and a linear plot, obtained by subtracting the density structure factor 
according to 𝑆! 𝑞 − 𝑆! 𝑞 . This quantity looks noisy in a logarithmic plot at larger 𝑞 
because we have subtracted two nearly equal numbers. The noise level can be reduced by 
averaging but there is clearly a small systematic residual left in the interval 2 < 𝑞 < 20 
nm-1. However, this has neither the shape nor the amplitude expected from protrusions. 
We suggest that this residual is due to the density structure factor having been calculated 
on a planar projected surface, not on the undulating membrane. In any case, by removing 
the imprint of the molecular structure, the data based on the direct Fourier space analysis 
does now ﬁt a 𝑞!! line up to even larger values of 𝑞 (2–3 nm-1), leaving very little room 
for inclusion of protrusions with any realistic value of the protrusion tension 𝛾!. 
In contrast, data obtained by binning in real space can be quite well ﬁtted by 
including a protrusion tension of 0.1 N/m, as shown in Figure 8.4a. We used a bin-width 
of 1.5 nm to obtain at least one lipid per grid point but a ﬁner grid can be used if  
 
Figure 8.5. Fluctuation spectra 𝑆! 𝑞  (squares) and 𝑆! 𝑞 − 𝑆! 𝑞   (diamonds) in the UA (top) and 
CG (bottom) models calculated with the direct Fourier method, compared to 𝑆! 𝑞  (circles) calculated 
with spline interpolation. The direct Fourier method follows a straight 𝑞!! line (Eq. A1.3, dashed) 
whereas the interpolation method introduces an artificial smoothing that gives rise to a 𝑞!! broadening 
(Eq. A1.4, dotted) of the intermediate spectrum 𝑞 values. 
  189 
combined with spline methods. Figure 8.5 shows that this gives smooth surfaces for even 
larger 𝑞. The data may now be ﬁtted using the same protrusion tension, 𝛾!, up to larger 𝑞 
values, but the Fourier coefﬁcients obtained in this way eventually fall off even faster 
than 𝑞!!.  
The bending modulus obtained by numerical ﬁts of Eq. A1.3 to the corrected UA 
ﬂuctuation spectrum, 𝑆! 𝑞 − 𝑆! 𝑞 , is 7.5×10!!" J. This agrees well with the value 6.5×10!!" J obtained from a ﬁnite-size scaling analysis performed for the same force 
ﬁeld69, and with the experimental result 6.9×10!!" J 80 for DMPC. For the CG model, 
our value is 𝑘! = 15×10!!" J, considerably larger than the value 𝑘! = 4×10!!" J 
obtained after binning in real space in the original analysis251. However, den Otter and 
Shkulipa254 reported the value 8×10!!" J for the same (MARTINI) force ﬁeld at a higher 
temperature (𝑇 =  323 K), whereas ﬁnite-size scaling as employed in Waheed and 
Edholm69 gave 16.7×10!!" J255. 
The reason for the pronounced minimum in 𝑆! 𝑞  in Fig. 4 a (Fourier space direct 
data points) is that there is little overlap between the undulation and molecular structure 
contributions to the spectrum. As 𝑞 decreases, the 𝑆! 𝑞  contribution has already dropped 
near its small-𝑞 limit given by Eq. A1.16, before 𝑆! 𝑞 − 𝑆! 𝑞  takes on appreciable 
values. A good approximation to the value 𝑞! where 𝑆! 𝑞  is a minimum is obtained by 
equating the undulation contribution 𝑆! 𝑞 − 𝑆! 𝑞  to the value of 𝑆! 𝑞   in the small-𝑞 
limit obtained from Eq. A1.16, according to 𝑘!𝑇𝑎𝑘!𝑞!! = 𝑢! + ℎ! 𝑘!𝑇𝑎𝐾!   .	   A1.17	  
Although 𝑢 ! is unbounded for an inﬁnite membrane, even the largest simulations 
have 𝑢 ! equal to just 0.14 nm2, which is more than an order-of-magnitude less than ℎ ! (3.24 nm2) and may thus be safely neglected. (Recall that the thickness ℎ ﬂuctuates 
around a nonzero average value, so ℎ!  must be as large as ℎ !.) This gives 
𝑞! = 𝐾!𝑘! ℎ! ! !  .	   A1.18	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With material constants from our UA simulations, ℎ = 1.78 nm, 𝑘! = 7×10!!" J, and 𝐾! = 0.38 N/m, we obtain 𝑞!=1.15 nm-1. This is similar to the experimental values for 
DMPC80,236, ℎ =1.765 nm, 𝑘! = 6.9×10!!"J, and 𝐾! = 0.234 N/m, which yield 𝑞!=1.0 nm-1. We further note that 𝑞! is rather insensitive to the values of 𝐾! and 𝑘!  due 
to the small exponent, 1/4. In the following article of Braun et al. 25, we will be interested 
in obtaining a pure continuum undulation surface for each frame in the simulation. This 
will be accomplished by ﬁltering out large-𝑞 nonundulatory modes. That article shows 
that such a ﬁlter should begin close to 𝑞! as deﬁned in Eq. A1.18 to eliminate most of the 
tracks of the molecular structure, large-𝑞 noise, and possible protrusions. 
8.6 DISCUSSION 
A complete model for the out-of-plane ﬂuctuation power spectrum 𝑆! 𝑞  would 
contain three additive terms,  𝑆! 𝑞 = 𝑘!𝑇𝑎𝑘!𝑞! + 𝑘!𝑇𝑎 𝛾!𝑞! + 𝑘! + 𝑆! 𝑞 ,	   A1.19	  
where the first term, originating from undulations, dominates for small 𝑞 whereas the last 
term, originating from in-plane molecular structure fluctuations, dominate at large 𝑞. 
Protrusions, corresponding to the middle term, would therefore have to be seen in an 
intermediate 𝑞 regime. Figure 8.4 suggests that the middle term is small in the Fourier-
based analysis of our simulations. We now wish to discuss under what conditions 
protrusions might be observable in simulated 𝑆! 𝑞 .  
Let us begin by considering the traditional theory for which kp in Eq. A1.19 is taken 
to be zero. Protrusions would then be dominated by undulations in 𝑆! 𝑞  for 𝑞 less than  𝑞!"# = 𝛾! 𝑘!   . 
To determine 𝑞!"# at which protrusions would be dominated by in-plane molecular 
structure ﬂuctuations, ﬁrst recall that the small-𝑞 limit of 𝑆! 𝑞  from Eq. A1.16, 
assuming that 𝑢!  can be neglected compared to ℎ! , is  
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𝑆! 0 = 𝑘!𝑇 ℎ!𝑎𝐾!     ,	   A1.20	  
which is approached from above as 𝑞 is decreased. Therefore, 𝑞!"# is bounded from 
above by 𝐾! 𝛾! ℎ!   . 
To obtain a regime in which protrusions dominate over both undulations and molecular 
structure contributions, it is required that 𝑞!"# be larger than 𝑞!"#. The criterion for this 
becomes 
𝛾! < 𝛾! = 𝑘!𝐾!ℎ!     ,	   A1.21	  
with the experimental numbers inserted for DMPC, 𝛾! =  0.07 N/m. Although the values 
for 𝛾! suggested in the literature were obtained using real space methods, which we 
believe make gp too large, even the literature range from 0.03 to 0.18 N/m 65,66,73,239 
suggests that a protrusion-dominated regime is either nonexistent or quite small. Of 
course, it would not be necessary to have a protrusion-dominated regime if the accuracy 
were sufﬁcient to subtract the ﬁrst and third terms from 𝑆! 𝑞  to verify the form of the 
protrusion term and evaluate its parameters. That seems unlikely from Figure 8.4 and 6.5, 
which show that subtraction of 𝑆! leaves an undulation term and some large-𝑞 noise that 
does not have the functional form expected from protrusions. 
The same questions may also be asked for nonzero 𝑘! in Eq. A1.19. The protrusion 
term then has a crossover from being proportional to 1 𝛾!𝑞!  into being proportional to 1 𝑘! when 𝑞 becomes smaller than 𝑘! 𝛾!  . 
From the values of 𝑘! and 𝛾! given for dipalmitoylphospha-tidylcholine (DPPC) (25), 
this occurs close to 3 nm-1. For smaller 𝑞, one would then have a constant protrusion 
contribution of ~0.025 nm2 (based on the material constants for DPPC given in 
Brannigan and Brown 65). This is consistent with the absence of 𝑞!! protrusion behavior 
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in our Fourier-based analysis. This increases 𝑞!"# for the protrusion-dominated regime 
and it reduces the theoretical intensity to be comparable to the noise level in Figure 8.4 
and 6.5, suggesting that protrusions do not leave a signiﬁcant or measurable footprint in 
the 𝑆! 𝑞  spectra.  
8.7 CONCLUSIONS 
Our results show (see especially Figure 8.4 and 6.5) that the simulated out-of-plane 
ﬂuctuation spectrum 𝑆! 𝑞  can be ﬁt quite well to a model consisting only of undulations 
and the molecular density structure factor when 𝑆! 𝑞  is calculated directly in Fourier 
space. In contrast, binning in real space introduces a ﬁlter that artifactually produces an 𝑆! 𝑞  that can be ﬁt, over the narrow available 𝑞 range, by a 𝑞!! term that traditionally 
has been considered as a signature of protrusions.  
Of course, there are protrusions, as all simulation snapshots clearly show (see Figure 
8.1), and as is obvious from the width of the phosphate peaks in simulated electron 
density proﬁles along the 𝑧 axis—both in small, ﬂat-patch simulations and in large-scale 
simulations as reported in our next article25. However, their footprint is so small in our 𝑆! 𝑞  spectra that they are dominated by the two other contributions and thus have 
negligible effect on 𝑆! 𝑞 . This would this becomes be consistent with the traditional 
theory of protrusions only if the protrusions surface tension 𝛾! is larger than usually 
supposed. However, in the more recent theory65, the presence of the constant 𝑘! in 
Eq.A1.19 would further suppress the footprint of protrusions in 𝑆! 𝑞  by pushing the 
signature 𝑞!! to larger 𝑞 where it is even smaller; this is consistent with the simulation 
results we report. 
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8.9 SUPPORTING MATERIAL 
8.9.1 Derivation	  of	  the	  Fluctuation	  Spectra	  from	  the	  Molecular	  Positions	  
The treatment is similar to that of simple ﬂuids253. In the bilayer, complications rise 
due to the coupling of the two monolayers and ﬂuctuations of the lipid/water interface. 
For each monolayer surface, we deﬁne the local height and local number density 
𝑧 𝒓 = 𝑎 𝑧 𝒓!!!!! 𝛿 𝒓− 𝒓! 	   A1.S1.1	  𝜌 𝒓 = 𝛿 𝒓− 𝒓!!!!!   ,	   A1.S1.2	  
from the positions 𝒓! = 𝑥! ,𝑦!  of the 𝑁 constituent lipid molecules. The Fourier 
transforms are 
𝑧 𝒒 = 1𝑁 𝑧 𝒓!!!!! 𝑒!!𝒒∙𝒓! 	   A1.S1.3	  𝜌 𝒒 = 1𝐴 𝑒!!𝒒∙𝒓!!!!! 	   A1.S1.4	  
having the same dimensions as the real space functions. Following the notation of the 
monolayer functions of the main text27, we deﬁne the bilayer undulations 𝑢 𝒓 , thickness ℎ 𝒓  and number density 𝜌 𝒓  from Eqs. (A1.6), (A1.7) and (A1.8), and their 
concomitant Fourier representations according to Eqs. (A1.10), (A1.11) and (A1.12); 
where all equations refer to Brandt et al.27.  
For a bilayer centered around 𝑧 = 0, we have the spatial averages 𝑢 𝒓 = 𝑢 =0, ℎ 𝒓 = ℎ (half the membrane thickness) and 𝜌 𝒓 = 𝜌 = 𝑎!!. We now wish to 
calculate the static structure factors 𝑢 𝒒 ! = 𝑢 𝒒   𝑢∗ 𝒒 , ℎ 𝒒 ! =ℎ 𝒒   ℎ∗ 𝒒 , and 𝜌 𝒒 ! = 𝜌 𝒒   𝜌∗ 𝒒 . Doing that, we get monolayer self terms 
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such as 𝑧! 𝒒 𝑧!∗ 𝒒 ; and cross terms such as 𝑧! 𝒒 𝑧!∗ 𝒒 . We temporarily ignore a δ-
function contribution at 𝑞 = 0. From Eq. (A1.S1.3) for the heights and Eq. (A1.S1.4) for 
the number densities, we obtain the self terms with the 𝑙 = 𝑚 terms separate, 
𝑧! 𝒒 𝑧!∗ 𝒒 = 1𝑁! 𝑧!!(𝒓𝟏!)!!!! + 1𝑁! 𝑧!(𝒓𝟏!)𝑧!(𝒓𝟏!)𝑒!!𝒒∙ 𝒓𝟏!!𝒓𝟏!!!!! 	   A1.S1.5	  𝜌! 𝒒 𝜌!∗ 𝒒 = 1𝑎!𝑁 + 1𝑎𝑁 ! 𝑒!!𝒒∙ 𝒓𝟏!!𝒓𝟏!!!!!   ,	   A1.S1.6	  
and similar results for layer 2. The ﬁrst term in Eq. (A1.S1.5) is 
𝑁!! 𝑧!!(𝒓𝟏!)!!!! = 𝑁!! 𝑧!!(𝒓𝟏) = 𝑁!! 𝑧!!   . 
The second terms are obtained after integrating over total area and using δ-functions 
to pick out the molecular positions, 
𝑧! 𝒒 𝑧!∗ 𝒒 = 𝑧!!𝑁 + 1𝑁! 𝑑!𝒓𝑑!𝒓!!! 𝑒!!𝒒∙ 𝒓!𝒓! × 𝑧!(𝒓)𝑧!(𝒓!)𝛿 𝒓 − 𝒓𝟏! 𝛿 𝒓! − 𝒓𝟏!!!!! 	   A1.S1.7	  𝜌! 𝒒 𝜌!∗ 𝒒 = 1𝑎!𝑁 + 1𝑎𝑁 ! 𝑑!𝒓𝑑!𝒓!!! 𝑒!!𝒒∙ 𝒓!𝒓! × 𝛿 𝒓 − 𝒓𝟏! 𝛿 𝒓! − 𝒓𝟏!!!!! 	   A1.S1.8	  
The term enclosed in brackets are similar to the radial distribution function of the 
bulk liquid253. The usual correlation functions are deﬁned as 
𝑔! 𝑟 = 𝒓! − 𝒓!! = 𝑎!ℎ ! 𝑧(𝒓!)𝑧!(𝒓!!)𝛿 𝒓! − 𝒓! 𝛿 𝒓!! − 𝒓!!!!! 	   A1.S1.9	  𝑔 𝑟 = 𝒓! − 𝒓!! = 𝑎! 𝛿 𝒓! − 𝒓! 𝛿 𝒓!! − 𝒓!!!!! 	   A1.S1.10	  
where we have dropped the surface index, assuming identical correlations within the 
monolayers. 𝑔! 𝑟  describes the height correlation between molecules in the same 
surface, and 𝑔 𝑟  measures the number density correlations in the monolayer, and is in 
fact the pair correlation function of the two-dimensional liquid. The functions are 
dimensionless, with the conventional normalization 𝑔 𝑟 → ∞ = 1. However, 𝑔! 𝑟 → ∞ = ∞ because the height ﬂuctuations grow with the system size. 
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The integrand in Eq. (A1.S1.7) depends only on the di erence 𝒓− 𝒓! which makes it 
easy to integrate over the primed variable to obtain 𝑧! 𝒒 𝑧!∗ 𝒒 = 𝑧!!𝑁 + ℎ𝑎𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓𝑔! 𝑟 	   A1.S1.11	  𝜌! 𝒒 𝜌!∗ 𝒒 = 1𝑎!𝑁 + 1𝑎!𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓𝑔 𝑟 	   A1.S1.12	  
or the monolayers. 
The cross terms are now obtained in an analogous way to Eqs. (A1.S1.7) and 
(A1.S1.8), yielding 
𝑧! 𝒒 𝑧!∗ 𝒒 = 1𝑁! 𝑑!𝒓𝑑!𝒓!!! 𝑒!!𝒒∙ 𝒓!𝒓! × 𝑧!(𝒓)𝑧!(𝒓!)𝛿 𝒓 − 𝒓𝟏! 𝛿 𝒓! − 𝒓𝟐!!!!! 	   A1.S1.13	  𝜌! 𝒒 𝜌!∗ 𝒒 = 1𝑎𝑁 ! 𝑑!𝒓𝑑!𝒓!!! 𝑒!!𝒒∙ 𝒓!𝒓! × 𝛿 𝒓 − 𝒓𝟏! 𝛿 𝒓! − 𝒓𝟐!!!!! 	   A1.S1.14	  
with the difference that the 𝑙 = 𝑚 terms need not be handled separately since the 
molecules belong to different surfaces. The correlation functions are 
𝑔!! 𝑟 = 𝒓! − 𝒓!! = −𝑎!ℎ ! 𝑧!(𝒓!)𝑧!(𝒓!!)𝛿 𝒓! − 𝒓𝟏! 𝛿 𝒓!! − 𝒓𝟐!!!!! 	   A1.S1.15	  𝑔! 𝑟 = 𝒓! − 𝒓!! = 𝑎! 𝛿 𝒓! − 𝒓𝟏! 𝛿 𝒓!! − 𝒓𝟐!!!!! 	   A1.S1.16	  
with the c (“correlation”) superscript to emphasize that the molecules belong to different 
monolayers. Integration over the primed variable gives 𝑧! 𝒒 𝑧!∗ 𝒒 = − ℎ !𝑎𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓𝑔!! 𝑟 	   A1.S1.17	  𝜌! 𝒒 𝜌!∗ 𝒒 = 1𝑎!𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓𝑔! 𝑟   .	   A1.S1.18	  
Keeping in mind the factor 2 from the deﬁnitions, Eqs. (A1.S1.11), (A1.S1.12), 
(A1.S1.17) and (A1.S1.18) yield 𝑢 𝒒 ! = 𝑢 ! + ℎ !2𝑁 + ℎ !2𝑎𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓 𝑐! 𝑟 − 𝑐!!(𝑟) 	   A1.S1.19	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ℎ 𝒒 ! = 𝑢 ! + ℎ !2𝑁 + ℎ !2𝑎𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓 𝑐! 𝑟 + 𝑐!!(𝑟) 	   A1.S1.20	  𝜌 𝒒 ! = 12𝑎!𝑁 + 12𝑎!𝑁 𝑑!𝒓! 𝑒!!𝒒∙𝒓 𝑐 𝑟 + 𝑐!(𝑟) 	   A1.S1.21	  
We have introduced the functions 𝑐 𝑟 = 𝑔 𝑟 − 1 in an obvious way to include the 
previously ignored δ-functions. 
The angular part of the integrals may easily be evaluated since the correlation 
functions are independent of the angle. With 𝑐! 𝑟 ≡ 𝑐! 𝑟 − 𝑐!! , 𝑐! 𝑟 ≡ 𝑐! 𝑟 + 𝑐!!  
and 𝑐! 𝑟 = 𝑐 𝑟 + 𝑐!(𝑟), this yields 𝑢 𝒒 ! = 𝑢 ! + ℎ !2𝑁 + 𝜋 ℎ !2𝑎𝑁 𝑑𝑟  𝑟  𝐽!!! 𝑞𝑟   𝑐! 𝑟 	   A1.S1.22	  ℎ 𝒒 ! = 𝑢 ! + ℎ !2𝑁 + 𝜋 ℎ !2𝑎𝑁 𝑑𝑟  𝑟  𝐽!!! (𝑞𝑟)  𝑐! 𝑟 	   A1.S1.23	  𝜌 𝒒 ! = 12𝑎!𝑁 + 𝜋𝑎!𝑁 𝑑𝑟  𝑟  𝐽!!! 𝑞𝑟   𝑐! 𝑟   ,	   A1.S1.24	  
where 𝐿! is the linear system size (radius) and 𝐽!(𝑥) is the zeroth-order Bessel function 
of the ﬁrst kind 256. The undulation and number density spectra have already been shown 
in Figure 8.3in the main text 27. For comparison, the thickness spectrum is shown 
together with the undulation spectrum in Fig. S1. 
8.9.2 Normalization	  of	  the	  Fluctuation	  Spectra	  
Consider the structure factors in the 𝑞 → ∞ limit. Since 𝐽! 𝑥 → ∞ = 0, the integrals 
are zero and only the ﬁrst terms remain. The long-wave vector limits of the undulation 
and thickness structure factors are therefore identical, 𝑢 𝑞 → ∞ ! = ℎ 𝑞 → ∞ ! = 12𝑁 𝑢 ! + ℎ !   ,	   A1.S2.25	  
while the large-q limit of the number density structure factor is 𝜌 𝑞 → ∞ ! = 12𝑎!𝑁  .	   A1.S2.26	  
Therefore, the normalization 
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𝑆! 𝑞 = 𝑁 𝑢 𝑞 ! 	   A1.S2.27	  𝑆! 𝑞 = 𝑁 ℎ 𝑞 ! 	   A1.S2.28	  𝑆! 𝑞 = 𝑁𝑎! 𝑢 ! + ℎ ! 𝜌 𝑞 !   ,	   A1.S2.29	  
is chosen giving the same large-q limit value, 𝑢 ! + ℎ ! 2 for all spectra.  
  
Supplemental Figure 8.1. The bilayer undulation and thickness structure factors, 𝑺𝒖 𝒒  and 𝑺𝒉 𝒒 , of 
the UA and CG systems, versus q, together with the theoretical small-q limit. 
8.9.3 The	   Small-­‐Wave	   Vector	   Limit	   of	   the	   Number	   Density	   and	   Thickness	  
Spectra	  
In the 𝑞 → 0 limit, the number density spectrum is given by the zero mode of the 
structure factor, i.e., by 𝑆! 𝑞 = 0 = 𝑁𝑎! 𝑢 ! + ℎ ! 𝜌 𝑞 = 0 !   ,	   A1.S3.30	  
Inserting 𝑞 = 0 in Eq. (A1.S1.24), and neglecting correlations in number density between 
the monolayers (i.e., 𝑐! 𝑟 = 0), remembering that 𝐽! 0 = 1, the structure factor 
reduces to a pure integral over the correlation function 𝜌 0 ! = 12𝑎!𝑁 1+ 2𝜋𝑎 𝑑𝑟!! 𝑟  𝑐 𝑟 	   A1.S3.31	  
The term in square brackets is equal to  𝑘!𝑇 𝑎𝐾!! by the (two-dimensional) 
compressibility equation of statistical mechanics [see e.g., Reichl257]. Since the bilayer 
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area compressibility is twice that of the monolayer (𝐾! = 2𝐾!!), we obtain the relation 
between 𝐾! and the zero mode of the number density spectrum as 𝑆! 0 = 𝑘!𝑇𝑎𝐾! 𝑢 ! + ℎ ! 	   A1.S3.32	  
For a full derivation of the compressibility equation and an ensemble discussion in this 
context, see Hansen and McDonald253 and Forster258. 
Finally, we deduce an approximate relation between the small-q limit of the thickness 
structure factor and the area ﬂuctuations 𝑆! 0 = 𝑁𝜎! ≈ 𝑁 𝜎!ℎ ! ℎ ! ≈ 𝑁 𝜎!𝐴 ! ℎ !	   A1.S3.33	  
where we have replaced ℎ! with its ensemble average after the ﬁrst approximate sign. 
The second approximation, !!! = !!!  is based on the assumption that thickness and area 
ﬂuctuations are anti-correlated and thus volume conserving. Using the standard equation 
relating the area ﬂuctuations to the area compressibility 𝜎!𝐴 ! = 𝜎!𝑎 ! = 𝑘!𝑇𝑁𝑎𝐾!	   A1.S3.34	  
we ﬁnally obtain 𝑆! 0 = ℎ !𝑘!𝑇𝑁𝑎𝐾! = ℎ !𝑢 ! + ℎ ! 𝑆! 0 	   A1.S3.35	  
As noted in the main text the factor in front of 𝑆! 0  is very close to 1 even for 
simulations of large systems. From Supplemental Figure 8.1, we note that this equation 
would ﬁt best with a value of 𝐾! that is about half the experimental value. This may 
partly be due to the ‘peristaltic’ approximation being a bit inadequate but it is also clear 
that we might need to go further down in q to reach the small-q limit for this structure 
factor. In contrast it seems that the density structure factor has reached the small-q limit 
at these values of q. 
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9 APPENDIX B: COMPARING SIMULATIONS OF LIPID BILAYERS 
TO SCATTERING DATA: THE GROMOS 43A1-S3 FORCE 
FIELD 
Reprinted from: 
Anthony R. Braun†, Jonathan N. Sachs† and John F. Nagle§. Comparing simulations of lipid bilayers 
to scattering data: The Gromos 43A1-S3 force field.  J. Phys. Chem. B 117, 5065-72 (2013). 
†Department of Biomedical Engineering, University of Minnesota, Minneapolis, Minnesota  
§Department of Physics, Carnegie Mellon University, Pittsburgh, Pennsylvania 
Copyright © 2012, American Chemical Society 
 
Simulations of DOPC at T=303 K were performed using the united atom force field 
43A1-S3 at six fixed projected areas, AP = 62, 64, 66, 68, 70, and 72 Å2 as well as a 
tensionless simulation that produced an average ANPT=65.8 Å2.  After a small 
undulation correction for the system size consisting of 288 lipids, results were compared 
to experimental data. The best, and excellent, fit to neutron scattering data occurs at an 
interpolated AN=66.6 Å2 and the best, but not as good, fit to the more extensive x-ray 
scattering data occurs at AX=68.7 Å2. The distance DDB-H between the Gibbs dividing 
surface for water and the peak in the electron density profile agrees with scattering 
experiments. The calculated area compressibility KA=277±10 mN/m is in excellent 
agreement with micromechanical experiment. The volume per lipid VL is smaller than 
volume experiments which suggests a work-around that raises all the areas by about 
1.5%.  Although AX≠AN≠ANPT, this force field obtains acceptable agreement with 
experiment for AL = 67.5 Å2 (68.5 Å2 in the work-around) which we suggest is a better 
DOPC result from 43A1-S3 simulations than its value from the tensionless NPT 
simulation.  However, non-simulation modeling obtains better simultaneous fits to both 
kinds of scattering data which suggests that the force fields can still be improved. 
  200 
9.1 INTRODUCTION 
It is well-recognized that molecular dynamics simulations provide a level of 
quantitative detail unavailable to experiment. It is also well-recognized that this detail 
depends on the force fields used in the simulation. Accordingly, force field development 
and refinement for lipid bilayer simulations is ongoing43,44,259-269. An important test of 
force fields is comparing simulation results to experimental scattering data15,21,23,43,214,259-
261,265,270-274. Many earlier tests have compared to quantities, such as area per molecule or 
electron density profiles, that were derived by modeling the data; in contrast, this paper 
compares the simulation directly to the data, bypassing any intermediate modeling. The 
first specific goal of this paper is to show how to carry out a recently proposed refinement 
of these tests for lipid bilayers275. The main proposed refinement determines both the area 
AX at which the simulation best agrees with the x-ray data and the area AN at which it 
best agrees with the neutron data and asks how these areas agree with each other as well 
as with the area ANPT for a tensionless simulation. 
Our second goal is to critically test a particular united-atom force field 43A1-S3.43 
When it was developed, this force field was tested favorably against experimental x-ray, 
NMR and volumetric data for DLPC, DMPC, DPPC and DOPC lipid bilayers. It was not, 
however, compared to neutron scattering data which has become particularly important 
regarding the area per lipid molecule AL.271 Also, x-ray scattering data have since been 
refined from many data sets and more accurate uncertainties provided. Furthermore, only 
tensionless (NPT) simulations were previously performed and insight can be gained from 
other values of AL.  We have restrained ourselves in this paper to the DOPC bilayer.  This 
is partly because there are more extensive scattering data for DOPC than for other lipids 
and partly because DOPC has been a particularly hard case for other simulations.275 
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9.2 METHODS 
9.2.1 MD	  Simulations	  
The initial starting configurations were obtained from a previously simulated fluid-
phase bilayer system comprised of 288 Berger et al.42 DOPC lipids and 9428 SPC waters 
(~32.7 waters/lipid corresponding to fully hydrated DOPC276). The system was 
repurposed for the Chiu et al. lipid potentials and the SPC water was replaced with 
SPCE.43 This system was then simulated for 100 ns under the isothermal-isobaric (NPT) 
ensemble with constant pressure and temperature (1 bar and 303 K respectively). 
Pressure coupling was applied using a semi-isotropic scheme, with the xy-periodic box 
dimensions coupled, and the z-dimension was allowed to vary freely. Figure 1 illustrates 
the AP trajectory from the NPT system showing rapid convergence to an equilibrated AP 
= 65.8 Å2 that agrees with Chiu et al.43 Initial configurations for constant area (NPNAT 
ensemble) simulations were obtained from simulated frames at or near the desired 
projected area per lipid (AP = 62, 64, 66, 68, 70 and 72 Å2) with the xy-box dimensions 
modified to achieve the specific AP. These systems were then simulated for 50 ns at 
constant area where only the z-dimension of the periodic cell was allowed to fluctuate. 
The final 20 ns of each simulation were used for subsequent analysis.  
All systems were simulated with the GROMACS 4 program using a leap-frog algorithm 
to integrate the equations of motion.64,277-279 Each system was run at 303 K using a 2 fs 
time step and recording coordinates every 5 ps. All run parameters were obtained from 
Chiu et al.43 as follows. The Particle Mesh Ewald method83 was used for long-range 
electrostatics with a direct space cut-off of 1.0 nm, Fourier spacing of 0.15 nm, and a 
sixth-order interpolation. A twin-range cutoff (1.0/1.6 nm) was applied for van der Waals 
interactions and the neighbor-pair list was updated every 5 time steps. Lipid bonds were 
constrained using the LINCS algorithm.280 Water bonds were constrained using the 
SETTLE algorithm.281 A Nosé-Hoover thermostat282 with a time constant of 0.5 ps was 
used to control the ensemble temperature, while a Parrinello-Rahman barostat283 with a 
time constant of 1 ps was used to keep the pressure fixed. 
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Figure 9.1. Time evolution of the projected area per lipid from the NPT simulation illustrating rapid 
convergence to an average AP = 65.8 Å2. Lines for ANPT (-..), AX (- -) and AN (¬- .) are provided for 
comparison.  
9.2.2 Determination	  and	  Comparison	  of	  Structural	  Profiles	  
Number density profiles and local area per lipid (AL) were determined using the 
MDAnalysis software package284 and the surface referencing undulation correction 
method developed by Braun et al.25 Number density profiles were calculated for each 
unique united atom type (54 in DOPC, 3 in SPCE) with a cut-off wave number of q0 = 1.0 
[nm-1] to correct for bilayer undulations. These number density profiles were then used 
for input into the SIMtoEXP software program273 that produces electron density profiles 
and their Fourier transforms, which are the X-ray form factors FX(qz), and neutron 
scattering length profiles and their Fourier transform, which are the neutron form factors 
FN(qz). SIMtoEXP imports experimental form factor data and it provides the unknown 
experimental scaling factor by minimizing the c2 in fitting the data to each simulation. In 
addition to this straightforward procedure, an alternative procedure modified the 
simulated volumes of the water and the lipid by multiplying the original simulated water 
number density profiles by one factor to obtain the experimental density of water and by 
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multiplying the lipid number density profiles by another factor to obtain the experimental 
lipid volume.  The latter modification means that the simulated lipid area is also 
multiplied by the same factor.   
Simulated volumes of water, lipid and its components were obtained using a 
SIMtoEXP app.285  We first defined the components to be water, choline (Chol), 
phosphate (PO4), glycerol (Gly), carbonyls (Carbs), chain methylenes (CH2), methines 
(CH) and chain terminal methyls (CH3). We also defined the components according to 
the SDP model286 which combines the carbonyls and the glycerol and separates the 
phosphocholine into just the choline methyls and the rest.  There were negligible 
differences in the volumes of the lipid VL and the lipid headgroups VH using the two 
different definitions of the components as shown in Supplemental Table 9.1 and 7.2. 
9.2.3 Experimental	  Data	  and	  SDP	  Modeling	  
A composite experimental X-ray scattering data set for FX(qz) was obtained as an 
average using seven sets of data from oriented stacks of bilayers and three sets of data 
from unilamellar vesicles.149,271,287-290 Neutron scattering FN(qz) in D2O were obtained 
from Kučerka et al.290  These were the data that were directly compared to the simulation.  
Although the primary thrust of this paper did not employ interpretive modeling of these 
data, informative modeling from these data sets was done using the SDP analysis.271  This 
analysis requires estimates for various constraints such as the ratios of the volumes of the 
component groups in the headgroup and in the tails and for the widths of the headgroup 
methyl distribution, the double bond distributions, and the width of the Gibbs dividing 
surface for the total hydrocarbon core.  As these quantities do not vary significantly with 
area in simulations, the simulated values provided estimates271 and we have updated 
those estimates using the 43A1-S3 results. Lists of the constraints are given in 
Supplemental Table 9.3. As the density of X-ray data points is greater than for neutron 
data, the neutron data were weighted more heavily in the fitting procedure so as to give 
roughly equal values for the average (i.e., reduced) χ2 of x-ray and neutron data.  
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9.3 RESULTS 
Table 9.1 shows that the local area per lipid AL is only about 0.1-0.2 Å2 larger than 
the projected area per lipid AP of the simulation box.  Although the number of lipids in 
the simulation is larger than most current simulations, the simulated system is still small 
enough to suppress most long wavelength undulations.  The small, but systematic, 
decrease in the difference between AL and AP as area is increased is consistent with 
increased surface tension that further suppresses undulations. The volume of SPCE water  
Table 9.1. 
 
Table 7.1. AP is the box area divided by half the number of lipids, AL takes account the larger local 
area due to undulations and ALM is modified as described in Methods and Results.  The volume 
subscripts are L for total lipid volume, C for hydrocarbon chains beginning at the second carbon and H 
for the headgroup volume consisting of the carbonyls, glycerol and phosphocholine. ΔDH-C is the 
difference between half the head-head distance DHH in the electron density profile and the Gibbs 
dividing surface DC of the hydrocarbon region. ΔDP-H and ΔDB-H are the differences between the mean 
position of the phosphate (P) and the Gibbs dividing surface for the water (B), respectively, and DHH/2. 
Units for Areas A, volumes V and distances D are in the appropriate powers of Å and the ratio r of 
terminal methyl to methylene volumes is dimensionless.  NPT simulation gave AP=65.79; other results 
were from NPAT simulations.  Values have been rounded to the values displayed. 
in the simulations is 0.1 Å3 greater than experiment.  Supplemental Table 9.1 also shows 
that the volume VL of DOPC gradually increases with increasing AL, as would be 
expected because the hydrocarbon chains become more disordered. VL also is 
consistently smaller than experiment.  The ratio r of terminal methyl to methylene 
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volume agrees well with the acceptable range of experimental values.20,291,292 Volumes of 
all components are compiled in Supplemental Table 9.1 and 7.2. 
Figure 9.2 shows electron density profiles for the range of fixed AP listed in Table 
9.1.  As expected, the bilayer becomes systematically thinner as AP is increased and this 
induces the reciprocal effect of spreading the X-ray form factors FX(qz) to larger qz as 
shown in Figure 9.3. The most objective comparison with experimental data is with the 
experimental form factors.15,21,214  
 
Figure 9.2. Simulated electron densities versus distance z from the center of the bilayer for the range of 
projected areas.  The arrows point from the smallest AP=62 Å2 to the largest AP=72 Å2.  DHH defines the 
Head-Head bilayer thickness. 
Figure 9.3 and 7.4 compare, respectively, the x-ray FX(qz) and the neutron FN(qz) 
scattering data.  The simulations agree better with the experimental data for A near the 
middle of the simulated range, as is most clearly seen in Fig. 4. However, for visual 
clarity in Figure 9.3 and 7.4, only one unknown scale factor for the experimental data 
could be chosen whereas the scale factors for best agreement with each simulation are 
slightly different.  Figure 9.3 and 7.4 also show results for the SDP model. 
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Figure 9.3. Simulated, experimental, and SDP model X-ray form factors |FX(qz)| versus qz in 
reciprocal space.  The arrows indicate the progression from the smallest simulated projected area 
AP=62 Å2 to the largest AP=72 Å2 with the best fit to experiment shown in bold magenta. Scaled 
experimental data with uncertainties include the volumetric datum at q=0.  Signs of FX(qz) are 
indicated by (-) and (+).  Negative values of experimental |FX(qz)| propagate from experimental 
uncertainty when measured intensities are close to zero.   
 
Figure 9.4. Simulated, experimental, and SDP model neutron form factors FN(qz) versus qz in 
reciprocal space.  The arrows indicate the progression from the smallest simulated projected area, 
AP=62 Å2 to the largest AP=72 Å2 with the best fit to experiment shown in bold magenta. Estimated 
uncertainties for qz < 0.16 Å-1 are about the size of the data symbols. 
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The comparison of simulation with experiment is better quantified in Figure 9.5 
which shows reduced χ2 values for which the experimental scale factor was optimized 
separately for each simulated area.  Quadratic interpolation to the minimal χ2 gives AX = 
68.7 Å2 for best agreement of the simulation with X-ray data and AN = 66.6 Å2 for best 
agreement with neutron data.  Figure 9.5 also indicates the area ANPT = 65.9 Å2 from the 
tensionless NPT simulation. 
There is a disagreement of the simulated FX(qz) with the experimental point at qz=0 in 
Figure 9.3 that is related to the volumetric values in Table 9.1, and this leads to a possible 
modification in how the simulation is treated. There is a fundamental relation152 𝐴!𝐹! 0 = 2 𝑛! − 𝜌!𝑉!     ,	   A2.1	  
where nL=434 is the number of electrons in DOPC, VL is the volume of DOPC given in  
Table 9.1 and 𝜌! = 0.333 e/Å3 is the electron density of water at 303 K.  Eq. A2.1 gives 
 
Figure 9.5. Symbols show values of χ2 from fitting simulations with local areas AL to X-ray and 
neutron data and lines show quadratic fits from which interpolated best areas AX = 68.7 Å2 and AN = 
66.7 Å2 are obtained.  NPT indicates the tensionless simulation and the other values were for the areas 
listed in Table 9.1.   
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FX(0)=0 independently of the value of AL.  The simulations give positive values of FX(0) 
because (a) 𝜌! is slightly too small due to a slightly too large VW shown in Table 9.1and 
(b) more significantly, the simulated VL is also too small.  These are fairly minor flaws 
inherent in simulations and they invite a work-around to improve agreement with 
experiment, as follows. The number densities from the simulations may be multiplied by 
factors to give the experimental values of VW and VL.  Although one could contemplate 
different factors for the headgroup components than for the chain components, we have 
here applied the same factor for all the lipid components.  Because the component 
distributions retain their same shape along the z-direction, there is no modification of 
volume along the z-direction, only in lateral directions, so lipid area should be multiplied 
by the same factor as the lipid volume, and all areas increase. Table 9.1 shows the values 
of the modified ALM.  Figure 9.6 shows the results of this modification compared to the 
χ2 results repeated from Figure 9.5.  Furthermore, the minimal value of χ2 improves 
substantially for the x-ray, but not the neutron, comparison.  Moreover, this work-around 
increases the difference between AX and AN from 2.0 Å2 to 2.2 Å2. 
 
Figure 9.6. Same format as Figure 9.5 with added values for the modified volume work-around 
described in the text.  
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Figure 9.3 and 7.4 also show results obtained from SDP modeling of the experimental 
data.  These results agree much better with the experimental X-ray data and somewhat 
better with the neutron data than any of the simulations as shown quantitatively in Table 
9.2. 
Another property of general interest is the area compressibility modulus, defined as 
KA=A(∂g/∂A)T=(∂g/∂(lnA))T. The simulations provide a value of the surface tension 𝛾 
for each simulated area AL. The simulated numerical value, KA=277±10 dyn/cm, is 
obtained from the slope in the plot in Figure 9.7.  We also obtain KA=321±36.8 dyn/cm 
using the fluctuation expression69 2𝐴!𝑘!𝑇 𝑁𝜎!! where 𝜎!! is the mean square 
fluctuations shown in Figure 9.1 
 
Figure 9.7. The slope of the simulated surface tension g versus the logarithm of the local area AL 
provides the area compressibility modulus KA.  The number next to each data point is the value of the 
projected area AP in Å2. However, the AL values were undulation corrected, so the slope gives the 
true49, not the apparent, value for KA. 
9.4 DISCUSSION 
The united atom force field 43A1-S3 obtains excellent agreement with neutron scattering 
data as shown qualitatively in Figure 9.4. Quantitatively, Table 9.2. shows that the 
  210 
reduced χ2 of the fit of the data to the simulated FN(qz) is close to 1 even for the NPT 
simulation (Figure 9.5) and Table 9.2. gives its interpolated minimum as 1.31 at AN=66.7 
Å2.  The χ2 of the fit of the x-ray data to the simulated FX(qz) is considerably poorer as 
shown in Figure 9.5, with an interpolated minimal χ2 = 9.81 for AX=68.7 Å2. The large x-
ray χX2 reflects that the simulation has smaller second and third lobes compared to the 
first lobe than the experimental data (Figure 9.3); a very similar FX(qz) was also reported 
by Chiu et al.43  
 
Table 9.2. 
 
 The Basic column and Modified columns give simulated results for unmodified and modified 
simulations respectively where χ2X+N for NPT is half the sum of the neutron and x-ray χ2 and χ2N 
and χ2X are interpolated minima, respectively, for neutron only and for x-ray only.  The SDP column 
gives modeling results obtained from simultaneously fitting a model to both the experimental neutron 
and x-ray data. SDP fitting used the experimental volumes shown and ratios of other volumes 
consistent with the simulation as shown in Supplemental Table 9.3. Units for all properties are in 
appropriate powers of Å.   
One reason for the poorer agreement with the x-ray data is that they extend to much 
larger qz thereby including more structural detail and setting a greater challenge for 
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simulations.  Another reason is that the x-ray data are subject to systematic error as seen 
in the slightly distorted shapes of the higher lobes of F(qz), though this does not account 
for very much of the χ2. A final reason is that the simulation incorrectly obtains the F(0) 
datum because the volume per lipid VL is too small and the volume of water VW is too 
large, as shown in Table 9.1, with the consequence that FX(0) is too large according to 
Eq. (A2.1).  We have explored a work-around of these volumetric flaws that gives the χ2 
results in Figure 9.6 with a summary of the salient results in the Modified column in 
Table 9.2.  The work-around increases the best areas AX and AN by about 1.5% and it 
improves the fit to the x-ray data (χ2X decreases), as expected, but the fit to the neutron 
data becomes poorer. 
A simulation should give AX=AN; that is clearly not the case with or without the 
volumetric work-around.  However, the difference between AX and AN is smaller for 
these 43A1-S3 force field simulations than for other simulations of DOPC.275 A viable 
compromise value between the areas AX and AN obtained in this paper is an area per lipid 
AL = 67.5 Å2 which would increase to 68.5 Å2 for the volumetric work-around. Ideally, a 
simulation should also give AL=ANPT, but it has been argued that this is asking too much 
of the water potentials.275 Instead, one should accept a non-zero value of the surface 
tension 𝛾  as another, quite different, work-around for flaws in the water interfacial force 
fields.21,23  However, for simulators who insist on only doing NPT simulations, the most 
appropriate number to compare is the simulated χ2X+N (11.7 in the basic column in 
Table 9.2) minus the experimental χ2 which is no larger than SDP χ2X+N (1.17 in the 
SDP column in Table 9.2).   
It has been emphasized271,275 that the neutron FN(qz) data are most strongly sensitive 
to the total (Luzzati) bilayer thickness DB, so there is a best value of DB for agreement 
with neutron data.  The x-ray FX(qz) data are most sensitive to the headgroup peaks in the 
electron density profile characterized by the Head-Head thickness DHH and there is a best 
value of DHH for agreement with the x-ray data. Therefore, for a simulation to have equal 
values of AX and AN, it has to obtain the best values of both DHH and DB at the same AL.  
Of course, both thicknesses decrease as the area is increased as tabulated in Supplemental 
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Table 9.1 and S7.2. The important quantity is therefore the difference DDB-H=(DB –
DHH)/2. Most importantly for a force field to obtain AX=AN is that DDB-H agree with 
experiment for the most relevant values of AL and the 43A1-S3 force field succeeds 
according to this metric as shown in Table 9.1.  
Other insights can be obtained from Table 9.1.  The fact that the quantity DDH-C = 
(DHH-2DC)/2, where 2DC is the hydrocarbon thickness, is constant suggests that the 
headgroup conformation does not change with AL. Then, the result that DDB-H gradually 
decreases with increasing AL is due to DB decreasing more rapidly than DHH which can be 
understood because water fills in more of the volume between the headgroups in the 
interfacial region, thereby bringing the Gibbs dividing surface for water closer to the 
hydrocarbon core. Table 9.1 also indicates that there is a non-zero distance DDP-H 
between the average location of the phosphate and the peak in the electron density 
profile; this can be traced to the electron density of the carbonyl and glycerol groups 
being large enough to pull the peak of the total electron density from the phosphate 
significantly toward the center of the bilayer.  Detailed locations of all the component 
groups and their volumes are provided in Supplemental Table 9.1and S7.2.    
A particularly noteworthy test of simulations is the ratio r of the volume of the 
terminal methyls on the hydrocarbon chains to the volume of the methylenes.  One of the 
reasons that this paper has focused on the 43A1-S3 force field rather than the older, much 
utilized Berger et al. force field42 is that the latter gives too large values of r ~ 2.7. Table 
9.1 shows that the results for the 43A1-S3 force field agree well with the experimentally 
acceptable range.  We note in passing that the Berger force field also provides excellent 
agreement with the x-ray and neutron experimental data at the same area AL=67.4 Å2. 
An additional motivation for simulating many areas is to obtain the area 
compressibility modulus KA = 277 mN/m as shown in Figure 9.7.  The value of KA is 
insensitive to chain type for PC lipids236 so, as emphasized by Klauda et al.,262 KA is a 
robust quantity for force field development. It may be noted that for DPPC, CHARMM36 
gave KA somewhat smaller in the range 193-267 mN/m,261,262,293 and an undulation 
correction applied to a simulations employing the Berger et al. force fields gave a larger 
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value of 348 mN/m.27,69 The latter value was obtained using the area fluctuations in an 
NPT simulation.  As mentioned at the end of results, we have also applied the fluctuation 
method to our 43A1-S3 NPT data in Figure 9.1 and obtain KA = 321 mN/m. Until 
recently, the accepted experimental value for DOPC was KA = 265±18 mN/m,236 
although a recent re-evaluation has suggested raising this to ~300mN/m,294 so agreement 
of 43A1-S3 with the experimental KA is excellent. 
Determining the area AL for DOPC has been especially challenging.  For many years 
AL was reported to be about 72 Å2.276,287,295,296 However, simultaneous analysis of x-ray 
and neutron scattering data, called the SDP analysis, lowered AL to 67.4 Å2.286 Since the 
experimental data have been updated, we have performed the SDP analysis again and 
now estimate AL = 67.6±0.5 Å2 (from Supplemental Table 9.4, 7.5 and column 5 of Table 
7.3). The result AL = 67.5 Å2 that we suggest above to be the most appropriate 
unmodified result for the 43A1-S3 force field is in remarkably good agreement with the 
SDP results.   
However, as is apparent from Figure 9.3 and 7.4 and quantified in Table 9.2, SDP 
modeling fits the experimental data much better than the simulations; this suggests that 
the 43A1-S3 simulations can be improved.  We have explored directions such 
improvements might take using the SDP program.  The SIMtoEXP program273 provides 
simulated values for the parameters that are used in the SDP model.271 Inserting these 
values into the SDP program essentially recovers the fits obtained by the SIMtoEXP 
program. The SDP program was then run while constraining a subset of these values to 
see whether better χ2 can be obtained by allowing the other parameters to fit. Often, very 
good fits to the data can be obtained but the values of the parameters are completely 
unrealistic.  For example, the distance between the Gibbs dividing surface for the 
hydrocarbon core (DC) and the carbonyl/glycerol (CG) group becomes stereochemically 
too small, so this distance was constrained to its value 1.3 Å obtained by the 43A1-S3 
simulations and also by CHARMM simulations.  We found that the fit was significantly 
improved when the widths of the headgroup distribution and the Gibbs dividing surface 
for the hydrocarbon core were allowed to increase.  The fit also improved when the 
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volume of the CG group was allowed to decrease.  Detailed numerical results are given in 
Supplemental Table 9.3-7.5.  Hopefully, these clues may suggest modifications in the 
force fields, especially regarding the CG moiety which is the lipid backbone.  
9.5 CONCLUSIONS   
Lipid force field development and subsequent experimental validation continues to be 
faced with the fundamental challenge of defining appropriate metrics for thorough 
comparison to experiment. Ideally, a force field simulated at zero surface tension would 
agree with both neutron and x-ray data. As this does not happen for other force fields,275 
we have devised a more refined test.  By using a series of NPAT simulations, we 
compare the areas AX and AN at which the simulation best fits the x-ray and neutron data, 
respectively, and we suggest that AX=AN is a primary criterion for testing a simulation. 
Then the comparison of the tensionless area ANPT is a secondary criterion.  This study has 
applied this refined test to the GROMOS 43A1-S3 united atom force field specifically for 
DOPC.  Although agreement with neutron scattering data is excellent with AN only 0.8 
Å2 greater than ANPT, agreement with the more challenging x-ray data is relatively poorer 
with AX nearly 3 Å2 greater than ANPT.  Such detailed studies have not yet been 
performed for other force fields, but it appears that these results, while not perfect, make 
this force field quite competitive.  Although our focus has been on validation with x-ray 
and neutron scattering experiments, we have also tested the 43A1-S3 force field against 
volumetric data, where it obtains excellent values for the relative methyl and methylene 
volumes, though it obtains somewhat small values for the overall hydrocarbon volume.  
Also, the 43A1-S3 force field agrees very well with the KA mechanical 
micromanipulation datum. We suggest that the type of analysis in this paper be 
performed for other force fields and also for other lipids.   
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9.7 SUPPORTING INFORMATION 
Supplemental Table 9.1. Comparison of results for six simulations at fixed projected areas AP = 62, 64, 
66, 68, 70, and 72 Å2 as well as the NPT simulation that had a mean AP=65.8 Å2 and experimental 
ranges for some of the properties.  The parsing of DOPC involved seven components as defined in the 
text. The component volumes were directly transcribed from the SIMtoEXP program and the number 
of significant figures is exaggerated.  As originally noted285 there is statistical noise in the volumes of 
small components that is smoothed when volumes of two contiguous groups are added, such as 
Chol+PO4 and Carb(2)+Gly, and even more smoothing occurs upon addition to obtain volumes of 
chains, heads and total lipid.  The Gibbs dividing surface values for DC and DB were obtained by an app 
in SIMtoEXP.273  Distances from the bilayer center for the components and for DHH/2 were obtained 
manually by locating the peak in the profiles plotted in SIMtoEXP.  The distances from the bilayer 
center of N (nitrogen) and P (phosphorus) were obtained manually from the position of the maximum 
in their number density distributions. 
 
  216 
Supplemental Table 9.2. 
Supplemental Table 7.2 is similar to Supplemental Table 9.1 except the parsing of DOPC followed the 
SDP model which is most appropriate for fitting both x-ray and neutron data simultaneously.271 
CholCH3 is just the three methyls on the choline and PCN is the remainder of the choline, while CG 
contains glycerol and both carbonyls. 
 
Comment:  Differences in the lipid, head, and chain volumes and the r value for the two 
parsings in Supplemental Table 9.1 andSupplemental Table 9.2indicate the level of 
volumetric uncertainty due to the parsing.   
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Supplemental Table 9.3. SDP analysis 
 
In Supplemental Table 9.3 the column labeled Sim shows results obtained from the 
SIMtoEXP program for the various model SDP properties, including the values of 
reduced χ2, Chi2N and Chi2X, obtained by comparing to the neutron and x-ray form 
factors, respectively.  Subsequent columns list the results obtained from fitting the SDP 
model simultaneously to the experimental data.  Different columns show the SDP results 
obtained under different constraints.  Constrained values are shown in red, fitted values 
are shown in black and softly constrained values are shown in blue. Green fill indicates 
constraints that were changed or released compared to the column to the immediate left. 
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The volumetric properties embedded in the SDP model are the lipid volume VL, the 
headgroup volume VH, the ratio r of the volumes of the chain terminal methyl (the CH3 
component) and chain methylenes, the ratio r12 of the volumes of the chain methines (the 
C1 component) and the chain methylenes, the ratio RCG of the carbonyl/glycerol (CG) 
volume to VH, and the ratio RPCN of the PCN moiety to VH. PCN consists of the 
phosphocholine minus the choline methyls; the latter are the Ch component in the table.   
The properties z(component) give the distance z of the SDP component from the bilayer 
center and  s(component) gives the Gaussian sigma width (HWHM/1.18) of these SDP 
distributions. DC is the z position of the Gibbs dividing surface for the total CH1 
(methines) plus CH2 (methylenes) plus CH3 (terminal methyl) hydrocarbon chain 
components and sDC is the decay width of this surface. DB is the Gibbs dividing surface 
for the water distribution which does not have a predetermined functional form.  DHH is 
the head-head thickness obtained from the model electron density profile.  All quantities 
are in appropriate powers of Å. 
9.7.1 SDP	  Commentary:	  
Column 1a constrained all values to those of the simulation. The χ2 values (CHI2N 
and CHI2X) should not be the same as obtained in the Sim column because the model 
uses Gaussian functional forms and the simulated functional forms are not exactly 
Gaussians, the largest deviation being for the terminal methyls on the hydrocarbon 
chains. It is a bit surprising that the CHI2N and CHI2X values actually decrease in 
column 1a, but the disparity between the neutron and x-ray errors are faithful to the 
simulation. 
Column 1b imposes the experimental volumes resulting in only small changes. The 
increase in the errors is not significant because all other quantities remain constrained to 
values that the experimental volumes make less compatible.  
As already seen in the main text, the Sim column results are not optimal, especially 
for the x-ray data, because the bilayer is too thick.  The fit in Column 2 releases four 
thickness/z distance constraints.  This results in a substantial improvement in Chi2X but a 
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worsening of Chi2N. We hold zCH1 fixed because, when released, zCH1 decreases to zero, 
the required fixed value for zCH3. 
Column 3 shows that the fits again improve dramatically upon releasing constraints 
on the widths of the headgroup and the terminal methyl distributions, all of which 
become smaller, especially sCh. It should be noted that if the sDC constraint is also 
released, sCh becomes unphysically small while further improving the errors. This 
emphasizes the deficiency that one can obtain excellent fits with unphysical parameters.  
A result that already appears implausible in the Column 3 fit is the distance between 
the CG group and the hydrocarbon core, given by zCG-DC. It is unphysical for the center 
of the CG group to become too close to the hydrocarbon core interface.  In column 4, we 
therefore constrained zCG-DC to its simulated value, which ought to be a physically 
possible value. Of course, adding a constraint compared to column 3 worsens the errors, 
but not as much as might have been expected. Apparently, the error increases are 
compensated by the widths of the headgroup Gaussians becoming larger, even larger than 
the simulated values instead of smaller as in column 3. 
Column 5 shows that the fit again improves dramatically when sDC is allowed to 
increase. When sDC is allowed to be completely free, starting from other columns, it often 
becomes unphysically broad.  Even here, sDC was softly constrained as described by 
Kučerka et al. 2008.271 
As was emphasized by Kučerka et al. 2008, there are too many parameters to be 
determined by unconstrained SDP model fitting and constraints must be imposed from 
experiment, especially the volume constraints, as well as from simulations. The 
additional simulation constraints most likely to be valid are for the simulated volumetric 
ratios, r12, RCG and RPCN.  However, even here, different simulations give different 
values; CHARMM 27 gives r12=0.82 and RCG=0.48.3 We therefore explored releasing 
these one at a time starting from the fit in column 5.  The errors decrease when r12 
decreases to 0.88 (not included in Supplemental Table 9.3). The larger improvement is 
shown in column 6 where RCG was allowed to decrease under a soft constraint. 
  220 
However, such a small CG volume appears to be unphysical and it leads to rather small s 
widths of the headgroup components. 
Our preferred SDP fit in Supplemental Table 9.3 is in column 5.  However, it should 
be cautioned that different pathways give different fits. For example, starting with col 1b 
and proceeding directly to the constraints shown in column 5 results in a poorer fit and a 
too narrow sCh, indicating that there are secondary chi2 minima in parameter space. 
Possibly, a different pathway to a different set of constraints would improve the fit and 
lead to better physical values for the parameters (this is explored in Supplemental Table 
9.4). 
The column 5 fit suggests that the simulations give s widths of the component 
distributions that are too small because releasing those widths results in c2 that are much 
smaller than those in column 2.  It also suggests that the simulated value of (DB-DHH)/2 
may be too small.  The root difference is that zPCN is closer to DC in column 5 and that 
would suggest a difference in the headgroup conformations. It may also be noted that the 
area A is different for the different fits, but it is only 0.3 Å2 larger in column 5 compared 
to the original SDP model paper.11 
It may be noted that the SDP fitting program allows weighting the neutron data versus 
the x-ray data to achieve roughly equal values of Chi2X and Chi2N, as occurred in the 
column 5 fit. 
Supplemental Table 9.4 on the next page shows results for a variety of fits with 
different combinations of constraints.  The Supplemental Table 9.4 results are consistent 
with the column 5 fit in Supplemental Table 9.3 and provide a feeling for the 
uncertainties in the SDP values of the parameters. 
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Supplemental Table 9.4. More SDP results. 
 
The quantities have the same definitions as in Supplemental Table 9.3 and the color coding is the 
same; black type gives results of fits, red type shows hard constrained values and blue type shows 
results obtained using soft constraints that typically allow 10% variations from target values.  The 
estimated uncertainties in the data were adjusted so that neutron and x-ray data were weighted on an 
equal footing so that χ2X (Chi2X) and χ2N (Chi2N) were more nearly equal.  The quantity X2fractN 
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in the last row is the fraction of the total χ2 from the neutron data which is theoretically derivable to be 
0.2 when Chi2N  = Chi2X. 
Supplemental Table 9.5. Still more SDP results. Same format as Supplemental Table 9.3 and 7.4.  The 
first column shows results from 2008.11 Subsequent fits evolved from that result. The result in the final 
column 8b is similar to the results in Column 5 in Supplemental Table 9.3 and to the results in 
Supplemental Table 9.4. 
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□S  
10 APPENDIX C: CURVATURE DYNAMICS OF Α-SYNUCLEIN 
FAMILIAL PARKINSON DISEASE MUTANTS, MOLECULAR 
SIMULATION OF THE MICELLE AND BILAYER BOUND FORMS  
Reprinted from:  
Jason D. Perlmutter, Anthony R. Braun, and Jonathan N. Sachs. Curvature dynamics of α-Synuclein 
familial Parkinson disease mutants: molecular simulations of the micelle- and bilayer-bound forms. J 
Biol Chem 2009,284:7177-7189. 
Department of Biomedical Engineering, University of Minnesota, Minneapolis, Minnesota;  
Copyright © 2009 ASBMB. 
 
α-Synuclein (αS) remains a protein of interest due to its propensity to form fibrillar 
aggregates in neurodegenerative disease and its putative function in synaptic vesicle 
regulation. Herein, we present a series of atomistic molecular dynamics simulations of 
wild-type αS and three Parkinson disease familial mutants (A30P, A53T, and E46K) in 
two distinct environments. First, in order to match recent NMR experiments, we have 
simulated each protein bound to an SDS detergent micelle. Second, in order to connect 
more closely to the true biological environment, we have simulated the proteins bound to 
a 1,2-dioleoylsn-glycero-3-phosphoserine lipid bilayer. In the micelle-bound case, we 
find that the wild type and all of the variants of αS flatten the underlying micelle, 
decreasing its surface area. A30P is known to lessen αS/membrane affinity and, 
consistent with experiment, destabilizes the simulated secondary structure. In the case of 
A53T, our simulations reveal a range of stabilizing hydrogen bonds that form with the 
threonine. In both environments, the E46K mutation, which is known to increase bilayer 
affinity, leads to an additional hydrogen bond between the protein and either the 
detergent or lipid. Simulations indicate that αS and its variants are less dynamic in the 
bilayer than in the micelle. Furthermore, the simulations of the mutants suggest how 
changes in the structure and dynamics of αS may affect its biological role. 
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10.1 INTRODUCTION 
The main component of fibrous inclusions known as Lewy bodies and Lewy neurites, 
α-synuclein (αS )297 plays a critical, although as yet not fully understood, role in the onset 
of Parkinson disease (PD)298. Three point mutations of αS, namely A53T, A30P, and 
E46K, have been correlated with familial PD 298-300, although it is still unclear exactly 
how these mutations trigger the disease301-304. In the case of A30P, a set of recent NMR 
studies suggest that the proline substitution significantly increases the structural dynamics 
of the protein when bound to an SDS detergent micelle305,306. It is widely accepted that 
this mutant has reduced binding affinity for membranes, although the extent is somewhat 
controversial306-313. The change in membrane affinity is correlated with a decrease in the 
helical content of the protein, although again there is considerable debate as to the extent 
of this effect305-307,311,314. This result is not altogether unexpected; proline disrupts helices 
due to the loss of a backbone hydrogen bond and steric hindrance between it and 
neighboring residues315. The exact effects of proline on a helix, however, can be 2-fold: 
substitution can cause local unfolding (i.e. total loss of secondary structure) or kinking 
without loss of helicity. In the case of A30P, current experimental techniques have 
suggested a loss of helicity upand downstream of the substitution. However, it is still 
unclear to what extent and where the proline substitution forces unfolding, kinking, or 
both305,306.  
The other PD familial mutants behave quite differently. The threonine substitution 
does not disrupt αS affinity for either synthetic vesicles or cellular membranes306-309,311-
313. Likewise, the mutation does not appear to impact the protein’s secondary structure 
(i.e. helicity is fully conserved) 305-307,311,314. The more recently discovered E46K 
mutation leads to tighter binding between the protein and synthetic vesicles316 while also 
preserving the secondary structure317. How these three mutations exert such divergent 
affects yet are each linked to PD remains an open question. Although the function of αS 
remains unknown, localization to synaptic vesicles312,318,319 has led to investigation of its 
role in synaptic vesicle regulation320-324. Therefore, changes in membrane affinity or 
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protein structure may alter the functionality of αS and may be a significant factor in PD 
pathogenesis325.  
Structurally, the N-terminal domain (residues 1–99) of WT αS forms two anti-parallel 
amphipathic helices on the membrane surface 171,326. The acidic C-terminal domain 
(residues 100 –140) does not participate in membrane binding and remains 
unstructured144,327. Truncation of the protein beyond residue 99 has no affect on the 
structure or binding properties of the N-terminal domain305. When bound to an SDS 
micelle, the two helices, connected by an unstructured loop, are unusually dynamic and 
highly curved (the C-terminal helix (helix-C) being nearly twice as curved as its N-
terminal (helix-N) counterpart)128. This micelle-bound structure is not nearly as curved as 
the unperturbed, spherical SDS micelle, and the degree of curvature is probably of 
functional significance. It was speculated, although not proven, that binding of αS 
deforms a micelle in a uniaxial direction, forcing an ellipsoidal rather than spherical 
structure128. This invites a highly attractive hypothesis; protein-induced membrane 
deformation may underlie αS function, in particular as regards the potential impact such 
deformations may have on membrane fusion and the formation of fusion intermediates.  
Computational molecular dynamics (MD) simulation is an excellent tool for 
characterizing the structural and dynamic features of proteins. MD simulations are 
capable of revealing molecular level detail inaccessible to current high resolution 
experimental methods and can therefore illuminate unresolved issues connecting a 
protein’s structure to its biological function. Because the function of αS appears so tightly 
coupled to dynamic changes in its structure, MD is an ideal tool for studying this system. 
Indeed, four recent MD simulations of αS have provided tremendous insight into the 
behavior of the WT protein. In particular, simulations have revealed a broad distribution 
of natively unfolded structures in solution; mapped specific, stabilizing contact points 
within those structures328; elucidated the behavior of WT αS on the surface of 
membranes, in one case calculating the energetics of membrane binding183 and in another 
suggesting a novel homo-oligomeric organization329; and described the behavior of the 
interhelical turn region in multiple environments330.  
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The goal of this current study has been to use MD simulation to uncover 
experimentally inaccessible information regarding structural and dynamic changes to αS 
induced by the A53T, A30P, and E46K mutations. Collectively, our simulation results 
confirm and expand upon the existing perceptions regarding the PD mutants. The first set 
of simulations starts with the recently solved, high resolution NMR structure of WT αS 
bound to an SDS micelle, where great care has been taken to accurately reproduce the 
experimental system128. We find that protein binding elongates the micelle, relieving 
curvature stress and suggesting a functional role for WT αS. Helical bending, in 
particular at the site of consecutive glycine residues, endows αS with the conformational 
flexibility necessary to bind to membranes with variable curvature. Simulations of the 
mutant forms are analyzed in terms of local and long range changes in dynamics and 
structure.  
Significant questions remain about directly transferring the insight derived from 
micelle studies to the character of αS in biological membranes. Two recent experimental 
studies suggest that the structure of the membrane-bound form of αS is similar to that of 
the micelle form (i.e. contains the same broken helix structural motif)330,331. These 
experiments provide a good rationale for designing our second set of simulations, in 
which we have studied the dynamics of αS and the three mutants bound to a DOPS 
bilayer using the simulated, micelle-bound structure of WT αS as our starting 
configuration. We have chosen phosphatidylserine because of the high affinity of αS for 
anionic phospholipids326. A comparison of our results for the highly curved micelle and 
the flatter bilayer patch suggests that αS probably adapts to biological membranes of 
intermediate curvature (e.g. synaptic vesicles) by modulating the degree of bending at 
specific flexible sites.  
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10.2 MATERIALS AND METHODS 
 
Figure 10.1.  Amino acid sequence of membrane binding domain of αS. Only the first 99 amino acids 
are involved in lipid binding and were considered in these simulations. Underlined are the two helices 
in the lipid binding domain. The positions in the wild-type where the PD familial mutations occur are 
in boldface type. The highly hydrophobic NAC region consisting of residues 60–95 is in italic type.  
10.2.1 Micelle-­‐bound	  Simulations	  
The starting configuration for the αS protein was the structure as determined by high 
resolution NMR (Protein Data Bank code 1XQ8 128). For the micelle simulation, a pre-
equilibrated, fully hydrated micelle consisting of 100 SDS detergent molecules was 
positioned a few Å away. Initial WT simulations were run using an SDS micelle 
composed of 70 SDS molecules, the reported average size from experiments128,171. 
However, despite considerable effort, we were unable to stabilize the protein on this 
micelle and thus nominally increased its size. The protein was positioned with the 
hydrophobic surface facing the micelle so as to match their concavities, building in an 
assumption regarding their relative orientations that is fully reasonable given the results 
of the NMR study128. The protein includes only the N-terminal domain, residues 1–99. 
Figure 10.1 gives the primary amino acid sequence for the simulated protein and 
highlights the key structural segments as well as positions of the point mutants. This 
system was solvated in a water box consisting of 23,000 TIP3 water molecules, with 
several layers of water molecules separating the protein and micelle. The average size of 
the simulation cell (90x90x90 Å) was carefully determined based upon the minimum-
image convention so as to avoid finite size artifacts and included 100 sodium cations and 
additional chloride anions to neutralize the overall charge of the system. Thus, the 
solvated protein/micelle simulations consisted of 76,000 atoms. Control simulations of a 
solvated, detergent-free WT αS and a protein-free, solvated micelle consisted of 69,000 
atoms and 74,000 atoms, respectively.  
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The micelle-bound systems were constructed and analyzed using CHARMM version 
32 with the CMAP correction. Periodic boundary conditions were applied, using a 
constant number of atoms (N), pressure (P), and temperature (T), to form NPT 
ensembles. The temperature in each simulation was set to 303 K. Simulations were 
performed using NAMD version 2.6. A cut-off of 10 Å was used for van der Waals 
interactions, and particle mesh Ewald summation was used for long range electrostatic 
interactions. The time step was 2 fs, and all bonds involving hydrogen were fixed using 
the SHAKE algorithm. The molecules were visualized with VMD332, and secondary 
structure was calculated with the Stride algorithm333, which assigns secondary structure 
from a given coordinate set based upon hydrogen bonds and torsion angles.  
Because the structure of αS does not provide direct information regarding the 
configuration of the SDS micelle, we employed a strategy of protein restraints in order to 
allow the proteins to bind to and equilibrate within the micelle. Specifically, the systems 
were first energy-minimized and then simulated for 20 ns with the protein under a 
restraint to prevent unfolding. During the course of these 20 ns, the micelle, which was 
not restrained, morphed into contact with the protein, forming two deep channels into 
which the two helices buried. The simulation was then run in this bound state without 
restraint for 45 ns. Thus, each αS/micelle system was run for a total of 65 ns, although 
only the unrestrained simulation was used for analysis. The protein-free and micelle-free 
systems were each run for 10 ns, where in the case of the protein-free system the 
micelle’s radius of gyration was deemed converged (data not shown), and in the micelle-
free system the r.m.s.d. of the protein clearly contrasted with the stability of the micelle-
bound protein.   
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Figure 10.2. The interaction of αS with an SDS micelle. A and B, snapshots of wild-type αS bound to 
the detergent micelle, after 45 ns of simulated dynamics. The protein embeds deeply into the core of 
the micelle, forming channels in both helix-C (A) and helix-N (B). C, a representative slice through the 
micelle, illustrating typical side chain orientations. Nonpolar side chains are directed toward the 
micelle center, basic side chains orient along the micelle surface, and acidic side chains orient toward 
the water. αS backbone is represented as a green ribbon, and side chains are represented with the 
following colors: nonpolar (black), basic (blue), and acidic (red). The SDS micelle is shown with the 
following color scheme: carbon (white), sulfur (yellow), and oxygen (red). Hydrogens, water, and ions 
have been removed for clarity of presentation.   
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In order to construct the A30P, A53T, and E46K mutants, the starting configuration 
of the system was the same as WT (i.e. the NMR structure), with only the side chains of 
the appropriate residues substituted. The orientation of the substituted residue was 
determined by the coordinates of the WT side chain, and additional atoms were added 
using the CHARMM force field parameters for bonds, angles, and dihedrals. These two 
simulations were set up and run using the identical conditions and strategy of restraints 
and dynamics described for the WT.  
10.2.2 Bilayer-­‐bound	  Simulations	  
The bilayer-bound systems were constructed by placing the final structure of the WT 
micelle-bound protein in the headgroup region of a pre-equilibrated pure DOPS bilayer 
(containing 512 lipids and 17,500 waters). All mutations were made from this common 
point as described above. An approximate surface area was calculated for the protein 
(based upon a cylindrical representation of the helices), which suggested an approximate 
number of lipids that should be removed from the monolayer that contained the protein. 
Lipids in closest contact with the protein were thus removed, leaving a total of 479 lipids 
along with neutralizing ions (81,000 total atoms). In order to minimize finite size effects 
and avoid artifacts of the simulated boundary condition, we chose to use a large, fully 
hydrated bilayer and to simulate with a variable lateral area. We used the united atom 
GROMOS force field (GROMACS version 3.3.2), which allows for more efficient 
simulation of large lipid systems and is more frequently used for variable lateral area 
simulations than CHARMM. Simulations were performed under the NPT ensemble at 
303 K and employed the Parrinello-Rahman pressure and Nose-Hoover temperature 
coupling scheme. A cut-off of 16 Å was used for van der Waals interactions, and particle 
mesh Ewald summation was used for long range electrostatic interactions. The time step 
was 2 fs, and all bonds were constrained using the LINCS algorithm. Membrane 
simulations were run for 50 ns after a similar minimization and constrained dynamics 
scheme as employed for the micelle. Although comparison between different force fields 
can be complicated, a recent exhaustive simulation study suggests that both force fields 
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are reasonably similar in modeling protein behavior334. In order to confirm that our 
comparison of micelle and bilayer results was not overly dependent upon our force field 
choice, we simulated WT αS bound to DOPS using CHARMM (using parameters from 
335) under a constant area (NPNAT ensemble) and observed magnitudes of protein motion 
remarkably consistent with those we report below for GROMOS.  
Simulations were run on the Minnesota Supercomputer Institute’s cluster of 307 IBM 
BladeCenter LS21 nodes and the University of Illinois’ National Center for 
Supercomputing Application’s cluster of 1450 Dell PowerEdge 1750 nodes. 
Approximately 200,000 total cpu hours were used. 
 
Figure 10.3. The interaction of αS with a DOPS bilayer. A and B, snapshots of wild-type αS bound to 
the DOPS bilayer, after 45 ns of simulated dynamics. The protein embeds into the hydrophobic core of 
the bilayer, beneath the lipid headgroup. αS backbone is represented as a green ribbon, and the DOPS 
bilayer is shown with the following color scheme: carbon (white), oxygen (red), nitrogen (blue), and 
phosphorus (tan). Hydrogen, water, ions, and lipids have been removed for clarity of presentation.   
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10.3 RESULTS  
10.3.1 Bound	  State	  Structure	  
Snapshots taken from the simulation of WT αS bound to an SDS micelle are shown in 
Figure 10.2. The backbones of the two helices, consisting of residues 3–37  (helix-N) and 
45–92 (helix-C), are both deeply buried beneath the headgroups of the detergent. Despite 
a high degree of fluctuation, the helices remain stably immersed in these channels 
throughout the course of all of the simulations. The terminal regions of helix-C are frayed 
but stable, and the helices themselves follow a somewhat tortuous path through the 
channels; rarely are they straight. The major features of the NMR structure are conserved 
throughout the simulations128. In particular, as illustrated in Figure 10.2C, the nonpolar 
side chains orient toward the micelle center, basic side chains (αS is lysine-rich) orient 
along the micelle surface and form salt bridges with the sulfate headgroups, and the 
acidic side chains orient into the solvent. A similar motif has been observed in 
apolipoproteins. Within the N-terminal region of αS, there are seven imperfect copies of 
an 11-mer repeat, most of which contain two (i, i+2) lysine residues. In all cases, these 
paired side chains point in opposite directions along the micelle surface, exerting a strong 
influence on helical depth and topology. In agreement with previous observation, the 
highly hydrophobic sixth 11-mer repeat buries deepest into the micelle 128,183,336. This 
section of the protein is within the largely hydrophobic NAC (residues 60 –95), the 
region that is thought to drive fibril formation337,338. Fig. S8.2 plots the C r.m.s.d. from 
the NMR structure, a quantitative measure of stability and equilibration. Helix-C shows 
slightly elevated deviation as compared with helix-N, although the values of 2– 4 Å for 
both are typical for protein simulations and indicate that the structure is equilibrated and 
the simulations are converged. An indication of the micelle’s role in stabilizing αS’s 
structure, the r.m.s.d. calculated from the simulation of the protein in water (i.e. no 
micelle) reached 12 Å after only 5 ns.  
In both the WT and mutant simulations, αS binding significantly perturbs the 
equilibrium structure of the SDS micelle. As is readily apparent from Figure 10.2, A and 
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B, the micelle flattens into an elongated, ellipsoidal (rodlike) shape. The deformation is 
quantified by a 20% increase in the radius of gyration (23.6 Å versus 19.5 Å in the case 
of the protein-free micelle). Quantifying the area per headgroup for an irregularly shaped 
structure, such as the micelle, can be done by measuring the solvent accessible surface 
area. The change in micelle shape upon αS binding is accompanied by an 10% decrease 
in solvent-accessible surface area, a substantial change that will be discussed in detail 
below. Differences in solvent-accessible surface area between the αS variants were 
negligible. 
  
Figure 10.4. Depth of αS in the DOPS bilayer. A, component electron density profiles (EDP) for 
DOPS bilayer and wild-type S. B, C electron density, describing relative backbone depth of the protein 
helices.  
Figure 10.3, A and B, shows snapshots of WT αS bound to a negatively charged 
DOPS bilayer. Over the course of the 50-ns simulation, the helices submerged more than 
5 Å more deeply into the bilayer core than their starting positions and flattened 
significantly. The r.m.s.d. (Fig. S8.2) suggests that the bilayer simulations are reasonably 
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well converged, although there remain subtle changes in the helix positions throughout 
the 50 ns.  
Figure 10.4 presents the electron density profiles for the molecular constituents of the 
WT system. Electron density profiles are commonly used to describe the location of 
molecules and their chemical components within a bilayer. The figures indicate that the 
two helix backbones are submerged just beneath the lipid headgroup/water interfacial 
region, allowing the hydrophobic face of the protein to interact with the lipid 
hydrophobic core and the hydrophilic face of the protein to interact with the lipid polar 
region and water. Helix-N ends up at a depth of 3Å beneath the lipid headgroup 
phosphates, in agreement with a recent experimental study139. Helix-C buries an average 
of 2 Å deeper into the bilayer center than helix-N despite having started at the same 
depth. This result is consistent with our micelle simulation and previous studies 128,183,336. 
As in the  micelle-bound state, the turn region projects outward from the bilayer. This 
molecular architecture leads to a substantially different binding environment for the 
protein in the bilayer (Figure 10.3B), as compared with the micelle (Figure 10.2C). In 
contrast to the micelle, portions of the protein are fully ensconced in the lipid (a subset of 
the lipid headgroups hang over the helices and directly interact with the polar side 
chains). Thus, the protein appears in places to tunnel through the bilayer, although there 
are regions where the protein is also exposed to the water. This additional degree of 
incorporation may underscore a tighter interaction with the lipids than detergents and 
probably explains an overall decrease in dynamics of the bilayer-bound proteins, as 
described below.  
10.3.2 Protein	  Dynamics	  
The simulations provide insight into similarities and differences in how the micelle 
and bilayer affect dynamic deviations from the average NMR structure for the WT and 
mutant proteins. The root mean square fluctuation (r.m.s.f.) provides a quantitative 
measure of a protein’s C motion on a per residue basis and a first look at changes induced 
by the mutations. Figure 10.5A compares the r.m.s.f. for the micelle bound WT with the 
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A53T, A30P, and E46K mutants. Consistent with experimental measurements, the 
maximal dynamics of the WT protein occur in the nonhelical regions: the N and C 
termini of the protein as well as the turn (residues 38 – 44) for each of the proteins for 
which experimental data is available128,305. The first two residues of the N terminus 
interact intimately with the detergent, whereas the C-terminal residues downstream of 
Gly93 extend out of the micelle, into the water, causing a sharp increase in r.m.s.f. (data 
have not been included in the graph). The r.m.s.f. also indicates a high degree of 
flexibility near residues Gly67 and Gly68 as well as downstream of Gly82 and Gly84. 
Interestingly, the WT r.m.s.f. is greater in the helix-kinking region of Gly67/Gly68 than 
in any of the mutants, with the greatest reduction in the case of A30P. As would be 
expected, there is a clear maximum and subtle increase over WT in the dynamics around 
the site of the proline substitution. Less expected is an increase in dynamics in that same 
region in the E46K mutant, with a maximal value at residue 24. E46K dynamics are 
reduced immediately upstream of position 46, in the turn region. A30P and E46K display 
less dynamics throughout helix-C, suggesting that this measure cannot be directly 
correlated with experimental binding affinity. The threonine substitution behaves 
similarly to the WT, although there is a subtle decrease in dynamics in helix-N and in 
helix-C near Gly67/Gly68 as well as a slight increase in dynamics at Gly82/ Gly84. 
Direct comparison of simulated αS dynamics to experiment is made through the NMR-
measured S2128,305. Fig. S8.3 shows S8.2 data from the simulations, overlaid with the 
experimental data for WT, A53T, and A30P 128,305. Experimental results for E46K have 
not yet been published. Although direct comparison between the experiments and 
simulation is difficult, and although there are some elements of the simulation that do not 
exactly reproduce the experimentally observed behavior, all of the major trends upon 
which our results are based are reasonably consistent with experiments339.  
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Figure 10.5. Structural dynamics of the micelle- and bilayer-bound forms. Shown is the r.m.s.f. of αS 
C calculated from the eight simulations, in each case averaged over the last 25 ns for the micelle-bound 
(A) and bilayer-bound (B) states.   
Figure 10.5B shows r.m.s.f. data for the bilayer-bound αS variants and indicates an 
overall decrease in protein dynamics of 2–3fold as compared with the micelle-bound 
forms. We have checked to ensure that this reduction is not due to the different force 
fields (as stated under “Materials and Methods”). A comparison between GROMACS 
and CHARMM bilayer bound dynamics is given in Fig. S8.1; the similarity in 
magnitudes justifies comparison of our micelle- and bilayer-bound simulations. The 
general features of the bilayer-bound r.m.s.f. data are broadly similar to the micelle 
forms; the largest maximal values are in the nonhelical segments and the turn. 
Remarkably, a maximum is seen at the Gly67/Gly68 hinge in all variants except the WT, 
where it has completely vanished (the r.m.s.f. curve is concave for the mutants but flat for 
  237 
the WT). The micelle trends for A53T and A30P are reversed in the bilayer; both display 
an increase in their overall dynamics (relative to WT). In contrast, the E46K mutant 
displays a slight suppression of dynamics. As is always the case with simulation, these 
trends might change given significantly longer time scales.  
A subset of the overall dynamics, helical bending is of particular interest. Bending 
can reflect at least two things: 1) equilibrium fluctuations that tightly couple the shape of 
the helices to that of the highly malleable micelle or more rigid bilayer or 2) perturbation 
induced by mutation that disrupts these normal interactions. Helical bending was 
calculated at each residue as the angle between the two helical axes formed by the 
residues four upstream and four down-stream, and the results for the micelle-bound states 
are given in Figure 10.6A. Both the WT and A53T protein show minimal bending in 
helix-N, whereas the A30P and E46K mutants bend significantly (as much as 40° in 
A30P and 25° in E46K). In the A30P protein, this increase occurs upstream of the 
substitution (maximally at position 25), where it is, on average, approximately twice as 
bent ( 40°) as the WT is at its position of maximum bending (just downstream of Gly67/ 
Gly68). In helix-C, the proline substitution has a significant effect in reducing the bend 
around Gly67/ Gly68, indicating long range effects that act through the detergent. In 
contrast, the E46K system displays a large increase in bending in helix-C. In the A53T 
mutant, the bending is of roughly the same magnitude as the WT. The A53T mutant also 
shows increased bending at Gly82/Gly84 in helix-C. Collectively, the effects of each 
mutation on the r.m.s.f. and bending in the micelle-bound form indicate that the two 
helices are not fully independent, despite being physically sequestered by the detergent.  
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Figure 10.6. Helical bending. The angle formed by the intersection of the residues four up- and 
downstream at each helical position describes the structural adaptation of the protein to the 
environment for the micelle-bound (A) and bilayer-bound (B) states.   
Helical bending in the bilayer-bound state is shown in Figure 10.6B. In helix-N, 
A30P displays an increase in bending, at approximately the same location as in the 
micelle-bound state, although slightly lower in magnitude. Similarly, the WT and A53T 
mutants show minimal bending in helix-C. However, in contrast to the micelle-bound 
state, E46K shows minimal bending in helix-N. The bending in helix-C is entirely 
different in the bilayer-bound state than in the micelle-bound form. Whereas in the 
micelle-bound structure each protein showed an increase around Gly67/Gly68, in the 
bilayer-bound form, only A30P shows a small increase in bending at that point. A30P 
also shows a small increase in bending around Gly82/Gly84. Interestingly, the WT shows 
a maximal bending value at residue 60, a position in which bending is not observed in the 
micelle-bound state.  
Figure 10.7 shows a time series of the changes in bending angle at the position of 
Gly67/Gly68 from the WT micelle-bound and bilayer bound simulations. Snapshots 
illustrate the extreme values, as the micelle-bound helix fluctuates between nearly 
straight and highly bent. The bilayer-bound protein equilibrates at a relatively low angle 
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(~15°). It is highly interesting that in the latter part of the simulations, the average 
bending is similar in the two environments, perhaps suggesting that the protein itself has 
this as its preferred state. Consistent with the overall increase in r.m.s.f., however, the 
micelle-bound form samples a wider range of angles. These lower angles are about half 
that of the averaged NMR structure, probably a consequence of the simulated micelle 
being larger than the experimental average.  
  
Figure 10.7. Helical bending at Gly67/Gly68 is highly dynamic. The bending angle at Gly67/Gly68 
was calculated at each time point in helix-C, as described under “Results,” for the micelle-bound (blue) 
and bilayer-bound (red) states. The micelle-bound state shows a large range of values, capturing nearly 
straight as well as highly bent structures, whereas the bilayer-bound state remains relatively straight. 
Representative snapshots from the micelle-bound state at the indicated time points show minimal and 
maximal bending conformations (the micelle, water, and ions have been omitted). The helix is 
represented as a green ribbon, and Gly67/Gly68 are shown in the space-filling representation as black.  
10.3.3 A30P:	  Destabilization	  and	  Unfolding	  
The proline substitution is known to alter the helical content of αS128,183,336, and the 
simulations reproduce this result. Fig. S8.4 plots helical content on a per residue basis for 
the micelle-bound A30P protein compared with the WT. In all simulations, the turn 
region is completely without secondary structure. Consistent with the r.m.s.f. and bending 
data, helicity is disrupted upstream of the proline substitution. Snapshots in Figure 10.8A 
illustrate three loosely defined categories of helical structure observed in micelle-bound 
A30P: straight, kinked, and unfolded (i.e. loss of i, i+4 hydrogen bonding and change in 
geometry including backbone torsion angles). There is no significant reduction in helicity 
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in the micelle-bound forms of A53T or E46K mutants, also consistent with 
experiments305-307,311,314,317.  
 
Figure 10.8. The A30P mutation causes a decrease in helicity. A, snapshots illustrating different 
conformations of the A30P mutant from the micelle-bound simulation: straight helix, kinked helix, and 
unfolded (time points 21, 24, and 45 ns). Helix-N is represented as a green ribbon, and the proline is 
shown in black (micelle, water, and ions omitted). B, torsion angles for the A30P substitution mutant 
and wild-type protein for residues 26 and 28 from the micelle-bound simulations show reversible 
unfolding. The color scheme is as follows: WT phi (green), WT psi  (red), A30P phi (dark blue), A30P 
psi (light blue).   
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Another way to present these dynamic transitions is through the time evolution of 
backbone torsion angles. During a 15-ns pre-equilibrated period of dynamics, there were 
significant deviations in the WT from typical α-helical torsion angles in certain residues 
(Fig. S8.5). Throughout the remainder of the simulation, the WT protein displayed 
torsion angles for all residues that are close to that of a typical α-helix ( 62°, 41° ). The 
proline substitution induces substantial deviations from helicity, in particular at Val26 
and Glu28. Figure 10.8B overlays the results for residues 26 and 28 in the micelle-bound 
WT and A30P. Ala27 and Pro30 show more subtle variation (Fig. S8.5), as do residues 
Gly25, Thr33, and Lys34 (data not shown). The time evolution of these structural 
fluctuations is illuminating, showing a dynamic volley between unfolded and helical; 
unfolded regions can refold on the nanosecond time scale, particularly evident at residue 
26. The structural transitions back to a helical state for this residue, however, appear to 
mostly dissipate toward the end of the simulation, suggesting that the secondary structure 
may be fully broken by this point. It is not clear, given the brevity of our simulated time 
scale, whether these transitions will continue or whether the equilibrium structure is 
indeed completely unfolded at this or other sites. Given the experimental evidence for the 
latter and the data in Figure 10.8, it is likely that unfolding of the bound A30P nucleates 
at residue 26 but does not extend beyond 4 –5 residues up- or downstream of the 
mutation site. Whether this unfolding would lead to unbinding, given a significantly 
longer simulation, remains an open question. A comparison of the time-dependent 
changes in torsion angles and helical bending directly correlates A30P unfolding with 
maximum bending angles in the N-terminal helix (data not shown). This is in contrast to 
the high bending angles at Gly67/Gly68, which are not accompanied by a loss of helicity.  
The A30P bilayer-bound simulation shows only minor unfolding. Figure 10.5 and 8.6 
showed an increase in the backbone r.m.s.f. and helical bending relative to the WT, 
suggesting that the mutation destabilizes the protein in the same region as in the micelle-
bound simulation. However, the helicity and backbone torsion angles are only subtly 
affected (data not shown). In this case, it must be noted that equilibration in bilayers is 
probably a slower process, given the relative relaxation rates of the lipids and detergent, 
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and, as a result, the time scale for full unfolding in the bilayer is possibly longer than we 
are able to simulate. Torsion angle dynamics for A53T are indistinguishable from WT in 
both environments; there are no unfolding transitions. This lack of gross structural 
change agrees well with experimental observation305-307,311,314,317. Structural analysis of 
side chain orientation also reveals no discernable differences between the A53T mutant 
and the WT (data not shown). Helicity is preserved in E46K and all of the bilayer 
simulations, with only subtle deviations in torsion angles (data not shown). 
10.3.4 A53T:	  Intra-­‐	  and	  Intermolecular	  Hydrogen	  Bonding	  
Recent NMR results measuring protein dynamics at longer time scales (nano- to 
milliseconds) have suggested that the micelle-bound A53T mutant includes an 
unresolved, enthalpically stabilizing motif305. Indeed, Figure 10.9 reveals that the 
secondary structure of helix-C is probably stabilized in the A53T mutant by an 
intraprotein hydrogen bond that forms between the threonine hydroxyl and the backbone 
carbonyl of Val49. Figure 10.9A plots a time series that illustrates the dynamics of this 
partnership in the micelle-bound system. The hydrogen bond was not present at the onset 
of the simulation. In fact, during the pre-equilibration period (15 ns), the hydroxyl group 
was stabilized by interactions with the SDS and surrounding water. This clearly indicates 
that the hydrogen bond is not a product of the initial starting configuration but rather the 
natural, equilibrated structural motif for A53T. Figure 10.9B shows that the same side 
chain-backbone hydrogen bond forms in the bilayer-bound simulation of A53T; however, 
it is noticeably less stable, flickering on and off throughout the simulation. Instead, a 
different stabilizing interaction predominates; the hydrogen bond forms with the lipid’s 
glycerol backbone carbonyl. SDS has no hydrogen bond acceptors beneath the micelle 
surface that can compete for threonine’s donor hydrogen in this way.  
10.3.5 E46K:	  Putative	  Increase	  in	  Binding	  Affinity	  
The E46K substitution leads to an additional intermolecular interaction that is very 
similar in both environments. As illustrated in Figure 10.10, the substituted lysine side 
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chain interacts with the SDS headgroup or the lipid hydrogen bond acceptors (primarily 
the carbonyl groups) as well as with water throughout the course of the simulation. No 
intra-protein interaction is observed. Although this interaction probably contributes to the 
E46K mutant’s increased membrane affinity, it has also been suggested that a structural 
rearrangement may contribute316. In the micelle-bound simulation, there is an increased 
interaction between the micelle and the protein turn region (residues 38 – 44), which is 
reflected in the decrease in r.m.s.f. (Figure 10.5A). Long range changes in the r.m.s.f. (i.e. 
far from the mutation) suggest a global change in dynamics, in agreement with a recent 
experimental study317. Significantly, in the bilayer-bound state of E46K, helix-C buries 
1–2 Å deeper than WT, although helix-N appears to submerge to the same depth as WT.  
10.4 DISCUSSION  
As regards function and pathology, the behavior of αS on the surface of membranes 
has been the source of considerable uncertainty. Several studies have concluded that αS 
aggregation is triggered by interaction with membranes313,340,341, whereas others suggest 
that membrane interaction inhibits the process342. Thus, as is the case with most 
membrane proteins, the dynamic behavior in the membrane environment is critical to 
function but is only partially understood343. Recent NMR data, however, have revealed 
highly informative and intriguing dynamic information in the case of WT S, A30P, 
A53T, and E46K. Indeed, it appears that the dynamics of αS, which were described as 
“unusually rich” 128, may be the critical piece in understanding the breadth of its 
interactions and behaviors.  
Our efforts to understand the structure and dynamics of the A30P, A53T, and E46K 
mutants start with a detailed characterization of the WT. αS is a widely studied, 
presynaptic protein with an unknown physiological function. Recently, it has been 
suggested that αS inhibits synaptic vesicle fusion after the docking of synaptic vesicles to 
the presynaptic terminal membrane322. Relative to other subcellular, membranous 
structures (such as lysosomes and endosomes), presynaptic vesicles are quite small and 
are thus characterized by a higher degree of curvature. αS binds to lipid membranes, with 
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highest affinity in the case of small, highly curved vesicles, and this interaction is thought 
to be tightly coupled to the protein’s structure115,326,344. Indeed, the NMR structure 
supports this notion, demonstrating that the protein itself has a propensity to shadow the 
binding surface of a micelle by adopting a highly curved, helical structure128.  
In general, the spontaneous curvature of a membrane’s component lipids is a 
significant factor in determining its fusogenic properties345. The curvature of a bilayer 
can be altered by the binding of a protein, which can either induce or relieve curvature 
stress346. Curvature stress is caused by a discrepancy between the intrinsic, spontaneous 
curvature of a subset of the component lipids and the actual shape of the bilayer. For 
example, a subset of the lipids may prefer to sit in a flat bilayer (e.g. those with a 
headgroup cross-sectional area similar to that of their chains) but be forced into a curved 
structure by the other lipids (e.g. those with a headgroup area less than their chains). 
Those flat-loving lipids would then be in a frustrated, or stressed, state. Area per 
headgroup, which is directly related to the intrinsic curvature, thus becomes a critical 
parameter in understanding the fusogenic tendencies of biological membranes.  
Curvature stress is exploited by cells, allowing their membranes to overcome a 
thermodynamic barrier (high energy intermediates) to fusion345. Membranes with high 
curvature stress are more likely to fuse with a flatter, target membrane in order to relieve 
that stress (the larger headgroup lipids will have found a more comfortable home). 
Likewise, any perturbation that ameliorates curvature stress lowers a membrane’s 
propensity to fuse. One example of how a protein can alter curvature stress is the case of 
synaptotagmin-1, which encourages fusion of synaptic vesicles by inducing positive 
curvature in the relatively flat presynaptic terminal membrane347. Conversely, as would 
be relevant to the case of αS binding, synaptic vesicles are typically highly curved (they 
contain a large fraction of negatively charged lipids as well as lipids with both positive 
and negative curvature140), and existing under curvature stress makes them fusogenic. A 
decrease in curvature should therefore stabilize the vesicles and inhibit fusion. Consistent 
with these ideas, a recently introduced theory is that αS binding relieves the curvature 
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stress in small vesicles by reducing packing defects that are thought to occur in highly 
curved bilayers115,344.  
 
Figure 10.9. Hydrogen bonding in the A53T mutant stabilizes the helicity. A, minimum distance 
between Thr53 side chain donor oxygen and water oxygens (blue), SDS oxygen hydrogen bond 
acceptors (green), and Val49 backbone carbonyl oxygen (red). Shown is a representative snapshot 
illustrating the hydrogen bond between the Thr53 side chain and Val49 backbone taken from the 
micelle-bound simulation. B, minimum distance between Thr53 side chain donor oxygen and water 
oxygens (blue), DOPS oxygen hydrogen bond acceptors (green), and Val49 backbone carbonyl oxygen 
(red). Shown is a representative snapshot illustrating the hydrogen bond between the Thr53 side chain 
and DOPS carbonyl from bilayer simulation. Micelle, bilayer, water, ions, and hydrogens have been 
omitted for clarity. Backbone is represented as a green ribbon; Thr53, Val49, and DOPS are 
represented with the following color scheme: threonine donor hydrogen (white), carbon (light blue), 
oxygen (red), nitrogen (blue), phosphorus (tan).  
MD simulation is a technique well suited for studying the structural and dynamic 
behavior of membranes and membrane proteins23,214,348-350. Here, we confirm speculation 
that αS binding significantly deforms a micelle and suggest that a similar mechanism may 
apply to lipid vesicles128,305. It is known that cations can deform spherical (highly curved) 
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SDS micelles into rodlike (flatter) structures351. By screening the charge-charge 
interactions between sulfate headgroups, which would otherwise be repulsive, the cations 
allow the detergent heads to pack closer together, inducing a change in shape. It has been 
suggested that the lysine residues in αS may have a similar effect128,305. Indeed, Figure 
10.2 showed the elongated micelle structure induced by αS binding, which was quantified 
by an increased radius of gyration and, perhaps most significantly, a decrease in the 
solvent accessible surface area, which correlates directly with area per headgroup. We 
note that although the above average size of the micelle results in a slight deviation from 
sphericity, the difference in structure before and after αS binding is incontrovertible. Our 
convergent results for WT bending at Gly67/ Gly68 in the two environments (Figure 
10.7) suggested that αS itself may have an intrinsic, preferred bend; perhaps it too is in a 
stressed state when bound intimately to a highly curved micelle or vesicle.  
Given our results, we infer a potential mechanism for WT function: αS flattens 
curved membranes by screening the repulsive interactions between negatively charged, 
acidic headgroups, thereby reducing the effective area per headgroup and relieving the 
inherent positive curvature of the lipids on the outer leaflet of the vesicle. This process 
ameliorates the driving force for fusion. Future simulations of curved bilayers should be 
aimed at addressing this possibility, although such efforts will probably require 
significantly more computer power than is currently available. Regarding the mutants, 
then, we hypothesize that reduced binding of A30P could decrease this inhibitory action 
of αS, potentially leading to overactive neural signaling. Both the threonine and lysine 
substitutions are shown to increase direct interaction with the lipids through a hydrogen 
bond, which may then increase the protein’s inhibitory potential. 
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Figure 10.10. Hydrogen bonding in the E46K mutant. Representative snapshot illustrating the 
hydrogen bond between the Lys46 side chain and SDS detergent (A) or DOPS carbonyl (B) and water 
(other detergent molecules, lipids, water, ions, and aliphatic hydrogens omitted). Backbone is 
represented as a green ribbon; Lys46, SDS, DOPS, and water are represented with the following color 
scheme: hydrogen (white), carbon (light blue), sulfur (yellow), nitrogen (blue), and oxygen (red).  
The deformation of the micelle also serves to maximize both the favorable 
hydrophobic contact between the rather long helices and the core of the micelle as well as 
the stabilizing electrostatic interactions between the sulfates and lysines340. The helices of 
αS are highly pliable, particularly around Gly67/Gly68, where they exhibit particularly 
high dynamics and helical bending. This is within the highly hydrophobic NAC (residues 
60 –95), which we and others observe to bury deeply into the core of the micelle/bilayer 
183,305,336. Therefore, the simulations suggest that αS bends in order to maximize the 
contact area between the NAC region and the micelle.  
Each mutation and environment has a distinct effect on the average magnitude of 
helical bending near Gly67/Gly68; relative to the WT, the micelle bound A30P mutant 
suppresses bending, the E46K enhances bending, and A53T has little effect. If WT αS 
bends at Gly67/Gly68 in order to maximally insert the hydrophobic NAC region into the 
micelle center, then modulation of this bending may affect the amount of favorable 
interaction between protein and micelle. Therefore, changes in bending at the position of 
Gly67/Gly68 may contribute to the observed increased affinity of E46K, the decreased 
affinity of A30P, and the unchanged A53T affinity306,307,311,312,316. Our results suggest that 
this bending is less prevalent (at least on this time scale) in flat membranes.  
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In the region of the threonine substitution, the dynamics are nearly identical to those 
of the WT. This agrees with experiments that concluded that the dynamics on this time 
scale and the structure of αS are not affected by the A53T mutation306,307,311,312,316. 
However, experiments report a decrease in dynamics near the A53T mutation, on the 
nano to millisecond time scale, outside the range of MD simulation 305. How might A53T 
increase the stability of the helical state? It was pointed out in the NMR study that 
augmented 13C secondary shifts at the point of the threonine substitution are consistent 
with an increased helicity and that this goes against the tendency for Ala 3 Thr mutations 
to destabilize secondary structure due to decreased entropy of the Thr side chain relative 
to alanine. Indeed, Ulmer et al. 305 speculated that a compensating, enthalpic interaction 
must be responsible for this helix stabilization. We have found that a hydrogen bond 
between the threonine and the backbone carbonyl positioned four residues upstream may 
be responsible for this stabilization. In the micelle-bound state, this intraprotein hydrogen 
bond is highly stable, whereas in the bilayer-bound state, it competes with hydrogen bond 
acceptors in the lipid interface region, which may serve to stabilize the bound state of that 
mutant.  
The E46K mutation removes a negative charge that presents a repulsive interaction in 
the WT. Therefore, this substitution is thought to cause an increase in electrostatic 
interaction (with SDS or PS) that may explain the observed increase in affinity of the 
E46K mutant for vesicles containing negatively charged lipids316. Indeed, the substituted 
lysine side chain directly interacts with the micelle/bilayer, although in the case of the 
bilayer, the hydrogen bond is formed most frequently with the carbonyl group and less 
frequently with the lipid headgroup, suggesting that the headgroup charge may not fully 
determine the extent of E46K affinity. Interestingly, both the micelle- and lipid-bound 
simulations suggest larger scale structural rearrangements that may contribute to an 
increase in affinity. In the micelle-bound state, we observe increases in dynamics in the 
N-terminal helix at the same positions where others have observed structural 
perturbations317). In the bilayer-bound state, we observed helix-C to submerge deeper 
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into the bilayer center. This suggests that changes in affinity due to this point mutation 
may be more complex than simply the addition of a single electrostatic interaction.  
In the micelle-bound A30P simulation, we observe a decrease in helicity, as has been 
observed experimentally306,307,311,312,316. However, in the bilayer-bound state, decreased 
stability is reflected in an increase in backbone dynamics but only slight changes in 
structure. It is possible that the relative stability of A30P in the bilayer environment 
represents an equilibrated structure different from in the micelle-bound state. However, 
an equally likely conclusion is that a longer simulation would be necessary to reach the 
final unfolded state in the bilayer-bound state.  
A main feature of WT αS in the micelle-bound state, namely the large increase in 
fluctuations near Gly67/Gly68 relative to neighboring residues, is, remarkably, 
completely missing in the bilayer-bound form. We interpret this to mean that αS becomes 
somewhat locked into a stable conformation (i.e. the free energy profile is steeply 
divergent from this conformation). This suggests that on a surface of intermediate 
curvature (e.g. a synaptic vesicle) the protein may respond by modulating the character of 
fluctuation at this hinge location. Does membrane curvature act as a switch that liberates 
or dampens relative fluctuations at this glycine hinge? Is this effect all-or-none, or do 
intermediate degrees of fluctuation exist depending upon the degree of curvature?  
Although each simulation began with an identical starting configuration, the 
equilibrium structures and dynamics of the mutants show deviations from WT that are 
highly informative. Each mutant does have its own particular local influence (i.e. at 
position 30, 46, or 53), but there is also one common, long range effect. In the bilayer 
only, the r.m.s.f. curve for each mutant recovers the local maximum at the Gly67/Gly68 
hinge point that was lost in the WT (Figure 10.5). We are left with an unresolved 
question; does this commonality suggest a functional significance? Although we must 
entertain the possibility that this result could be due to limited sampling of 
conformational space, we find it remarkable that these fluctuations are only absent in one 
of the eight simulations presented in Figure 10.5. Importantly, we also note the absence 
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of these fluctuations in the WT, bilayer-bound CHARMM simulation, which increases 
our confidence that this is a real phenomenon.  
A highly curved micelle surface and a flat bilayer patch represent two possible 
extremes of curvature. On the relatively flat bilayer surface, helical bending and 
dynamics of αS are considerably reduced as compared with the micelle-bound state. We 
therefore conclude that the extent of αS bending on highly curved surfaces (e.g. a 
micelle) is largely imposed by the curvature of the substrate and that a defining, 
specifically evolved aspect of the primary sequence of αS is this inherent ability to adapt 
its structure. We have, in part, addressed the ways in which the familial PD mutants 
influence this adaptivity, although the exact relationship between αS curvature, dynamics, 
functionality, and PD pathogenesis remains elusive.  
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