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Abstract
We consider the semilinear wave equation with subconformal power nonlinear-
ity in two space dimensions. We construct a finite-time blow-up solution with an
isolated characteristic blow-up point at the origin, and a blow-up surface which is
centered at the origin and has the shape of a stylized pyramid, whose edges fol-
low the bisectrices of the axes in R2. The blow-up surface is differentiable outside
the bisectrices. As for the asymptotic behavior in similariy variables, the solution
converges to the classical one-dimensional soliton outside the bisectrices. On the
bisectrices outside the origin, it converges (up to a subsequence) to a genuinely
two-dimensional stationary solution, whose existence is a by-product of the proof.
At the origin, it behaves like the sum of 4 solitons localized on the two axes, with
opposite signs for neighbors.
This is the first example of a blow-up solution with a characteristic point in higher
dimensions, showing a really two-dimensional behavior. Moreover, the points of the
bisectrices outside the origin give us the first example of non-characteristic points
where the blow-up surface is non-differentiable.
MSC 2010 Classification: 35L05, 35L71, 35L67, 35B44, 35B40
Keywords: Semilinear wave equation, blow-up, higher dimensional case, character-
istic point, multi-solitons.
1 Introduction
We consider the subconformal semilinear wave equation in 2 space dimensions:{
∂2t u = ∆u+ |u|p−1u,
u(0) = u0 and ∂tu(0) = u1,
(1.1)
where u(t) : x ∈ R2 → u(x, t) ∈ R, 1 < p < 5, (u0, u1) ∈ H1 × L2(R2). The Cauchy
problem is locally wellposed, and we have the existence of blow-up solutions from Levine
[28].
∗Both authors are supported by the ERC Advanced Grant no. 291214, BLOWDISOL. H.Z. is also
supported by ANR project ANAÉ ref. ANR-13-BS01-0010-03.
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Equation (1.1) can be considered as a lab model for blow-up in hyperbolic equations,
because it captures features common to a whole range of blow-up problems arising in
various nonlinear physical models, in particular in general relativity (see Donninger,
Schlag and Soffer [16]), and also for self-focusing waves in nonlinear optics (see Bizoń,
Chmaj and Szpak [4]).
In this paper, our aim is to construct the first example of a blow-up solution with
a truely two-dimensional behavior. In particular, our solution will be non-radial and
will not depend only on a one-dimensional variable. In fact, we will construct a multi-
soliton solution here, since we will have 4 decoupled solitons in some backward light
cone centered at the origin. As a matter of fact, there has been many papers addressing
the question of multi-solitons in the literature, for various PDEs: for the generalized
KdV equation, see Martel [30, 31], Martel, Merle and Tsai [33]; for NLS, see Merle [37],
Martle and Merle [32], Martel, Merle and Tsai [34], Côte, Martel and Merle [14] as well
as Martel and Raphaël [35]; for water waves, see Ming, Rousset and Tzvetkov [53]; for the
Yamabe flow, see Daskalopoulos, Del Pino and Sesum; for the subcritical wave equation,
see Merle and Zaag [50] as well as Côte and Zaag [15]; for the critical wave equation, see
Duyckaerts, Kenig and Merle [19].
More generally, constructing a solution to some PDE with a prescribed behavior (not
necessarily multi-solitons solutions) is an important question. That question was solved
for (gKdV) by Côte [12, 13], and also for parabolic equations exhibiting blow-up, like
the semilinear heat equation by Bressan [7, 8] (with an exponential source), Merle [38],
Bricmont and Kupiainen [9], Merle and Zaag in [41, 40], Schweyer [57] (in the critical
case), Mahmoudi, Nouaili and Zaag [29] (in the periodic case), the complex Ginzburg-
Landau equation by Zaag [60] and also by Masmoudi and Zaag in [36], a complex heat
equation with no gradient structure by Nouaili and Zaag [55], a gradient perturbed heat
equation in the subcritical case by Ebde and Zaag in [20], then by Tayachi and Zaag
in the critical case in [58] (see also [59]), or a strongly perturbed complex-valued heat
equation in Nguyen and Zaag [54]. Other examples are available for Schrödinger maps
(see Merle, Raphaël and Rodnianski [39]), and also fo the Keller-Segel model (see Raphaël
and Schweyer [56], and also Ghoul and Masmoudi [21]).
If u is a blow-up solution of equation (1.1), we define (see for example Alinhac [1]) a
1-Lipschitz graph x 7→ T (x) such that the domain of definition of u is written as
D = {(x, t) | x ∈ R2 and 0 ≤ t < T (x)}. (1.2)
The graph of T is called the blow-up surface (or curve if N = 1) of u and will be denoted
by Γ. A point x0 ∈ R2 is a non-characteristic point if there are
δ0 ∈ (0, 1) and t0 < T (x0) such that u is defined on Cx0,T (x0),δ0 ∩ {t ≥ t0} (1.3)
where
Cx¯,t¯,δ¯ = {(x, t) | t < t¯− δ¯|x− x¯|}. (1.4)
If not, we say that x0 is a characteristic point. We denote by R ⊂ R2 the set of non-
characteristic points and by S the set of characteristic points.
The one-dimensional case in equation (1.1) has been understood completely, in a
series of papers by the authors [45, 46, 47, 49, 50] and in Côte and Zaag [15] (see also
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the note [47]). This includes the first example of a solution with a characteristic point in
[49] (in dimension one). For a general blow-up solution, we also proved that S is made
of isolated points (see [50]), and that the blow-up curve is of class C1 on R (see [49]).
See Caffarelli and Friedman in [11, 10] for earlier results.
In higher dimensions N ≥ 2, the situation is not as clear.
In fact, the blow-up rate is known (see [42], [44] and [43]; see also the extensions by
Hamza and Zaag in [24] and [23] including the superconformal case in [25] also treated
in Killip, Stoval and Vişan [26]).
For the asymptotic behavior and the regularity of the blow-up surface, the only known
result is at non-characteristic points, where we show in [52] and [51] that Γ is C1, under
a reasonable assumption on the profile. The radial case outside the origin is also com-
pletely understood in [48], since it reduces to a perturbation of the one-dimensional case.
Concerning the behavior of radial solutions at the origin, Donninger and Schörkhuber
were able to prove the stability of the space-independent solution with respect to pertur-
bations in initial data, in the Sobolev subcritical range [17] and also in the supercritical
range in [18]. Some numerical results are available in a series of papers by Bizoń and
co-authors (see [3], [5], [6]). See also Killip and Vişan [27].
In this paper, we address the question of the existence of blow-up solutions to equation
(1.1) with S 6= ∅. As asserted above, the first example of such a solution was given
in one space dimension in [49]. Later, Côte and Zaag [15] constructed other examples
showing multi-solitons. Both approaches extend to the radial case and to perturbations
of equation (1.1) with lower order terms (see Merle and Zaag [48], Hamza and Zaag [22]).
Of course, all these one-dimensional examples can be considered as trivial 2-dimensional
solutions, where S is either a line, or a circle. From the finite speed of propagation,
we may have parallel lines or concentic circles, and the local blow-up behavior is always
rigorously one dimensional. In particular, no example is known in higher dimensions,
with S locally reduced to an isolated point. The aim of this paper is precisely to provide
such an example. Moreover, we will give a sharp description of the blow-up behavior and
the blow-up surface, locally near the characteristic point (this is related to an explicit
description of the instabilities of the 4-soliton solution we construct at the origin).
Before stating our result, let us introduce the following similarity variables, for any
(x0, T0) such that 0 < T0 ≤ T (x0):
wx0,T0(y, s) = (T0 − t)
2
p−1u(x, t), y =
x− x0
T0 − t , s = − log(T0 − t). (1.5)
If T0 = T (x0), we write wx0 for short. The function wx0,T0 (we write w for simplicity)
satisfies the following equation for all |y| < 1 and s ≥ − log T0:
∂2sw −Lw +
2(p + 1)
(p− 1)2w − |w|
p−1w = −p+ 3
p− 1∂sw − 2y · ∇∂sw (1.6)
where
Lw =
1
ρ
div (ρ∇w − ρ(y · ∇w)y) , ρ(y) = (1− |y|2)α and α = 5− p
2(p − 1) > 0. (1.7)
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Equation (1.6) is studied in the energy space
H = H0 × L2ρ where ‖q1‖2H0 ≡
∫
|y|<1
(
q21 + |∇q1|2 − |y · ∇q1|2)
)
ρdy. (1.8)
We also introduce for all |d| < 1 the following stationary solutions of (1.6) (or solitons)
depending only on the one-dimensional variable y ·d (if d 6= 0) and defined for all |y| < 1
by
κ(d, y) = κ0
(1− |d|2) 1p−1
(1 + d · y) 2p−1
where κ0 =
(
2(p + 1)
(p− 1)2
) 1
p−1
, (1.9)
and
d¯(s) = − tanh ζ¯(s) where ζ¯(s) =
(
p− 1
4
)
log s− (p− 1)
4
log
(
p− 1
4c¯
)
(1.10)
which is an explicit solution to the ODE
1
c¯
dζ¯
ds
= e−
4
p−1
ζ¯
where c¯(p) > 0 is defined in Lemma 2.3. Note that we have for some C0(p) > 0,
1 + d¯(s) = C0s
− p−1
2 +O(s−(p−1)) ∼ C0s−
p−1
2 as s→∞. (1.11)
Let (e1, e2) be the canonical basis of R2. This is the statement of our result:
Theorem 1 (Existence of a blow-up solution with an isolated characteristic blow-up
point and a blow-up surface which is a pyramid at the first order). There exists u(x, t) a
solution to equation (1.1), which is symmetric with respect to the axes and anti-symmetric
with respect to bisectrices, with the following properties:
(A) (Blow-up with an isolated characteristic point). u(x, t) blows up on some
blow-up graph Γ = {(x, T (x))}, and for some δ > 0, we have S ∩B(0, δ) = {0}.
(B) (The blow-up surface is nearly a pyramid). T is symmetric with respect to the
axes and the bisectrices and C1 outside the bisectrices. Moreover, when 0 ≤ x2 < x1 ≤ δ,
we have for some C0 = C0(p) > 0:
T (x) = T (0)− x1(1− C0| log x1|−
p−1
2 ) + o(x1| log x1|−
p−1
2 ) + o(x2| log x1|−
p−1
4 ),
∇T (x) = −e1(1− C0| log x1|−
p−1
2 ) + o(| log x1|−
p−1
2 )e1 + o(| log x1|−
p−1
4 )e2.
(C) (Blow-up behavior of the solution). We have the following behavior for wx for
0 ≤ x2 ≤ x1 ≤ δ as s→∞:
(i) if x = 0, then∥∥w0(y, s)− (κ(d¯(s)e1, y) + κ(−d¯(s)e1, y)− κ(d¯(s)e2, y)− κ(−d¯(s)e2, y))∥∥H → 0
(1.12)
where 1 + d¯(s) ∼ C0s−
p−1
2 as s→∞;
(ii) if x2 < x1, then wx(s) converges as s→ +∞ to κ(d(x)e1), with
d(x) + 1 ∼ C0| log x1|−
p−1
2 as x→ 0.
(iii) if x 6= 0 with x1 = x2, then wx(sn) converges to some stationary solution w∗x for
some sequence sn →∞, where w∗x is a genuinely two-dimensional stationary solution of
equation (1.6).
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Remark. The existence of the new stationary solution of equation (1.6) just mentioned
at the end of this theorem, follows from an indirect argument we use when x is on the
bisectrices.
Remark. From the symmetries of the solution, we see that u(x, t) = 0 on the bisectrices.
In one space dimension, such a property implies that x is a characteristic point. Surpris-
ingly, in our two-dimensional setting, only the origin is a characteristic point, and the
other points on the bisectrices are non-characteristic blow-up points, showing a genuinely
two-dimensional behavior.
Remark. Note that the behavior of d¯(s) given in (1.10) for this 4-soliton solution in 2
dimensions is the same as for the 2-soliton solution in one space dimension (see [50] and
[15]).
Remark. Our estimates can be adapted to show that the origin is the only characteristic
point in R2. However, in order to keep this paper in a reasonable length, we did not
include that argument in the paper.
Remark. When 0 < x2 = x1 ≤ δ, the estimate on T (x) in part (B) does hold, by
continuity of T . Moreover, we can compute upper and lower left derivatives for T along
any direction non parallel to the bisectrix {x1 = x2}, and the same holds from the right.
In particular, if |ω| = 1 and ω2 − ω1 > 0, then:
∂ω,r,±T (x) = (−1 + C0| log x1|−
p−1
2 + o(| log x1|−
p−1
2 ))ω1 + o(| log x1|−
p−1
4 )ω2;
∂ω,l,±T (x) = (−1 + C0| log x1|−
p−1
2 + o(| log x1|−
p−1
2 ))ω2 + o(| log x1|−
p−1
4 )ω1 as x → 0,
where the subscript r and l stands for “right” and “left”, whereas the subscript ± stands
for “upper” or “lower”.
At the origin, T has a right derivative with respect to x1 whose value is ∂x1,rT (0) = −1,
with similar statements from the left and in the direction x2.
Remark. Our result can be generalized to other pyramids, with any regular polygon as a
basis. In higher space dimensions N ≥ 3, we naturally generalize our results to a pyramid
with a hypercube as a basis.
Remark. Using a Lorentz transform near some point of the bisectrices different from the
origin, we can tilt the blow-up surface and obtain the existence of a blow-up solution of
equation (1.1), with a tent-shaped (at the first order) blow-up surface, no characteristic
point in some neighborhood, a slope approaching
√
2
2 and an upper edge depending on
x2. This tent is in fact new and different from the one obtained by considering a solution
depending only on x1 with a characteristic point at the origin. Indeed, in two space
dimensions, this “naive” tent has a line of characteristic points on its upper edge, a slope
approaching 1, and an upper edge that does not depend on x2.
This paper is organized in 3 sections:
- In Section 2, we construct a blow-up solution to equation (1.1) defined only in the
backward light cone with vertex (0, T (0)) and showing 4 solitons for w0 at the origin
as in (1.12). Using the finite speed of propagation, we derive from the latter a blow-up
solution to the Cauchy problem of equation (1.1).
- In Section 3, we leave the origin and focus on the behavior of wx for x 6= 0. Using
the decomposition into 4 solitons together with the upper blow-up bounds from [43], we
first derive some rough estimates on the blow-up surface, showing in particular that it is
under some pyramid, with a flatter slope line. Then, we find the behavior of wx(y, s) for
large s, which turns to be different from the behavior of w0(y, s). This shows in particular
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that the 4-soliton solution is unstable.
- In Section 4, we make the link between dynamics of wx from the previous section and
the local behavior of T (x). This is in fact the new feature of our paper which makes
its originality. In particular, we use families of moving non-characteristic cones together
with subtle elementary geometric methods to derive the pyramid shape of the blow-up
surface. The delicate case is the case where x is on the bisectrices, since this is a new
situation, not encountered in dimension 1. It is worth noticing that the moving cone
technique simplifies the “moving plane” technique we use earlier in one space dimension
in [46].
Remark. Let us notice that the construction step (given in Section 2) follows the classical
scheme of a “construction with a prescribed behavior”, and has only a technical difficulty.
In fact, the very heart of our argument lays in the following section, where we aim at
understanding the instability of the 4-soliton solution we have for w0, when we move
outside the origin to consider the behavior of wx. We did that already in one space
dimension in [50], but the situation is much more delicate here, mainly because of the
dynamics at the bisectrices.
Acknowledgment: We are indebted to the referee for his extremely careful reading
and his numerous suggestions which undoubtedly improved both the content and the
shape of the paper.
2 Construction of a solution to equation (1.1) with a pre-
scribed 4-soliton behavior
We proceed in 2 sections:
- In Section 2.1, we construct a 4-soliton blow-up soliton to equation (1.6) obeying the
behavior (1.12).
- In Section 2.2, we derive from that solution a blow-up to the Cauchy problem of equation
(1.1).
2.1 Construction of a 4-soliton solution in similarity variables
In this section, we aim at constructing a 4-soliton blow-up solution to equation (1.1)
obeying the behavior (1.12). In fact, we will adopt the similarity variables’ framework
(1.5), working only for |y| < 1, which corresponds to the backward light cone with vertex
(0, T (0)) in the original setting u(x, t). Later in Section 2.2, we extend the solution outside
the light-cone.
Thus, our aim becomes to construct a 4-soliton solution to equation (1.6) defined in
the unit ball and obeying the behavior (1.12).
In fact, we will consider some s0 ≥ 0 and find suitable initial data for equation (1.6)
at time s = s0 so that (1.12) is satisfied. A natural choice would be to take s0 large
enough, and initial data close to the sum of the 4 solitons expected in (1.12). For that
reason, the introduction of a new family of generalized solitons close to κ(d) (1.9) will
be very useful.
Let us then introduce for all |d| < 1 and ν > −1 + |d|, κ∗(d, ν, y) = (κ∗1, κ∗2)(d, ν, y)
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where
κ∗1(d, ν, y) = κ0
(1− |d|2) 1p−1
(1 + d · y + ν) 2p−1
, (2.1)
κ∗2(d, ν, y) = ν∂νκ
∗
1(d, ν, y) = −
2κ0ν
p− 1
(1− |d|2) 1p−1
(1 + d · y + ν) p+1p−1
. (2.2)
We refer to these functions as “generalized solitons” or solitons for short. Notice that for
any µ ∈ R, κ∗(d, µes, y) is a solution to equation (1.6) (when written as a first order
equation) which depends on time s (if µ 6= 0) and only on one space direction, namely the
coordinate along d (if d 6= 0). Notice also that κ∗(d, µes, y) are in fact time translations
(in the u(x, t) setting) of κ(d, y). More precisely, κ∗(d, µes, y) can be obtained from κ(d, y)
by applying the similarity variables’ transformation (1.6) backwards with a scaling time
T = 1, then applying it again forward with a scaling time T = 1− µ. Moreover:
- κ∗(d, µes)→ (κ(d), 0) in H as s→ −∞;
- when µ = 0, we recover the stationary solutions (κ(d), 0) defined in (1.9);
- when µ > 0, the solution exists for all |y| < 1 and s ∈ R and converges to 0 in H as
s→∞ (it is a heteroclinic connection for equation (1.5) between (κ(d), 0) and 0);
- when µ < 0, the solution exists for all |y| < 1 and s < log
( |d|−1
µ
)
and blows up at
time s = log
( |d|−1
µ
)
.
Given s0 large enough, our initial data for equation (1.6) will be of the form(
w(y, s0)
∂sw(y, s0)
)
=
∑
(i,θ)
(−1)i+1κ∗(θd¯(s0)ei, ν0, y) where ν0 ∈ I0 ≡ [−s−
1
2
− p−1
2
0 , s
− 1
2
− p−1
2
0 ]
(2.3)
and d¯(s0) is given in (1.10). If s0 is large enough, we will show that for some well-chosen
parameter ν0, the solution of equation (1.6) with initial data (2.3) behaves as expected
in (1.12). This is the aim of the section:
Proposition 2.1 (A 4-soliton solution in the w(y, s) setting). For any s0 large enough,
there exists ν0 ∈ R such that equation (1.6) with initial data (at s = s0) given by (2.3)
is defined for all (y, s) ∈ (−1, 1) × [s0,∞), satisfies (w(s), ∂sw(s)) ∈ H for all s ≥ s0,
and ∥∥∥∥∥∥
(
w(s)
∂sw(s)
)
−
∑
(i,θ)
(−1)i+1
(
κ(θd¯(s)ei, y)
0
)∥∥∥∥∥∥
H
→ 0 as s→∞, (2.4)
where d¯(s) is introduced in (1.10).
Remark. Note that equation (1.6) is wellposed inH1×L2(|y| < 1), locally in time. Indeed,
thanks to the transformation (1.5), this is a direct consequence of the wellposedness of
equation (1.1) in H1 × L2(R2) together with the finite speed of propagation. Since
w(s0) ∈ H1 × L2(|y| < 1) from (2.3) for s0 large enough (this comes from (1.11) which
implies that
d¯(s0) + 1 ∼ C0s−
p−1
2
0 > s
− p−1
2
− 1
2
0 ≥ |ν0|), (2.5)
the maximal solution of equation (1.6) is continuous in time with values in H1×L2(|y| <
1), hence in H .
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In order to prove Proposition 2.1, we proceed in two steps:
- in Section 2.1.1, we recall from [52] the properties of the linearized operator of equation
(1.6) around the soliton κ(±dei, y), given d ∈ (−1, 1) and i = 1, 2. This will be crucial
for our analysis, since it happens that the solitons in our goal (1.12) will appear to be
decoupled in the proof;
- in Section 2.1.2, we give a modulation technique adapted to the properties of the
linearized operator studied in the previous section and conclude the proof of Proposition
2.1.
We use a classical strategy of construction of solutions to PDEs with some prescribed
behavior. In particular, our strategy relies on two steps:
- Thanks to a dynamical system formulation, we show that controlling w(y, s) around
the expected behavior (1.12) reduces to the control of 2 unstable directions. This dy-
namical system formulation is essentially the same formulation we used in [15] for multi-
solutions in one space dimension, and also to show that all characteristic points are
isolated in [50].
- Then, we solve the finite dimensional problem thanks to a topological argument
based on index theory.
2.1.1 The linearized operator of equation (1.6) around κ(±dei)
In this section, we recall from Section 2.1 in [52] spectral properties of L±dei , the lin-
earized operator of equation (1.6) around the stationary solution κ(±dei). From (1.6),
we see that
L±dei
(
q1
q2
)
=
(
q2
L q1 + ψ(±dei, y)q1 − p+3p−1q2 − 2y.∇q2
)
,
where ψ(±dei, y) = pκ(±dei, y)p−1 − 2(p+1)(p−1)2 = 2(p+1)(p−1)2
(
p (1−d
2)
(1±dyi)2 − 1
)
.
(2.6)
From the invariance of equation (1.1) under some symmetries (time translation together
with the Lorentz transformation and rotations), it is easy to see that λ = 1 and λ = 0
are eigenvalues of the linear operator L±dei with multiplicity 1 and 2 respectively, and
the corresponding eigenfunctions are:
- for λ = 1, coming from time translation invariance of equation (1.1),
F0(±dei, y) = (1− d2)
p
p−1
(
(1± dyi)−
p+1
p−1
(1± dyi)−
p+1
p−1
)
; (2.7)
- for λ = 0, coming from the invariance of equation (1.1) under the Lorentz transforma-
tion and rotations:

F1(±dei, y) = (1− d2)
1
p−1


yi ± d
(1± dyi)
p+1
p−1
0

 ,
F2(±dei, y) = (1− d2)
p+1
2(p−1)


y3−i
(1± dyi)
p+1
p−1
0

 .
(2.8)
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In order to compute the projectors on the eigenfunctions of L±dei , we consider its con-
jugate with respect to the natural inner product of H defined by φ(q, r) =
φ
((
q1
q2
)
,
(
r1
r2
))
=
∫ 1
−1
(q1r1 +∇q1 · ∇r1 − (y · ∇q1)(y · ∇r1) + q2r2) ρdy (2.9)
=
∫ 1
−1
(q1 (−L r1 + r1) + q2r2) ρdy. (2.10)
Omitting the computation of L∗±dei , we simply note that naturally, λ = 1 and λ = 0 are
also eigenvalues of L∗±dei , in the sense that for l = 0, 1, 2, there exists Wl(±dei) ∈ H
such that L∗±deiWl(±dei) = λlWl(±dei), with λ0 = 1, λ1 = λ2 = 0,
Wl,2(±dei, y) = cλl
(
1− |y|2
1− d2
)λl
Fl,1(±dei, y), (2.11)
for some positive constants c1 and c0, and Wl,1(±dei) is uniquely determined as the
solution v1 of
−L v1 + v1 =
(
λl − p+ 3
p− 1
)
v2 − 2y · ∇v2 + 4α v2
1 − |y|2 (2.12)
with v2 = Wl,2(±dei).
Of course, we have the orthogonality relation: φ(Fl,Wk) = δl,k for l, k = 0, 1, 2.
This gives us the following expression for the projector Πl(±dei) on the eigenfunction
Fl(±dei) defined for all r ∈ H by
Πl(±dei, r) = φ (Wl(±dei), r) . (2.13)
2.1.2 A modulation technique
As one can see from the expression of initial data given in (2.3), at the initial time s = s0,
w(y, s0) is a pure sum of generalized solitons. From the continuity of the flow associated
with equation (1.6) in H (see the remark following Proposition 2.1), w(y, s) will stay
close to a sum of solitons, at least for a short time after s0. In fact, we can do better, and
impose some orthogonality conditions, killing the zero and expanding directions of the
linearized operator of equation (1.6) around the sum of solitons. This is possible since
the corresponding eigenvalues come from the invariance of equation (1.1) under some
symmetries, as we have just mentioned in section 2.1.1. More precisely, the following
modulation technique from our earlier work in [52] (one soliton in higher dimensions)
and [50] (multi-solitons in one dimension) is crucial for that.
Lemma 2.2 (A modulation technique for a function with symmetries, near 4 solitons).
For all A ≥ 2, there exist E1(A), C1(A) > 0 and ǫ1(A) > 0 such that if v ∈ H is
symmetric with respect to the axes and antisymmetric with respect to the bisectrices,
dˆ ∈ (−1, 1) and νˆ ∈ (−1,∞) satisfy
− 1 + 1
A
≤ νˆ
1− |dˆ| ≤ A, − arg tanh dˆ ≥ E1 and ‖qˆ‖H ≤ ǫ1, (2.14)
where qˆ = v−
∑
(i,θ)
(−1)i+1κ∗(θdˆei, νˆ), then, there exist d ∈ (−1, 1) and ν ∈ (−1,∞) (both
continuous as a function of v) such that
∀i = 1, 2, θ = ±1, l = 0, 1, 2, Πl(θd∗ei, q) = 0, (2.15)
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where d∗ = d1+ν , q = v−
∑
(i,θ)
(−1)i+1κ∗(θdei, ν) and the projector Πl(±d∗ei) is defined in
(2.13). Moreover, we have
‖q‖H + | arg tanh |d| − arg tanh |dˆ||+
∣∣∣∣∣ ν1− |d| − νˆ1− |dˆ|
∣∣∣∣∣ ≤ C1‖qˆ‖H . (2.16)
Proof. From the symmetries of v, it is enough to focus on the condition (2.15) only when
i = 1 and θ = −1. Furthermore, we may also focus only on the cases l = 0 and l = 1,
since condition (2.15) is always satisfied, again from the symmetries of v. This way, the
usual implicit function theorem one needs in modulation techniques reduces to the case
of only one soliton, just in one space dimension. This latter case is of course simpler
than the case of multi-solitons in one space dimension, already treated in Proposition
3.1 in [50]. For that reason, we omit the proof and refer the reader to our earlier work,
in particular [50] and [52].
Let us apply this proposition with v = (w(y, s0), ∂sw(y, s0)) (2.3), dˆ = d¯(s0) and
νˆ = ν0. Clearly, we have qˆ = 0. Then, from (2.3), (1.10) and straightforward calculations,
we see that |νˆ|
1− |dˆ| ≤
C√
s0
and − arg tanh dˆ ≥ p− 1
5
log s0
for s0 large enough. Therefore, Lemma 2.2 applies with A = 2 and from the continuity of
the flow associated with equation (1.6) in H (see the remark following Proposition 2.1),
we have a maximal s¯ = s¯(s0, ν0) ∈ (s0,+∞] such that w exists for all time s ∈ [s0, s¯)
and w can be modulated in the sense that(
w(y, s)
∂sw(y, s)
)
=
∑
(i,θ)
(−1)i+1κ∗(θd(s)ei, ν(s)) + q(y, s) (2.17)
where the parameters d(s) and ν(s) are such that for all s ∈ [s0, s¯),
∀i = 1, 2, l = 0, 1, 2, Πl(±d∗(s)ei, q(s)) = 0, (2.18)
and
|ν(s)|
1− |d(s)| ≤ s
−1/4
0 , ζ(s) ≥
(p− 1)
8
log s0 and ‖q(s)‖H ≤ 1√
s0
, (2.19)
with d∗(s) = d(s)1+ν(s) and ζ(s) = − arg tanh d(s).
Moreover, we have
q(s0) = 0, d(s0) = d¯(s0) and ν(s0) = ν0. (2.20)
From (2.17), we see that controlling the solution (w(s), ∂sw(s)) in H is equivalent to
controlling q(s) in H , d(s) ∈ (−1, 1) and ν(s) ∈ R.
2.1.3 Dynamics near the 4 solitons
Since (2.19) holds for all s ∈ [s0, s¯), we project equation (1.6) (more precisely, its first
order version) to obtain equations satisfied by the components q(s) ∈ H , d(s) ∈ (−1, 1)
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and ν(s) ∈ R. Introducing
p¯ =


p if p < 2,
2− 1/100 if p = 2,
2 if p > 2,
(2.21)
we claim the following:
Lemma 2.3 (Dynamics of the parameters). There exist c¯ = c¯(p) > 0 and δ > 0 such
that for s0 large enough and for all s ∈ [s0, s¯), we have
|ν ′ − ν|
1− |d|2 ≤ C‖q‖
2
H + Ce
− 4
p−1
ζ + C
|ν|
1− |d|2 ‖q‖H , (2.22)∣∣∣ζ ′ − c¯e− 4p−1 ζ∣∣∣ ≤ C‖q‖2H + C |ν|1− |d|2
(
e−
4
p−1
ζ + ‖q‖H
)
+ Ce−
4
p−1
(1+δ)ζ , (2.23)
‖q(s)‖2H ≤ Ce−δ(s−s0)‖q(s0)‖2H + Ce−
4p¯ζ
p−1 , (2.24)
where ζ(s) = − arg tanh d(s).
Proof. The proof is the two-dimensional version of our earlier work on multi-solitons in
one space dimension, in [49], [50] and [15]. Most of the estimates are the same as in one
space dimension, some others are truely two-dimensional, hence more delicate, without
involving new ideas. For that reason, we leave the proof to Appendix A.
From the decomposition (2.17), our goal in Theorem 1 will be achieved if we construct
a solution such that q → 0, ν → 0 and ζ(s) ∼ ζ¯(s) defined in (1.10). For that reason, it
is natural to make the following change of variables defined by
ξ(s) =
4
p− 1(ζ(s)− ζ¯(s)). (2.25)
Therefore, we reduce the control of w to the control of (q, ξ, ν) near zero. Assuming that
|ξ(s)| ≤ 1, (2.26)
in addition to (2.19), we derive the following corollary from Lemma 2.3:
Corollary 2.4. For s0 large enough and for all s ∈ [s0, s¯), if (2.26) holds, then we have
|ν ′ − ν| ≤ Cs− p−12 (‖q‖2H + s−1) + C|ν|‖q‖H ,
|ξ′ + s−1ξ| ≤ Cs−1ξ2 + C‖q‖2H + C|ν|s
p−1
2 (‖q‖H + s−1) + Cs−1−δ,
‖q(s)‖2H ≤ Ce−δ(s−s0)‖q(s0)‖2H + Cs−p¯.
Proof. The proof is straightforward, if one uses the following trivial estimate : 1C ≤
e2ζ(1− |d|) ≤ C.
From this corollary, we see that the control of ‖q‖ and ξ near zero is natural, since
the linear parts of the differential inequalities they satisfy show a decreasing property.
However, the situation may seem hopeless for ν, which shows an expanding behavior. In
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fact, bearing in mind that a simple application of the intermediate-value theorem gives
a solution going to zero at infinity for the following model equation:
z′(s) = z(s) +
1
s
, z(s0) = z0,
for some well-chosen z0, the same intermediate-value theorem will allow us to show the
existence of a solution (q, ξ, ν) to the system given in the previous corollary, for a well-
chosen parameter ν0 ∈ I0 defined in (2.3).
In order to formalize the argument, we introduce the following shrinking set, that
will allow the control of the set of parameters (q, ξ, ν) towards zero as s→∞:
Definition 2.5 (A shrinking set to zero). For any s ≥ s0, we defined V (s) as the unit
ball of H ×R2 equipped with the norm
N(q, ξ, ν) = max
{
s
1
2
+η‖q‖H , sη|ξ|, s
1
2
+ p−1
2 |ν|
}
, (2.27)
where
η =
1
4
min
(
1, δ,
p¯− 1
2
)
, (2.28)
δ is introduced in Lemma 2.3 and p¯ defined in (2.21).
From (2.20), (2.3) and the definition (2.25) of ξ, we derive the existence of
s∗(s0, ν0) ∈ [s0, s¯) (remember that s¯ is defined just before (2.17)), such that for all
s ∈ [s0, s∗), (q, ξ, ν)(s) ∈ V (s) and:
- either s∗ = +∞, or
- s∗ < +∞ and from continuity, (q, ξ, ν)(s∗) ∈ ∂V (s∗), in the sense that one of the 3
quantities defining the maximum in (2.27) is equal to 1.
With Lemma 2.3 at hand, we are in a position to prove the following, which directly
implies Proposition 2.1:
Lemma 2.6 (A solution such that (q, ξ, ν)(s) ∈ V (s)). For s0 large enough, there exists
ν0 ∈ I0 (defined in (2.3)) such that equation (1.6) with initial data (at s = s0) given by
(2.3) is defined for all (y, s) ∈ B(0, 1) × [s0,∞) and satisfies (q, ξ, ν)(s) ∈ V (s) for all
s ≥ s0 (or equivalently, s∗(s0, ν0) = +∞).
Proof. In fact, we started the proof of this lemma right after the statement of Lemma
2.2. For the sake of clarity, we summarize here all the previous arguments, and conclude
the proof thanks to a topological argument.
Let s0 be large enough. For all ν0 ∈ I0 defined in (2.3), we consider the solution
w(s0, ν0, y, s) (or w(y, s) for short) to equation (1.6), with initial condition at time s0
given by (2.3).
As we showed after the statement of Lemma 2.2, w(y, s) can be modulated (up to some
time s¯ = s¯(s0, ν0) > s0) into a triplet (q(s), d(s), ν(s)). Performing the change of variables
(2.25), we reduce the control of w(s) to the control of (q(s), ξ(s), ν(s)) and we see from
(2.20) that
q(s0) = 0, ξ(s0) = 0 and ν(s0) = ν0. (2.29)
As stated in Lemma 2.6, our aim is to find some ν0 ∈ I0 so that the associated w ∈
C ([s0,∞),H ) is globally defined for forward times and satisfies
∀s ≥ s0, N(q(s), ξ(s), ν(s), s) ≤ 1, i.e. (q, ξ, ν)(s) ∈ V (s).
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We argue by contradiction and assume that for all ν0 ∈ I0, the exit time s∗(s0, ν0) is
finite, where
s∗(s0, ν0) = sup{s ≥ s0 | ∀τ ∈ [s0, s], N(q(τ), ξ(τ), ν(τ), τ) ≤ 1}. (2.30)
Then by continuity, notice that
N(q(s∗), ξ(s∗), ν(s∗), s∗) = 1 with s∗ = s∗(s0, ν0), (2.31)
and that the supremum defining s∗(s0,ν) is in fact a maximum.
We now consider the (rescaled) flow for ν(s), that is
Φ : (s, ν0) 7→ s
1
2
+ p−1
2 ν(s). (2.32)
By the properties of the flow, Φ is a continuous function of (s, ν0) ∈ [s0, s∗(s0, ν0)]×I0. By
definition of the exit time s∗(s0, ν0), we have that for all s ∈ [s0, s∗(s0, ν0)], |Φ(s, ν0)| ≤ 1.
The following claim allows us to conclude:
Claim. For s0 large enough, we have:
(i) (Reduction to one dimension): For all ν0 ∈ I0, |Φ(s∗(s0, ν0), ν0)| = 1.
(ii) (Transverse crossing): The flow s 7→ Φ(s, ν0) is transverse outgoing at s =
s∗(s0, ν0) (when it hits ±1).
(iii) (Initialization): If ν0 ∈ ∂I0, that is ν0 = θ0s−
1
2
− p−1
2
0 with θ0 = ±1, then s∗(s0, ν0) =
s0 and Φ(s∗(s0, ν0), ν0) = θ0.
Indeed, from item (ii), ν0 → s∗(s0, ν0) is continuous, hence from items (i) and (iii),
ν0 7→ Φ(s∗(s0, ν0), ν0)
is a continuous map from I0 to {−1, 1}, and the images 1 and −1 are attained when
ν0 ∈ ∂I0. From the intermediate value theorem, this is a contradiction. Thus, there
exists ν0 ∈ I0 such that for all s ≥ s0, N(s0, ν0) ≤ 1, hence (q, ξ, ν)(s0, ν0, ·, s) ∈ V (s)
which is the desired conclusion of Lemma 2.6. It remains to prove the Claim in order to
conclude.
Remark. Note that we use item (ii) of the Claim either with s = s∗, in order to prove
the continuity of the exit time, or with ν0 on the boundary of I0 and s = s0 to show
item (iii) of the same Claim.
Proof of the Claim. In the following, the constant C stands for C(s0).
(i) Consider s ∈ [s0, s∗(s0, ν0)]. Since N(q(s), ξ(s), ν(s), s) ≤ 1 by definition of the exit
time s∗(s0, ν0), it follows that estimate (2.26) is satisfied provided that s0 is large enough,
hence, Corollary 2.4 applies. Using the initial condition (2.29) and the definition (2.28)
of η, then taking s0 large enough, we see that
‖q(s)‖H ≤ Cs−
p¯
2 ≤ s
− 1
2
−η
2
,
hence from this,
|ν ′− ν| ≤ Cs− p−12 −1 and |ξ′+ s−1ξ| ≤ Cs−1−2η+Cs− 1+p¯2 +Cs− 32 +Cs−1−δ ≤ Cs−1−2η.
(2.33)
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Integrating the last inequality on the interval [s0, s] and using again (2.29), we see that
|ξ(s)| ≤ Cs−2η ≤ s
−η
2
,
for s0 large enough. Since N(q(s∗), ξ(s∗), ν(s∗), s∗) = 1 by (2.31), we see from the defi-
nition (2.27) of N that necessarily
s1/2+
p−1
2 |ν(s)| = 1.
Using the definition (2.32) of the flow Φ, we get to the conclusion of item (i).
(ii) Assume that Φ(s, ν0) = s
1
2
+ p−1
2 ν(s) = θ0 for some s ∈ [s0, s∗(s0, ν0)] and θ0 = ±1.
Using (2.33) (which holds here), we write
d
ds
s1/2+
p−1
2 ν(s) = s1/2+
p−1
2
((
1
2
+
p− 1
2
)
ν(s)
s
+ ν ′(s)
)
= s1/2+
p−1
2
(
ν(s)
(
1 +
1
2s
+
p− 1
2s
)
+O
(
1
s1+
p−1
2
))
= θ0 +O
(
1√
s
)
.
Hence, for s0 large enough, ddss
1/2+ p−1
2 ν(s) has the sign of θ0, which shows that the flow
is transverse outgoing and item (ii) holds.
(iii) Let ν0 ∈ ∂I0, that is ν0 = θ0s−
1
2
− p−1
2
0 for some θ0 = ±1. From (2.20) and the
definition (2.32) of the flow Φ, we see that
ν(s0) = ν0 and Φ(s0, ν0) = ν0s
1
2
+ p−1
2
0 = θ0, (2.34)
hence, the flow hits ±1 at s = s0, and item (ii) applies, showing that the flow Φ is
transverse outgoing. By the definition of the exit time, we see that s∗(s0, ν0) = s0. Using
(2.34), we get to the conclusion of item (iii). This concludes the proof of the Claim.
Since Lemma 2.6 follows from the Claim and the intermediate value theorem, this
concludes the proof of Lemma 2.6 too.
It remains to give the proof of Proposition 2.1 in order to conclude this section.
Proof of Proposition 2.1. If s0 is large enough and w(y, s) is the solution constructed in
Lemma 2.6 (with initial data at s = s0 given by (2.3)), then we write by definition (2.17)
of q: ∥∥∥∥∥∥
(
w(s)
∂sw(s)
)
−
∑
(i,θ)
(−1)i+1
(
κ(θd¯(s)ei, y)
0
)∥∥∥∥∥∥
H
≤ ‖q(s)‖H +
∑
(i,θ)
Ai,θ (2.35)
where
Ai,θ = ‖κ∗(θd(s)ei, ν(s))− (κ(θd¯(s)ei), 0)‖H .
Since (q, ξ, ν)(s) ∈ V (s) for all s ≥ s0, we see from Definition 2.5 and (2.25) that
|ξ(s)| = 4
p− 1 |ζ − ζ¯(s)| ≤ Cs
−η. (2.36)
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In particular, by definition (1.10) of ζ¯(s), we see that
1− |d(s)| ∼ Ce−2ζ(s) ∼ Ce−2ζ¯(s) ∼ Cs− p−12 as s→∞,
hence, again from definition 2.5 of V (s), we have
∀s ≥ s0, |ν(s)|
1− |d(s)| ≤ Cs
− 1
2 .
Therefore, item (iv) of Lemma B.2 applies and since κ∗(θd¯(s)ei, 0, y) = (κ(θd¯(s)ei, y), 0)
by definitions (1.9) and (2.1), we write
Ai,θ ≤ C |ν(s)|
1− |d(s)| + C|ζ(s)− ζ¯(s)| ≤ Cs
−η.
As ‖q(s)‖H ≤ Cs− 12−η, still by definition 2.5 of V (s), the conclusion of Proposition 2.1
follows from (2.35).
2.2 Derivation of a blow-up solution to equation (1.1)
Using the previous section, we derive a blow-up solution to the Cauchy problem of
equation (1.1). This is the aim of this section:
Proposition 2.7 (Existence of a blow-up solution for equation (1.1) and first estimates
on the blow-up time).
(i) For s0 large enough, there exists u(x, t) a solution to the Cauchy problem (at t = −1)
of equation (1.1) (with the similarity variables’ version w0 given by (2.3)), symmetric
with respect to the axes and anti-symmetric with respect to the bisectrices, which blows
up on a surface Γ = {(x, T (x))} satisfying T (0) = 0. Moreover, w0 shows 4 solitons as
in (1.12).
(ii) For any δ0 ∈ (0, 1), there exists s¯0 such that for all s0 ≥ s¯0, we have
T (x) ≥ −(1− d¯(s0))
2
x1,
whenever
x ∈ R, 0 ≤ x2 ≤ (1− δ0)x1 and δ0 ≤ x1 ≤ 1 + (λ0 − 1)
2
100
, (2.37)
where
λ0 ≡ −1 + ν0
d¯(s0)
> 1, (2.38)
d¯(s0) < 0 is defined in (1.10), and ν0 is introduced in Proposition 2.1 satisfying (2.3).
By symmetry, a similar statement holds for all non-characteristic points outside a small
neighborhood of the origin and the bisectrices.
Remark. In the previous statement, u and T depend on the choice of s0, but we omit that
dependence to simplify the notation. The fact that λ0 > 1 follows from (2.5), provided
that s0 is large enough.
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Proof.
(i) Consider s0 large enough, w(y, s) the solution of (1.6) constructed in Proposition
2.1 with initial data (at time s = s0) given by (2.3), and the chosen parameter |ν0| ≤
s
− 1
2
− p−1
2
0 . Through the similarity variables’ transformation (1.5), this yields a solution
to the Cauchy problem (say, at time t = −1), for equation (1.1) defined only in the
backward light cone with vertex (0, 0) and basis at t = −1.
In order to get a solution defined for all x ∈ R2, at least for small t+1 ≥ 0, we need
first to extend the definition of w(y, s0) (2.3) to all y ∈ R2. Note that the expression we
choose for w(y, s0) with the 4 solitons is singular whenever |yi| = λ0 > 1 defined in (2.38).
For that reason, we introduce the following non-increasing truncation χ0 ∈ C∞(R) such
that
χ0(ξ) = 1 if ξ < λ0 − (λ0 − 1)2 and χ0(ξ) = 0 if ξ > λ0 − (λ0 − 1)
2
2
(note that
λ0 − (λ0 − 1)2 > 1 (2.39)
from (2.38), (2.3) and (1.11), provided that s0 is large enough). This way, we may extend
the definition of w(y, s0) by introducing new initial data for equation (1.6) defined by(
w¯(y, s0)
∂sw¯(y, s0)
)
=
∑
(i,θ)
(−1)i+1κ∗(θd¯(s0)ei, ν0, y)χ0(θyi). (2.40)
From the choice of the truncation χ0, we see that (w¯, ∂sw¯)(s0) ∈ H1×L2(R2). Therefore,
we may define u(x, t) as the solution of equation (1.1) with initial data (at time t = −1)
in H1 × L2(R2) given by
u(x,−1) = w¯(x, s0) and ∂tu(x,−1) = ∂sw¯(x, s0)+ 2
p− 1 w¯(x, s0)+x ·∇w¯(x, s0). (2.41)
From the choice we made in (2.40), it is clear that (w¯, ∂sw¯)(y, s0) has the same symme-
tries as (w, ∂sw)(y, s0) (2.3), and so does (u, ∂tu)(x,−1), hence, (u, ∂tu)(x, t) also for any
t ≥ −1 wherever the solution is defined. Thus, u(x, t) will be symmetric with respect to
the axes and anti-symmetric with respect to the bisectrices too.
Since we choose the initial time in the u(x, t) to be t = −1, it follows by definition
of the similarity variables’ transformation (1.5) that the initial time for w0,0 is s =
− log(0− (−1)) = 0. Using (2.39), (2.41) and (2.40), we see that
(w0,0, ∂sw0,0)(y, 0) = (w¯, ∂sw¯)(y, s0) = (w, ∂sw)(y, s0), for all |y| < 1.
Therefore, using the uniqueness of the solution to the Cauchy problem for equation (1.6)
(discussed in the remark following Proposition 2.1), we see that
(w0,0, ∂sw0,0)(y, s) = (w, ∂sw)(y, s + s0), for all |y| < 1 and s ≥ 0. (2.42)
Using back the similarity variables’ transformation (1.5), this yields the value of u(x, t)
in the backward light cone with vertex (0, 0) with basis at t = −1, in the sense that for
all t ∈ [−1, 0) and |x| < −t,
u(x, t) = (−t)− 2p−1w
(
x
−t , s0 − log(−t)
)
.
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In particular, u(x, t) blows up when (x, t) = (0, 0), which means that T (0) = 0, hence
w0,0 = w0 from the convention just stated after (1.5). Therefore, from (2.42) and Propo-
sition 2.1, we see that w0 shows 4 solitons, as in (1.12).
(ii) Consider δ0 > 0 and x ∈ R satisfying (2.37). Our idea is to choose the largest
backward light cone with vertex (x, T¯ (x)) such that its section at t = −1 does not
encounter the truncation visible in (2.40). By definition (2.41) of initial data u(x,−1),
we easily see that
T¯ (x) = λ0 − 1− (λ0 − 1)2 − x1. (2.43)
Then, we will see that at the section at time t = −1 of that cone, the initial data
(u, ∂tu)(ξ,−1) is in fact close to the “u(ξ, t) version” of the right-soliton, namely to
(u¯1,1, ∂tu¯1,1)(ξ,−1) where
u¯j,η(ξ, t) = κ0
(1− |d¯(s0)|2)
1
p−1
(ν0 − t+ ηd¯(s0)ξj)
2
p−1
, (2.44)
More precisely, it holds that
‖(u, ∂tu)(−1) − (u¯1,1, ∂tu¯1,1)(−1)‖H1×L2(|ξ−x|<1+T¯ (x)) ≤ Cδ
− 2(p+1)
p−1
0 s
−1/2
0 (2.45)
(see below for a proof). Roughly speaking, this is our argument: from the continuity
with respect to initial data, together with the finite speed of propagation, if we restrict
ourselves to the intersection of the above-mentioned cone with the domain of u¯1,1, we
will see that u(ξ, t) remains close to u¯1,1(ξ, t). As a matter of fact, by definition (2.44),
u¯1,1(ξ, t) blows up on the plane {t = T ∗(ξ)} with
T ∗(ξ) = ν0 + d¯(s0)ξ1.
Since the slope of this plane is d¯(s0) > −1 and the slope of the cone is −1, this would
mean that
T (x) ≥ min(T¯ (x), T ∗(x)), (2.46)
if one can estimate the effect of the error term in (2.45). Since we have
1 + d¯(s0) ∼ C0s−
p−1
2
0 ∼ λ0 − 1 as s0 →∞ (2.47)
(see (1.11), (2.38) and (2.3)), it is easy to see that
T¯ (x) +
1− d¯(s0)
2
x1 = C0s
− p−1
2
0 (1−
x1
2
) + o(s
− p−1
2
0 ),
T ∗(x) +
1− d¯(s0)
2
x1 =
C0x1
2
s
− p−1
2
0 + o(s
− p−1
2
0 ).
Since δ0 ≤ x1 ≤ 1 + (λ0−1)
2
10 , taking s0 large enough yields
min(T¯ (x), T ∗(x)) +
1− d¯(s0)
2
x1 > 0, (2.48)
and the conclusion of item (ii) of Proposition 3.1 would follow, if (2.46) holds.
Unfortunately, we are unable to handle the effect of the error term in (2.45), for that
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reason, we proceed differently.
Assume by contradiction that
T (x) < −1− d¯(s0)
2
x1. (2.49)
From (2.48) (which holds true unlike our informal argument) and (2.45), we derive the
following estimate for the similarity version wx defined in (1.5):
∥∥(∂swx, wx)(− log(1 + T (x)))− κ∗ (d¯(s0), ν¯)∥∥H ≤ Cδ− 2(p+1)p−10 s−1/20 , (2.50)
with
ν¯ =
1 + ν0 + d¯(s0)x1
1 + T (x)
≥ 1 + ν0 + d¯(s0)x1
1− 1−d¯(s0)2 x1
≥ 1 + ν0 + d¯(s0)δ0
1− 1−d¯(s0)2 δ0
→ 1− δ0 > 0 as s0 →∞,
where we used (2.49), (2.37) and (1.11). Using item (iii) of Lemma B.2, we see that
∥∥κ∗ (d¯(s0), ν¯)∥∥H ≤ Cmax(µ¯ 1p−1 , µ¯ 2p−1 ),
where
µ¯ =
(
1 +
ν¯
1− |d¯(s0)|
)−1
≤ 2C0
1− δ0 s
− p−1
2
0
for s0 large enough, again by (1.11). Using (2.50), we see that
‖(∂swx, wx)(− log(1 + T (x)))‖H ≤ C(1− δ0)−
1
p−1 s
−1/2
0 + Cδ
− 2(p+1)
p−1
0 s
−1/2
0 .
Taking s0 large enough, we contradict the following non-degeneracy of the blow-up limit
result we proved at non-characteristic points in [52]: Now, we recall the following non-
degeneracy result from [52]:
Proposition 2.8 (Non-degeneracy of the blow-up limit for wx¯ when x¯ ∈ R; Corollary
3.2 page 35 in [52]). There exists ǫ¯1 > 0 such for all x¯ ∈ R and s ≥ − log T (x¯), we have
‖(wx¯(s), ∂swx¯(s))‖H ≥ ǫ¯1.
Remark. The constant ǫ¯1 is universal and does not depend on the solution u(x, t).
Of course, it remains for us to prove (2.45).
Proof of (2.45): From (2.37) and the defintion (2.43) of T¯ (x), we see that whenever
ξ ∈ B(x, 1 + T¯ (x)), we have |ξi| ≤ |xi| + 1 + T¯ (x) ≤ x1 + 1 + T¯ (x) = λ0 − (λ0 − 1)2,
therefore, χ0(θξ) = 1, for any i = 1, 2 and θ = ±1. In particular, identity (2.40) holds
with χ0(θyi) replaced by 1. Using (2.41), we see that
‖(u, ∂tu)(−1)− (u¯1,1, ∂tu¯1,1)(−1)‖H1×L2(|ξ−x|<1+T¯ (x))
≤
∑
(j,η)6=(1,1)
‖(u¯j,η, ∂tu¯j,η)(−1)‖H1×L2(|ξ−x|<1+T¯(x))
≤C(1− |d¯(s0)|2)
1
p−1 (1 + T¯ (x))
∑
(j,η)6=(1,1)
[ min
|ξ−x|<1+T¯ (x))
(1 + ν0 + ηd¯(s0)ξj)]
−γj,η , (2.51)
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where u¯j,η is defined in (2.44) and γj,η is equal to 2p−1 if the minimum is larger than 1,
and equal to p+1p−1 otherwise. Using (2.37), (2.43) and (2.47), we see that when |ξ − x| <
1 + T¯ (x), we have
ξ1 ≥ x1 − (1 + T¯ (x)) ≥ −1 + 2x1 − (λ0 − 1) + (λ0 − 1)2 ≥ −1 + 2δ0 +O(s−
p−1
2
0 ),
ξ2 ≤ x2 + (1 + T¯ (x)) ≤ (1− δ0)x1 + 1− x1 + (λ0 − 1)− (λ0 − 1)2 ≤ 1− δ20 +O(s
− p−1
2
0 )
ξ2 ≥ x2 − (1 + T¯ (x)) ≥ −1− (λ0 − 1) + (λ0 − 1)2 + x1 ≥ −1 + δ0 +O(s−
p−1
2
0 )
as s0 → ∞. Using again (2.47) and (2.37), we see that (2.45) follows from (2.51). This
concludes the proof of Proposition 2.7.
3 Behavior of wx for x 6= 0
Here, we leave the origin and consider wx for x 6= 0. We proceed in several steps:
- In Section 3.1, we derive some rough upper and lower bound on the blow-up surface,
which follow from the decomposition (1.12) together with the upper blow-up bound we
proved in [43] for wx.
- In Section 3.2, we introduce what we call “the soliton-loosing mechanism”, and formally
present a scenario which shows that even though wx(s0) has 4 solitons, for s0 large and
fixed and x small enough, it will loose two of its solitons at some later time, if x in on
the bisectrices, and even a third soliton if not. This will give the behavior of wx, based
on a formal argument.
- In Section 3.3, we give the precise statements and proofs to justify the behavior of wx
we have just found.
3.1 Rough upper and lower bounds on the blow-up graph
In the following, we give rough upper and lower bounds on the blow-up surface Γ:
Proposition 3.1 (Upper and lower bounds on the blow-up surface ). For all ǫ > 0,
there exists δ1(ǫ) > 0 such that for all |x| < δ1, we have
− |x| ≤ T (x) ≤ −(1− ǫ)max(|x1|, |x2|). (3.1)
Proof. Note first that since T (0) = 0, the lower bound follows from the fact that x 7→
T (x) is 1-Lipschitz, and the upper bound is obvious for x = 0. It remains then to prove
the upper bound for x 6= 0. Γ. Let us first explain how we derive it, before giving the
precise proof.
Consider x 6= 0. Using the information on w0 given in (1.12), we can use the similarity
variables’ transformation (1.5) back and forth to derive an estimate on wx. That estimate
depends of course on the value of T (x). In particular, if T (x) is too large, then, the energy
norm (in fact the Lp+1ρ norm) will be too large, contradicting the upper bound we proved
in [42] and [43]. Thus, T (x) cannot be too large. Let us now give the precise proof.
Consider ǫ ∈ (0, 1). From the symmetries of the solution, it is enough to consider x =
(x1, x2) such that
0 ≤ x2 ≤ x1 ≤ δ1 with x1 6= 0, (3.2)
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where δ1 > 0 will be chosen small enough.
Arguing by contradiction, we assume that
T (x) > Tǫ(x) ≡ −(1− ǫ)x1. (3.3)
Introducing the quantity
I(x) =
∫ s1+1
s1
∫
|y|<1
|wx(y, s)|p+1ρ(y)dyds where s1(x) = − log(T (x)− t1(x)) (3.4)
where t1(x) < T (x) will be suitably chosen, the idea is to bound I(x) from above thanks
to the blow-up rate we determined in our paper [43], then from below thanks to (1.12),
which will imply a constraint on T (x), contradicting (3.3), hence, yielding (3.1).
Of course, the key point is to carefully choose t1(x).
Let us proceed with the proof, and we will see that the value of t1(x) will naturally
appear (see (3.25) below). We have three steps, one devoted to the upper bound on I(x)
(3.4), the second to the lower bound, and the third to the conclusion.
Step 1: The upper bound on I(x): Let us first recall the following upper bound
on the blow-up rate from [42] and [43]:
Proposition 3.2 (Upper bound on the blow-up rate; Proposition 2.2 page 1134 in [43]).
Consider w a solution of equation (1.1) defined for all (y, s) ∈ B(0, 1)× [s∗,∞) for some
s∗ ∈ R. Then, for all s ≥ s∗ + 1, we have∫ s+1
s
|w(y, s′)|p+1ρ(y)dyds′ ≤ C(E(w(s∗), ∂sw(s∗)) + 1),
where E is the Lyapunov functional defined in (3.6).
Proof. This statement is given in Proposition 2.2 page 1134 in [43], and the proof follows
from Section 2 in [42].
Imposing the condition
t1(x)→ 0 as x→ 0, (3.5)
and recalling that T (x)→ T (0) = 0 from Proposition 2.7, we see that s1 defined in (3.4)
goes to infinity as x→ 0. Therefore, using the upper bound on the blow-up rate proved
in [43] and given above in Proposition 3.2, we see that
I(x) ≤ C + CE((wx, ∂swx)(− log T (x) + 1))
where the functional E is a Lyapunov functional for equation (1.6), as proved by Antonini
and Merle in [2], defined by
E(w(s), ∂sw(s)) (3.6)
=
∫
|y|<1
(
1
2
(∂sw)
2 +
1
2
|∇w|2 − 1
2
(y · ∇w)2 + (p+ 1)
(p − 1)2w
2 − 1
p+ 1
|w|p+1
)
ρdy.
Since the values of (wx, ∂swx) at time s = − log(T (x) + 1) correspond to the values of
initial data (u0, u1) which are in H1 × L2(R2), it follows from Lebesgue’s theorem that
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E((wx, ∂swx)(− log T (x)+1))→ E((w0, ∂sw0)(0)) as x→ 0. Thus, taking the parameter
δ1 definining the region (3.2) small enough, we see that
I(x) ≤ C. (3.7)
Step 2: The lower bound on I(x): Going back to the original variables u(x, t)
through the similarity variables’ transformation (1.5), we write:
I(x) =
∫ s1+1
s1
e
− 2(p+1)s
p−1
∫
|y|<1
|u(x+ ye−s, T (x)− e−s)|p+1ρ(y)dyds
=
∫ t′1
t1
(T (x)− t)2α
∫
|ξ−x|<T (x)−t
|u(ξ, t)|p+1ρ
(
ξ − x
T (x)− t
)
dξdt,
where α > 0 is introduced in (1.7) and
t′1 = T (x)− e−s1−1 satisfies T (x)− t′1 = (T (x)− t1)/e. (3.8)
In particular, we have
e−1 ≤ T (x)− t
T (x)− t1 ≤ 1 whenever t1 ≤ t ≤ t
′
1. (3.9)
Imposing the additional condition
t′1(x) < Tǫ(x), (3.10)
and using (3.9) together with the fact that T (x) ≥ Tǫ(x) (see (3.3)), we can bound I(x)
as follows:
I(x) ≥ (T (x)− t1)2α
∫ t′1
t1
∫
|ξ−x|<Tǫ(x)−t
|u(ξ, t)|p+1ρ
(
ξ − x
Tǫ(x)− t
)
dξdt. (3.11)
By restricting the integration domain to a smaller ball B1(t) = B(x, (1 − δ)(Tǫ(x)− t))
where δ > 0 will be fixed small enough (independently from x, see (3.24) below), we get
rid of the weight ρ in (3.11) and write
I(x) ≥ δ
α
C
(T (x)− t1)2α
∫ t′1
t1
∫
B1(t)
|u(ξ, t)|p+1dξdt.
From (3.10) and (3.3), we see that we have information on u(ξ, t) in the ball B0 =
B(0,−t) as shown by (1.12), which holds true thanks to Proposition 2.7. Therefore, we
can further restrict the integration domain and write
I(x) ≥ δ
α
C
(T (x)− t1)2α
∫ t′1
t1
∫
B1∩B0(t)
|u(ξ, t)|p+1dξdt.
Going into similarity variables z = ξ−t and σ = − log(−t), we write
I(x) ≥ δ
α
C
(T (x)− t1)2α
∫ s′+
s+
∫
B¯
(−t)−2α|w0(z, σ)|p+1dzdσ
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where
s+(x) = − log(−t1(x)) and s′+(x) = − log(−t′1(x)), (3.12)
and
B¯(σ) = B(0, 1)∩B¯1(σ) with B¯1(σ) = B
(
−x
t
, (1− δ)(1 − Tǫ
t
)
)
and − 1
t
= eσ. (3.13)
Since p < 5, hence α > 0, assuming that
t′1 < 0 (3.14)
we see that (−t)−2α ≥ (−t1)−2α whenever t1 ≤ t ≤ t′1, hence
I(x) ≥ δ
α
C
(
T (x)− t1
−t1
)2α ∫ s′+
s+
∫
B¯(σ)
|w0(z, σ)|p+1dzdσ.
Since we want to use the expansion (1.12) for w0(z, σ), which holds in H , hence in
Lp+1ρ (|z| < 1) by the Hardy-Sobolev inequality given in Lemma B.1, we will restrict
once more the integration domain to some E¯ (σ) ⊂ B¯(σ) not far from the unit circle.
Considering such a set, we write
I(x) ≥ δ
α
CDα
(
T (x)− t1
−t1
)2α ∫ s′+
s+
Nσ(w0(σ))
p+1dσ (3.15)
where
Nσ(v)
p+1 =
∫
E¯ (σ)
|v(z)|p+1ρ(z)dz and D = max
s+≤σ≤s′+, z∈E¯ (σ)
1− |z| > 0. (3.16)
Since we choose x in the portion defined by (3.2), it is reasonable to choose the integration
domain E¯ (σ) localized near the point (0, 1), which is the region where the right soliton
κ(d¯(σ)e1, y) is dominant with respect to the 3 others appearing in the expansion (1.12).
Hence, one may expect that
Nσ(w0(σ)) ∼ Nσ(κ(d¯(σ)e1)) (3.17)
Then, since
Nσ(κ(d¯(σ)e1)) ≤
∫
|z|<1
κ(d¯(σ)e1, z)
p+1ρ(z)dz ≤ C0 (3.18)
from Lemma B.1 and item (i) in Lemma B.2, we will choose the integration domain E¯ (σ)
large enough to have
Nσ(κ(d¯(σ)e1, y) = c0
for some constant c0 > 0, which is the maximal possible rate, from (3.18). Given that
∀d ∈ (−1, 1),
∫
E¯0(d)
κ(de1, Y )
p+1ρ(Y )dY = κp+10
∫
|y|< 1
2
ρ(y)dy (3.19)
where the integration domain E¯0(d) ⊂ B(0, 1) is the ellipse centered at (c(d), 0) =
(− 3d
4−d2 , 0) whose horizontal axis is 2a(d) =
4(1−d2)
4−d2 and its vertical axis is 2b(d) =
22
2
√
1−d2
4−d2 (see Lemma B.4 for a justification of this fact), we will simply choose E¯ (σ) =
E¯0(d¯(σ)), and this is possible only if
E¯0(d¯(σ)) ⊂ B¯1(σ) (3.20)
defined in (3.13). This last condition will induce a constraint on s+, fixing the value of
t1, obeying the 3 above-mentioned conditions (3.5), (3.10) and (3.14). More precisely,
given that x satisfies (3.2) on the one hand, and s+ is large, σ ≥ s+ and d¯(σ) is close to
−1 from (3.5), (3.10), (3.12) and (1.10) on the other hand, the constraint (3.20) will be
satisfied if the four corners of the ellipse bounding rectangle are in B¯1(σ), i.e.
∀s+ ≤ σ ≤ s′+, (c(d¯(σ)) + θa(d¯(σ)), θ′b(d¯(σ))) ∈ B¯1(σ) where θ, θ′ ∈ {−1, 1}. (3.21)
Given that x1 ≥ x2 ≥ 0 by (3.2), it is enough to satisfy (3.21) only for the lower corners,
defined by θ′ = −1 and θ = ±1. In other words, it is enough to satisfy for all t ∈ [t1, t′1]
and θ = ±1, fθ(t) ≥ 0, where
fθ(t) = (1− δ)2
(
1− Tǫ
t
)2
−
(
c(d¯(σ)) + θa(d¯(σ)) +
x1
t
)2 − (−b(d¯(σ)) + x2
t
)2
and −1t = eσ. Using the definition (3.3), (3.12) and (1.10) of Tǫ(x), s+(x) and d¯(s+),
together with the parameters of the ellipse given above, we see that when t1 → 0, we
have s+ →∞,
d¯(σ)→ −1, c(d¯(σ))→ 1, a(d¯(σ))→ 0 and b(d¯(σ))→ 0, (3.22)
uniformly for σ ∈ [s+, s′+], hence
t2fθ(t) = t
2((1−δ)2−1+o(1))+2tx1[(1−δ)2(1−ǫ)−1]+x21 [(1−δ)2(1−ǫ)2−1+o(1)]−x22
(3.23)
as x1 → 0 (and x satisfies (3.2)). A quick study of this second order equation with
unknown t shows that for
δ =
ǫ2
8
, (3.24)
the discriminant
∆θ = 4x
2
1[ǫ
2 +O(ǫ3) + o(1)] − [ǫ2 +O(ǫ3) + o(1)]x22 ≥ x21[3ǫ2 +O(ǫ3) + o(1)]
as x→ 0, since 0 ≤ x2 ≤ x1 by (3.2) (note that O(ǫ3) stands for a term bounded by Cǫ3
and o(1) stands for a function which goes to 0 as x → 0). In particular, ∆θ ≥ 0 if ǫ is
small enough, then x is less than some function of ǫ. Since the coefficient of t2 in (3.23)
is negative under the same conditions, we see that fθ(t) may have positive values, also
for small ǫ and x less than some function of ǫ. As a matter of fact, solving for the roots,
we see that taking
t1 = −4x1
ǫ
, (3.25)
we have from (3.23) and (3.24),
t21fθ(t1) = x
2
1[4 +O(ǫ) +
o(1)
ǫ2
]− x22 ≥ x21[3 +O(ǫ) +
o(1)
ǫ2
] ≥ 0,
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for ǫ small enough, and |x| less than some function of ǫ, again from (3.2). Similarly, since
|T (x)| ≤ |x| ≤ x1
√
2 from (3.2), using the expression (3.8) of t′1, we see that
t′1 = T (x)
(
e− 1
e
)
+
t1
e
= x1
[
− 4
ǫe
+O(1)
]
(3.26)
for ǫ small enough, hence,
(t′1)
2fθ(t
′
1) = x
2
1[
8
e
− 4
e2
+O(ǫ) +
o(1)
ǫ2
]− x22 ≥ x21[
8
e
− 4
e2
− 1 +O(ǫ) + o(1)
ǫ2
] ≥ 0,
for x small enough, and |x| less than some function of ǫ. Therefore, from sign consid-
erations for the second-order polynomial in (3.23), it follows that fθ(t) ≥ 0 for any
t ∈ [t1, t′1], and (3.20) holds for this choice of t1, provided that ǫ is small enough, and
|x| is less than some function of ǫ. Therefore, as announced right before (3.20), we can
choose
E¯ (σ) = E¯0(d¯(σ)), (3.27)
and see from (3.19) and the definition (3.16) of the norm Nσ that
∀σ ∈ [s+, s′+], Nσ(κ(d¯(σ)) = κ0
[∫
|y|< 1
2
ρ(y)dy
] 1
p+1
> 0, (3.28)
a constant indpendent of σ. Let us remark that the choice (3.25) for t1 is consistent with
the 3 conditions (3.5), (3.10) and (3.14) given above, as one may see from the definition
(3.3) of Tǫ(x). In particular, all the above arguments hold, and the following claim allows
us to derive a nice lower bound on the quantity I(x) defined in (3.4):
Claim 3.3. We have:
(i) sups+≤σ≤s′+
∣∣Nσ(w0(σ))−Nσ(κ(d¯(σ)))∣∣→ 0 as x→ 0, where the norm Nσ is intro-
duced in (3.16).
(ii) The quantity D defined in (3.16) satisfies D ≤ C| log x1|−
p−1
2 .
Indeed, using (3.28) and item (i) of this claim, we see that the expected estimate
(3.17) holds, provided that |x| is less than some function of ǫ and ǫ is taken small
enough. Furthermore, from (3.25) and (3.26), we see by definition (3.12) of s+(x) and
s′+(x) that s′+(x) − s+(x) = 1 + O(ǫ). Therefore, using (3.15) together with (3.24) and
item (ii) of Claim 3.3, we see that
I(x) ≥ Cǫ2α| log x1|
2α
p−1
(
T (x)− t1
−t1
)2α
, (3.29)
provided that ǫ is small enough, and |x| is taken also small enough, less than some
function of ǫ.
Now, it remains to prove Claim 3.3 in order to conclude the proof of (3.29).
Proof of Claim 3.3.
(i) Take σ ∈ [s+, s′+]. Since Nσ is a norm, using the triangular inequality, we write
|Nσ(w0(σ))−Nσ(κ(d¯(σ)))| ≤ Nσ[w0(σ)− κ(d¯(σ))] ≤ N0 +
∑
(i,θ)6=(1,1)
Ni,θ
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where
N0 = Nσ

w0(σ)−∑
(j,η)
ηκ(ηd¯(σ)ej)

 and Ni,θ = Nσ(κ(θd¯(σ)ei)).
Since E¯ (σ) = E¯0(d¯(σ)) ⊂ B(0, 1) from (3.27) and Lemma B.4, using the Hardy-Sobolev
estimate given in Lemma B.1, we write
sup
s+≤σ≤s′+
N0 ≤ sup
s+≤σ≤s′+
∥∥∥∥∥∥w0(σ)−
∑
(j,η)
ηκ(ηd¯(σ)ej)
∥∥∥∥∥∥
Lp+1ρ (|z|<1)
≤C sup
s+≤σ≤s′+
∥∥∥∥∥∥w0(σ)−
∑
(j,η)
ηκ(ηd¯(σ)ej)
∥∥∥∥∥∥
H
→ 0
as s+ → ∞ from estimate (1.12), which holds true by Proposition 2.7, hence also as
x → 0, by definitions (3.12) and (3.25) of s+ and t1 (remember that we had to take ǫ
small enough then take |x| less than some function of ǫ, so that various estimates hold,
in particular (3.20), which is crucial to justify the choice we made in (3.27)).
As for Ni,θ for (i, θ) 6= (1, 1), simply note that since the ellipse E¯ (σ) is localized near the
point z = (1, 0) from (3.22), it follows again from (3.22) that κ(θd¯(σ), y) ≤ C(1−d¯(σ)) 1p−1
when z ∈ E¯ (σ), hence Ni,θ ≤ C(1−d¯(σ)2)
1
p−1 |E¯ (σ)| 1p+1 → 0, since σ ≥ s+ →∞ as x→ 0
from (3.12) and (3.25). Thus, item (i) follows.
(ii) Take σ ∈ [s+, s′+]. Refining estimate (3.22), we see from (1.11) together with defini-
tions (3.12) and (3.25) of s+ and t1 that
| log x1|−
p−1
2
C
≤ d¯(σ) + 1 ≤ C| log x1|−
p−1
2 , (3.30)
1− c(d¯(σ)) ∼ 5
3
(1 + d¯(σ)), a(d¯(σ)) ∼ 4
3
(1 + d¯(σ)), b(d¯(σ)) ∼
√
2(1 + d¯(σ))
3
(3.31)
as x→ 0, where c, a and b are defined in Lemma B.4 (take d = d¯(σ) by (3.27)). Inserting
the ellipse E¯ (σ) in the bounding rectangle as before, we see that D ≤ 1 − |(c(d¯(σ)) −
a(d¯(σ)), b(d¯(σ)))| ≤ C(1 + d¯(σ)) and the conclusion follows from (3.30). This concludes
the proof of Claim 3.3, and also the proof of (3.29).
Step 3: Conclusion of the proof of Proposition 3.1
Assuming that ǫ is small enough, and that |x| is also small enough, less than some
function of ǫ, we see that the upper bound (3.7) and the lower bound (3.29) on I(x)
(3.4) both hold. Therefore, it follows that
C0 ≥ I(x) 12α ≥ Cǫ| log x1|
1
p−1
(
T (x)− t1
−t1
)
,
therefore, by definition (3.25) of t1(x), we have
T (x) ≤ t1(x)(1 − Cǫ−1| log x1|−
1
p−1 ) ≤ −3x1
ǫ
for x small enough. Taking ǫ small enough, we see that this is in contradiction with (3.3).
Thus, Proposition 3.1 holds.
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3.2 The expected behavior of the solution outside the origin
The construction procedure provided us with a sharp estimate on the behavior of w0: see
estimate (1.12) justified in Proposition 2.7. That estimate shows 4 solitons which have
the same size (they are in fact symmetric).
As a next step, we will consider x 6= 0 and look for the behavior of wx(s), for s large. In
this section, we will adopt a formal approach in order to derive the behavior of wx(s),
which follows from what we call the “soliton-loosing mechanism”. In a later step (see
Section 3.3 below), we will adopt a rigorous approach in order to prove that behavior for
wx(s).
3.2.1 Deformation of the solitons outside the origin
Consider an arbitrary ǫ ∈ (0, 1100 ) and x = (x1, x2) 6= 0. From the symmetries of the
solution and Proposition 3.1, we may assume that
0 ≤ x2 ≤ x1 ≤ δ2 with x 6= 0 (3.32)
and
− x1
√
2 ≤ −|x| ≤ T (x) ≤ −(1− ǫ)x1 ≤ − 99
100
x1, (3.33)
for some δ2 = δ2(ǫ) > 0 which will be taken small enough.
In this section, we aim at deriving the behavior of wx(s) for large s. Our approach is
formal and simple:
- formal, since we assume that w0(y, s) is exactly the sum of the 4 solitons appearing in
(1.12), with no error term;
- simple, since we just use the similarity variables’ transformation (1.5) in order to link
wx and w0, seeing that wx also has 4 solitons, though not of the same size, since the
symmetry is broken when x 6= 0.
In order to make our argument clearer, we use the notation W (Y, S) instead of
w0(y, s) defined in the selfsimilar transformation in (1.5). As said just above, we assume
(formally) that estimate (1.12) holds with no error terms, which means that(
W (Y, S)
∂sW (Y, S)
)
=
∑
dir∈D
θˆdir
(
κ(d¯(S)eˆdir , Y )
0
)
(3.34)
where d¯(S) is given in (1.10) and the direction “dir” belongs to the set
D = {right, left, up, down}, (3.35)
with
eˆright = e1, eˆleft = −e1, eˆup = e2, eˆdown = −e2, θˆright = θˆleft = −θˆup = −θˆdown = 1.
(3.36)
Note that the directional terminology we use here follows the natural localization of the
center of the solitons κ(d¯(S)eˆdir, Y ), after the transformation
v¯(ξ) = (1− z2) 1p−1 v(z) with z = tanh ξ ∈ R, (3.37)
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applied with z = yi and i = 1, 2.
Now, let us introduce the following algebraic transformation
Tx(v)(y, s) = (1− T (x)es)−
2
p−1 v(Y, S), Y =
y + xes
1− T (x)es , S = s− log(1− T (x)e
s).
(3.38)
In fact, the transformation Tx is simply the composition of the inverse similarity trans-
formation (1.5) centered at (0, T (0)) = (0, 0) with the direct similarity transformation
(also given in (1.5)) centered at (x, T (x)). As a matter of fact, given that W = w0, we
see from (1.5) that
Tx(W ) = wx. (3.39)
Using the definitions (1.9) and (2.1) of κ(d, y) and κ∗1(d, ν, y), we see that for dir ∈ D ,
d ∈ (−1, 1) and s ∈ R, if 1 + [dx.eˆdir − T (x)]es > |d|, then
∀y ∈ (−1, 1), Tx(κ(d¯(S)eˆdir, ·))(y, s) = κdir(x, y, s) (3.40)
where
κdir(x, y, s) = κ
∗(dˆ(x, s)eˆdir, νˆdir(x, s), y) (3.41)
with θˆdir and eˆdir given in (3.36),
νˆdir(x, s) = [dˆ(x, s)x · eˆdir − T (x)]es, dˆ(x, s) = d¯(S(x, s)), −e−S(x,s) = T (x)− e−s,
(3.42)
and d¯ is introduced in (1.10). Since T (x) < 0 from (3.33), it follows that for δ2 small
enough, the time variable s lies in [s¯0,∞) and S ∈ [s¯0,− log(−T (x))), for some fixed and
large s¯0.
Applying the transformation Tx to the first component of identity (3.34), we see from
(3.39) and (3.40) that the first component of the following identity holds(
wx(y, s)
∂swx(y, s)
)
=
∑
dir∈D
θˆdirκdir(x, y, s) (3.43)
(and we will also assume formally that the equality holds for the second component). Let
us now make a remark concerning the “localization” and the “shape” of the generalized
soliton κ∗(d, ν), since it appears in the decomposition of (wx, ∂swx)(y, s) by (3.43) and
(3.41).
Using item (iii) and (i) in Lemma B.2, we see that
κ∗1(d, ν, y) = λ(|d|, ν)κ (D, y)
and ‖κ (D, y)‖
H0
≤ C0 uniformly, where
D =
d
1 + ν
and λ(d, ν) =
[
1− d2
(1 + ν)2 − d2
] 1
p−1
. (3.44)
Using the transformation (3.37) with z parallel to d, we see that the soliton in “localized”
(or “centered”) around D. Furthermore, it appears that λ(|d|, ν) controls the size of
κ∗1(d, ν, y) in H0. Given that we know from item (iii) in Lemma B.2 that
min
(
µ, µ2
) ≤ λ(|d|, ν)p−1 ≤ max (µ, µ2) , (3.45)
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where
µ(d, ν) = 1/
(
1 +
ν
1− |d|
)
, (3.46)
we justify that µ may be called the “size” variable of the generalized soliton κ∗(d, ν). In
particular, if µ is small, then λ is small and so is κ∗1(d, ν, y) (we may say that the soliton
“vanishes”, or that it is “lost”), and if µ is large, then λ is large and so is κ∗1(d, ν, y) (we
may say that the soliton “blows up”).
Introducing the “center” and the “size” of the soliton κdir(x, s):
Dˆdir(x, s) =
dˆ(x, s)
1 + νˆdir(x, s)
and µˆdir(x, s) = 1/
(
1 +
νˆdir(x, s)
1− |dˆ(x, s)|
)
, (3.47)
we see by definition (3.42) of νˆdir(x, s) that in the portion of the space where x is located
(see (3.32)), we have
νˆright(x, s) ≤ νˆup(x, s) ≤ νˆdown(x, s) ≤ νˆleft(x, s), (3.48)
hence
µˆleft(x, s) ≤ µˆdown(x, s) ≤ µˆup(x, s) ≤ µˆright(x, s), (3.49)
which means that the solitons are “ordered”, and if ever they change size, κleft(x) would
be the first to be “lost”, if ever, and κright(x) would be the first to “blow up”, if ever.
3.2.2 The soliton-loosing mechanism
In this section, we remain in the formal approach. Proceeding as we did in one dimension
in [50], we are ready to exhibit the “soliton-loosing mechanism”. Roughly speaking, based
on the order in (3.49), this is the scenario that occurs for the behavior of wx(s):
- for small s, the four solitons appearing in (3.43) have comparable sizes;
- at some later time, the size of the left-soliton κleft(x, s), becomes much smaller the
others’, we say that we “loose” it, and we are left with only 3 solitons;
- shortly later, the same occurs with the down-soliton κdown(x, s), and we are left with
only 2 solitons;
- if x1 = x2 (i.e. on the bisectrix {x1 = x2}), from symmetry, we keep both the up and
the right-soliton;
- if x2 < x1 (i.e. outside that bisectrix), we loose the up-soliton κup(x, s): only the
right-soliton κright(x, s) remains.
In the following, for each of the four solitons appearing in the decomposition (3.43),
we will compute a vanishing time, depending on x.
We consider the soliton κdir(x, s) defined in (3.41), where dir = left, down or up.
Given A > 0 large enough, we define sˆdir(x) as the time such that the “size”
µˆdir(x, sˆdir(x)) =
1
A+ 1
i.e.
[dˆ(x, sˆdir(x))x · eˆdir − T (x)]esˆdir(x)
1− |dˆ(x, sˆdir(x))|
= A > 0 (3.50)
Introducing Sˆdir(x) such that
− e−Sˆdir(x) = T (x)− e−sˆdir(x) (3.51)
28
as in (3.42), we see that
A =
[dˆ(x, sˆdir(x))x · eˆdir − T (x)]esˆdir(x)
1− |dˆ(x, sˆdir(x))|
=
d¯(Sˆdir(x))x · eˆdir − T (x)
(1− |d¯(Sˆdir(x))|)(T (x) + e−Sˆdir(x))
. (3.52)
Since T (x)→ T (0) = 0 as x→ 0, it follows from (1.11) that
Sˆdir(x)→∞ and sˆdir(x)→∞ as x→ 0
(remember in the same time that
s¯0 ≤ Sˆdir(x) < − log(−T (x)),
from the remark right after (3.42)). Using again (1.11), it follows that
Sˆdir(x)
p−1
2
(
d¯(Sˆdir(x))x · eˆdir − T (x)
)
C0(T (x) + e−Sˆdir(x))
∼ A as x→ 0.
Note from (3.33) that we have
− log |T (x)| = l +O(1) as x→ 0, with l = − log x1. (3.53)
Looking for a solution
Sˆdir(x) = | log |T (x)|| − σdir(x) with 0 < σdir(x) = o(l), (3.54)
we end up with
l
p−1
2
C0
esˆdir(x)
(
d¯(Sˆdir(x))x · eˆdir − T (x)
)
=
l
p−1
2
(
d¯(Sˆdir(x))x · eˆdir − T (x)
)
C0T (x)(1− eσdir(x))
∼ A (3.55)
as x→ 0.
3.2.3 The loosing-time for the left and the down-soliton
In these cases, x · eˆleft = −x1 < 0 and x · eˆdown = −x2 ∈ [−x1, 0]. Using (3.33) and
(1.11), we see that in both cases, we have
d¯(Sˆdir(x))x · eˆdir − T (x) ∼ −x · eˆdir − T (x), (3.56)
hence, from (3.55),
l
p−1
2 (−x · eˆdir − T (x))
C0T (x)(1 − eσdir(x))
∼ A as x→ 0.
looking for a solution σdir →∞, we get
l
p−1
2 (x · eˆdir + T (x))
T (x)eσdir(x)
∼ C0A,
which yields
σdir(x) =
p− 1
2
log l + log
x · eˆdir + T (x)
T (x)
− log (C0A) + o(1).
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Since
1 ≤ x · eˆdir + T (x)
T (x)
≤ x1 + x1
√
2
99
100x1
≤ 3
from (3.32) and (3.33), we may fix now a common value
σleft(A, x) = σdown(A, x) =
p− 1
2
log l − log(C0A), (3.57)
and follow upward the previous calculations to derive the following:
Lemma 3.4 (The loosing time for the left and the down-soliton). Consider A > 0 large
enough and x small enough satisfying (3.32). Then, it holds that ‖κleft(x, sˆleft)‖H +
‖κdown(x, sˆleft)‖H ≤ CA−
1
p−1 , where
sˆleft(A, x) = sˆdown(A, x) ≡ − log |T (x)| − log
(
l
p−1
2
C0A
− 1
)
. (3.58)
Remark. From (3.58) and (3.53), it holds that
sˆleft(A, x) = sˆdown(A, x) = l − p− 1
2
log l + logA+O(1) as x→ 0. (3.59)
Proof. The proof is straightforward is one follows the above analysis upward until (3.50).
In particular, we do have from the expression (3.57) that
σdir(A, x) ∼ p− 1
2
log l = o(l) as x→ 0, (3.60)
and this was required in (3.54).
As for the value of sˆleft = sˆdown given in (3.58), it directly follows from (3.57) thanks to
(3.54) and (3.51).
3.2.4 The loosing-time for the up-soliton
As stated in the beginning of Section 3.2.2, we expect the up-soliton to be lost, only
outside the bisectrix {x1 = x2}, i.e. when
x2 < x1. (3.61)
However, as we will see shortly, our approach in this subsection provides an expression for
the loosing-time of the up-soliton (see (3.65)), only under a different condition, namely
condition (3.64) below. In order to overcome this difficulty, we will introduce in a later
section a notion of “relative vanishing” of the up-soliton with respect to the right-soliton,
which will turn to be valid exactly under condition (3.61). If coupled to a notion of
“blowing-up time” for the right-soliton, the relative vanishing time will help us to extend
the notion of a loosing-time for the up-soliton to all points outside the bisectrix, i.e.
under (3.61).
Let us then concentrate on the introduction of the loosing-time for the up-soliton. In
comparison to the left and the down-solitons, the case of the up-soliton is indeed very
delicate, since (3.56) may not hold here, as x · eˆup+T (x) = x2+T (x) may be zero (in the
previous case, this was excluded by (3.32) and (3.33)). Since our assumption in (3.54)
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implies by (3.53) that Sˆup(x) ∼ − log |T (x)| ∼ l, it is legitimate to make the following
further assumption:
d¯(Sˆup(x))x2 − T (x) ∼ d¯(− log |T (x)|)x2 − T (x) as x→ 0,
in other words,
σup(x)l
− p−1
2
−1x2 = o
(
d¯(− log |T (x)|)x2 − T (x)
)
as x→ 0, (3.62)
where σup is defined in (3.54). This way, we may replace our requirement in (3.55) and
(3.54) by the following condition (where we replace A by A2 in order to separate the
different loosing times for the solitons):
l
p−1
2
C0
esˆup(x)
(
d¯(− log |T (x)|)x2 − T (x)
)
= A2 with σup(x) = o(l) as x→ 0, (3.63)
which readily shows that we need to have
d¯(− log |T (x)|)x2 − T (x) > 0 (3.64)
in order to get the following solution:
Sˆup(A, x) = − log(e−sˆup(A,x) − T (x)) = − log
[
[d¯(− log |T (x)|)x2 − T (x)]
C0A2l−γ
− T (x)
]
(3.65)
where γ = p−12 . If
d¯(− log |T (x)|)x2 − T (x) ≤ 0, we take sˆup = +∞.
Of course, we need to check that (3.62) together with the second condition in (3.63) hold
(see the proof of Lemma 3.5 below). Thus, we have just proved the following statement:
Lemma 3.5 (The loosing-time for the up-soliton). Consider A > 0 large enough and x
small enough satisfying (3.32) and (3.64). Then, µ(x, sˆup(x)) = (A2 + 1 + o(1))−1 and
‖κup(x, sˆup)‖H ≤ CA−
2
p−1 , where sˆup is defined in (3.65).
Proof. The proof is straightforward from our previous analysis, if we check that the
second condition in (3.63) together with the assumption (3.62) hold.
For the second condition in (3.63), simply note from the expression (3.65) together with
(3.33), (3.32) and (3.51) that |d¯(− log T (x))x2−T (x)| ≤ 3x1, hence e−sˆup ≤ 3x1l
p−1
2
A2C0
and
(1− ǫ)x1 ≤ −T (x) ≤ e−Sˆup ≤ −T (x) + e−sˆup ≤ x1
√
2 + 3x1l
p−1
2 /(A2C0).
Therefore, Sˆup = l +O(log l), and from (3.33) and the definition (3.54) of σup, we have
σup = O(log l), (3.66)
and the second condition in (3.63) holds.
For the assumption (3.62), simply note from (3.51), (3.54) and (3.66) that σup ≥ 0, hence
e−sˆup = T (x) + e−Sˆup = T (x)(1− eσup) ≥ −T (x)σup. Using (3.63), we see that
l
p−1
2
A2C0
(
d¯(− log |T (x)|)x2 − T (x)
)
= e−sˆup ≥ −T (x)σup. (3.67)
Using (3.33) together with (3.32), we readily see that (3.62) holds.
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3.2.5 Relative vanishing of the up-soliton with respect to the right-soliton
From (3.49), we know that for any s where wx(y, s) is defined, we have µˆright(x, s) ≥
µˆup(x, s). Assuming that we are outside the bisectrix {x1 = x2}, i.e. under condition
(3.61), we will define in the following a relative vanishing time for the up-soliton with
respect to the right-soliton. Given the expression (3.47) of µˆdir, we look for some time
sˆup,rel(x) such that
1
µˆup(x, sˆup,rel)
− 1
µˆright(x, sˆup,rel)
= 2A2, (3.68)
where A > 0 is given. Again by (3.47), this is equivalent to having
d¯(Sˆup,rel)(x2 − x1)esˆup,rel
1− |d¯(Sˆup,rel)|
= 2A2,
where
− e−Sˆup,rel = T (x)− e−sˆup,rel. (3.69)
Making the additional assumption that
Sˆup,rel ∼ l, (3.70)
we see from (1.11) and (3.53) that
(x1 − x2)esˆup,rel
C0l
− p−1
2
∼ 2A2 as x→ 0.
We may then replace the “∼” symbol by an equality, fixing this way the value of sˆup,rel:
sˆup,rel = − log(x1 − x2)− p− 1
2
log l + log(2A2C0). (3.71)
Since one easily checks from (3.69) that (3.70) holds, we may follow back the above
calculations up to (3.68) and see that
1
µˆup(x, sˆup,rel)
− 1
µˆright(x, sˆup,rel)
∼ 2A2 as x→ 0. (3.72)
3.2.6 The blowing-up time for the right-soliton
In order to take advantage of the notion of the relative vanishing time of the up-soliton
with respect to the right-soliton, we need to introduce a notion of “blowing-up time” for
the right-soliton.
The blowing-up time is found if one replaces 1A+1 in (3.50) by A
2 (in other words, if
one replaces A by −1 + 1
A2
). If we do that for the right-soliton, then we would see that
the discussion is in all points comparable to what we did for the loosing-time of the
up-soliton. More precisely, if we assume that
d¯(− log |T (x)|)x1 − T (x) < 0, (3.73)
then we may define the following candidate for the blowing-up time for the right-soliton:
Sˆright,+(A, x) = − log(e−sˆright,+(A,x) − T (x)) = − log[ [T (x)− d¯(− log |T (x)|)x1]
C0(1− 1A2 )l−γ
− T (x)]
(3.74)
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where A > 0 is large enough. If
d¯(− log |T (x)|)x1 − T (x) ≥ 0, we take sˆright,+ = +∞.
As a matter of fact, we have the following statement:
Lemma 3.6 (The blowing-up time for the up-soliton). Consider A > 0 large enough
and x small enough satisfying (3.32) and (3.73). Then, we have µˆright(x, sˆright,+(x)) =
A2 + o(1) and ‖κright(x, sˆright,+)‖H ≥ A
2
p−1
C , where sˆright,+ is defined in (3.74).
Proof. From the discussion above, we may follow the calculations up to (3.50) and figure
out that µˆright(x, sˆright,+(x)) = A2+o(1) ≥ A22 . Therefore, by definition (1.8) of the norm
in H , using items (iii) and (i) in Lemma B.2 together with (3.45) and the definition
(3.47), we write
‖κright(x, sˆright,+)‖H ≥ ‖κright1(x, sˆright,+)‖H ≥ µˆright(x, sˆright,+(x))
1
p−1/C ≥ A
2
p−1
C
,
which is the desired conclusion.
3.2.7 Chronology for the soliton-loosing mechanism
From the previous subsections, we keep in mind that two events may occur in the ex-
pansion of wx(y, s):
- the loss of the left and the down-soliton, at time s = sˆleft = sˆdown defined in (3.58);
- if x2 < x1, the loss of the up-soliton, the relative vanishing of the up-soliton with
respect to the right-soliton, or the blowing-up of the right-soliton, whatever event occurs
first. This means that we place ourselves at time
sˆmin ≡ min(sˆup, sˆup,rel, sˆright,+), (3.75)
where the various times are defined in (3.65), (3.71) and (3.74). We would like to prove
in the following that for A and s¯0 large enough, the loss of the left and the down-soliton
occurs first:
Lemma 3.7. Consider A > 0 large enough. If s¯0 is large enough and x small enough,
then
∀s ∈ [s¯0, sˆleft], −1 + 1
A
≤ νˆdir(x, s)
1− |d¯(S)| ≤ CA, (3.76)
for any direction dir, where νˆdir is defined in (3.42), provided that x is small enough. In
particular,
sˆleft(A, x) ≤ sˆmin(A, x). (3.77)
Proof. We only prove (3.76), since (3.77) follows from (3.76) thanks to estimate (3.72)
together with Lemmas 3.5 and (3.6), provided that A is large enough.
If dir = left or down, arguing as for (3.56) and using (1.11), (3.59), (3.32), (3.53) and
(3.54) (which holds by (3.60)) together with monotonicity, we write for all s ∈ [s¯0, sˆleft],
S¯
p−1
2
0 (−x · eˆdir − T (x))es¯0
2C0
≤ νˆdir(x, s)
1− |d¯(S)| ≤
2Sˆ
p−1
2
left (−x · eˆdir − T (x))esˆleft
C0
≤ CA,
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provided that s¯0 is large enough, where S¯0 is associated to s¯0 as in (3.51). Taking x small
enough, we see that the lower bound holds also.
When dir = up or right, using (3.48), we see that we only need to prove the lower bound
with dir = right.
Using (3.33) and (1.11), and monotonicity, we write for all s ∈ [s¯0, sˆleft],
νˆright(x, s)
1− |d¯(S)| ≥
−2ǫx1esˆleftSˆ
p−1
2
left
C0
≥ −CǫA ≥ −1 + 1
A2
,
provided that we impose that ǫ ≤ 12CA (which needs x to be small enough by Lemma
3.1) and A is large enough. This concludes the proof of Lemma 3.7.
3.3 A rigorous derivation of the behavior outside the origin
In this section, we use the precise vanishing times computed in the previous section, and
give a rigorous proof to show that two solitons remain when we are on the bisectrices,
while only one remains outside the bisectrices.
3.3.1 The function wx from 4 to 2 solitons when x 6= 0
In this section, we give a rigorous version of the formal estimates contained in section
3.2.1. Some of our arguments are the same as in the one-dimensional case treated in
[50]. They will be given in the Appendix, so that the expert reader may get easier to the
argument, and the less expert may find details in the Appendix.
The expansion we find will be valid from some fixed large time s0 (independent from x)
up to some time (depending on x) where only two solitons will remain in the expansion
of wx.
Consider an arbitrary ǫ > 0. As in section 3.2.1, using Proposition 3.1 and the symmetries
of the solution, we only consider x = (x1, x2) ∈ R2 such that
0 ≤ x2 ≤ x1 ≤ δ3 with (x1, x2) 6= 0. (3.78)
and
− x1
√
2 ≤ −|x| ≤ T (x) ≤ −(1− ǫ)x1. (3.79)
Unlike for estimate (3.43) where we neglected error terms, here we introduce that error
term:
r(x, y, s) =
(
wx(y, s)
∂swx(y, s)
)
−
∑
dir∈D
θˆdirκdir(x, y, s) (3.80)
where κdir and the directions’ set D are introduced in (3.41) and (3.35). Recalling the
expression of the vanishing time for the left and the down solitons from (3.58):
sˆleft(A, x) = sˆdown(A, x) ≡ − log |T (x)| − log
(
l
p−1
2
C0A
− 1
)
. (3.81)
where A > 0 is arbitrary large, we claim the following:
Proposition 3.8 (Behavior of wx for x 6= 0, from 4 to 2 solitons). For any A > 0, we
have
sup
s3≤s≤sˆleft(x,A)
‖r(x, s)‖H → 0 as s3 →∞ and x→ 0,
if (3.78) is satisfied.
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Proof. Once the loosing-time for the left and the down soliton are computed (see (3.81)),
the argument becomes the same as in the one-dimensional case treated in [50] (precisely,
in the proof of Lemma 4.6 page 2864). In order to keep the paper into reasonable limits,
we leave the proof to Appendix C, where only the key steps of the proof are presented,
and refer the reader to [50] for details.
Now, we recall that the particular value we took for sˆleft(A, x) in Lemma 3.4 was
designed on purpose to make the size of the left and the down solitons less than CA−
1
p−1 ,
hence small for A large enough. Therefore, in view of Proposition 3.8, we see that only
two solitons remain when s = sˆleft(A, x), namely the up and the right solitons. More
precisely, this our statement:
Corollary 3.9 (Only two solitons remain when s = sˆleft(x,A)). For all A > 0, if x is
small enough and satisfies (3.78), then we have
‖(wx, ∂swx)(y, sˆleft)− κright(x, y, sˆleft) + κup(x, y, sˆleft)‖H ≤ CA−
1
p−1 ,
where sˆleft(A, x) is introduced in (3.81).
3.3.2 The asymptotic behavior on the bisectrices in the non-characteristic
case
In this section, we assume that x ∈ R and x is on the bisectrix {x1 = x2}, namely that
x = (x1, x2) ∈ R.
We can therefore apply our argument in [45] (specifically Theorem 2 part (A) page 47),
to see that the distance of (wx, ∂swx) to the set of stationary solutions of equation (1.6)
will go to 0 as s→∞. Since at s = sˆleft(A, x), (wx, ∂swx)(sˆleft) is near the sum of two
antisymmetric solitons as we can see in Corollary 3.9, this means that (wx, ∂swx)(sn)
converges, for some subsequence sn → ∞ as n → ∞ to some stationary solution, itself
near the sum of two antisymmetric solitons. More precisely, this our statement:
Lemma 3.10 (Behavior of wx when x is on the bisectrix). If x = (x1, x1), then
(wx, ∂swx)(sn) converges, for some subsequence sn → ∞ as n → ∞ to some station-
ary solution w∗x, close to the sum of two antisymmetric solitons one can see in Corollary
3.9.
Proof. As we have just said before the statement, this is a direct application of our
argument in [45] (specifically Theorem 2 part (A) page 47).
3.3.3 Loosing the third soliton outside the bisectrix
Here, we assume that x2 < x1 (still under (3.78), with δ3 > 0 small). We will show that
the up-soliton vanishes here, while the right-soliton is of order 1. We will control the
equation from sˆleft, the loosing-time for the left and the down-solitons, up to the time
sˆmin defined in (3.75), which is the minimum of three times:
- sˆup, the loosing time of the up-soliton, defined in (3.65);
- sˆup,rel, the relative-vanishing time of the up-soliton with respect to the right-soliton,
defined in (3.71);
- sˆright,+, the blowing-up time of the right-soliton, defined in (3.74).
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Introducing sˆmin(A, x) such that
− e−Sˆmin = T (x)− e−sˆmin (3.82)
and referring to the “size” variable defined in the formal approach (see (3.47)), it is easy
from its montonicity in time that up to Sˆmin(A, x):
- the up-soliton has a size µˆup(x, s) ≥ 1A+1 ;
- the right-soliton has a size µˆright(x, s) ≤ A;
Since µˆup(x, s) ≤ µˆright(x, s) by (3.49), it follows that for all s ∈ [Sˆleft(A, x), Sˆmin], we
have
1
A+ 1
≤ µˆup(x, s) ≤ µˆright(x, s) ≤ A. (3.83)
Introducing
rˆ(x, y, s) =
(
wx(y, s)
∂swx(y, s)
)
− [κright(x, y, s)− κup(x, y, s)] (3.84)
then arguing as for Proposition 3.8, we use the techniques of [50] to show thanks to (3.83)
that we can follow the two solitons present in Corollary 3.9 up to time s = sˆmin(x,A).
More precisely, we claim the following:
Proposition 3.11 (Behavior of wx for x 6= 0, from 2 to 1 solitons). For all A > 0, there
exists δ3(A) > 0 such that
lim
A→∞
(
sup
sˆleft(A,x)≤s≤sˆmin(A,x)
‖rˆ(x, s)‖H
)
→ 0 as x→ 0
with (3.78) satisfied and r(x, y, s) recalled in (3.84).
Proof. Again, as we did for Proposition 3.8, the proof follows from our techniques in
[50]. Since we put some indications on the proof of Proposition 3.8 in Appendix C, we
don’t give details here, just to keep to paper into reasonable limits.
Now, we claim that the up-soliton indeed vanishes at s = sˆmin(A, x). More precisely,
we have the following:
Lemma 3.12 (Only one soliton remains at s = sˆmin(A, x)). For all A > 0, the following
holds:
(i) we have sˆmin(A, x) = sˆup(A, x) and
‖(wx, ∂swx)(y, sˆmin)− κright(x, y, sˆmin)‖H ≤ CA−
1
p−1 ; (3.85)
(ii) we have Sˆup(A, x) ∼ l as x→ 0, where sˆup and Sˆup are defined in (3.65).
Proof. Consider A > 0.
(i) From the definition of the vanishing time for the up-soliton (see the formal approach),
it is enough to prove that sˆmin(A, x) = sˆup(A, x). Proceeding by contradiction, two cases
may occur by defintion (3.82) of sˆmin(A, x). Let us find a contradiction in each case.
- If sˆmin(A, x) = sˆright,+(A, x), then the right-soliton is very large by the formal approach,
and its energy can be shown to be negative. If we manage to prove that the up and the
right soliton are decoupled, we may see that the energy of wx is also negative, which is
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a contradiction, by the blow-up criterion of Antonini and Merle [2].
- If sˆmin(A, x) = sˆup,rel(A, x), then we have by definition of sˆup,rel(A, x) (see the formal
approach)
1
µˆup(x, sˆup,rel)
− 1
µˆright(x, sˆup,rel)
= 2A.
Given that
1
A
≤ 1
µˆright(x, sˆup,rel)
≤ 1
µˆup(x, sˆup,rel)
≤ A+ 1, (3.86)
a contradiction follows for A > 1.
(ii) By definition (3.65) of Sˆup, we see that Sˆup(A, x) ≤ − log |T (x)|. Since we have from
(3.33) (1−ǫ)x1 ≤ −T (x) ≤ x1
√
2, hence − log |T (x)| ∼ l, we see that Sˆup(A, x) ≤ l+o(l)
as x→ 0, on the one hand.
On the other hand, using (1.11), we see that d¯(− log |T (x)|) ≤ 0, hence
[d¯(− log |T (x)|)x2 − T (x)]
Ac0l−γ
− T (x) ≤ −2T (x)l
γ
Ac0
≤ 2
√
2x1l
γ
Ac0
.
By definition (3.65) of Sˆup, this gives Sˆup(A, x) ≥ l + o(l) as x→ 0. This concludes the
proof of Lemma 3.12.
3.3.4 The blow-up limit outside the bisectrices and differentiability of the
blow-up surface at non-characteristic points
With Lemma 3.12, we are ready to use a modified version of the trapping result of [52]
to show that we have a blow-up limit for wx, when x is outside the bisectrices and small.
In particular, assuming in addition that x is non-characteristic, we will see that estimate
(3.85) persists after time sˆmin(A, x).
Let us first give our modified trapping result:
Lemma 3.13 (Behavior of solutions of equation (1.6) near ±κ∗(d, ν, y) and trapping in
the non-characteristic case). There exist ǫ0 > 0, K0 > 0 and µ0 > 0 such that for any
x∗ ∈ R2, s∗ ≥ − log T (x∗), ω∗ = ±1, |d∗| < 1 and ν∗ ∈ R, if
ǫ¯ ≡
∥∥∥∥
(
wx∗(s
∗)
∂swx∗(s
∗)
)
− ω¯κ∗(d∗, ν∗)
∥∥∥∥
H
≤ ǫ0,
then:
- either
(wx∗(s), ∂swx∗(s))→ 0 in H as s→∞, (3.87)
- or
∀s ≥ s∗, ‖(wx∗(s), ∂swx∗(s))− (κ(d∞), 0)‖H ≤ K0ǫ¯e−µ0(s−s∗), (3.88)
for some d∞(x∗) ∈ B(0, 1) satisfying
|ld∗(d∗ − d∞(x∗))|
1− |d∗| + | arg tanh |d
∗| − arg tanh |d∞(x∗)||+ |d
∗ − d∞(x∗)|√
1− |d∗| ≤ K0ǫ¯, (3.89)
where ld∗ is the orthogonal projector on
d∗
|d∗| if d
∗ 6= 0, and on e1, if d∗ = 0.
Moreover, we also have ∣∣∣∣ ν∗1− |d∗|
∣∣∣∣ ≤ K0ǫ¯. (3.90)
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If in addition x∗ ∈ R, then only (3.88) holds, and T is differentiable at x = x∗ with
∇T (x∗) = d∞(x∗).
In particular, if ν
∗
1−|d∗| ≥ 1, then only (3.87) holds, and x∗ ∈ S .
Proof. The case ν∗ = 0 was treated in [52] and [51]. Although the first term in (3.89)
was not present in the statements given in those papers, it clearly follows from the proof,
as we will briefly explain in Appendix C.
When ν∗ 6= 0, we may use back and forth the similarity variables’ transformation (1.5),
changing the position of the rescaling time, in order to reduce to the case ν∗ = 0. For
details, see Appendix C.
From Lemma 3.12, we can apply Lemma 3.13 and obtain the following statement:
Lemma 3.14 (The blow-up limit in similarity variables). For any x outside the bisec-
trices in a small neighborhood, the function wx(s) has a limit as s→∞, which is either
0 or κ(dˆ(x)) (1.9).
Proof. Take x is outside the bisectrices such that (3.78) holds and consider A > 0. From
Lemma 3.12 and the definition (3.41) of κup, we see that the hypothesis of Lemma 3.13
is satisfied with x∗ = x, s∗ = sˆup(A, x), d∗ = d¯(Sˆup(A, x))e1, ν∗ = νˆright(x, sˆup(A, x))
and ǫ¯ ≤ e−A. Applying Lemma 3.13 gives the result.
Now, if x ∈ R, then we get a more precise statement, together with some geometrical
information on the blow-up set:
Lemma 3.15 (Estimate on ∇T (x) and T (x) when x is non-characteristic outside the
bisectrices). If x is outside the bisectrices and non-characteristic, and (3.78) holds with
δ3 small enough, then:
(i) T is differentiable at x and
∇T (x) = (−1 + c0l−γ + o(l−γ))e1 + o(l−
γ
2 )e2 as x→ 0,
where γ = p−12 and c0 = c0(p) > 0;
(ii) it holds that
∀s ≥ sˆup(A, x), ‖(wx(s), ∂swx(s))− (κ(∇T (x)), 0)‖H ≤ K0A−
1
p−1 e−µ0(s−sˆup(A,x));
(iii) we also have T (x) ∼ −x1 as x→ 0.
Proof. This time, we take a non-characteristic x is outside the bisectrices such that (3.78)
holds and consider A. As in the proof of Lemma 3.14, we know that Lemma 3.13 applies.
Recalling that x ∈ R, we see that only (3.88) holds and that T is differentiable at x. In
particular, estimate (3.89) holds with d∞(x) = ∇T (x). Projecting that estimate on the
basis vectors e1 and e2, we see that
|d¯(Sˆup(A, x)) − ∂x1T (x)|
1− |d¯(Sˆup(A, x))|
+
|∂x2T (x)|√
1− |d¯(Sˆup(A, x))|
≤ CA− 1p−1 . (3.91)
Since
d¯(Sˆup(A, x)) = −1 + c0l−γ + o(l−γ) (3.92)
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from (1.11) and item (ii) of Lemma 3.12, taking A large enough, we obtain the conclusion
of Lemma 3.15.
(ii) This is also a consequence of Lemma 3.13 (see (3.88)).
(iii) Applying estimate (3.90) in Lemma 3.13, we see by definition of νˆright(x, sˆup(A, x))
given in (3.42) that
|d¯(Sˆup(x,A))x1 − T (x)|esˆup(x,A)
1− |d¯(x,A)| ≤ CA
− 1
p−1 .
Since by definition of sˆup(x,A), we have
e−sˆup(x,A) =
|d¯(− log |T (x)|)x2 − T (x)|
Ac0l−γ
≤ C
A
x1l
γ ,
because T is 1-Lipschitz, using (3.92), we see that
|T (x) + x1| ≤ CA−1−
1
p−1x1. ≤ C e
−A
A
x1.
Taking A large enough yields the result.
4 A geometric approach for the stylized pyramid shape
Now, we are going to collect the dynamical information we got on wx(s) in the previous
section for x small enough, in order to obtain deep geometrical information on T (x).
For each step of the proof, the difficulty is to select the right x where we will use the
dynamical information we have on wx(s). That choice will result from a new technique,
where we use a monotonic family of non-characteristic cones, that approach the blow-up
graph from below.
We proceed in four subsections, one dedicated to points outside the bisectrices, the second
to points on the bisectrices and the third to the origin. Finally, in the fourth subsection,
we collect all the previous results to conclude the proof of Theorem 1.
4.1 Points outside the bisectrices are non-characteristic
This is the aim of the section:
Proposition 4.1. All points |x| ≤ δ outside the bisectrices for some δ > 0 are non-
characteristic.
Before giving the proof, let us derive from this result and Lemma 3.15 the following
sharp estimates for T (x) and ∇T (x) outside the bisectrices:
Corollary 4.2 (Estimate on ∇T (x) and T (x) when x is outside the bisectrices). If x is
outside the bisectrices and small enough, with 0 ≤ x2 < x1, then:
(i) T is differentiable at x and
∇T (x) = (−1 + c0l−γ + o(l−γ))e1 + o(l−
γ
2 )e2 as x→ 0,
where γ = p−12 and c0 = c0(p);
(ii) it holds that
∀s ≥ sˆup(A, x), ‖(wx(s), ∂swx(s))− (κ(∇T (x)), 0)‖H ≤ K0A−
1
p−1 e−µ0(s−sˆup(A,x)).
(iii) we also have T (x) = −x1(1− c0l−γ + o(l−γ)) + o(x2l−
γ
2 ) as x→ 0.
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Proof assuming Proposition 4.1 holds. Take a small x outside the bisectrices with 0 ≤
x2 < x1 and x1 small.
(i)-(ii) From Proposition 4.1, we know that x ∈ R. Therefore, Lemma 3.15 applies and
items (i) and (ii) hold.
(iii) If x2 = 0, recalling that T (0) = 0 from Proposition 2.7, we write
T (x) =
∫ x1
0
∂x1T (ξ, 0)dξ.
Using item (i), we get the conclusion.
Now, if x2 > 0, we write T (x) = T (x1, 0)+
∫ x2
0 ∂x2T (x1, ξ)dξ, and the conclusion follows
again from item (i), together with the case x2 = 0.
The proof of Proposition 4.1 follows from some introductory results which hold for
any blow-up solution of equation (1.1). Let us give them first (Step 1), then give the
proof of Proposition 4.1 (Step 2).
Step 1: Preliminary blow-up results for equation (1.1)
In this step, we first prove the following statement:
Lemma 4.3. Consider x0 and x1 such that the segment [(x0, T (x0)), (x1, T (x1))] ⊂ Γ
and has slope −1. Then, for any τ ∈ [0, 1), xτ ≡ (1− τ)x0 + τx1 ∈ S .
Proof. Up to changing x1, we may assume the segment “maximal”, in the sense that for
any τ > 1, the segment [(x0, T (x0)), (xτ , T (xτ ))] either has a slope different from −1
(hence larger than −1 from the finite speed of propagation), or is not included in Γ.
If τ ∈ [0, 1), then the segment [(xτ , T (xτ ), (x1, T (x1)] has an empty interior and slope −1,
which means that it is inside any cone of the form Cxτ ,T (xτ ),1−β with arbitrary β ∈ (0, 1).
Thus, by definition, xτ ∈ S .
Now, we prove the following lemma concerning stationary solutions of equation (1.6)
in the energy space H .
Lemma 4.4 (A positive lower bound on the norm of non-zero stationary solutions of
equation (1.6) in the energy space H ). There exist ǫ0 > 0 such that for any w∗ ∈ H
stationary solution of equation (1.6), we have
‖w∗‖H ≥ ǫ0‖w∗‖Lp+1ρ ≥ ǫ
2
0.
Proof. Consider w∗ ∈ H a stationary solution of equation (1.6). Multiplying the sta-
tionary version by w∗ρ and integrating in space, we see that∫
|y|<1
[|∇w∗|2 − (y · ∇w∗)2] ρ(y)dy + 2(p + 1)
(p− 1)2
∫
|y|<1
|w∗(y)|2ρ(y)dy
=
1
p+ 1
∫
|y|<1
|w∗(y)|p+1ρ(y)dy,
which yields by definition of the norm in H (1.8)
‖w∗‖2H ≤ C‖w∗‖p+1Lp+1ρ ,
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on the one hand.
On the other hand, using the Hardy-Sobolev inequality given in Lemma B.1, we see that
‖w∗‖Lp+1ρ ≤ C‖w
∗‖H .
Combining the two inequalities and choosing a non-zero w∗ yields the result.
Step 2: Proof of Proposition 4.1
Using the statements of Step 1, we are ready to give the proof of Proposition 4.1.
Proof of Proposition 4.1. Let us first recall the following result we proved in Lemma 3.15
(please remember the symmetries of the solution): for some δ3 > 0, T is differentiable at
x∗, whenever x∗ ∈ R, |x∗i | > |x∗j | for some i, j ∈ {1, 2} and |x∗| ≤ δ3, with
|∂xiT (x∗) + sgn(x∗i )(1− c0(l∗)−γ)ei| ≤
c0
2
(l∗)−γ and |∂xjT (x∗)| ≤ C(l∗)−
γ
2 , (4.1)
with l∗ = − log |x∗i |.
Now, in order to prove Proposition 4.1, we proceed by contradiction, and assume
that we have a sequence xm → 0 as m→∞ with |xm,1| 6= |xm,2| such that
xm ∈ S . (4.2)
Using the symmetries of the solution as before, we may assume that
0 ≤ xm,2 < xm,1 ≤ δ4, (4.3)
for some δ4 ∈ (0, δ3). Our aim is to find some contradiction.
Consider m ∈ N. For each β ∈ (0, x2m,1], we consider a family of cones Cxm,t,1−β
defined in (1.4) and indexed by t ≤ T (xm). Since T (x) ≥ −1 from Proposition 3.1, we
can define
t∗m = t
∗
m(β) = sup{0 ≤ t < T (xm) | Cxm,t,1−β ∩ Γ = ∅}. (4.4)
By continuity and maximality, Γ is above the cone Cxm,t∗m,1−β, and they touch each other
at some point (x∗m, T (x∗m)) for some x∗m = x∗m(β) with
t∗m = t
∗
m(β) ∈ [−1, T (xm)]. (4.5)
Since the cone Cx∗m,T (x∗m),1−β is inside the cone Cxm,t∗m,1−β, it is also below Γ. Since
1− β < 1, this means that x∗m(β) ∈ R. Since xm ∈ S by (4.2), it follows that
x∗m(β) 6= xm. (4.6)
Several cases then arise:
Case 1: There is a subsequence (still denoted by xm) such that for each m ∈ N, there
exists βm ∈ (0, x2m,1] such that x∗m(βm) is outside the bisectrices and |x∗m(βm)| ≤ δ3.
If we consider the intersection of the cone Cxm,t∗m,1−βm and Γ with the plane orthogonal
to the plane {t = −1} and passing through the points (xm, T (xm)) and (x∗m, T (x∗m))
(remember that xm 6= x∗m from (4.6)), we see that the trace of the cone stays under
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the trace of Γ, with contact point (x∗m, T (x∗m)). Therefore, their slopes have to be equal,
namely
1− βm = −∇T (x∗m) ·
x∗m − xm
|x∗m − xm|
≤ |∂xiT (x∗m)| ≤ 1−
c0
2
(l∗m)
−γ ,
where l∗m = − log |x∗m,i|, i ∈ {1, 2} is such that |x∗m,i| > |x∗m,j |, and where we have used
(4.1) for the last inequality. This implies in particular that
x2m,1 ≥ βm ≥
c0
2
(l∗m)
−γ , hence, x∗m,i = o(xm,1) as m→∞, (4.7)
on the one hand. On the other hand, using again the fact that the cone Cxm,t∗m,1−βm is
below Γ, we write from the bounds on the blow-up surface given in Proposition 3.1 (with
ǫ = 12) for m large enough:
− xm,1
2
≥ T (xm) ≥ t∗(xm) ≥ t∗(xm)− |x∗m−xm|(1−βm) = T (x∗m) ≥ −
√
2|x∗m,i|. (4.8)
Since xm → 0 as m→∞, a contradiction follows from (4.7) and (4.8).
Case 2: For all m ≥ m0 for some m0 ∈ N, for all β ∈ (0, x2m,1], either x∗m(β) is on the
bisectrices or |x∗m(β)| > δ3. Two subcases arise again:
Case 2.a: We can extract a subsequence (still denoted by xm) such that for all m ∈ N,
there exists βm ∈ (0, x2m,1] such that |x∗m(βm)| > δ3. In order to simplify the notation, we
omit the dependence on βm in the remaining part of Case 2.a, and write (for example)
x∗m instead of x∗m(βm). We claim that
|x∗m| ≤ 2 (4.9)
form large enough. Indeed, since (x∗m, T (x∗m)) ∈ Cxm,t∗m,1−βm , it follows that |x∗m−xm| =
t∗m−T (x∗m)
1−βm ≤
T (xm)−T (x∗m)
1−βm . Since T (xm) → T (0) = 0 and βm → 0 as m → ∞, recalling
that T (x) ≥ −1 by construction in Proposition 3.1, we see that (4.9) follows. Similarly, we
get from (4.5) that −1 ≤ t∗m ≤ 1 for m large. Therefore, up to extracting a subsequence,
we may assume that x∗m → x¯ and t∗m → t¯ as m→∞, for some t¯ ≤ T (0) and
|x¯| ≥ δ3. (4.10)
Since (x∗m, T (x∗m)) ∈ Cxm,t∗m,1−βm and xm → 0 as m → ∞, it follows that (x¯, T (x¯)) ∈
C0,t¯,1, therefore, t¯ = T (0) since T is 1-Lipschitz (this follows from the finite speed of
propagation). Thus,
(x¯, T (x¯)) ∈ C0,0,1. (4.11)
Again, two cases arise:
Case 2.a.i: x¯ is not on the bisectrices. Using (4.11), we see that T (x¯) = −|x¯|. Up to
making a rotation of coordinates, we may assume that T (x¯) = −|x¯| = −x¯1. Using the
soliton-loosing mechanism we presented in Section 3.2.2, we see that for time
s = sˆ = − log(x¯1 − x¯2)− p− 1
2
log | log x¯1|+B (4.12)
with B > 0 large, the up-soliton vanishes, and so do the left and down solitons, thanks
to the hierarchy we noted in (3.48) and (3.49). More precisely, we have
‖κ∗(−d¯(s¯)e1, ν¯)‖H + ‖κ∗(−d¯(s¯)e2, ν¯)‖H ≤ 2‖κ∗(d¯(s¯)e2, ν¯)‖H ≤ 2ǫ0 (4.13)
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for some small ǫ0 → 0 as B →∞, where
ν¯ =
(d¯(s¯) + 1)x¯1e
B
(x¯1 − x¯2)| log x¯1|
p−1
2
and − e−s¯ = T (x)− e−sˆ
from (3.42). Therefore, only the right soliton defined in (3.41) remains, and we see that∥∥∥∥
(
wx¯(sˆ)
∂swx¯(sˆ)
)
− κ∗(d¯(s¯)e1, ν¯)
∥∥∥∥
H
≤ 4ǫ0. (4.14)
The justification of (4.14) is straightforward. Indeed, we first write∥∥∥∥
(
wx¯(sˆ)
∂swx¯(sˆ)
)
− κ∗(d¯(s¯)e1, ν¯)
∥∥∥∥
H
≤
∥∥∥∥
(
wx¯(sˆ)
∂swx¯(sˆ)
)
− [κ∗(d¯(s¯)e1, ν¯)− κ∗(d¯(s¯)e2, ν¯) + κ∗(−d¯(s¯)e1, ν¯)− κ∗(−d¯(s¯)e2, ν¯)]
∥∥∥∥
H
+ ‖κ∗(d¯(s¯)e2, ν¯)‖H + ‖κ∗(−d¯(s¯)e1, ν¯)‖H + ‖κ∗(−d¯(s¯)e2, ν¯)‖H .
Note that this last line is bounded by 3ǫ0 thanks to (4.13). As for the intermediate line,
we will transform it using the algebraic transformation (3.38) which we recall here with
our current notations
Tx¯(v)(y, sˆ) = (1− T (x¯)esˆ)−
2
p−1 v(Y, sˆ), Y =
y + x¯esˆ
1− T (x)es , s¯ = sˆ− log(1− T (x¯)e
sˆ).
Note in particular that we have
Tx¯(w0) = wx¯ and Tx¯(κ(±d¯(s¯)ei, Y ), 0)(y, sˆ) = κ∗(±d¯(s¯)ei, y).
Therefore, using this transformation and straightforward computations, we write∥∥∥∥
(
wx¯(sˆ)
∂swx¯(sˆ)
)
− [κ∗(d¯(s¯)e1, ν¯)− κ∗(d¯(s¯)e2, ν¯) + κ∗(−d¯(s¯)e1, ν¯)− κ∗(−d¯(s¯)e2, ν¯)]
∥∥∥∥
H
≤C
∥∥∥∥
(
w(s¯)
∂sw(s¯)
)
−
[(
κ(d¯(s¯)e1)
0
)
−
(
κ(d¯(s¯)e2)
0
)
+
(
κ(−d¯(s¯)e1)
0
)
−
(
κ(−d¯(s¯)e2)
0
)]∥∥∥∥
H (|y|<1)
≤C
∥∥∥∥
(
w(s¯)
∂sw(s¯)
)
−
[(
κ(d¯(s¯)e1)
0
)
−
(
κ(d¯(s¯)e2)
0
)
+
(
κ(−d¯(s¯)e1)
0
)
−
(
κ(−d¯(s¯)e2)
0
)]∥∥∥∥
H
,
(4.15)
where the norm in H (|y| < 1) is the same as the norm in H defined in (1.8) with
integrals considered only on the ball {|y| < 1} instead of the unit ball {|Y | < 1}. Note
that
{|y| < 1} ⊂ {|Y | < 1} (4.16)
by (4.11). Since (w, ∂sw) is close to the sum of the 4 solitons by construction (see estimate
(2.4) in Proposition 2.1), we may make (4.15) small enough, say less than ǫ0. Gathering
all these estimates, we obtain estimate (4.14).
We would like to insist on the fact that estimate (4.11) is crucial here, since it implies
estimate (4.16), which is not available in the general case and constrained us in Section
3.2 to adopt a formal approach in order to recover formally the intformation on the set
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{|y| < 1; |Y | ≥ 1}. Here, this latter set is empty, and the algebraic transformation (3.38)
is enough to yield the result.
Since t¯ < T (x¯), it follows that s¯ ≤ − log(−T (x¯)). Since T (x¯) = −|x¯| ≤ −δ3 by (4.11)
and (4.10), it follows that,
s¯ < − log δ3. (4.17)
Since x∗m → x¯ as m→∞, by continuity, we have∥∥∥∥
(
wx∗m(− log(T (x∗m)− t¯))
wx∗m(− log(T (x∗m)− t¯))
)
− κ∗(d¯(s¯)e1, ν¯)
∥∥∥∥
H
≤ 5ǫ0,
for m large enough. Taking s0 large enough, we can make ǫ0 as small as we want. Since
x∗m ∈ R, the trapping result applies (see Lemma 3.13 above) and we see that
wx∗m(s)→ κ(∇T (x∗m)) as s→∞
with
|∇T (x∗m)− d¯(s¯)e1| ≤ Cǫ0. (4.18)
Since s¯ is blocked far from ∞ by (4.17), the same holds for d¯(s¯) by definition (1.10):
d¯(s¯) ≥ −1 + c0
2
s¯−
p−1
2 ≥ −1 + c0
2
| log δ3|−
p−1
2 .
Not also that we have s¯ ≥ s0, hence
d¯(s¯) ≤ d¯(s0) ≤ −1 + 2c0s−
p−1
2
0 ,
still from (1.10).
Making s0 large enough, we can make ǫ0 small enough, and get from (4.18)
|∂x1T (x∗m)| ≥ 1− δ′0 where δ0 = min(2c0s
− p−1
2
0 ,
c0
4
| log δ3|−
p−1
2 ) and |∂x2T (x∗m)| ≤ ǫ0
on the one hand.
On the other hand, since the point (x∗m, T (x∗m)) is the contact point between the cone
C (xm, t
∗
m, 1 − βm) and Γ and that the cone is below Γ elsewhere, it follows that their
slopes have to be equal:
1− βm = −∇T (x∗m) · x
∗
m − xm
|x∗m − xm|
≤ |∂x∗m,1T (x∗m)| ≤ 1− δ′0.
Making m→∞, we remember that βm → 0, and we get a contradiction.
Case 2.a.ii: x¯ is on the bisectrices. From symmetry, we can assume that x¯1 = x¯2. Then,
for any t¯ < T (x¯), in the section of the light cone with vertex (x¯, T (x¯)), we always see
two solitons, with opposite signs and parameters d¯(s¯)e1 and d¯(s¯)e2. Again, s¯ is blocked
as in (4.17). Since T (x¯) = −|x¯| ≤ −δ3 by (4.10), we are far from the expected value,
namely −x¯1 (since x¯1 = x¯2, we have |x¯| = x¯1
√
2 ≥ δ3). A simple calculation shows that
‖(wx¯, ∂swx¯)(− log(T (x¯)− t¯))‖H is small.
By continuity, for m large enough, we get ‖wx∗m(− log(T (x∗m)− t¯))‖H is small too. Since
x∗m is non characteristic, we get a contradiction with the non-degeneracy of blow-up
44
limits at non-characteristic points (see Proposition 2.8).
Conclusion. If Case 2.a holds, then a contradiction all the time.
Case 2.b: For all m ≥ m1 for some m1 ∈ N, for all β ∈ (0, x2m,1], x∗m(β) is on the
bisectrices and |x∗m(β)| ≤ δ3. Here, m will remain fixed, and we will make β → 0 in order
to find a contradiction. In order to simplify the notation, we drop-down the subscript m
and write x and x∗(β) instead of xm and x∗m(β).
Up to extracting a subsequence βn → 0 as n→∞, we assume that x∗(βn) converges to
some x¯ on the bisectrices with
|x¯| ≤ δ3. (4.19)
Then, we have the following:
Claim 4.5.
(i) It holds that x¯ ∈ Cx,T (x),1.
(ii) The segment [(x, T (x)), (x¯, T (x¯))] belongs to Γ.
Proof.
(i) Since 0 ≤ t∗(βn) < T (x) by definition (4.4), we may assume that t∗(βn) → t¯ ∈
[0, T (x)] as n → ∞, up to extracting a subsequence. Since x∗(βn) is on the cone
Cx,t∗(βn),1−βn , making n→∞, we see that x¯ ∈ Cx,t¯,1.
Now, assume by contradiction by t¯ < T (x), it follows that the slope between (x¯, T (x¯))
and (x, T (x)) is strictly larger than the slope between (x¯, T (x¯)) and (x, t¯), which is 1,
since x¯ ∈ Cx,t¯,1. This is a contradiction, since 1 is the Lipschitz constant of T . Thus,
t¯ = T (x), and item (i) follows.
(ii) Assume by contradiction that for some τ ∈ (0, 1), we have T (xτ ) 6= τT (x¯) + (1 −
τ)T (x), where xτ = τ x¯+ (1− τ)x.
If T (xτ ) > τT (x¯)+ (1− τ)T (x), then the Lipschitz constant of T on the segment (x¯, xτ )
has to be larger than 1, and this is a contradiction. If T (xτ ) is less than that, then we
have a similar contradiction on the segment (xτ , x). Thus, T (xτ ) = τT (x¯)+ (1− τ)T (x)
and item (ii) follows.
Following this claim, for each γ ∈ (0, x¯21], we consider a family of cones Cx¯,t,1−γ
indexed by t ∈ [0, T (x¯)). As we did earlier with the cones Cx,t,1−β, we can select t˜ = t˜(γ)
the highest such that the cone Cx¯,t˜,1−γ is under Γ and touches it at some point (x˜, T (x˜))
where x˜ = x˜(γ). By construction, x˜ ∈ R.
Then, we have two cases:
- Case 2.b.i: There exists γ ∈ (0, x21] such that x˜(γ) = x¯. In this case x¯ ∈ R. Using our
techniques in [45] (in particular the existence of a Lyapunov functional; see Theorem 2
page 47 in that paper), we have
wx¯(σn)→ w¯ in H , as n→∞
for some w¯ ∈ H , stationary solution of equation (1.6) and some sequence σn →∞. We
also have by the same techniques
sup
σ∈[0,1]
‖wx¯(σ + σn)− w¯‖H → 0 as n→∞. (4.20)
Thanks to the following algebraic identity linking wx, u and wx¯:
e
2sn
p−1wx(y, s) = u(ξ, t) = e
2σn
p−1wx¯(z, σ), (4.21)
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where
T (x)− e−s = t = T (x¯)− e−σ and y − x
T (x)− t = ξ =
z − x¯
T (x¯)− t , (4.22)
estimate (4.20) translates into some estimate for wx, which will turn to be in contradiction
with the following bound we proved in [44] and [45]:1 For all s ≥ − log(T (x) + 1) + 1,
∫ s+1
s
∫
|z|<1
|wx(z, s′)|p+1ρ(z)dzds′ ≤ C(x¯), (4.23)
for some C(x) > 0, and this will imply that the case 2.b.i doesn’t occur. More precisely,
the contradiction will follow if we prove that
In =
∫ s′n
sn
∫
|y|<1
|wx(y, s)|p+1ρ(y)dyds→∞ as n→∞, (4.24)
where
T (x)− e−sn = tn = T (x¯)− e−σn and T (x)− e−s′n = t′n = T (x¯)− e−σn−1
(note in particular that sn → − log(T (x)−T (x¯)) and s′n−sn → 0 ; given that x = xm → 0
as m → ∞ and |x¯| ≤ δ3 by (4.3) and (4.19), and T is 1-Lipschitz, we clearly see that
(4.24) is in contradiction with (4.23)), if δ4 is small enough).
Let us now give the details for (4.24). In fact, our calculation is based on a similar
calculation performed in the proof of Proposition 3.1 given in Section 3.1.
Since we have
e−1 ≤ T (x)− t
T (x)− tn ≤ 1 whenever tn ≤ t ≤ t
′
n,
using (4.21) and getting rid of the weight ρ(y), we write
In =
∫ s′n
sn
e
− 2(p+1)s
p−1
∫
|y|<1
|u(x+ ye−s, T (x)− e−s)|p+1ρ(y)ds
=
∫ t′n
tn
(T (x)− t)2α
∫
|ξ−x|<T (x)−t
|u(ξ, t)|p+1ρ
(
ξ − x
T (x)− t
)
dξdt
≥ e−2αδαn (T (x)− tn)2α
∫ t′n
tn
∫
|ξ−x|<(1−δn)(T (x)−t)
|u(ξ, t)|p+1dξdt (4.25)
where α is introduced in (1.7), and the parameter δn ∈ (0, 1) is arbitrary and will be
chosen later. Since x¯ ∈ Cx,T (x),1 by item (i) of Claim 4.5, it follows that the cone Cx¯,T (x¯),1
is under the cone Cx,T (x),1. In particular, at any time t ∈ [tn, t′n], the section of the inner
cone is included in the section of the outer, in other words, B(x¯, T (x¯)−t) ⊂ B(x, T (x)−t).
Shrinking a bit these sections, we may ask to have for all t ∈ [tn, t′n],
B(x¯, (1− δ¯n)(T (x¯)− t)) ⊂ B(x, (1 − δn)(T (x)− t)),
i.e.
|x− x¯|+ (1− δ¯n)(T (x¯)− t) ≤ (1− δn)(T (x¯)− t),
1Note that t = −1 is our initial time by construction in Proposition 2.7, which explains why the
following property shows the logarithm of T (x) + 1
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and this is possible if the inequality is true at t = t′n, i.e. when
δ¯n = δn
(T (x¯)− t′n) + |x− x¯|
T (x¯)− t′n
(4.26)
(remember that T (x)− T (x¯) = |x− x¯| from item (i) of Claim 4.5). Therefore, with this
choice of δ¯n, we write from (4.25) and (4.21)
In ≥ e−2αδαn(T (x)− tn)2α
∫ t′n
tn
∫
|ξ−x¯|<(1−δ¯n)(T (x¯)−t)
|u(ξ, t)|p+1dξdt
≥ e−2αδαn(T (x)− tn)2α
∫ σn+1
σn
(T (x¯)− t)−2α
∫
|z|≤(1−δ¯n)
|wx¯(z, σ)|p+1ρ(z)dzdσ
(4.27)
≥ e−2αδαn
(
T (x)− tn
T (x¯)− tn
)2α ∫ σn+1
σn
∫
|z|≤(1−δ¯n)
|wx¯(z, σ)|p+1ρ(z)dzdσ. (4.28)
Choosing
δn = (T (x¯)− tn)η = e−ησn (4.29)
for some fixed η ∈ (0, 1) (for example η = 32), we will see that we are able to conclude
the proof of (4.24). Indeed:
- Note first that δn → 0 as n→∞, and from (4.26), we have δ¯n ∼ δn|x− x¯|(T (x¯)− tn) =
(T (x¯)− tn)η−1|x− x¯| → 0 as n→∞.
- Then, using the convergence in (4.20) and the Hardy-Sobolev estimate in Lemma B.1,
we see that
sup
σn≤σ≤σn+1
|‖wx¯(σ)‖Lp+1ρ (|z|<1−δ¯n) − ‖w¯‖Lp+1ρ (|z|<1−δ¯n)| ≤ (4.30)
sup
σn≤σ≤σn+1
‖wx¯(σ)− w¯‖Lp+1ρ (|z|<1−δ¯n) ≤ sup
σn≤σ≤σn+1
‖wx¯(σ)− w¯‖Lp+1ρ (|z|<1)
≤ sup
σn≤σ≤σn+1
‖wx¯(σ)− w¯‖H → 0 as n→∞. (4.31)
Since w¯ ∈ H ⊂ Lp+1ρ , using Lebesgue’s theorem, we see that ‖w¯‖Lp+1ρ (|z|<1−δ¯n) →
‖w¯‖Lp+1ρ (|z|<1) as n→∞. Therefore, using (4.31), we see that
sup
σn≤σ≤σn+1
|
∫
|z|<1−δ¯n
|wx¯(z, σ)|p+1ρ(z)dz −
∫
|z|<1
|w¯(z)|p+1ρ(z)dz| → 0 as n→∞.
Using the lower bound in Lemma 4.4, we see that for n large enough and for all σ ∈
[σn, σn + 1], we have ∫
|z|<1−δ¯n
|wx¯(z, σ)|p+1ρ(z)dz ≥ ǫ0
2
.
Since T (x)− tn → T (x)− T (x¯) = |x− x¯| as n→∞, from (4.22) and item (i) of Claim
4.5, recalling the choice we made for δn in (4.29), then using (4.28), we see that
In ≥ e−2α ǫ0
4
(T (x¯)− tn)(η−2)α|x− x¯|2α →∞ as n→∞,
and (4.24) follows. As explained in the line right after (4.24), this is in contradiction with
(4.23). Thus, case 2.b.i never occurs.
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- Case 2.b.ii: For any γ ∈ (0, x¯21], x˜(γ) 6= x¯.
If for some γ ∈ (0, x¯21], x˜(γ) is outside the bisectrices, with |x˜(γ)| ≤ δ4 defined in (4.3),
then we obtain a contradiction as in Case 1 above.
Now, we assume that for all γ ∈ (0, x¯21], x˜(γ) is either on the bisectrices, or satisfies
|x˜(γ)| > δ4. Two subcases then arise:
- either we have |x˜(γn)| > δ4, for some sequence γn → 0. A contradiction then follows as
in Case 2.a.i above.
- or, for all γ ∈ (0, γ0] and for some γ0 ∈ (0, x¯21], we have |x˜(γ)| ≤ δ4 and x˜(γ) is on the
bisectrices.
If we can extract a subsequence γn → 0 as n→∞ such that x˜(γn) is on the same bisec-
trix as x¯, then, then we have a contradiction, as we explain below. Indeed, note first that
x¯ ∈ Cx,T (x),1 by item (i) in Claim 4.5. Then, since x is not on the bisectrix containing
x¯, for any point z in this bisectrix such that (z, T (z)) ∈ Cx¯,T (x¯),1, we clearly see that
(z, T (z)) is strictly below the cone Cx,T (x),1, which is forbidden by the finite speed of
propagation. Still because x is not on that bisectrix, this property extends by continuiy
to the situation where z is in that bisectrix with (z, T (z)) ∈ Cx¯,T (x¯),1−γ with γ > 0
small enough. In fact, this happens to occur with z = x˜(γn) for n large enough, since
by definition of x˜(γn), (x˜, T (x˜)) ∈ Cx¯,T (x¯),1−γn and x˜(γn) is precisely on the bisectrix,
as we have just assumed a few lines before. Therefore, x˜(γn) is strictly below the cone
Cx,T (x),1, and this is forbidden by the finite speed of propagation. Contradiction.
Now, we assume that for all γ ∈ (0, γ1] for some γ1 ≤ γ0 ≤ x¯21, x˜(γ) is on the other
bisectrix. If the half line starting from x and containing x¯ never encounters the other
bisectrix, then by the same argument as the previous paragraph, we obtain a contradic-
tion. If that half-line encounters the other bisectrix, then, a contradiction follows in a
similar way.
This concludes the proof of Proposition 4.1.
4.2 Points on the bisectrices outside the origin are non-characteristic
too
We assume here that x2 = x1. From the symmetries of the solution, the function wx(y, s)
is odd in the y variable. Using the non-degeneracy of blow-up limits at non-characteristic
points from our earlier work [52] (see Proposition 2.8), we derive the following lower
bound on the blow-up surface in the non-characteristic case:
Lemma 4.6 (A lower bound on the blow-up curve at non-characteristic points on the
bisectrices). Assume that x ∈ R with |x1| = |x2|. Then, we have T (x) ≥ −|x1| + o(x1)
as x→ 0.
Proof. From the symmetries of the solution, we may assume that 0 < x1 = x2 and x1 is
small. Consider A > 0. From Proposition 2.8, we know that
‖(wx(sˆleft(x,A)), ∂swx(sˆleft(x,A)))‖H ≥ ǫ¯1,
where sˆleft(x,A) is given in (3.81), on the one hand. On the other hand, from Corollary
3.9, we know that
‖(wx, ∂swx)(y, sˆleft)− κright(x, y, sˆleft) + κup(x, y, sˆleft)‖H ≤ Ce−A.
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Taking A large enough so that Ce−A ≤ ǫ¯12 , we see that
‖κright(x, y, sˆleft) + κup(x, y, sˆleft)‖H ≥ ǫ¯1 − Ce−A ≥
ǫ¯1
2
.
But it happens from symmetry that ‖κright(x, y, sˆleft)‖H = ‖κup(x, y, sˆleft)‖H , in par-
ticular,
‖κright(x, y, sˆleft) + κup(x, y, sˆleft)‖H ≤ 2 ‖κright(x, y, sˆleft)‖H .
Thus, we see that
‖κright(x, y, sˆleft)‖H ≥
ǫ¯1
4
. (4.32)
Since we know from item (iii) of Lemma B.2 that
‖κright(x, y, sˆleft)‖H ≤ C∗λ(|d¯(Sˆleft)|, νˆright) +
C∗|νˆright|√
1− |d¯(Sˆleft)|2
λ(|d¯(Sˆleft)|, νˆright)
p+1
2 ,
(4.33)
where λ is defined in (3.44), we claim that
λ(|d¯(Sˆleft)|, νˆright) ≥ ǫ¯1
16C∗
. (4.34)
Indeed, using the definitions (3.42) and (3.81) of νˆright and sˆleft(x,A), together with the
expansion (1.11) of d¯, we see that
|νˆright|√
1− |d¯(Sˆleft)|2
≤ CeAl− γ2 .
Therefore, assuming by contradiction that (4.34) doesn’t hold, we see from (4.33) that
for x small enough, we have
‖κright(x, y, sˆleft)‖H ≤ 2C∗λ(|d¯(Sˆleft)|, νˆright) ≤
ǫ¯1
8C∗
,
and this is a contradiction by (4.32). Thus, (4.34) holds.
Using (3.45), we see that
|νˆright|
1− |d¯(Sˆleft)|
≤ C(ǫ1).
Using again (3.42), (3.81) and (1.11), we see that
|νˆright|
1− |d¯(Sˆleft)|
∼ [(−1 + c0l
−γ + o(l−γ))x1 − T (x)]eA
x1c0
.
Thus, it follows that
T (x) ≥ x1[−1 + c0l−γ + o(l−γ)− c0e−A].
Taking A > 0 small enough, we conclude the proof of Lemma 4.6.
Using the behavior of T and ∇T outside the bisectrices given in Corollary 4.2, we
derive their behavior on the bisectrices:
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Lemma 4.7 (Behavior of T and ∇T on the bisectrices). If 0 < x2 = x1 is small, then:
(i) T (x) = −x1 + o(x1l−
γ
2 ) as x→ 0;
(ii) T has upper and lower left derivatives along any direction non parallel to the bisectrix
{x1 = x2}, and the same holds from the right. In particular, if |ω| = 1 and ω2 − ω1 > 0,
then:
∂ω,r,±T (x) = (−1 + c0l−γ + o(l−γ))ω1 + o(l−
γ
2 )ω2;
∂ω,l,±T (x) = (−1 + c0l−γ + o(l−γ))ω2 + o(l−
γ
2 )ω1 as x→ 0, where the subscript r and l
stands for “right” and “left”, whereas the subscript ± stands for “upper” or “lower”.
Proof.
(i) This follows from item (i) in Corollary 4.2 by continuity of T .
(ii) Consider ω ∈ R2 such that |ω| = 1 and ω2 − ω1 > 0. From symmetry, It is enough
to concentrate on the right directional derivative of T along ω.
Since T is C1 outside the bisectrice, for any 0 < t′ < t small enough, we write
T (x+ tω) = T (x+ t′ω) +
∫ t
t′
∇T (x+ τω) · ωdτ. (4.35)
From the expansion in item (iii) of Corollary 4.2, we see that τ 7→ ∇T (x + τω) · ω is
integrable on (0, t). From continuity of T , we see that (4.35) holds also with t′ = 0.
Using again item (iii) of Corollary 4.2, we find the expressions for the upper and lower
left derivatives along ω. This concludes the proof of Lemma 4.7.
Now, we prove that all points on the bisectrices (outside the origin) in a small neigh-
borhood of the origin, are non-characteristic:
Lemma 4.8. All points on the bisectrices in a small neighborhood of the origin (and
outside the origin) are non-characteristic.
Proof. Consider some small x 6= 0 such that |x1| = |x2|. From the symmetries of the
solution, we may assume that 0 < x2 = x1 with x1 small. It is enough to show that the
cone Cx,T (x),1− c0
2
l−γ is under Γ, in any direction ω with |ω| = 1. From symmetry, we only
consider the case where ω2 − ω1 ≥ 0.
If ω2 = ω1, from item (i) in Lemma 4.7, we see that T (y) = −y1 + o(y1| log y1|−
γ
2 ) when
y1 = y2, therefore the restriction of T to the bisectrix has a slope close to − 1√2 > −1.
Since the slope of the cone is −1 + c02 l−γ , this means that Γ is above the cone.
If ω2 > ω1, using item (ii) of Lemma 4.7, we see that the slope of T is bounded from
below by −1+ 3c04 l−γ , which is larger than −1+ c02 l−γ , the slope of the cone. Therefore,
Γ is above the cone.
This concludes the proof of Lemma 4.8.
4.3 The origin is a characteristic point
This is our statement in this section:
Lemma 4.9.
(i) At the origin, T has a right derivative with respect to x1 whose value is ∂x1,rT (0) =
−1, with similar statements from the left and in the direction x2.
(ii) The origin is a characteristic point.
Proof. Clearly, (ii) is a consequence of (i), and (i) is a consequence of item (ii) in Corollary
4.2.
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4.4 Conclusion of the proof of Theorem 1
In this section, we collect all the previous estimates to finish the proof of Theorem 1.
We first start with the proof of Theorem 1.
Proof of Theorem 1. (A) Using Proposition 2.7 and the invariance by time translation
of equation (1.1), we have a solution u(x, t) to the Cauchy problem, symmetric with
respect to the axes and anti-symmetric with respect to the bisectrices, which blows up
on a surface Γ = {(x, T (x))} satisfying T (0) > 0.
From Proposition 4.1, Lemmas 4.8 and 4.9, we see that the origin is isolated characteristic
point. This finishes the proof of item (A) in Theorem 1.
(B) and the fifth remark following the statement of Theorem 1:
Outside the bisectrix {x1 = x2}, this comes from items (i) and (iii) in Corollary 4.2 ;
using the continuity of T , this extends to the bisectrix.
As for the fifth remark following the statement of Thoerem 1, see item (ii) in Lemma 4.7
and item (i) in Lemma 4.9. This concludes the proof of item (B) in Theorem 1.
(C) In the following, we give indications on how to derive the proofs:
(i) This is a consequence of Proposition 2.7.
(ii) Given Part (B), this is a consequence of items (ii) and (i) in Lemma 3.15.
(iii) Given Part (B), this is a consequence of Lemma 3.10. This concludes the proof of
Theorem 1.
A Details for the dynamics of the equation near 4 solitons
This section is devoted to the proof of Lemma 2.3. Since the proof is just a two-
dimensional version of our work in one dimension with multi-solitons in [49], [50] and
[15], we only focus of the truly two-dimensional estimates, and refer the reader to our
earlier work for more classical terms.
Proof of Lemma 2.3. Using the definition (2.17) of q, we transform equation (1.6) satis-
fied by w into the following system satisfied by q, for all s ∈ [s0, s¯):
∂sq = Lˆ(q) +
(
0
f(q1)
)
+
(
0
R
)
(A.1)
− (ν ′(s)− ν(s))
∑
(i,θ)
(−1)i+1∂νκ∗(θd(s)ei, ν(s), y)
− d′(s)
∑
(i,θ)
(−1)i+1θ∂diκ∗(θd(s)ei, ν(s), y)
where
Lˆ(q) =
(
q2
L q1 + ψq1 − p+3p−1q2 − 2y∂yq2
)
, ψ(y, s) = p|K∗1 (y, s)|p−1 −
2(p + 1)
(p − 1)2 ,
K∗1 (y, s) =
∑
(i,θ)
(−1)i+1κ∗1(θd(s)ei, ν(s), y), (A.2)
f(q1) = |K∗1 + q1|p−1(K∗1 + q1)− |K∗1 |p−1K∗1 − p|K∗1 |p−1q1,
R = |K∗1 |p−1K∗1 −
∑
(i,θ)
(−1)i+1κ∗1(θd(s)ei, ν(s), y)p
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and the sum
∑
(i,θ) runs for i = 1, 2 and θ = ±1, here and in the following.
Remark. In order to use our estimates established in [52] in the case of one soliton in
higher dimensions, we decompose the linear term Lˆ(q) as follows:
Lˆ(q(s)) = L¯(q(s)) +
(
0
V¯ (y, s)q1
)
where
L¯(q) =
(
q2
L q1 + ψ¯q1 − p+3p−1q2 − 2y∂yq2
)
,
ψ¯(y, s) = pκ∗1(d(s)e1, ν(s), y)
p−1 − 2(p + 1)
(p − 1)2 ,
V¯ (y, s) = p|K∗1 (y, s)|p−1 − pκ∗1(d(s)e1, ν(s), y)p−1. (A.3)
We proceed in two parts:
- In Part 1, we project equation (A.1) with the projector Πl(d∗(s)e1) defined in (2.13)
with l = 0, 1 and d∗(s) = d(s)1+ν(s) , in order to prove (2.22) and (2.23).
- In Part 2, we will find a Lyapunov functional for equation (A.1), which is equivalent
to the norm squared, deriving estimate (2.24).
Part 1: Projection of equation (A.1) with the projector Πl(d∗(s)e1)
Let us assume that s0 ≥ 1 and take s ∈ [s0, s¯).
In this part, we will project each term of equation (A.1) with the projector Πl(d∗(s)e1)
defined in (2.13) with l = 0, 1 and d∗(s) = d(s)1+ν(s) , ending by deriving equations (2.22)
and (2.23).
Using the modulation effect (2.18) and the bounds (2.19), arguing as in [50], [15] and
[52] and using the relation
‖V ‖2H = C(N)
∫ 1
−1
(
(V¯1(z1))
2 + (∂z1 V¯ (z1))
2(1− z21) + (V¯1(z1))2
)
(1− z21)
2
p−1 dz1 (A.4)
for some C(N) > 0, between the multi-dimensional and the one-dimensional expres-
sions for the norm, we get the following estimates for the projections of what we called
“traditional” terms of (A.1):
|Πl(d∗(s)e1, ∂sq(s))| ≤ C |d
∗′(s)|
1− |d∗(s)|2 ‖q(s)‖H
≤ C ‖q(s)‖H
1− |d(s)|2 (|d
′(s)|+ |ν ′(s)− ν(s)|+ |ν(s)|),
|Πl(d∗(s)e1, L¯(q(s)))| ≤ C |ν(s)|
1− |d(s)|2 ‖q(s)‖H .
Π0(d
∗(s)e1, ∂νκ∗(d(s)e1, ν(s))) = 0,
− C ≤ (1− |d(s)|2)Π1(d∗(s)e1, ∂νκ∗(d(s)e1, ν(s))) ≤ − 1
C
,
|Π1(d∗(s)e1, ∂dκ∗(d(s)e1, ν(s)))| ≤ C
1− |d(s)|2 , (A.5)
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∣∣∣∣Π0(d∗(s)e1, ∂dκ∗(d(s)e1, ν(s))) + c31− |d(s)|2
∣∣∣∣ ≤ c|ν(s)|(1− |d(s)|2)2 for some c3(p) > 0,
(A.6)
|Πl(d∗(s)e1, ∂νκ∗(−d(s)e1, ν(s)))| + |Πl(d∗(s)e1, ∂dκ∗(−d(s)e1, ν(s)))| ≤ Ce
− 2
p−1
ζ(s)
1− |d(s)|2 ,
|Πl(d∗(s)e1, ∂νκ∗(±d(s)e2, ν(s), y))| + |Πl(d∗(s)e1, ∂dκ∗(±d(s)e2, ν(s), y))|
≤ C
1− |d(s)|2
∫
|y|<1
κ(d∗(s)e1, y)κ(d∗(s)e2, y)
ρ(y)
1− |y|2 dy. (A.7)
Now, we focus on the “new” terms of equation (A.1), which were never encountered in
our previous papers, and need henceforth some delicate treatment. Note first from (2.19)
that taking s0 large enough, we get
|d(s) + 1|+ |d∗(s) + 1| ≤ Ce−2ζ(s), e
−2ζ(s)
C
≤ 1− |d∗(s)|2 ≤ C(1− |d(s)|2) ≤ Ce−2ζ(s),∣∣∣e2(ζ(s)−ζ∗(s)) − 1∣∣∣ ≤ Ce−2ζ(s) + C |ν(s)|
1− |d(s)| , (A.8)
where ζ∗(s) = − arg tanh d∗(s).
- Estimate of Πl(d∗(s)e1, (0, V¯ (y, s)q1)):
Introducing for i = 1, 2 and θ = ±1,
Qi,θ = {|y| < 1 | θyi ≥ |y3−i|}, (A.9)
we see that we have a partition of the unit ball into four quarters with boundaries
given by the bisectrices. Since d(s) < 0 from (A.8), it follows that for all y ∈ Qi,θ and
(η, j) 6= (θ, i),
Cκ(θd∗(s)ei, y) ≥ C(1− |d∗(s)|2)
1
p−1 ≥ Cκ(ηd∗(s)ej , ν, y). (A.10)
Therefore, using item (iii) of Lemma B.2 and the definition (A.3) of V¯ (y, s), one can
check from elementary expansions that
|V¯ (y, s)| ≤ C
∑
(i,θ)6=(1,1)
κ∗1(de1, ν, y)
p−2κ∗1(θdei, ν, y)1Q1,1 + κ
∗
1(θdei, ν, y)
p−11Qi,θ
≤ C
∑
(i,θ)6=(1,1)
κ(d∗e1, y)p−2κ(θd∗ei, y)1Q1,1 + κ(θd
∗ei, y)p−11Qi,θ (A.11)
Using item (ii) of Lemma B.2, we write from the definition (2.13) of Πl(d∗e1) and the
Cauchy-Schwarz inequality
|Πl(d∗(s)e1, (0, V¯ (y, s)q1))| ≤ C
∫
|y|<1
κ(d∗(s)e1, y)|V¯ (y, s)||q1(y, s)|ρ(y)dy
≤ C‖q1‖L2 ρ
1−|y|2
‖κ(d∗(s)e1, y)V¯ (y, s)‖L2
ρ(1−|y|2)
. (A.12)
Using (A.11), the symmetries of the solution, (A.10) and the computation table given in
Lemma B.3, we see that
‖κ(d∗(s)e1, y)V¯ (y, s)‖2L2
ρ(1−|y|2)
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≤ C
∫
Q1,1
κ(d∗e1, y)2(p−1)(κ(−d∗e1, y)2 + κ(d∗e2, y)2)ρ(1− |y|2)dy
≤ C(1− |d∗|2) 2p−1
∫
|y|<1
κ(d∗e1, y)2(p−1)ρ(1− |y|2)dy ≤ C(1− |d∗|2)
2p¯
p−1 .
Using (A.8), it follows from (A.12) and Lemma B.1 that
|Πl(d∗(s)e1, (0, V¯ (y, s)q1))| ≤ C‖q‖H e−
2p¯ζ
p−1 ≤ C‖q‖2H + Ce−
4p¯ζ
p−1 .
- Estimate of Πl(d∗(s)e1, (0, f(q1))):
Note first that we have
|f(q1)| ≤ Cδ{p≥2}|q1(y, s)|p + C|K∗1(y, s)|p−2|q1(y, s)|2. (A.13)
Using item (ii) of Lemma B.2, we see that
|Πl(d∗(s)e1, (0, f(q1)))| ≤ C
∫
|y|<1
κ(d∗(s)e1, y)|f(q1)|ρdy (A.14)
≤Cδ{p≥2}
∫
|y|<1
κ(d∗(s)e1, y)|q1|pρdy + C
∫
|y|<1
κ(d∗(s)e1, y)|K∗1 (y, s)|p−2|q1|2ρdy.
If p ≥ 2, using item (i) of Lemma B.2, the Hölder inequality, the Hardy-Sobolev inequality
of Lemma B.1 and the last bound in (2.19), we write
∫
|y|<1
κ(d∗(s)e1, y)|q1|pρdy ≤
(∫
|y|<1
κ(d∗(s)e1, y)p+1ρdy
) 1
p+1
(∫
|y|<1
|q1|p+1ρdy
) p
p+1
≤ C‖κ(d∗e1)‖H0‖q‖pH ≤ C‖q‖pH ≤ C‖q‖2H . (A.15)
Regarding the second integral, if p ≥ 2, then we write from the definition (A.2) of K∗1
and item (ii) of Lemma B.2 κ(d∗(s)e1, y)|K∗1 (y, s)|p−2 ≤ C(1 − |y|2)−1. Using Lemma
B.1, we obtain∫
|y|<1
κ(d∗(s)e1, y)|K∗1 (y, s)|p−2|q1|2ρdy ≤ C
∫
|y|<1
|q1|2 ρ
1− |y|2 dy ≤ C‖q‖
2
H . (A.16)
Now, if p < 2, we write∫
|y|<1
κ(d∗(s)e1, y)|K∗1 (y, s)|p−2|q1|2ρdy = I1 + I2 (A.17)
where Ii =
∫
Di
κ(d∗(s)e1, y)|K∗1 (y, s)|p−2|q1|2ρdy with
D1 = {ǫ0κ(d∗(s)e1, y) ≤ |K∗1 (y, s)|} and D2 = {ǫ0κ(d∗(s)e1, y) > |K∗1 (y, s)|},
where ǫ0 > 0 will be fixed small enough.
As for I1, using item (ii) of Lemma B.2 and the Hardy-Sobolev estimate of Lemma B.1,
we write
I1 ≤
∫
|y|<1
κ(d∗(s)e1, y)p−1|q1|2ρdy ≤ C
ǫ2−p0
∫
|y|<1
|q1|2 ρ
1− |y|2 dy ≤
C
ǫ2−p0
‖q‖2H . (A.18)
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As for I2, note first from item (iii) in Lemma B.2 and (A.8) that we may take s0 large
enough and ǫ0 small enough so that
D2 ⊂ D¯(η) ≡ {|y21 − y22| ≤ η} (A.19)
(a quick way to justify this, is to see that the set D2 approaches the zero set of K∗(y, s),
namely the bisectrices {y1 = ±y2}). Therefore, taking some γ > 2p−1 > 2, using the
Hölder inequality and the Hardy-Sobolev estimate of Lemma B.1, we write
I2 ≤
∫
D2
κ(d∗(s)e1, y)|K∗1 (y, s)|−(2−p)(1− |y|2)
1
γ
− 1
2 |q1|2(1− |y|2)
2
p−1
− 1
γ dy
≤ A¯
(∫
|y|<1
|q1|γ(1− |y|2)
γ
p−1
− 1
2dy
) 2
γ
≤ CA¯‖q(s)‖2H , (A.20)
where
A¯
γ
γ−2 =
∫
D2
κ(d∗(s)e1, y)
γ
γ−2 |K∗1 (y, s)|−
γ(2−p)
γ−2 (1− |y|2)− 12 dy
= λ(d(s), ν(s))
− γ(2−p)
γ−2 (1− |d∗(s)|2) γγ−2 B¯(γ, η, d∗(s)) (A.21)
from item (iii) of Lemma B.2, with
B¯(γ, η, δ) = κ
γ(p−1)
γ−2
0
∫
D¯(η)
|K¯(δy)|−
γ(2−p)
γ−2
(1− δy1)
2
p−1
(1− |y|2)− 12 dy and K¯(y) =
∑
(i,θ)
(−1)i+1
(1 + θyi)
2
p−1
.
(A.22)
Since item (iii) of Lemma B.3 implies that B¯ ≤ C for s0 large enough and η > 0 small
enough, using (A.20), (A.21), item (iii) of Lemma B.2 and (A.8), we see that
I2 ≤ Ce−
2γ
γ−2
ζ(s)‖q(s)‖2H .
Using (A.18), (A.15) and (A.14), we see that
|Πl(d∗(s)e1, (0, f(q1)))| ≤ C
∫
|y|<1
κ(d∗(s)e1, y)|f(q1)|ρdy
≤Cδ{p≥2}
∫
|y|<1
κ(d∗(s)e1, y)|q1|pρdy + C
∫
|y|<1
κ(d∗(s)e1, y)|K∗1 (y, s)|p−2|q1|2ρdy
≤C‖q(s)‖2H . (A.23)
- Estimate of Πl(d∗(s)e1, (0, R)): Writing the unit disc as the union of the four quar-
ters defined in (A.9), we obtain the following expansion for R(y, s):
|R(y, s)−pκ∗1(d(s)e1, ν(s), y)p−1
∑
(i,θ)6=(1,1)
(−1)i+1κ∗1(θd(s)ei, ν(s), y)| ≤ CG(y, s) (A.24)
where we write from item (iii) of Lemma B.2
G(y, s) =
∑
(i,θ)
κ(θd∗(s)ei, y)p(1− 1Qi,θ )
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+ κ(d∗(s)e1, y)p−1(1− 1Q1,1)
∑
(i,θ)6=(1,1)
κ(θd∗(s)ei, y)
+
∑
(i,θ)6=(1,1)
1Qi,θκ(θd
∗(s)ei, y)p−1
∑
(j,η)6=(i,θ)
κ(ηd∗(s)ej , y)
+ κ(d∗(s)e1, y)p−21Q1,1
∑
(i,θ)6=(1,1)
κ(θd∗(s)ei, y)2.
Therefore, using the definition (2.13) of Πl(d∗(s)e1) and item (ii) of Lemma B.2, we see
that∣∣∣∣∣∣Πl(d∗(s)e1, R(s))−
∑
(i,θ)6=(1,1)
(−1)i+1Rl,i,θ(s)
∣∣∣∣∣∣ ≤ C
∫
|y|<1
κ(d∗(s)e1, y)G(y, s)ρdy,
(A.25)
where
Rl,i,θ(s) = p
∫
|y|<1
Wl,2(d
∗(s)e1, y)κ∗1(d(s)e1, ν, y)
p−1κ∗1(θd(s)ei, ν(s), y)ρdy. (A.26)
Using (A.10) and the integral table of Lemma B.3, it is straightforward to see that∫
|y|<1
κ(d∗(s)e1, y)G(y, s)ρdy ≤ Ce−
(
4
p−1
+ǫ0
)
ζ(s)
, (A.27)
for some ǫ0 > 0.
Similarly, when l = 1, decomposing the unit disc into the 4 quarters Qi,θ, we derive that
|R1,i,θ(s)| ≤ Ce−
4
p−1
ζ(s) for all (i, θ) 6= (1, 1), (A.28)
therefore,
|Π1(d∗(s)e1, R(s))| ≤ Ce−
4
p−1
ζ(s).
When l = 0 and (i, θ) 6= (1, 1), using the definition (2.11) of Wl,2(d∗(s)e1) and the
relation in item (iii) of Lemma B.2, we see that
R0,i,θ(s) =
pc0
κ0
λ(d∗(s), ν(s))pR¯i,θ(d∗(s)) where R¯i,θ(δ) =
∫
|y|<1
κ(δe1, y)
pκ(θδei, y)ρdy.
(A.29)
Using item (ii) of Lemma B.3, item (iii) of Lemma B.2 and (A.8), we see from (A.29),
(A.25) and (A.27) that∣∣∣e 4p−1 ζ(s)Π0(d∗e1, R(s))− c2(p)∣∣∣ ≤ C
(
e−ǫ2ζ(s) +
|ν(s)|
1− |d(s)|2
)
, (A.30)
for some ǫ2 > 0, where c2(p) =
pc0c˜
κ0
(2 − 2− 2p−1 ) > 0, and the constants c0 and c˜ are
defined in (2.11) and item (ii) of Lemma B.3.
- Estimate of Πl(d∗(s)e1, ∂νκ∗(±d(s)e2, ν(s))) and Πl(d∗(s)e1, ∂dκ∗(±d(s)e2, ν(s))) :
Estimating the right-hand side of estimate (A.7), by considering the four quarters
(A.9), then evaluating the integral using the integral computation table given in item (i)
of Lemma B.3, then using (A.8), we see that
|Πl(d∗(s)e1, ∂νκ∗(±d(s)e2, ν(s), y))| + |Πl(d∗(s)e1, ∂dκ∗(±d(s)e2,ν(s), y))|
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≤ C ζ(s)e
− 4
p−1
ζ(s)
1− |d(s)|2 .
- Conclusion: Differential inequalities for ν(s) and ζ(s):
In the previous pages, we projected all the terms of equation (A.1) with the projector
Πl(d
∗(s)e1) where l = 0, 1. Putting on the left-hand side the main terms (namely (A.6)
and (A.30) when l = 0, then (A.5) when l = 1), and bearing in mind that
ζ(s) = − arg tanh d(s), hence ζ ′(s) = − d
′(s)
1− |d(s)|2 ,
we obtain the following inequalities:
∣∣∣c3ζ ′(s)− c2e− 4p−1 ζ(s)∣∣∣ ≤ C
(
|ζ ′|+ |ν
′ − ν|
1− |d|2
)( |ν(s)|
1− |d(s)| + ‖q(s)‖H + e
− 2
p−1
ζ(s)
)
+ Ce−
4
p−1
ζ(s)
(
e−ǫ3ζ(s) +
|ν(s)|
1− |d(s)|2
)
+ C
|ν(s)|
1− |d(s)|2 ‖q(s)‖H + C‖q(s)‖
2
H
|ν ′(s)− ν(s)|
1− |d(s)|2 ≤ C
|ν(s)|
1− |d(s)|2 ‖q(s)‖H + C‖q(s)‖
2
H + Ce
− 4
p−1
ζ(s)
+
|ν ′(s)− ν(s)|
1− |d(s)|2
(
‖q(s)‖H + e−
2
p−1
ζ(s)
)
+ C|ζ ′(s)|,
where the constants c2(p), c3(p) and ǫ3 are positive. Using the bounds in (2.19), we derive
estimates (2.22) and (2.23).
Part 2: A Lyapunov functional for equation (A.1)
We prove estimate (2.24) here. Like for Claim 4.8 page 2867 in [50] and Proposition 3.6
in [52], the idea is simple: we construct a Lyapunov functional for equation (A.1) which is
equivalent to the norm squared. Naturally, this functional is obtained by multiplying the
equation on q1 derived from (A.1) by ∂sq1ρ then integrating on the unit ball. Without
the modulation terms or the interaction term (R(y, s defined in (A.2)), that functional
would be 12 ϕ¯(q, q)−
∫
|y|<1
F (q1)ρdy, where
ϕ¯ (q, r) =
∫
|y|<1
(−ψ(d, y)q1r1 +∇q1 · ∇r1 − (y · ∇r1)(y · ∇q1) + q2r2) ρdy, (A.31)
F (q1) =
∫ q1
0
f(ξ)dξ =
|K∗1 + q1|p+1
p+ 1
− K
∗
1
p+1
p+ 1
−K∗1 pq1 −
p
2
K∗1
p−1q21, (A.32)
and ψ(d, y), f(q1) and K∗1 (y, s) are defined in (A.2). Because we “killed” the nonnegative
directions in (2.18), we will see that our Lyapunov functional controls the square of the
norm of the solution, because (2.19) holds. However, because of the modulation terms
and the interaction term R(y, s), we need to slightly change the functional we intend to
study, by defining:
h1(s) =
1
2
ϕ¯(q, q)−
∫
|y|<1
F (q1)ρdy + η
∫
|y|<1
q1q2ρdy, (A.33)
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h2(s) = h1(s)− 2η−2e−
4p¯ζ(s)
p−1 , (A.34)
where p¯ is introduced in (2.21) and η > 0 will be fixed later as a small enough universal
constant. Then, we clearly see that the following identity allows to conclude:
There exist δ > 0 such that
∀s ∈ [s0, s¯), δh1(s) ≤ ‖q(s)‖2H ≤ δ−1h1(s) and h′2(s) ≤ −δh2(s). (A.35)
It remains then to prove (A.35) in order to conclude. We proceed in 2 steps to do that,
each dedicated to a part of (A.35).
Step 1: h1(s) is comparable to the square of the norm
We prove the first part in (A.35) here. Clearly, it follows from the following, for η
small enough and s0 large enough.
Lemma A.1. There exists s5 ≥ 0 such that if s0 ≥ s5, then for all s ∈ [s0, s¯), we have:
ϕ¯(q, q)
C
≤ ‖q‖2H ≤ Cϕ¯(q, q), (A.36)∣∣∣∣∣
∫
|y|<1
F (q1)ρdy
∣∣∣∣∣ ≤ C‖q‖1+min(p,2)H ≤ Cs(1−min(p,2))/20 ‖q‖2H , (A.37)∣∣∣∣∣
∫
|y|<1
q1q2ρdy
∣∣∣∣∣ ≤ ‖q‖2H . (A.38)
Let us then prove Lemma A.1.
Proof of Lemma A.1. Note first that (A.38) is trivial. As for (A.37), it follows from a
simplification of the argument we used for (A.23), together with (2.19), if one starts from
the following bound:
|F (q1)| ≤ C|q1(y, s)|p+1 + Cδ{p≥2}|K∗1 (y, s)|p−2|q1(y, s)|3, (A.39)
which follows in the same way as (A.13) (note that unlike in (A.13), we put the δ{p≥2}
symbol in front of the second term here). Therefore, we only prove (A.36) here.
The lower bound in (A.36) is straightforward from the Hardy-Sobolev estimate of Lemma
B.1 and the boundedness of ‖κ(θd∗(s)ei)‖H given in Lemma B.2.
As for the upper bound, we will apply the one-soliton multi-dimensional version of [52]
locally near each of the 4 solitons, then glue the estimates together, as for the multi-
solitons case in one space dimension, treated in Appendix B of [49]. However, it happens
that the method of [49] is too specific to one space dimension, since it uses the one-
dimensional change of variables
w¯(ξ) = (1− y2) 1p−1w(y) with ξ = arg tanh y ∈ R.
Nevertheless, the one-dimensional case will inspire us, in the sense that near each of the
4 solitons, we will use truncations as functions of the variables
ξ1 = arg tanh y1 and ξ2 = arg tanh y2. (A.40)
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Let us give in the following some guidelines for the two-dimensional strategy, avoiding
purely technical considerations.
Introducing the following version of (A.31) localized near the soliton κ∗(θd(s)ei, ν(s)),
where i = 1, 2 and θ = ±1:
ϕi,θ (q, r) =
∫
|y|<1
(−ψi,θ(y, s)q1r1 +∇q1 · ∇r1 − (y · ∇r1)(y · ∇q1) + q2r2) ρdy,
and
ψi,θ(y, s) = pκ
∗
1(d(s), ν(s), y)
p−1 − 2(p + 1)
(p− 1)2 ,
we know from (2.19) that Proposition 2.6 in [52] applies and yields for any r ∈ H :
ϕi,θ(r, r) ≥ ‖r‖
2
H
C0
−
2∑
l=0
|Πl(θd∗, r)|2, (A.41)
for some universal constant C0, where Πl is introduced in (2.13).
Then, we consider some A > 0 to be fixed large enough later, and introduce the following
cut-off function localized near the soliton κ∗(d(s), ν(s), y) and defined by
χi,θ(y, s) = χ
(
θξi − ζ∗(s)
A
)
, (A.42)
where ξ in introduced in (A.40), ζ∗(s) = − arg tanh d∗(s), d∗(s) = d(s)1+ν(s) , and the in-
creasing function χ ∈ C∞(R) satisfies
∀ξ < 2, χ(ξ) = 0 and ∀ξ > −1, χ(ξ) = 1.
Introducing the localizing cut-off outside the solitons
χ0 =
√
1−
∑
(i,θ)
χ2i,θ, (A.43)
we write
ϕ¯(q, q) = P − S − U +
∑
(i,θ)
Pi,θ +Qi,θ − Si,θ − Ui,θ, (A.44)
‖q‖2H = ‖qχ0‖2H − S − U +
∑
(i,θ)
‖qχi,θ‖2H − Si,θ − Ui,θ, (A.45)
where
P0 = ϕ¯ (qχ0, qχ0) , Pi,θ = ϕi,θ (qχi,θ, qχi,θ) ,
Qi,θ = p
∫
|y|<1
χ2i,θq
2
1
(
κ(θd(s)ei, ν)
p−1 − |K∗1 (y, s)|p−1
)
ρdy,
S0 =
1
2
∫
|y|<1
q21
(|∇χ0|2 − (y · ∇χ0)2) ρdy,
Si,θ =
1
2
∫
|y|<1
q21
(|∇χi,θ|2 − (y · ∇χi,θ)2) ρdy
59
U0 =
∫
|y|<1
q1χ0 (∇q1 · ∇χ0 − (y · ∇q1)(y · ∇χ0)) ρdy,
Ui,θ =
∫
|y|<1
q1χi,θ (∇q1 · ∇χi,θ − (y · ∇q1)(y · ∇χi,θ)) ρdy.
Let us first estimate the main terms, namely Pi,θ localized near the “center” of the soliton
κ∗(θd, ν), and P0, localized in the middle, where no soliton is important. Then, we will
estimate the perturbation term Qi,θ and finally the cut-off terms supported where the
truncation is not zero, namely, S0, U0, Si,θ and Ui,θ.
- Estimate of P0:
In the middle, no soliton is important, and the quadratic form is equivalent the the square
of the norm of H . More precisely, using the definition (A.2) of K∗1 (y, s) and Lemma B.2
for s0 large enough, we see that for max(|ξ1|, |ξ2|) ≤ ζ∗(s)−A where (ξ1, ξ2) is given in
(A.40), we have
(1− |y|2)|K∗1 (y, s)|p−1 ≤ 4p
∑
(i,θ)
(1− |yi|2)κ(θd∗(s)ei, y)p−1
= 4pκ0
∑
(i,θ)
cosh−2(θξi − ζ∗(s)) ≤ 4p+1 cosh−2A ≤ Ce−2A.
Therefore, from (A.43) and the Hardy-Sobolev estimate of Lemma B.1, we have∫
χ0(y)
2|K∗1 (y, s)|p−1ρdy ≤ Ce−2A
∫
q21
ρ
1− |y|2 dy ≤ Ce
−2A‖q‖2H .
Using the definition (A.31) of ϕ¯, it follows that
P0 ≥ ‖χ0q‖
2
H
C1
− Ce−2A‖q‖2H ,
for some C1 > 0.
- Estimate of Pi,θ:
We use the one-soliton estimate given in (A.41). Let us first estimate the projections
involved in that estimate. If l = 2, then the projection is zero from the symmetries of q.
If l = 0, 1, we know from the modulation technique (2.18) that Πl(θd∗(s)ei, q(s)) = 0.
Using Lemma B.2 and (A.8), we see that
|Πl(θd∗(s)ei, q(s)χi,θ)| = |Πl(θd∗(s)ei, q(s)(1 − χi,θ))|
≤C‖q(s)‖H
(∫ tanh(ζ∗(s)−A)
−1
κ(d∗(s), z)2(1− z2) 2p−1−1dz
) 1
2
.
Performing the change of variables Z = z+d
∗
1+d∗z , we see that the integral is equal to∫ − tanhA
−1
(1 − Z2) 2p−1−1dZ ≤ Ce−2A. Therefore, from the one-soliton estimate given in
(A.41), we see that
Pi,θ ≥
‖qχi,θ‖2H
C0
− Ce−2A‖q‖2H .
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- Estimate of Qi,θ: From symmetry, we take (i, θ) = (1, 1). Since the support of χ1,1
is included in Q1,1 (A.9), where the soliton κ∗(d(s)e1) is dominant, making a Taylor
expansion and using Lemma B.2, we see that
|Q1,1| ≤C
∑
(j,η)6=(1,1)
∫
ξ1≥ζ∗(s)−2A
q21κ(d
∗(s)e1, y)p−2κ(ηd∗(s)ej , y)ρdy
≤C(1− |d∗|)
∫
|y|<1
q21
ρ
(1 + d∗y1)
2(p−2)
p−1
dy
≤C(1− |d∗|)
∫
|y|<1
q21
ρ
1− |y|2 (1 + d
∗y1)
3−p
p−1dy,
because we have 1 − |y|2 ≤ 2(1 + d∗y1). Since (1 + d∗y1)
3−p
p−1 ≤ Cmax(1, (1 − |d∗|) 3−pp−1 ),
using the Hardy-Sobolev estimate of Lemma B.1, we see from (A.8) that
|Qi,θ| ≤ C(1− |d∗|)min(
2
p−1
,1)‖q‖2H ≤ Ce−min(
4
p−1
,2)ζ(s)‖q‖2H .
- Estimate of the cut-off terms S0 and Si,θ:
Since we have by definitions (A.42) and (A.43),
0 ≤ |∇χi,θ|2 − (y · ∇χi,θ)2 ≤ C
A2
and 0 ≤ |∇χ0|2 − (y · ∇χ0)2 ≤ C
A2
,
it follows that
|Si,θ|+ |S0| ≤ C
A2
∫
|y|<1
q21ρdy ≤
C
A2
‖q‖2H .
- Estimate of the cut-off terms U0 and Ui,θ:
Using integration by parts, we write from the definition (1.7) of the operator L :
Ui,θ =
1
4
∫
|y|<1
(∇q21 · ∇χ2i,θ − (y · ∇q21)(y · ∇χ2i,θ)) ρdy = −14
∫
|y|<1
q21L χ
2
i,θρdy
and
U0 = −1
4
∫
|y|<1
q21L χ
2
0ρdy.
Expanding the expression (1.7) as follows:
L v = ∆v −
∑
i,j
yiyj∂
2
yi,yjv −
2(p+ 1)
p− 1 y · ∇v,
we see that
|L χ2i,θ|+ |L χ20| ≤
C
A(1− |y|2) .
Therefore, using the Hardy-Sobolev estimate of Lemma B.1, we see that
|Ui,θ|+ |U0| ≤ C
A
∫
|y|<1
q21
ρ
1− |y|2 dy.
- Conclusion of the proof of (A.36): From the expansions (A.44) and (A.45), we see from
the above estimates that
ϕ¯(q, q) ≥ 1
C2

‖qχ0‖2H +∑
(i,θ)
‖qχi,θ‖2H

− ‖q‖2H
(
C
A
+ Ce−min(
4
p−1
,2)ζ(s)
)
,
61
‖q‖2H ≤ ‖qχ0‖2H +
∑
(i,θ)
‖qχi,θ‖2H + ‖q‖2H
(
C
A
+Ce−min(
4
p−1
,2)ζ(s)
)
,
for some constant C2 > 0. Fixing A > 0 large enough, then assuming that s0 is large
enough, we see from (2.19) that (A.36). This concludes the proof of Lemma A.1.
Step 2: A differential inequality satisfied by h2(s).
This step is dedicated to the proof of the second part of (A.35). The proof follows
the proof of Claim 4.8 page 2898 in [50] (for the multi-soliton aspect) and the proof of
Proposition 3.6 in [52] (for the multi-dimensional aspect). For that reason, we will recall
estimates from those papers, and only stress the novelties. We claim that estimate (A.35)
follows from the following statement, together with Lemma A.1:
Lemma A.2. There exists s6 ≥ 0 such that if s0 ≥ s6, then for all s ∈ [s0, s¯), we have:
1
2
d
ds
ϕ¯(q, q) ≤− α
∫
|y|<1
q22
ρ
1− |y|2 dy +
∫
|y|<1
q2f(q1)ρdy +
C
η
e
− 4p¯ζ
p−1
+ ϕ¯(q, q)
(
η
10
+ Cs
− 1
4
0
)
, (A.46)
− d
ds
∫
|y|<1
F (q1)ρdy ≤−
∫
|y|<1
q2f(q1)ρdy + Cs0
− 1
4 ϕ¯(q, q), (A.47)
d
ds
∫
|y|<1
q1q2ρ ≤− 7
10
ϕ¯(q, q) + C
∫
|y|<1
q22
ρ
1− |y|2 dy +Ce
− 4p¯ζ
p−1 , (A.48)
− d
ds
e
− 4p¯ζ
p−1 ≤Cs−
1
4
0 e
− 4p¯ζ
p−1 , (A.49)
where α > 0 is defined in (1.7).
Indeed, if s0 is taken larger enough so that Lemmas A.1 and A.2 hold, together with the
two first estimates in Lemma 2.3, then we see by definition (A.34) of h1(s) and h2(s)
that for all s ∈ [s0, s¯),
|2h1(s)− ϕ¯(q, q)| ≤C(s(1−min(p,2))/20 + η)‖q‖2H ≤ C(s(1−min(p,2))/20 + η)ϕ¯(q, q),
h′2(s) ≤ (−α+Cη)
∫
|y|<1
q22
ρ
1− |y|2 dy +
(
Cs
− 1
4
0 −
6
10
η
)
ϕ¯(q, q)
+ C(η−1 + s
− 1
4
0 η
−2)e−
4p¯ζ
p−1 .
If η is small enough and s0 large enough, then we may make the multiplying factor in
front of
∫
|y|<1
q22
ρ
1− |y|2 dy in the above inequality negative, and derive by definition
(A.34) of h2:
3h1(s) ≥ϕ¯(q, q) ≥ h1(s) = h2(s) + e
− 4p¯ζ(s)
p−1
η2
,
h′2(s) ≤
(
Cs
− 1
4
0 −
6
10
η
)
h2(s) + C(η
−1 + s
− 1
4
0 η
−2 − 2η−2
(
6
10
η − Cs−
1
4
0
)
)e
− 4p¯ζ
p−1 .
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Since η−1 − 2η−2 610η = − 15η , fixing first η = η(p) > 0 small enough, then fixing s0
large enough, we see from (A.36) that (A.35) holds, and so does (2.24) in Lemma 2.3. It
remains then to justify Lemma A.2 in order to conclude the proof of (A.35) and Lemma
2.3 too.
Proof of Lemma A.2. Following our techniques performed for the proof of Lemma C.2
page 2896 in [50], using (2.19), (A.8), item (iii) in Lemma B.2, Lemma A.1 and the
Hardy-Sobolev estimate of Lemma B.1, we see that for all s ∈ [s0, s¯),
1
2
d
ds
ϕ¯(q, q) ≤− α
∫
|y|<1
q22
ρ
1− |y|2 dy +
∫
|y|<1
q2f(q1)ρdy + C(R1 +R2 +R3),
(A.50)
− d
ds
∫
|y|<1
F (q1)ρdy ≤−
∫
|y|<1
q2f(q1)ρdy +
C|ν|
1− |d|2
∫
|y|<1
κ(d∗e1, y)|f(q1)|ρdy + CR3,
(A.51)
d
ds
∫
|y|<1
q1q2ρdy ≤− 9
10
ϕ¯(q, q) + C
∫
|y|<1
q22
ρ
1− |y|2 +
∫
|y|<1
q1f(q1)ρdy
+ C(R1 +R2), (A.52)
where α > 0 is defined in (1.7),
R1(s) =
∫
|y|<1
R(y, s)2ρ(1− |y|2)dy, R2(s) = ‖q‖H
1− |d|2
(|ν ′ − ν|+ |d′|) ,
R3(s) =
(|ν ′|+ |d′|)
1− |d|2
∫
|y|<1
κ(d∗e1, y)|K∗1 |p−2q21ρdy. (A.53)
In the following, we further estimate some terms appearing in the right-hand side of the
previous equations, in order to derive Lemma A.2.
- Estimate of R1 =
∫
|y|<1
R(y, s)2ρ(1 − |y|2)dy: Using the defintion (A.2) of R(y, s)
and proceeding as for (A.24), we obtain the following less refined estimate:
|R(y, s)| ≤ C
∑
(i,θ)
(1−1Qi,θ)κ(θd∗(s)ei, y)p+1Qi,θκ(θd∗(s)ei, y)p−1
∑
(j,η)6=(i,θ)
κ(ηd∗(s)ej , y).
Arguing as for the various integrals involved in (A.30), using in particular the integral
table given in item (i) of Lemma B.3, we see that
|R1| =
∫
|y|<1
R(y, s)2ρ(1− |y|2)dy ≤ Ce− 4p¯p−1 ζ(s), (A.54)
where p¯ is introduced in (2.21).
- Estimate of R2 and R3: Using the equations satisfied by ζ(s) = − arg tanh d(s) and
ν(s) already proved in Lemma 2.3, together with (A.23), we see that
|R2| ≤ C‖q‖H
(
‖q‖2H + e−
4ζ
p−1 +
|ν|
1− |d|2 ‖q‖H
)
,
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|R3| ≤ ‖q‖2H
(
‖q‖2H + e−
4ζ
p−1 +
|ν|
1− |d|2
)
. (A.55)
- Estimate of
∫
|y|<1
q1f(q1)ρdy: It happens that q1f(q1) satisfies the same bound as
F (q1) in (A.39). Therefore, by the same argument one uses for (A.37) (which is in fact a
simplification of the argument we used for (A.23)), we have the same bound as in (A.37),
namely that ∣∣∣∣∣
∫
|y|<1
q1f(q1)ρdy
∣∣∣∣∣ ≤ C‖q‖1+min(p,2)H ≤ s(1−min(p,2))/20 ‖q‖2H . (A.56)
- Conclusion of the proof of Lemma A.2: Since ‖q‖H e−
4ζ
p−1 ≤ η10 ϕ¯(q, q)+ Cη e−
8ζ
p−1 from
Lemma A.1, using (2.19), (A.54) and (A.55), we see that (A.46) follows from (A.50). As
for (A.47), one needs in addition to use (A.23) to derive it from (A.51). Using (A.56) and
Lemma A.1, we also get (A.48). Finally, identity (A.49) follows from the second estimate
(already proved) in Lemma 2.3. This concludes the proof of Lemma A.2.
Since we have explained right after the statement of Lemma A.2 how to derive (2.24),
which is the last estimate in Lemma 2.3, this concludes the proof of Lemma 2.3 too.
B Computation tool box
In this section, we recall several estimates from our earlier work, and use them to prove
some estimates related to the solitons κ(d, y) (1.9) and κ∗(d, ν, y) (2.1).
We first recall the following Hardy-Sobolev inequality:
Lemma B.1 (A Hardy-Sobolev inequality). For any v ∈ H0 and γ ≥ 2, we have
‖v‖L2 ρ
1−|y|2
+ ‖v‖Lp+1ρ + ‖v‖Lγ
(1−|y|2)
γ
p−1−
1
2
≤ C‖v‖H0 .
In one space dimension, we further have ‖v(1 − |y|2) 1p−1 ‖L∞ ≤ C‖v‖H0 .
Proof. The first term is bounded by the left-hand side thanks to Appendix B in [42], and
the second thanks to Lemma E.1 in [52]. As for the third, it follows from an intermediate
estimate in that lemma. More precisely,
making the following change of variables:
h(y) = v(z) with
y
|y| =
z
|z| and |y| = ψ(|z|) = 1−
√
1− |z|,
then, introducing a = 2α + 1 = 4p−1 (note that a 6= 1 and a ≥ 0 since 1 < p < 5 and
s
C ≤ ψ(s) ≤ Cs, for all s ∈ (0, 1)), we reduce the aimed identity to the following(∫
|y|<1
|h|γ(1− |y|2)γa/2dy
)2/γ
≤ C
∫
|y|<1
(|∇h|2 + h2) (1− |y|2)ady (B.1)
(see the proof of Lemma E.1 in [52] for details in a similar computation). It happens
that identity (B.1) is true thanks to Lemma E.4 in that paper. This concludes the proof
of Lemma B.1.
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In the following lemma, we recall some properties of the solitons κ(d, y) and κ∗(d, ν, y)
defined in (1.9) and (2.1), in particular some properties related to the Lyapunov func-
tional E(w, ∂sw) defined above in (3.6). This is the statement:
Lemma B.2 (Properties of the solitons). For any |d| < 1, we have:
(i) 1C ≤ ‖κ(d)‖H0 ≤ C.
(ii) For l = 0, 1 and any |y| < 1, |Wl,2(d, y)| ≤ Cκ(d, y) ≤ C(1 − |y|2)−
1
p−1 and
|LWl,1(d, y)−Wl,1(d, y)| ≤ C κ(d,y)1−|y|2 .
(iii) For all ν > −1 + |d| and |y| < 1, we have
κ∗1(d, ν, y) = λ(|d|, ν)κ(d∗, y),
‖κ∗ (d, ν)‖
H
≤ Cλ(|d|, ν) + C1{ν<0}
|ν|√
1− |d|2λ(|d|, ν)
p+1
2 ,
where λ(|d|, ν) is defined in (3.44) and d∗ = d1+ν . In addition, if |ν|1−|d| ≤ 12 , then we have
|λ(d, ν)− 1| ≤ C|ν|1−|d| . Moreover, if µ(d, ν) is introduced in (3.46), then we see that
min
(
µ, µ2
) ≤ λp−1 ≤ max (µ, µ2) . (B.2)
(iv) (Continuity of κ∗ along a given direction) If ω ∈ R2 with |ω| = 1, and (d1, ν1)
and (d2, ν2) satisfy ∣∣∣∣ ν11− |d1|
∣∣∣∣ ≤ 1 and
∣∣∣∣ ν21− |d2|
∣∣∣∣ ≤ 2, (B.3)
then
‖κ∗(d1ω, ν1)− κ∗(d2ω, ν2)‖H
≤ C
(∣∣∣∣ ν11− |d1| −
ν2
1− |d2|
∣∣∣∣+ |arg tanh d1 − arg tanh d2|
)
. (B.4)
(v) For any |d| < 1 and ν > −1 + |d|, we have
E(κ0, 0) ≥ E(κ∗(d, ν)) = E(κ0, 0)
(
p+ 1
p− 1λ
2 − 2
p− 1λ
p+1 +
2
(p − 1)
ν2
(1− |d|2)λ
p+1
)
,
where λ = λ(|d|, ν) is defined in (3.44).
(vi) For all B ≥ 2, if |d| < 1 and −1 + 1B ≤ ν1−|d| ≤ B, then ‖∂νκ∗(d, ν)‖H +
‖∇dκ∗(d, ν)‖H ≤ C(B)1−|d| .
Proof.
(i) From item (iv) in Claim A.2 page 47 in [52] and the definition of the similarity
variables’ version for the Lorentz transform in that paper, we see that 1C ‖κ0‖H0 ≤
‖κ(d)‖H0 ≤ C‖κ0‖H0 , and the result follows.
(ii) The first identity is straightforward from the definitions (2.11) and (1.9). The second
identity follows from the one-dimensional case of the Hardy-Sobolev identity given in
Lemma B.1.
(iii) For the beginning of the item, see item (i) in Lemma A.2 and identity (B.10) in [50].
For estimate (B.2), first write by definitions (3.44) and (3.46) of λ and µ
λ−(p−1) =
(1 + ν)2 − |d|2
1− |d|2 =
(
1 +
ν
1− |d|
)(
1 +
ν
1 + |d|
)
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=
1
µ
(
1 +
(
1
µ
− 1
)
1− |d|
1 + |d|
)
.
Then, according to the position of µ with respect to 1, we may use the monotonicity of
this expression with respect to |d| in order to get (B.2).
(iv) From the remark given around estimate (A.4), this reduces to a one-dimensional
estimate. Hence, Lemma A.2 in [50] applies and gives the result.
(v) By definitions (2.1) and (3.6) of κ∗(d, ν) and E(w, ∂sw), this reduces to the one-
dimensional case, already treated in item (i) in Lemma A.2 page 2878 in [50].
(vi) See Claim F.2 page 81 in [52].
We also recall the following computation table for integrals from [45] and [49]:
Lemma B.3 (Integral computation table).
(i) Consider for some γ > −1 and β ∈ R the following integral
I(δ) =
∫ 1
−1
(1− ξ2)γ
(1 + δξ)β
dy where δ ∈ (−1, 1).
Then, there exists K(γ, β,N) > 0 such that the following limits hold as |δ| → 1:
- if γ + 1− β > 0, then I(δ)→ K,
- if γ + 1− β = 0, then I(δ)| log(1− |δ|)| → K,
- if γ + 1− β < 0, then I(δ)(1 − |δ|)−(γ+1)+β → K.
(ii) For all d ∈ (−1,−12 ], we have |e
4
p−1
ζR¯1,1(δ) + 2
− 2
p−1 c˜|+ |e 4p−1 ζR¯2,±1(δ) + c˜| ≤ e−ǫ¯ζ
for some c˜(p) > 0 and ǫ¯ > 0, where R¯i,θ is defined in (A.29) and ζ = − arg tanh d.
(iii) If p < 2 and γ > 2p−1 , then for |δ + 1| and η small enough, we have B¯(γ, η, δ) ≤ C,
where B¯ is defined in (A.22).
Proof.
(i) See Claim 4.3 page 84 in [45].
(ii) The estimate for R¯1,1(δ) follows with very minor changes from item (iii) of Lemma
E.1 page 644 in [49]. As for R¯2,±1(δ), using the change of variables
Y1 =
δ + y1
1 + δy1
, Y2 =
√
1− δ2
1 + δy1
y2,
we see after sraightforward computations that
R¯1,1(δ) = (1− δ2)
2
p−1
∫
|Y |<1
Y1(1 + δ
2 − 2δY1)−
2
p−1 ρ(Y )dY
R¯2,±1(δ) = (1− δ2)
2
p−1
∫
|Y |<1
Y1(1− δY1 + δ
√
1− δ2Y2)−
2
p−1 ρ(Y )dY.
Introducing the rotation of coordinates
Z1 =
Y1√
2− δ2 −
√
1− δ2
2− δ2Y2, Z2 =
√
1− δ2
2− δ2Y1 +
Y2√
2− δ2 ,
we see that
R¯2,±1(δ) =
(1− δ2) 2p−1√
2− δ2
∫
|Z|<1
(Z1 +
√
1− δ2Z2)ρ(Z)
(1− δ√2− δ2Z1)
2
p−1
dZ
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=
(1 + δ¯2)
2
p−1√
2− δ2
(
1− δ2
1− δ¯2
) 2
p−1
R¯1,1(δ¯),
where δ¯ > −1 is such that 2δ¯
1+δ¯2
= δ
√
2− δ2. This gives 1 + δ¯ = 2(1 + δ) +O(1 + δ)2 as
δ → −1. Since e−2ζ = 1+δ2 +O(1+δ)2 and the same holds between δ¯ and ζ¯ = − arg tanh δ¯,
the estimate for R¯2,±1 follows from the estimate on R¯1,1.
(iii) From the definitions (A.19) and (A.22) of D¯, B¯ and K¯(y), it is easy to see that
D¯ ⊂ {max(|y1|, |y2|) ≤ 910}, hence, using the common denominator for K¯(y), we write
B¯(γ, η, δ) ≤ C
∫
D¯(η)
dy
|K(δy)|
γ(2−p)
γ−2
√
1− |y|2
, (B.5)
where
K(y) = g¯(y2)h(y
2
1)− g¯(y1)h(y22), g¯(ξ) = (1 + ξ)
2
p−1 + (1− ξ) 2p−1 and h(ξ) = (1− ξ) 2p−1 .
Expanding g¯ in powers of ξ, it is easy to see that
g¯(ξ) = g(ξ2),
where g is a convergent power series on the unit disc. Therefore,
K(y) = K∗(y21 , y
2
2), where K
∗(z1, z2) = g(z2)h(z1)− g(z1)h(z2) (B.6)
is C∞. Given z1 and z2 in (0, 1), noting that K∗(z1+z22 ,
z1+z2
2 ) = 0 and applying the
mean value theorem to the function θ 7→ K∗ ((1− θ) (z1+z22 , z1+z22 )+ θ(z1, z2)), we see
that
|K∗(z1, z2)| = |z1 − z2|
∣∣∣∣∂e∗K∗
(
(1− θ∗)
(
z1 + z2
2
,
z1 + z2
2
)
+ θ∗(z1, z2)
)∣∣∣∣ (B.7)
for some θ∗ ∈ [0, 1], where e∗ = (−1, 1). Since p < 2, hence 2p−1 > 2, and for all
z ∈ [0, 99100 ],
∂e∗K(z, z) = −2g(z)h′(z) + 2g′(z)h(z) = −2g¯(
√
z)h′(z) +
g¯′(
√
z)√
z
h(z)
=
4
p− 1
(
(1 +
√
z)
2
p−1 + (1−√z) 2p−1
)
(1− z) 2p−1−1
+
2
(p− 1)√z
(
(1 +
√
z)
2
p−1
−1 − (1−√z) 2p−1−1
)
(1− z) 2p−1
≥ 2β0
for some β0 > 0, we see from (B.7), (B.6) and (A.19) that for |δ + 1| and η > 0 small
enough, we have for all y ∈ D¯(η),
|K(δy)| ≥ β0|y21 − y22|.
Since p < 2 and γ > 2p−1 , hence
γ(2−p)
γ−2 < 1, using this bound and performing a change of
variables y 7→ y¯ =
(
y1+y2√
2
, y1−y2√
2
)
, we see that the integral in (B.5) is uniformly bounded
for |δ + 1| and η > 0 small enough.
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Now, we give some calculations related to the solitons κ(d, y) (1.9). More precisely,
given that ‖κ(d)‖Lp+1ρ ≤ C, for all |d| < 1, thanks to item (i) of Lemma B.2 and the
Hardy-Sobolev inequality of Lemma B.1, it is natural to look for some uniform lower
bound. In the following lemma, we do better, and find an ellipse whose area shrinks to
zero as |d| → 1, and where the Lp+1ρ of κ(d) is constant. This is our statement (from
rotation invariance, we state the result only when the soliton parameter is of the form
(d, 0) with d ∈ (−1, 1)):
Lemma B.4 (A small domain supporting the Lp+1ρ norm of κ(d)). For all d ∈ (−1, 1),
we have ∫
E¯0(d)
κ(de1, Y )
p+1ρ(Y )dY =
∫
|y|< 1
2
κp+10 ρ(y)dy
where the integration domain E¯0(d) ⊂ B(0, 1) is the ellipse centered at (c(d), 0) =
(− 3d4−d2 , 0) whose horizontal axis is 2a(d) = 4(1−d
2)
4−d2 and its vertical axis is 2b(d) =
2
√
1−d2
4−d2
Proof. The result comes from sraightforward calculations based on the following simi-
larity variables’ version of the Lorentz change of coordinates, already introduced in our
earlier work [52]:
y1 =
Y1 + d
1 + dY1
and y2 = Y2
√
1− d2
1 + dY1
.
C Details for the soliton-loosing mechanism and a general-
ized trapping result
Many of our arguments dedicated to the geometry of the blow-up set and the local
behavior come from our earlier work performed in [50] in the one-dimensional case, or
in the higher-dimensional case in [52] (specifically, the trapping result). In order to be
nice with the expert reader, we removed them from the main part of the paper, and
give them here in the Appendix, for the non-expert reader convenience. In fact, in order
to keep the paper into reasonable limits, we will only give the key steps and refere the
reader to our earlier papers for details.
In particular, we give here the proof of Proposition 3.8 and Lemma 3.13.
C.1 Estimates on wx
In this section, we prove Proposition 3.8.
Proof of Proposition 3.8. As we did in the one dimensional case treated in [50], the proof
is done in two steps:
- Using the transformation Tx introduced in (3.38), we bound the H norm of r when
the unit ball is replaced by a smaller set; more precisely, we show the following:
∀s ∈ [s3, sˆleft(x,A)], ‖r(x, s)‖H (y∈B−(s)) ≤ C ‖R(S(x, s))‖H +
C
S
, (C.1)
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where sˆleft(x,A) is defined in (3.81) (depending on A > 0 large enough), B−(s) is some
subset of B(0, 1), R(Y, S) is defined by the following:
R(Y, S) =
(
W (Y, S)
∂sW (Y, S)
)
−
∑
dir∈D
θˆdir
(
κ(d¯(S)eˆdir, Y )
0
)
, (C.2)
and r(x, y, s) by (3.80);
- Then, using our fine knowledge of the the behavior of solutions to equation (1.6) near
a decoupled sum of solitons (see [50]), we finish the proof.
Step 1: Algebraic identities for a partial result
We justify estimate (C.1) here. Let us first derive from the transformation (3.38)
some algebraic identities linking r, R and their derivatives. Then, we will see that the
set B−(s) will naturally emerge from that. More precisely, we claim the following:
Claim C.1 (Transformation of the error terms). It holds that
r1 = (1− T (x)es)−
2
p−1R1, (C.3)
|∇yr1|2 − (y · ∇yr1)2 = (1− T (x)es)−
2(p+1)
p−1
[|∇YR1|2 − (Y · ∇YR1)2 (C.4)
−
(
es(x+ yT (x))
1− T (x)es · ∇YR1
)(
2y + es(x− yT (x))
1− T (x)es · ∇YR1
)]
,
r2 = (1− T (x)es)−
p+1
p−1
[
R2 +
2T (x)es
p− 1 R1 (C.5)
+
xes + yT (x)es
1− T (x)es · ∇YR1
]
+
d¯′(S)
1− T (x)es
∑
dir∈D
Fdir (C.6)
where r = r(x, y, s) defined by (3.80), R = R(Y, S) defined by (3.34), (Y, S) and (y, s)
are linked by (3.38), and
Fdir = θˆdireˆdir·
{
(∇dκ∗1 + xes∂νκ∗1)(d¯(S)eˆdir, νˆdir(x, s), y) (C.7)
−(1− T (x)es)− 2p−1∇dκ(d¯(S)eˆdir, Y )
}
. (C.8)
Proof. See below.
Let us first use this claim to derive estimate (C.1).
Proof of estimate (C.1), assuming that Claim C.1 holds. From Claim C.1, we see that a
good definition for the set B−(s) needed in (C.1) would be the following:
B−(s) = {|y| < 1} ∩ {1− |y|2 ≤ 2(1− |Y |2)} ∩ {x1es ≤ 2(1− |Y |2)}, (C.9)
where Y , y and s are linked by (3.38).
Before proving that, let us just remark that by definition (3.81) of sˆleft(x,A) and the
transformation (3.38), it is easy to see that Y ∼ y and x1es → 0 for s ≤ sˆleft(x,A) and
|x| small enough, hence B−(s) is a non-empty set which is “close” to the unit ball.
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Consider x small enough satisfying (3.78) and (3.79) with ǫ = 12 (see Proposition
3.1). If we consider s ≤ sˆleft(x,A) defined in (3.81), then we see that es ≤ esˆleft(x,A) ≤
1/(|T (x)|( l
p−1
2
C0A
− 1) ≤ CAl− p−12 /x1. Using (3.79), we see that
|xes|+ |T (x)es| ≤ CAl− p−12 . (C.10)
Taking x small enough, we see by definition (C.9) of B−(s) that for all s ∈ [s3, sˆleft(x,A)],
‖r(x, s)‖2
H (y∈B−(s)) ≤ C ‖R(S(x, s))‖2H + C|d¯′(S)|2
∑
dir∈D
‖Fdir‖2H (y∈B−(s)),
where Fdir is defined in (C.7). Using Lemma 3.7, we see that we can use (C.10) and
apply item (vi) of Lemma B.2 to derive that for any direction dir, we have
‖Fdir‖H (y∈B−(s)) ≤ ‖Fdir‖H ≤
C(A)
1− |d¯(S)|
Since
|d¯′(S)|
1− |d¯(S)| ≤
C
S
from (1.11), this concludes the proof of estimate (C.1).
Now, it remains to prove Claim C.1.
Proof of Claim C.1. The proof is the same as in the one-dimensional case given in Claim
B.1 page 2884 in [50]. However, as we mistakenly assumed that the parameter D¯(S) was
constant in the proof of that claim in that paper, we take the opportunity to correct that
mistake here, giving all the details of the proof here.
- Proof of (C.3): If one uses the definitions (3.38), (C.2) and (3.80) of Tx, R(Y, S) and
r(x, y, s), this simply follows by linearity from the identities (3.39) and (3.40).
- Proof of (C.4): It follows from the differentiation of (C.3).
- Proof of (C.5): If d¯(S) was independent from S (as we mistakenly assumed in [50]),
then one would see by definitions (3.34) and (3.43) of R2 and r2, linearity together with
(3.39), (3.40), (3.41) and (C.3) that R2 = ∂SR1 and r2 = ∂sr1. Since this is not true, there
will be a defect related to d¯′(S), which happens to be small, fortunately. More precisely,
using the above-mentioned identities and recalling that κ∗2(d, ν, y) = ν∂νκ
∗
1(d, ν, y) by
definition (2.1), we see that
R2(Y, S) = ∂SR1(Y, S) + d¯
′(S)
∑
dir∈D
θˆdireˆdir · ∇dκ(d¯(S)eˆdir, Y ),
r2(y, s) =∂sr1(y, s)
+
d¯′(S)
1− T (x)es
∑
dir∈D
θˆdireˆdir · (∇dκ∗1 + xes∂νκ∗1)(d¯(S)eˆdir , νˆdir(x, s), y).
Differentiating identity (C.3), we see that
∂sr1(y, s) =(1− T (x)es)−
p+1
p−1
[
∂SR1(Y, S) +
2T (x)es
p− 1 R1(Y, S)
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+
xes + yT (x)es
1− T (x)es ∇YR1(Y, S)
]
.
Using these three identities, we see obtain the result.
This concludes the proof of Claim C.1 and the proof of estimate (C.1) too.
Step 2: Analytic procedure for the full estimate
This analytical procedure follows in all points what we did with multi-solitons in one
space dimension. See Lemma 4.6 page 2864 in [50] for details.
This concludes the proof of Proposition 3.8.
C.2 A generalized trapping result
In this section, we prove Lemma 3.13.
Proof of Lemma 3.13. We will handle separately the two cases ν∗ = 0 and ν∗ 6= 0 below.
Case ν∗ = 0. This is exactly the case treated in [52] and [51], if we remove the first
term from estimate (3.89). Fortunately, the estimate on that term comes from the proof
in [52], as we explain below. Indeed, using the parameter A visible in (3.86), we make
the following 2 observations from the proofs and not just from the statements:
1- From the modulation technique in Appendix D of [52], we define a modulation pa-
rameter d(s) for s ≥ s∗ such that
|ld∗(d(s∗)− d∗)|
1− |d∗| +
|d(s∗)− d∗|√
1− |d∗| ≤ C(A)ǫ¯ and
1
C(A)
≤ 1− |d(s
∗)|
1− |d∗| ≤ C(A).
We claim that |ld(s∗)(d(s∗)− d∗)|
1− |d(s∗)| ≤ C(A)ǫ¯. (C.11)
If |d∗| ≤ 12 and ǫ¯ is small, then this is clear, since we are far from 1.
If 12 < |d∗| < 1 and e¯1(d) = d|d| , then we write
|e¯1(d(s∗))− e¯1(d∗)| ≤ C|d(s∗)− d∗| ≤ Cǫ¯
√
1− |d∗.
Therefore,
|e¯1(d(s∗)) · (d(s∗)− s∗)| ≤ |e¯1(d∗) · (d(s∗)− d∗)|+ |(e¯1(d(s∗))− e¯1(d∗)) · (d(s∗)− s∗)|
≤C(A)ǫ¯(1− |d∗|) + C(A)ǫ¯2(1− |d∗|),
and (C.11) follows.
2- Using the proof of the trapping result in Section 3.2 of [52], we see that
|ld∞(d(s∗)− d∞)|
1− |d∞| +
|d∞ − d(s∗)|√
1− |d∞|
≤ C(A)ǫ¯ and 1
C(A)
≤ 1− |d(s
∗)|
1− |d∞| ≤ C(A).
Arguing as for (C.11), we see that
|ld(s∗)(d(s∗)− d∞)|
1− |d(s∗)| ≤ C(A)ǫ¯. (C.12)
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Using (C.11) and (C.12), we see that
|ld(s∗)(d∗ − d∞)|
1− |d(s∗)| ≤ C(A)ǫ¯,
which yields by the same trick as before,
|ld∞(d∗ − d∞)|
1− |d∞| ≤ C(A)ǫ¯,
and this is precisely the missing estimate in (3.89).
Case ν∗ 6= 0. Simply use the similarity variables’ transformation (1.5) back and
forth in order to reduce to the case ν∗ = 0. For the proof of (3.90), simply note from
the monotonicity of the Lyapunov functional that λ(d∗, ν∗) defined in (3.44) is close
to 1, otherwise, the energy at time s∗ will be less than E(κ0). This is in fact the one-
dimensional argument of [50]. Using the link between the quantity λ(d∗, sˆ∗up) and the size
variable given in (3.45), we see that µ(d∗, ν∗) ∼ 1, which yields that ν∗1−|d∗| is close to 0.
Since the error is propotional to ǫ¯ in all our estimates, this leads exactly to the estimate
in item (iii).
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