The energy distribution of hot electrons produced by a very short, intense laser pulse ͑Iϭ2/4 ϫ10 18 W/cm 2 , 60 fs, ϭ800 nm, obliquely incident p polarized͒ is investigated theoretically via particle simulation and experimentally via measurements of the electron distribution in the MeV region and the Doppler-shifted emission spectrum of fast ions. This energy distribution is shown to be greatly different from the known two-temperature distribution. The hot electrons with energies near the maximal ͑ϳ2 MeV͒ constitute the distribution with an effective temperature T h considerably higher than that of lower-energy electrons, which dominate the emission of energetic ions. The temperature scaling with the laser intensity differs from the known T h ϳI
I. INTRODUCTION
The emission of energetic particles from short-pulselaser-produced plasmas has been the matter of intensive study for the last few years. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] With shorter laser pulses and higher laser intensity, hot electrons, which dominate ion acceleration and x-ray production, [11] [12] [13] [14] constitute an anisotropy distribution 12 that depends not only on the laser intensity but also on the pulse duration. 15 Therefore, the study of the energy distribution of hot electrons becomes important in order to understand mechanisms of laser-plasma interaction.
Usually, the hot electron distribution is characterized by a Maxwell-like distribution with an effective temperature T h having the known dependence on the laser intensity. 16, 17 Such dependence for picosecond laser pulses with irradiance I 2 Ͼ10 18 W m 2 /cm 2 has been verified recently. 6 Though the dependence was close to that given in Ref. 16 , the value of the temperature was much greater, which can be explained by the strong anisotropy of the electron velocity distribution. 12 The scaling obtained in Ref. 6 , was used later for the estimation of K␣ emission from short-pulse-laserproduced plasmas. 18 However, with a very short laser pulse (Ͻ100 fs), the hot electrons can constitute an anisotropy energy distribution with an effective temperature that is considerably less than that of plasmas irradiated by picosecond laser pulses of the same intensity. This originates from the fact that the time of total randomization, which leads to the formation of a Maxwell-like distribution, can be longer than the laser pulse duration. As a result, the characteristics of the ion acceleration, x-ray, and ␥-ray emission can become different from those obtained for laser pulses with a longer duration. Thus, the characterization of hot electrons and energetic ions in short-pulse-laser-produced plasmas through measurements, such as their energy distribution, and its comparison with the theory and calculation are very important to clarify the mechanism of laser-plasma interaction, as well as to determine future prospects for the application of energetic particle sources.
In this paper, we study the interaction of short ͑60 fs, I 2 Ͼ10 18 W m 2 /cm 2 ͒ laser pulses with solids via measurement of the hot electron distribution in the region of energies ͑ϳ1 MeV͒ far larger than T h , along with a collisional particle-in-cell simulation, including plasma ionization. In the experiments, we first measure the distribution of energetic multiple-charged ions emitted from the target using their Doppler shifted spectrum. 11 This emission is dominated by hot electrons with moderate energies ϳ100 keV, so that we can estimate the effective temperature of hot electrons in this energy region. Second, we measure the distribution of the high-energy part of electrons above 0.8 MeV using the electron spectrometer.
II. EXPERIMENT
The experiments are performed with the 10 TW laser ͑UH110͒, 11, 19 which was designed to generate 65 fs pulses at 10 Hz. It employs the standard chirped pulse amplification ͑CPA͒ technique. Ti-sapphire rods are used as the laser medium and the operating wavelength of the system is 790 nm. In order to produce such high-power ultrashort pulses with a a͒ Present address: The University of Tokyo, Graduate School of Engineering, Nuclear Eng. Research Lab., 2-22 Shirakata, Shirine, Tokai-mura, Naka-gun, Ibaraki, 319-1106, Japan. good contrast, the low-energy ultrashort pulse ͑linear p polarized͒ is first stretched up to 300 ps by an aberration-free Offner stretcher. The pulse energy is about 1.8 J after four stages of amplification. Then the compression is performed in a vacuum chamber directly connected to the experimental chamber. The contrast ratio of the laser pulse, measured with a high dynamic cross-correlator, is about 10 Ϫ5 at 1 ps, and about 10 Ϫ7 at several ns. The post-and prepulses amplitudes are less than 10 Ϫ5 . Total energy in the laser pulse was about 800 mJ. The 80 mm diam laser beam was focused with an f /2.35 off-axis parabolic mirror onto various solid targets such as teflon (CF 2 ) n , Al, Ca, and Cu slabs, which were placed at 22.5°to the direction of the incident laser. The 1/ 2 focal spot radius measured in vacuum was about 20-30 m, giving a laser intensity on the target (2 -4)ϫ10 18 W/cm 2 , respectively.
The diagnostic setup is shown in Fig. 1 . Spatially resolved x-ray spectra in the 1-20 A spectral range are obtained using the focusing spectrometer with spatial resolution ͑FSSR-2D͒. Three large aperture (15ϫ50 mm) spherically bent mica ͑two dimensions in the first order of reflection is about 19.91 A͒ crystals with a 150 mm radius of curvature were placed in different experiments at the distances 250-290 mm from the plasma. They covered Bragg angles from 30°up to 46°, which allowed them to receive K␣ spectra as well as spectra of He-and H-like ions. Theoretical spectral resolution /␦ for this type of spectrometer geometry could be more than 10 000, but in the experiment reported herein it was limited to about 2000-3000, due to the limitation of the rocking curve of the crystal for such long wavelengths. The first and second spectrographs have spatial resolution along the target surface and were differently oriented and placed perpendicular ͑90°͒ to the target surface ͓see Fig. 1͑a͔͒ . The third spectrograph is mounted in such a way ͑10°to the target surface͒ that spectrally resolved x-ray images were obtained in the direction of propagation of the laser with about 20 m spatial resolution due to the focusing properties of the spherically bent crystal. Spectra are recorded on RAR 2492 film. The film holder is protected by two layers of 0.8 m polypropylene filters coated with 0.2 m of Al on both sides.
The electron spectrometer is composed of two parallel rectangular magnetic deflectors shielded by an iron box. Electrons entering through a 1 mm aperture follow a hemispheric trajectory before being detected by a 40 mm diam MCP chevron assembly coupled to a phosphor screen. The rear side of the screen is then imaged by a charge coupled device ͑CCD͒ camera with a 45°incidence mirror. The electron kinetic energy is given by
T͑eV͒ϭ mc
where D is the position of the signal at the output of the spectrometer. In order to limit the pressure to the one required for MCP operation, the device is set inside a 460 mm diam vacuum chamber. The 0.18 T magnetic field allows us to record in a single shot electron spectra from 100 keV to 2.2 MeV. The distance between the solid target and spectrometer is 1 m. Since the distance from the source to the spectrometer is much larger than the trajectory inside the spectrometer, the energy resolution is limited by the size of the spectrometer aperture image in the energy dispersion plane rather than by the angular admittance. The uncertainty ⌬T on the electron kinetic energy is thus given by ⌬Tϭ⌬Dϫͱ qT͑eV͒
where ⌬D is the position uncertainty at the spectrometer output ͑1 mm͒ and roughly corresponds to 10% in our experimental condition. This spectrometer was tested on the LSI* Van de Graaff source from 600 keV to 2.2 MeV. The energy distribution bandwidth of the source remains below 15 keV in this range. The dispersion is found to correspond to the one predicted within the spectrometer accuracy. The MCP response is found to be flat in this range. 
III. SIMULATION MODEL
To investigate the process of randomization of the hot electrons and ion acceleration under a short pulse laser, we use a method based on the electromagnetic particle-in-cellFokker-Planck ͑PIC-FP͒ simulation to explore the dynamics of solid density plasmas irradiated by a femtosecond p-polarized, obliquely incident pulse laser. The method employs the Langevin equation to account for the elastic collisions, and the average ion model for plasma ionization, including the ionization due to the laser field ͑optical field ionization, OFI͒ as well as the plasma's. The method conforms to a direct solution of the Fokker-Planck equation. The details of the method can be found in Ref. 20 . To solve the Maxwell equations, we use the two waves approximation. 20 We include the ionization processes in the PIC simulation by allowing the change of computational particle ͑CP͒ charges. A change in the charge of CPs representing plasma electrons is calculated by the standard electron balance equation in a ''kinetics'' cell, which includes many PIC cells. The OFI is included as a process of successive ionization whose probability depends on the electric field strength, E, and ionization potential of the average ion, I Z , in a ''kinetics'' cell. The average charge of every CP representing ions is used in the equation of motion.
To determine the initial condition for the PIC simulation, we apply the hydrodynamics code HYADES. 21, 15 We calculate the target density, temperature, and ion charge after the laser prepulse for the contrast ratio set 1:10 7 and 4 ns duration. The 1D3V relativistic electromagnetic PIC code with the square current and charge weighting is used to calculate the interaction of an intense obliquely incident p-polarized pulse laser with an overdense plasma. Collisions are computed as an effective force after the calculation of the velocity and the position of the CP. The calculation with movable ions is carried out for a fluorine-like solid target. The laser intensity Iϭ(1 -4)ϫ10 18 W/cm 2 , at ϭ800 nm ͑maximal eE 0 /mc is equal to 0.9͒ is chosen to be constant during the laser pulse and the pulse duration is 65 fs. The test calculation made for an equivalent Gaussian-shape pulse shows no difference in the electron distribution over Ͼ5 keV. The time step is set to 0.03/ pl 0 , where pl 0 is the initial plasma frequency. The number of CPs is Nϭ10 5 per 1 m of the plasma.
IV. RESULTS AND DISCUSSION
Usually, the hot electrons produced during laser-plasma interaction constitute a Maxwell-like distribution with the effective temperature following the simple scaling law, 6, 16, 17 which reflects the change of the laser absorption mechanism. The coefficient a depends on the anisotropy of the electron distribution. 12 For a long laser pulse, the electron distribution is isotropic due to elastic collisions. In this case, the average energy of hot electrons ͗͘ϭ3T h /2 and aϭ30, while for a short laser pulse, the electrons acquire energy in the direction perpendicular to the target surface only, and ͗͘ϭT h /2 with aϭ100. This means that for a laser pulse with Iϭ4 ϫ10
18 W/cm 2 and a duration of 60 fs, the temperature of the hot electrons with energy Ͼ10 keV should be about T h ϳ400 keV.
The time-integrated electron energy distribution from 1 keV to 2 MeV calculated for laser intensity Iϭ4 ϫ10 18 W/cm 2 is given in Fig. 2 . This distribution exhibits several groups of hot electrons with different temperature. ͑The calculation is performed, including the solid part of the target that leads to the lower temperature in the first group reflecting the energy loss in the solid.͒ This means that the processes such as the x-ray emission ͑electron energy range Ͻ30 keV͒, ion acceleration ͑electron energy range ϳ0.1-1.0 MeV, and ␥-ray emission (Ͼ1 MeV) are dominated by electron groups with different temperatures. Hence, the hot electron distribution cannot be characterized by one of the mentioned processes. One can see that the lowerenergy electrons have the effective temperature about 100/ 150 keV, and the others, with energies near the maximal, have a temperature of 420 keV, which is about that given by Eq. ͑1͒. The deviation of the lower-energy electron temperature from the scaling law given by Eq. ͑1͒ is explained from the fact that the laser pulse is too short for full randomization of hot electron energies, which gives a Maxwell-like distribution with an effective temperature from Eq. ͑1͒. At a longer pulse duration, Ͼ100 fs, the temperature of hot electrons would be close to that of the energetic part. However, according to calculations, even the effective temperature of energetic electrons (ϳ1 MeV) does not follow the scaling T h ϳI 1/2 with the laser intensity decrease. This fact is also a consequence of the short duration of the laser pulse.
To verify the conclusions following from the numerical results, several measurements are performed. In this paper, we show that direct measurement of the velocity distribution of energetic ions and electrons (ϳ1 MeV) can provide enough information on the hot electron distribution if combined with the PIC simulation.
In Ref. 15 , spectra of K␣ and bremsstrahlung emission have been used to explore the distribution of the hot elec- trons in a plasma produced by a very short laser pulse. However, these methods cannot be applied to measurement of the hot electrons emitted outward. They give poor accuracy in the detection of hot electrons in the high-energy tail, so that direct measurements of the velocity distribution of energetic electrons is the only way to understand the process of hot electron generation. We also suggest the spectroscopy measurement of multiple-charged ion emission for an estimation of the effective temperature of hot electrons that dominate the ion acceleration (Ͻ1 MeV) and for comparison measured spectra with those from the PIC calculation. Following Ref. 17 and Ref. 11, we can assume the self-similar velocity distribution for accelerated ions,
where A is a constant, C s ϭ(zT/M i ) 1/2 is the sound speed, with T the electron temperature, and z and M i charge and mass of ions, respectively. One can see that the distribution is sensitive to the electron temperature. Hence, the blue-shifted radiation of such ions can be used for an estimation of the effective temperature of hot electrons dominating the ion acceleration. However, if the measurement is spatially and temporally integrated, one cannot numerically reproduce using Eq. ͑2͒ the central part of the spectral line shape that is determined by processes in the dense part of plasmas. The minimal energy of ions that can be involved in the diagnostics depends on experimental conditions.
The typical results of measurement of the line spectra of fluorine is shown in Figs. 3͑a͒ and 3͑b͒ for the He ␣ line. In contrast to the spectra recorded in the direction parallel to the target surface ͓Fig. 3͑b͔͒, the spectra recorded in the direction perpendicular to the target surface ͓Fig. 3͑a͔͒ show a strong asymmetrical feature. The blue wing of the spectra are produced by Doppler shifted radiation of energetic ions emitted from the target. 11 The energetic ion velocity distribution obtained from the measurement at different laser intensity is shown in Fig. 3͑b͒ . We can make the estimation of hot electron temperature in the plasma, assuming that the velocity distribution of ions is the self-similar one given by Eq. ͑2͒. The Doppler line shape for the distribution of has the following form: . ͑b͒ The effective temperature of energetic electrons versus the laser intensity; filled circles-experiment; crosses-PIC calculation.
where s ϭ 0 C s /c. Upon fitting the spectral lines by the distribution ͑3͒ with s as a parameter, we can determine the ion sound speed for the blue and red parts of the spectra and then the temperature of electrons dominating plasma expansion. Thus, from the blue part of the spectra we find T B (4 ϫ10 18 )ϭ140 keV, T B (2.6ϫ10 18 )ϭ123 keV, and T B (1.3 ϫ10 17 )ϭ94 keV. The dependence T B (I) is close to the known approximation given by Eq. ͑1͒ for the temperature of the hot electrons with aϭ30. This dependence seems to correspond to an isotropic velocity distribution, although, for the laser intensity used, the distribution must be anisotropy with coefficient aϳ100. However, these results agree well with the PIC calculation, as seen from the electron distribution presented in Fig. 2 . We attribute this to the transient character of the hot electron energy distribution. The hot electrons are not completely accelerated through the interaction with the plasma waves during the laser pulse if the pulse is short enough. With a longer pulse, the distribution leads to the Maxwell-like, with the effective temperature given by Eq. ͑1͒, as has been observed in Ref. 6 .
One can see that the fitting becomes wrong in the central part of the spectral line. Since the measurement is time integrated, the central part of the spectral line is dominated by the radiation of the dense part of the plasma with a weaker Doppler shift and of less energetic ions produced during the relaxation of hot electrons after the laser pulse. The minimal ion energy we can use for the estimation is above 50 keV. For all laser intensities, the maximal ion energy, which can be spectrally detected over the noise, exceeds 1 MeV.
The energy distribution of hot electrons emitted from teflon in the MeV region is shown in Fig. 4͑a͒ . The effective temperatures of MeV electrons are far larger than the temperatures obtained from the ion spectra for all laser intensities ͓see Fig. 3͑b͔͒ . This temperature varies from 250 to 400 keV while, again, the hot electron temperature obtained from the ion spectra increases from 100 to 140 keV. The numerical energy distribution for the laser intensity Iϭ4 ϫ10 18 W/cm 2 , also given in Fig. 4 , agrees with the measured one. From 0.8 to 1.5 MeV, this agreement is pretty good, while at higher energies the calculated number of electrons is ten times less than the experimental one. This might be due to poorer statistics for the particle simulation. The calculated effective temperatures of energetic electrons are close to that measured for the laser intensity from 1.3ϫ10 18 to 4 ϫ10 18 W/cm 2 , as seen in Fig. 4͑b͒ . However, neither theoretical dependence on the laser intensity nor the experimental one follows the scaling given by Eq. ͑1͒.
A short-pulse-laser-produced plasma is an efficient source of K␣ emission. [2] [3] [4] [5] [7] [8] [9] [10] 15 Typical time-integrated, spatially resolved spectra of K␣ from Al, Ca, and Cu solid targets obtained in this experiment are shown in Fig. 5 . We make the calculation of the efficiency of K␣ emission and the number of irradiated photons for different materials by using a Monte Carlo simulation code. This code, the timeindependent, coupled electron/photon Monte Carlo code of the TIGER series, 22 is used to simulate the interaction of hot electrons with the solid target. The code uses the elaborate ionization/relaxation model including K, L1, L2, L3, M, and N shells to treat the range of the 1-10 keV x rays. In the present work, we use the ACCEPTP code, 23 which is valid for problems with axial symmetry, without magnetic and electric fields. The results of calculation are presented in Fig. 6 . According to the results, the optimal laser intensity for K␣ emission in the range over 3 keV is about Iϳ10 18 W/cm 2 . At lower laser intensity, the hot electron temperature is too small for efficient excitation of the inner shell. At higher laser intensity, the electron penetration depth becomes too long, and the K␣ emission is absorbed in the target before being emitted from the surface. The use of the distribution of hot electrons produced by a very short laser pulse gives more efficient x-ray emission. 15 This is explained by the fact that electrons with smaller energy generate K␣ photons near the target surface. In Fig. 6͑c͒ , we present the total number of K␣ photons irradiated from Al, Ca, and Cu targets calculated with the electron distribution from the PIC calculation and a Maxwell-like distribution with the effective temperature given by Eq. ͑1͒ with aϭ100 ͑see Ref. 18͒. The number of K␣ photons is considerably higher for the distribution after a short laser pulse. The spatial distribution of K ␣ emission, though having a narrow maximum at the laser spot, as seen in Fig. 5 , is considerably wider than the laser spot. Since the total size of the K ␣ emission spot decreases with the K ␣ wavelength ͑from Al to Cu͒, we attribute this to the fountain effect originating from the potential difference between the target and the plasma corona produced by the laser prepulse. The discussion of this effect as irrelevant to the hot electron distribution is out of scope of this paper.
V. CONCLUSION
We have investigated, via the direct spectroscopic measurement and PIC simulation, the transient character of the energy distribution of hot electrons produced during the interaction of an intense femtosecond p-polarized laser pulse with solid targets. This distribution cannot be characterized by the one temperature distribution. While the temperature of hot electrons dominating the emission of ions with energy up to several MeV is considerably low, T h ϳ100-140 keV, the effective temperature of the energetic tail is three times higher. The scaling of the hot temperature has been found to be different from the known T h ϳI 0.5 . The method used for hot electron measurement along with the PIC calculation is useful for studying of the process of hot electron relaxation in plasmas irradiated by very short laser pulses and the consequent emission of energetic ions.
