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Analiza iznimno rijetkih dogadaja, odnosno precizna procjena njihovih vjerojatnosti,
od velike je vazˇnosti u mnogim podrucˇjima. Primjerice, imovina osiguravajuc´eg
drusˇtva, tj. odnos izmedu nakupljenih premija i zahtjeva za isplatom, modelira se sto-
hasticˇkim procesom. Rijetki dogadaji od vazˇnosti su vjerojatnost propasti u nekom
zadanom vremenu i vjerojatnost ultimativne propasti, pri cˇemu pod propast podrazu-
mijevamo da je iznos zahtjeva za isplatom vec´i od sakupljenog kapitala od premija. U
telekomunikacijskim mrezˇama s komutacijom paketa, meduspremnici koji pohranjuju
dijelove paketa su ogranicˇene velicˇine, radi smanjenja varijacije kasˇnjenja prilikom sla-
nja, primjerice, videa u realnom vremenu. U slucˇaju preljeva meduspremnika dolazi
do gubitka podataka. Protok podataka kroz meduspremnik modelira se redovima
cˇekanja te je od velike vazˇnosti znati vjerojatnost gubitka. Komunikacijske sustave
cˇesto karakteriziraju rijetki dogadaji, poput nedostupnosti sustava (vjerojatnost da
neki produkt ne radi u odredenom vremenu), cˇija je vjerojatnost tipicˇno manja
od 10−5.
Iznimno rijetki dogadaji zanimljivi su jer se cˇesto povezuju s katastrofalnim pos-
ljedicama. Mozˇemo govoriti o prirodnim katastrofama kao sˇto su jak potres, tsunami
ili udar asteroida ili o drusˇtvenima kao sˇto su teroristicˇki cˇin, krah burze i slicˇno. Pre-
cizna procjena vjerojatnosti rijetkih dogadaja stoga mozˇe biti od zˇivotne vazˇnosti. U
navedenim je primjerima vec´i problem modelirati ponasˇanje tih procesa, odnosno
pretpostaviti vjerojatnosnu distribuciju ukljucˇenih varijabli. U ovom radu pretpos-
tavljat c´emo da nam je distribucija modela poznata. Vjerojatnosti koje nas zanimaju
tada je teoretski moguc´e izracˇunati, primjerice, numericˇkim metodama, no takve pro-
cjene uglavnom su racˇunalno vrlo zahtjevne ako zˇelimo dobiti odredenu preciznost.
Stoga se primjena puno viˇse oslanja na stohasticˇke simulacije.
Osnovni Monte Carlo algoritam pokazuje se problematicˇnim u slucˇaju rijetkih dogadaja,
zbog velike relativne pogresˇke tog procjenitelja. Pokusˇamo li, primjerice, procijeniti
vjerojatnosti reda velicˇine 10−9, u prosjeku bismo trebali izvesti milijardu simulacija
samo da bi se dogadaj jednom pojavio, a ako bismo htjeli neki razuman pouzdani
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interval, broj se penje i do 1018 simulacija, sˇto postaje kompjuterski neizvedivo u ra-
zumnom vremenu. U ovom radu prikazat c´e se neke tehnike kojima se ovaj problem
mozˇe izbjec´i, a posebna pozornost pridana je uzorkovanju po vazˇnosti (importance
sampling).
Rad se sastoji se od tri poglavlja. U prvom poglavlju navode se neki opc´eniti rezultati
iz teorije vjerojatnosti i slucˇajnih procesa koji se koriste kasnije u radu. Takoder je
objasˇnjen problem kod simulacije rijetkih dogadaja osnovnim Monte Carlo algorit-
mom, te su obradene neke tehnike redukcije varijance procjenitelja, s naglaskom na
uzorkovanje po vazˇnosti. U drugom i glavnom poglavlju nalazi se pregled osnovnih
algoritama za simulaciju rijetkih dogadaja u slucˇaju distribucija lakog i tesˇkog repa.
Dokazana su razna teorijska svojstva svih algoritama, a kroz cijelo poglavlje protezˇe
se mnosˇtvo primjera koji cˇitatelju olaksˇavaju razumijevanje algoritama. U trec´em
poglavlju pojasˇnjena je implementacija algoritama na nekoliko stvarnih primjera, a
zatim su izneseni rezultati simulacija u MATLAB-u.
Rad se temelji na poglavlju o simulaciji rijetkih dogadaja u knjizi Stochastic simu-
lation Assmusena i Glynna [4], te donosi pregled osnovnih algoritama za simulaciju
rijetkih dogadaja. Vazˇno je napomenuti da je ovo podrucˇje koje se stalno sˇiri, te
stoga postoji mnogo algoritama koji u radu nisu obradeni. Ipak, vec´ina njih temelji
se na idejama prikazanima u ovom radu, posebno uzorkovanju po vazˇnosti.
Poglavlje 1
Opis problema i motivacija
1.1 Uvodni rezultati
U ovom dijelu nalaze se neki rezultate iz teorije vjerojatnosti, mjere i slucˇajnih procesa
koje c´emo koristiti u drugom poglavlju.
Definicija 1.1. Neka su µ i ν pozitivne konacˇne mjere na izmjerivom prostoru




gdν, ∀A ∈ F ,




Teorem 1.2. [Kompozicija Radon-Nikodymovih derivacija] Neka su µ i ν konacˇne
















Dokaz. Ovo je standardan rezultat teorije mjere, a dokaz se mozˇe nac´i primjerice u
Folland [7].
Napomena 1.3. Ako su F i F˜ dvije neprekidne funkcije distribucije, postoji izmjerivi
prostor (Ω,F ) i vjerojatnosti P i P˜ na njemu koje su jedinstveno odredene s F i F˜ .
Oznacˇimo li sa f i f˜ pripadne funkcije gustoc´e, Radon-Nikodymovu derivaciju od P
u odnosu na P˜ mozˇemo oznacˇiti s dF
dF˜
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Ako jednakost vrijedi, tada f i g definiraju istu vjerojatnosnu mjeru.






















≤ log 1 = 0,
gdje je {f > 0} = {x : f(x) > 0}. Ako jednakost vrijedi, tada iz druge nejednakosti
mora biti
∫
{f>0} g(x)dx = 1, a iz Jensenove nejednakosti g(X)/f(X) = c, Pf -g.s.
Sada iz
∫
{f>0} cf(x)dx = 1, slijedi da je konstanta c = 1, odnosno g(X) = f(X),










;X ∈ A ∩ {f > 0}
]




sˇto znacˇi da definiraju istu mjeru.
Propozicija 1.5. [Cˇebiˇsevljeva nejednakost kovarijanci] Neka je X realna slucˇajna
varijabla i f i g rastuc´e funkcije. Tada je
E[f(X)g(X)] ≥ Ef(X)Eg(X)
.
Dokaz. Vidi Thorisson [11].
Propozicija 1.6. [Waldova jednakost] Neka je (Yn : n ≥ 1) niz pozitivnih nezavisnih
jednako distribuiranih integrabilnih slucˇajnih varijabli i oznacˇimo µ = EY1. Neka je
T vrijeme zaustavljanja takvo da je ET <∞. Tada je ST = Y1 + · · ·+YT integrabilna
i vrijedi
EST = µET.
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Dokaz. Vidi [12].
Definicija 1.7. Neka je (Ω,F ,P) vjerojatnosni prostor, X slucˇajna varijabla na
tom prostoru i G σ-podalgebra od F . Tada je uvjetno ocˇekivanje od X uz dano G ,
G -izmjeriva funkcija Y za koju vrijedi
E(Y 1G) = E(X1G), ∀G ∈ G .
Slucˇajnu varijablu Y oznacˇavamo s E[X|G ]. Ako su X i Z slucˇajne varijable na istom
vjerojatnosnom prostoru, uvjetno ocˇekivanje E[X|σ(Z)], gdje je σ(Z) = {Z−1(B) :
B ∈ B}, oznacˇavamo s E[X|Z].
Definicija 1.8. Uvjetnu varijancu slucˇajne varijable X s obzirom na Y definiramo
kao
Var(X|Y ) = E[(X − E[X|Y ])2|Y ]. (1.1)
Odmah se vidi da vrijedi
Var(X|Y ) = E[X2|Y ]− (E[X|Y ])2. (1.2)
Propozicija 1.9. Neka su X i Y slucˇajne varijable na vjerojatnosnom prostoru
(Ω,F ,P) neka je G ⊂ F .
(a) Ako je H ⊂ G , vrijedi
E[E[X|G ]|H ] = E[X|H ] g.s.
Posebno, uzmemo li G = {∅,Ω} i H = σ(Y ), dobivamo
E[E[X|Y ]] = E[X]. (1.3)
(b) Vrijedi
Var(X) = E[Var(X|Y )] + Var(E[X|Y ]). (1.4)
Dokaz. (a) Neka je Y = E[X|G ] i Z = E[Y |H ]. Tada je Y G -izmjeriva i za svaki
G ∈ G vrijedi E[Y 1G] = E[X1G]. Takoder, Z je H -izmjeriva (pa i G -izmjeriva
zbog H ⊂ G ) pa za svaki H ∈ H vrijedi E[Z1H ] = E[Y 1H ] = E[X1H ]. Sada
po definiciji uvjetnog ocˇekivanja slijedi tvrdnja.
(b) Iz (1.3) i (1.2) slijedi
Var(X) = E[X2]− (E[X])2 = E[E[X2|Y ]]− (E[E[X|Y ]])2
= E[Var(X|Y )]] + E[(E[X|Y ])2]− (E[E[X|Y ]])2
= E[Var(X|Y )] + Var(E[X|Y ])
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Lema 1.10. Neka je z(x) : R→ (0, 1] funkcija za koju vrijedi z(x)→ 0, kad x→∞.
Neka su Z(x) : R → [0, 1] slucˇajne varijable za koje vrijedi z(x) = EZ(x). Tada su









| log z(x)2| ≥ 1.
Dokaz. Pretpostavimo da vrijedi a). Tada za svaki δ > 0 postoji broj N(δ) takav da:
VarZ(x)
z(x)2−ε
< δ, za x > N(δ).
Posebno, uzmimo 0 < δ < 1. Iz cˇinjenica da su 0 ≤ z(x),VarZ(x) ≤ 1 i logaritam
rastuc´a funkcija negativna na (0,1) te nejednakosti trokuta, za x > N(δ) vrijedi:
VarZ(x) < δz(x)2−ε,
| log VarZ(x)| > | log δ + log(z(x)2−ε)|
| log VarZ(x)|
| log z(x)2−ε| > 1−
| log δ|
| log z(x)2−ε|
Kako gornja nejednakost vrijedi za svaki ε > 0, pusˇtanjem ε→ 0 i uzimanjem lim inf
x→∞
,
zbog | log z(x)| → ∞ slijedi b).
Pretpostavimo sad da vrijedi b). Tada za svaki ε > 0 postoji broj N(ε) takav da je
| log VarZ(x)|
| log z(x)2| ≥ 1− ε, za x > N(ε).
Eksponencijalna i logaritamska funkcija su rastuc´e i logaritam je negativan na (0,1)
pa slijedi da za x > N(ε),










, zbog z(x)→ 0 i pozitivnosti izraza na lijevoj strani slijedi tvrdnja.
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1.2 Monte Carlo
Pretpostavimo da zˇelimo procijeniti vjerojatnost nekog dogadaja A, z = P(A). Ideja
je iz modela simulirati N nezavisnih uzoraka i pri svakoj realizaciji biljezˇiti je li se A
dogodio ili ne. Neka je Zi Bernoullijeva slucˇajna varijabla:
Zi =
{
1, ako se A dogodio u i-tom uzorku
0, inacˇe.







Zakon velikih brojeva garantira nam da zˆ → EZ, odnosno zˆ → P(A) kad
N → ∞. Primijetimo da je EZi = z i σ2 = VarZi = z(1− z), odnosno Ezˆ = z (zˆ je
nepristran procjenitelj) i Varzˆ = z(1−z)/√N . Prirodno je pitati se koliko je zapravo
zˆ blizu tocˇne vrijednosti z, odnosno koliko je nasˇa procjena tocˇna. Pogresˇku Monte
Carlo procjene mozˇemo izraziti na nekoliko nacˇina. Slucˇajne varijable Z1, · · · , ZN su





D−→ N (0, 1). (1.6)
Slijedi da za velike uzorke pogresˇka zˆ − z ima asimptotski normalnu distribuciju
N (0, σ2). Oznacˇimo sa Φ funkciju distribucije jedinicˇne normalne razdiobe. Tada
broj zα za koji vrijedi Φ(zα) = α zovemo α-kvantilom jedinicˇne normalne razdiobe.
Iz (1.6) slijedi da je asimptotska vjerojatnost dogadaja:{
zα/2σ/
√




jednaka Φ(z1−α/2)− Φ(zα/2) = (1− α/2)− α/2 = 1− α. Dakle, interval
Iα = (zˆ − z1−α/2σ/
√
N, zˆ − zα/2σ/
√
N) (1.7)
je asimptotski (1−α)% pouzdani interval za z, zbog P(z ∈ Iα)→ 1−α, za N →∞.










POGLAVLJE 1. OPIS PROBLEMA I MOTIVACIJA 8
je nepristran procjenitelj za σ2 i s2
P−→ σ2. Slijedi da je
(zˆ − z1−α/2s/
√
N, zˆ − zα/2s/
√
N) =: zˆ ± z1−α/2s/
√
N
asimptotski (1 − α)% pouzdani interval za z. Preciznost simulacije sada se mozˇe
izraziti u terminima sˇirine polovice asimptotski pouzdanog intervala. Razlikujemo
dva kriterija za tocˇnost procjene. Pod pojmom apsolutna tocˇnost ε podrazumijevamo
da racˇunamo vrijednost z do na tocˇnost ε, odnosno da zahtijevamo da je apsolutna
pogresˇka |z− zˆ| < ε. Pod pojmom relativna tocˇnost ε podrazumijevamo da racˇunamo
vrijednost z do na tocˇnost ε|z|, odnosno da zahtijevamo da je apsolutna pogresˇka
|z − zˆ|/|z| < ε. Iz (1.7) slijedi da su velicˇine uzorka potrebne za postizanje redom








Najcˇesˇc´e nas zanima 95% pouzdani interval za vrijednost koju procjenjujemo, sˇto
zbog z1−α/2 = 1.96 postaje zˆ ± 1.96σ/
√
N , odnosno potrebne velicˇine uzorka za za-
danu preciznost ε postaju N ≈ σ21.962/ε2 i N ≈ σ21.962/ε2z2.
Pretpostavimo sad da je z = P(A) ≤ 10−3, odnosno da je A rijedak dogadaj. U
slucˇaju rijetkih dogadaja puno bolju informaciju o gresˇci daje nam relativna pogresˇka
u odnosu na apsolutnu. Primjerice, ako je z ≈ 10−3, a nasˇa procjena zˆ = 2·10−3, tada
je apsolutna pogresˇka 10−3 ’mala’, dok je relativna pogresˇka cˇak 100%. Iz prethod-
nih razmatranja vidimo da je velicˇina uzorka potrebna da se dobije relativna tocˇnost
ε, obrnuto proporcionalna ’ucˇestalosti dogadaja’, odnosno sˇto je dogadaj A rjedi,
potreban je vec´i uzorak da bismo postigli zadanu preciznost. Uzmimo primjerice,
da zˇelimo odrediti z ≈ 10−3 do na tocˇnost od ε = 0.01 uz 95% pouzdani interval.
Iz (1.8) slijedi da je velicˇina uzorka potrebna za postizanje relativne tocˇnosti ε,
N ≈ 3.84 ·105σ. Za σ2 = z(1− z) kao u nasˇem primjeru, N = 3.84 ·108, a za postiza-
nje dodatne decimale tocˇnosti potreban nam je josˇ 100 puta vec´i uzorak. Pokusˇamo
li procijeniti josˇ manje vjerojatnosti, primjerice reda 10−9, ovakva simulacija postaje
prakticˇki nemoguc´a.
Uocˇimo da velik utjecaj na pogresˇku procjene ima varijanca procjenitelja σ2. Pre-
ciznije, sˇto je varijanca manja, pouzdani interval je uzˇi, odnosno procjena je tocˇnija.
Takoder, s manjom varijancom, smanjuje se i velicˇina uzorka potrebna za dobiva-
nje odredene tocˇnosti procjene. Stoga c´emo u sljedec´em dijelu razmotriti problem
pronalazˇenja procjenitelja za z manje varijance od opisanog.
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1.3 Tehnike redukcije varijance
Cilj redukcije varijance je pronac´i alternativni procjenitelj vjerojatnosti z = P(A),
koji ima puno manju varijancu od osnovnog Monte Carlo procjenitelja zˆ. Kazˇemo
puno manju, jer smanjenje varijance nema veliku svrhu ako nije znacˇajno. Da bismo
to pokazali, pretpostavimo da smo nasˇli alternativni procjenitelj za P(A), z˜, cˇija je
varijanca 25% manja od varijance Monte Carlo procjenitelja, odnosno σ˜2 = 0.75σ2.















Dakle, pod pretpostavkom da je kompjutersko vrijeme izvrsˇavanja oba algoritma
jednako, uspjeli smo smanjiti velicˇinu uzorka potrebnu za postizanje tocˇnosti ε za
samo 25%. Kako je u praksi redukcija varijance cˇesto algoritamski slozˇeniji postu-
pak i zahtijeva viˇse resursa, ne postignemo li znacˇajno smanjenje varijance cijeli se
postupak zapravo ne isplati. U nastavku c´emo se upoznati s nekoliko metoda reduk-
cije varijance pomoc´u kojih c´emo kasnije konstruirati efikasne procjenitelje rijetkih
dogadaja.
Uzorkovanje po vazˇnosti
Neka je X neprekidna slucˇajna varijabla s funkcijom gustoc´e f(x) i pretpostavimo da
zˇelimo izracˇunati z = P{X ∈ A}. Neka je g(x) funkcija gustoc´e takva da je g(x) > 0
za sve x ∈ A za koje je f(x) > 0. Tada je:









gdje je L(x) = f(x)/g(x) omjer vjerodostojnosti i Eg oznacˇava da uzorkujemo iz
gustoc´e g. Ova jednakost predlazˇe sljedec´u metodu procjene koju zovemo uzorkovanje
po vazˇnosti (krac´e IS, prema eng. importance sampling). Iz gustoc´e g uzorkujemo
X1, · · · , XN i definiramo Z˜i = L(Xi)Zi, gdje je Zi = 1{Xi∈A}. Iz (1.9) slijedi da je
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. U praksi je ona nepoznata, odnosno







Ocˇito za g mozˇemo odabrati bilo koju funkciju koja zadovoljava trazˇeni uvjet. Sta-
vimo li g(x) = g∗(x) = f(x)/z, za x ∈ A i g∗(x) = 0 inacˇe, dobivamo
Z˜i = ZiL(Xi) = 1{xi∈A}
f(xi)
g(xi)
= z, Pf -g.s.
S obzirom da je varijanca konstante 0, uz g∗ se postizˇe maksimalna redukcija va-
rijance. Iako je ocˇito nemoguc´e u praksi uzorkovati iz g∗, jer zahtijeva znanje o
z kojeg zapravo pokusˇavamo procijeniti, gornje razmatranje daje nam dobru pre-
dodzˇbu o tome kakve g trazˇimo. Ideja uzorkovanja po vazˇnosti je odabrati g tako
da se vec´inom uzorkuje iz onog dijela prostora koji najviˇse pridonosi z, tj. koji je
’vazˇan’, pa stoga i naziv uzorkovanje po vazˇnosti.
Usporedimo sada uzorkovanje po vazˇnosti s osnovnom Monte Carlo procjenom. Pri-
sjetimo se, velicˇina uzorka potrebna da bismo dobili relativnu preciznost ε, je N ≈
1.962σ2/ε2z2, gdje je σ2 varijanca slucˇajnih varijabli iz modela. U slucˇaju Monte
Carlo procjenitelja, σ2 = z(1 − z), pa za vrlo male z imamo N ≈ 1.962/ε2z. U
slucˇaju IS-procjenitelja, dobivamo N ≈ 1.962σ2g/ε2z2. Redukcijski faktor je, dakle,
z/σ2g i bit c´e znacˇajan ako je σ
2
g  z. To nam sugerira da bi dobar odabir distribucije
g bio onaj za koju je drugi moment od ZL(X) znacˇajno manji od z.
Generalizirajmo sada ovaj primjer na problem racˇunanja ocˇekivanja neke slucˇajne
varijable. Pretpostavimo da zˇelimo odrediti z = EZ, gdje je Z slucˇajna varijabla na





Pretpostavimo sada da za neku drugu vjerojatnost P˜ na (Ω,F ) vrijedi da postoji
Radon-Nikodymova derivacija L, takva da je
Z(ω)P(ω) = Z(ω)L(ω)P˜(ω), ω ∈ Ω.
Kao gore, vrijedi:






Z(ω)L(ω)P˜(dω) = E˜[ZL]. (1.11)
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Da bismo odredili z, u svjetlu gornjeg primjera, mozˇemo umjesto iz P uzorkovati
Z1L1, · · · , ZNLN iz distribucije P˜ te procijeniti z kao zˆ =
∑N
i=1 ZiLi. Uzorkovanje iz
drugacˇije distribucije zovemo josˇ i promjenom mjere, a P˜, odnosno pripadnu funkciju
distribucije, nazivamo distribucijom vazˇnosti. Ocˇito se za P˜ mozˇe uzeti bilo koja vje-
rojatnost koja zadovoljava trazˇeni uvjet, no nama su zanimljive samo one mjere koje
smanjuju varijancu procjenitelja zˆ. Sljedec´i teorem govori o optimalnoj distribuciji
vazˇnosti.









P(dω), odnosno L∗ =
E|Z|
|Z|
Tada IS-procjenitelj ZL∗ uz P∗ ima manju varijancu nego IS-procjenitelj ZL uz bilo
koju drugu P˜. Ako je Z ≥ 0 P-g.s., onda je P∗-varijanca od ZL∗ 0.







(E|Z|)2] = (E|Z|)2 = (E˜[|Z|L])2 ≤ E˜[(ZL)2],
pa procjenitelj uz P∗ ima manji drugi moment, a time i manju varijancu, naime
Var(X) = EX2 − (EX)2. Ako je Z ≥ 0 P-g.s., tada je L∗ = EZ/Z pa slijedi
Var∗(ZL∗) = Var∗(EZ) = Var∗(z) = 0,
jer je varijanca konstante 0.
Primijetimo da se optimalna distribucija nikada ne mozˇe implementirati u praksi,
buduc´i da nam je potrebno znanje o z, koji upravo i pokusˇavamo procijeniti. No,
gornji teorem daje nam dobru ideju o tome iz kakve bismo otprilike distribucije trebali





odnosno da je P∗(·) = P(·|A). Dakle, za sˇto vec´u redukciju varijance, htjeli bismo
simulirati iz distribucije P˜ koja je sˇto blizˇa uvjetnoj distribuciji uz uvjet da se dani
dogadaj A dogodio. Pogledajmo za kraj josˇ jedan ne sasvim realan, ali zanimljiv
primjer.
Primjer 1.12. Pretpostavimo da zˇelimo simulirati ocˇekivanje slucˇajne varijable X
koja ima eksponencijalnu distribuciju s parametrom 1. Prisjetimo se, gustoc´a slucˇajne
varijable X(λ) s eksponencijalnom distribucijom s parametrom λ je f(x) = λe−λx.
POGLAVLJE 1. OPIS PROBLEMA I MOTIVACIJA 12
Tada je z = EX =
∫∞
0
xe−xdx. Primijenimo li uzorkovanje po znacˇajnosti uz ekspo-

















λ(2−λ)3 , 0 < λ < 2,
∞, λ ≥ 2. (1.12)
Dakle, VarZ(λ) = ∞ za λ ≥ 2. To nam govori da neke promjene mjere mogu biti
jako losˇe. Pretpostavimo da je neki parametar λ∗ optimalan u smislu minimiziranja
varijance. Intuitivno, pomicˇemo li se u ”krivom smjeru”, od λ∗, a ne prema λ∗,
varijance raste i mozˇe postati beskonacˇna. To c´e rezultirati losˇom procjenom z, od-
nosno prevelikim i besmislenim pouzdanim intervalima. U ovom primjeru, optimalan
λ je λ∗ = 1/2 (minimizator drugog momenta u (1.12)) pa uzimamo li distribuciju
vazˇnosti s parametrom λ > 1, pomicˇemo se u ”krivom smjeru”. Kako je EZ(λ) = 1
za svaki λ, za optimalni λ∗ = 1/2, VarZ(λ∗) = 2/λ∗(2−λ∗)3− 1 = 5/27, u usporedbi
s varijancom Monte Carlo procjenitelja VarZ(1) = 1. Vidimo i da za λ < λ∗, za
λ(2− λ)3 < 1 nema viˇse redukcije varijance i VarZ(λ)→∞ kad λ→ 0.
Definicija 1.13. Neka je X slucˇajna varijabla za koju vrijedi EeθX < ∞. Tada
uzorkovanje po vazˇnosti uz distribuciju
Pθ(X ∈ dx) = eθx−κ(θ)P(X ∈ dx),




), zovemo eksponencijalnom promjenom mjere.
Uvjetni Monte Carlo
U ovoj metodi redukcije varijance osnovni Monte Carlo procjenitelj Z zamjenjujemo
sa Zcond = E[Z|G ], gdje je G sigma algebra kao u definiciji 1.7. Radi jednostavnosti
bavit c´emo se procjeniteljem Zcond = E[Z|W ], gdje je W neka slucˇajna varijabla na
istom vjerojatnosnom prostoru kao Z. Primijetimo da zbog b) dijela propozicije 1.9
vrijedi
σ2 = Var(Z) = Var(E[Z|W ]) + E[Var(Z|W )]
= σ2cond + E[Var(Z|W )] ≥ σ2cond, (1.13)
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pa uvjetna Monte Carlo metoda uvijek smanjuje varijancu procjenitelja. Problem je
pronac´i slucˇajnu varijablu W za koju se gornje uvjetno ocˇekivanje mozˇe izracˇunati.





Primjer 1.14. Neka su X1 i X2 nezavisne slucˇajne varijable s distribucijom F i
pretpostavimo da zˇelimo procijeniti vjerojatnost z = P(X1 +X2 > x). Tada je Monte
Carlo procjenitelj Z = 1{X1+X2>x}. Jedna ideja koja se odmah namec´e je za W uzeti
X1, cˇime dobivamo
Zcond = P(X1 +X2 > x|X1) = P(X2 > x−X1) = 1− F (x−X1).
U sljedec´em poglavlju cˇesto c´emo koristiti sljedec´e funkcije i njihova svojstva.
Definicija 1.15. Za slucˇajnu varijablu X definiramo funkciju Fˆ = FˆX sa




i nazivamo je funkcijom izvodnicom momenata.
Propozicija 1.16. Oznacˇimo sa κ(s) = log Fˆ [s]. Tada je κ konveksna funkcija.
Dokaz. Neka je u ∈ [0, 1] i oznacˇimo radi jednostavnosti v = 1 − u. Iz Ho¨lderove
nejednakosti slijedi:



















U ovom poglavlju detaljno razmatramo problem procjene z = P(A), kad je z manji
od 10−3, odnosno A je rijedak dogadaj. Opisat c´emo nekoliko algoritama te razmo-
triti njihovu efikasnost u slucˇajevima distribucija lakog i tesˇkog repa.
U prethodnim poglavljima objasnili smo neke tesˇkoc´e koje se javljaju prilikom simu-
lacije rijetkih dogadaja. Razmotrimo ih detaljnije na sljedec´em primjeru.
Primjer 2.1. Neka je X slucˇajna varijabla s funkcijom gustoc´e f(x) i promotrimo
problem procjene vjerojatnosti z da se X nalazi u nekom skupu A,
z = P{X ∈ A} =
∫ x
−x
1{x∈A}f(x)dx = E[1{X∈A}]. (2.1)
Monte Carlo pristup problemu bio bi, za zadani N , uzorkovati X1, · · · , XN iz gustoc´e






In, gdje je In = 1{Xn∈A}.




Relativna pogresˇka definira se kao omjer standardne devijacije i ocˇekivanja procjeni-











→∞, kad z → 0.
14
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Dakle, relativna pogresˇka je neogranicˇena za rijetke dogadaje.
Pretpostavimo sad da zˇelimo postic´i relativnu preciznost od 10%, u terminima rela-
tivne sˇirine polovice, primjerice 95%-tnog intervala. Po centralnom granicˇnom te-
oremu, procjena za (1−α) · 100% pouzdani interval za z je zˆN ± zα/2
√
z(1− z)/√N ,








Zanima nas koliko velik uzorak trebamo imati da bismo postigli odgovarajuc´u preciz-
nost. Kako zˆN → z kad N →∞, vidimo da je N ≈ 100 · 1.962 · (1− z)/z, odnosno N
je proporcionalan s 1/z. Sˇto je manji z, treba nam vec´i N , a vec´ za z = 10−6, da bi-
smo dobili preciznost od samo 10% (jedna decimala), potreban nam je uzorak velicˇine
3.84 · 108. Za dodatnu decimalu preciznosti, potreban nam je josˇ 100 puta vec´i uzo-
rak, a pokusˇamo li procijeniti vjerojatnosti reda 10−9 dolazimo do velicˇine uzorka reda
1013. Stoga ovakva simulacija nije samo neefikasna, vec´ i prakticˇki nemoguc´a.
Uvedimo sad i formalno nasˇ problem. Neka je A(x) familija rijetkih dogadaja, gdje je
x ∈ (0,∞) ili x ∈ N. Oznacˇimo sa z(x) := PA(x) i neka z(x)→ 0 za x→∞. Za svaki
x neka je Z(x) nepristran procjenitelj za z(x), odnosno EZ(x) = z(x). Algoritam
definiramo kao familiju slucˇajnih varijabli Z(x) koje zadovoljavaju gornje svojstvo.
Htjeli bismo da algoritmi imaju ogranicˇenu relativnu pogresˇku, ili barem da ona raste
vrlo sporo kad x → ∞, odnosno da velicˇina uzorka potrebna da se postigne zadana
relativna pogresˇka sporo raste sˇto je dogadaj rjedi.






Takav algoritam imat c´e svojstvo da velicˇina uzorka N , potrebna da se ostvari zadana
preciznost, ostaje ogranicˇena za x→∞.
Nesˇto slabije svojstvo je logaritamska efikasnost : VarZ(x) → 0 tako brzo da je za










| log z(x)2| ≥ 1. (2.4)
Iako je logaritamska efikasnost slabiji koncept, u prakticˇnom smislu razlika je vrlo
mala, a cˇesto ju je laksˇe dokazati nego ogranicˇenost relativne pogresˇke. Gornje tvrd-
nje obicˇno se, umjesto za VarZ(x), dokazuju za njenu gornju medu EZ(x)2.
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Spomenimo josˇ da se rijedak dogadaj A mozˇe uklopiti u ovo formalno okruzˇenje




, pri cˇemu je Sn suma n nezavisnih
jednakodistribuiranih slucˇajnih varijabli, A mozˇe biti rijedak zbog posljedica zakona
velikih brojeva (n je velik i x je vec´i od ocˇekivanja) ili zbog toga sˇto je x tako velik
da se nx nalazi u repu distribucije od Sn. Stoga oba limesa x → ∞ i n → ∞ mogu
biti relevantna.
Velik dio teorije simulacije rijetkih dogadaja temelji se na uzorkovanju po vazˇnosti
kao nacˇinu za dizajniranje efikasnih algoritama. Podsjetimo se, u prethodnom poglav-
lju pokazali smo da je optimalna promjena mjere uvjetna distribucija uz dani rijetki
dogadaj A; P˜(B) = P(B | A). No, kao sˇto smo i prije razmatrali, nije prakticˇno simu-
lirati iz ove distribucije, s obzirom da je z = P(A) nepoznat. Ideja je dakle odabrati
mjeru P˜ sˇto slicˇniju P(· | A).
U nastavku c´emo obraditi neke algoritme za simulaciju rijetkih dogadaja koji imaju
ogranicˇenu relativnu pogresˇku ili su logaritamski efikasni. Prije toga, pogledajmo
gornja razmatranja na jednostavnom primjeru.
Primjer 2.2. Neka je X geometrijska slucˇajna varijabla na {1, 2, . . . } s vjerojatnosˇc´u
uspjeha pi, tj. P(X = n) = pi(1− pi)n−1. Promatramo
z = P(X ≤ m) =
m∑
n=1
pi(1− pi)n−1 = 1− (1− pi)m, (2.5)
gdje pi = pi(x) i m = m(x) oboje ovise o parametru x, takvom da z = z(x) → 0 za
x→∞. Dakle, (1− pi)m → 1, tj. mpi → 0 iz cˇega slijedi da je z ∼ mpi.
Kako bi efikasno simulirali z, u svjetlu uzorkovanja po vazˇnosti X c´emo simulirati
iz P˜, odnosno odgovarajuc´e geometrijske distribucije s parametrom p˜i. Postavlja se
pitanje, na koji nacˇin izabrati p˜i.















































(1− pi)2m/(1− p˜i)m − 1
(1− pi)2/(1− p˜i)− 1 .
(2.6)
Stavimo li E˜X = m, kako je EX = 1/pi, dobivamo p˜i = 1/m. Iz pi ∼ z/m i razma-















)m ∼ e−1 i 1
1−1/m − 1 ∼ 1m za velike m. Dakle, u ovom slucˇaju
procjenitelj ima ogranicˇenu relativnu pogresˇku.
Ogranicˇenost relativne pogresˇke postiˇze se i uzimanjem p˜i = c/m, za neki c, jer je
tada E˜Z2 ∼ z2(ec − 1)/c2. Optimalan c postiˇze se minimiziranjem (ec − 1)/c2, sˇto
daje c∗ = 1.59. Primijetimo da je uz optimalan c redukcija varijance minimalna;
(e− 1)c∗2/(ec∗ − 1) = 1.12.
2.2 Distribucije lakog repa
U ovom dijelu razmotrit c´emo neke algoritme za simulaciju rijetkih dogadaja u slucˇaju
distribucija lakog repa.
Definicija 2.3. Kazˇemo da je funkcija distribucije F distribucija lakog desnog repa,





Intuitivno, distribucije lakog repa su one kojima repovi opadaju eksponencijalno ili
brzˇe. Najpoznatiji primjeri su eksponencijalna i gama distribucija kojima c´emo se
baviti u nastavku. Na slici 2.1 prikazane su funkcije gustoc´e eksponencijalne distri-
bucije s parametrom λ = 1, normalne distribucije s ocˇekivanjem -1 i varijancom 1, te
gama distribucije s parametrima α = 2 i β = 2.
Neka su X1, X2, . . . nezavisne, jednako distribuirane slucˇajne varijable s funkcijom
distribucije F . Prisjetimo li se definicije 1.15 i propozicije 1.16, funkciju izvodnicu
momenata od Xi oznacˇit c´emo s Fˆ [s] = EesXi i funkcija κ(s) = log Fˆ [s] je konveksna.
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Slika 2.1: Funkcije gustoc´a nekih distribucija lakog repa
Pretpostavljamo da je F distribucija lakog repa, odnosno da je za neke s > 0,





Omjer vjerodostojnosti (dP/dPθ)n iz uzorkovanja po vazˇnosti za X1, . . . , Xn tada je





= e−θSnFˆ [θ]n = e−θSn+nκ(θ),
gdje je Sn = X1 + · · · + Xn. Ako je Zn σ(X1, · · · , Xn)-izmjeriva slucˇajna varijabla,
primjerice Zn =
∑n









POGLAVLJE 2. ALGORITMI 19
Oznacˇimo sa θmax = sup{θ : Fˆ [θ] < ∞}. Za distribucije lakog repa vrijedi
0 < θmax ≤ ∞. Promatrat c´emo one distribucije F za koje vrijedi da Fˆ [θ] ↑ ∞,
kad θ ↑ θmax. Za bolju predodzˇbu pogledajmo graf funkcije izvodnice momenata
Fˆ [θ] i κ(θ) u slucˇaju slucˇajne varijable s negativnim ocˇekivanjem. S γ0 oznacˇili smo
rjesˇenje Fˆ ′[γ0] = κ′(γ0) = 0, odnosno vrijednost koja minimizira Fˆ i κ, a s γ rjesˇenje
od κ(γ) = 0, odnosno Fˆ [γ] = 1, razlicˇito od nule.
Vazˇno je uocˇiti da je,









Stoga je µθ < 0, kad je θ < γ0, µθ > 0 za θ > γ0 i µγ0 = 0.













]− log Fˆ [s] = κ(s+ θ)− κ(s).
(2.10)
Siegmundov algoritam
Promotrimo sada sljedec´u diskretnu slucˇajnu sˇetnju (Xn, n ∈ N), Sn = X1 + · · ·+Xn.
Neka je F distribucija od Xi i pretpostavimo da F nije koncentrirana na (−∞, 0] te
da je EXi < 0. Zˇelimo procijeniti
z(x) := P(τ(x) <∞), gdje je τ(x) = inf {n : Sn > x}
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u slucˇaju da je x jako velik, odnosno z(x) mali. Kao sˇto c´emo vidjeti, ovaj problem
ima veliku primjenu u racˇunanju tzv. vjerojatnosti propasti (eng. ruin probabilities).
Implementiramo li uzorkovanje po vazˇnosti s eksponencijalnom promjenom mjere,
iz (2.8) dobivamo









Pretpostavimo da postoji γ > 0, takav da je Fˆ [γ] = 1, odnosno κ(γ) = 0. Znamo da
je κ konveksna, κ(0) = 0 i κ′(0) = EX < 0 po pretpostavci problema. Uzimamo li u
obzir distribucije F za koje Fˆ [θ] ↑ ∞ za θ ↑ θmax, jer je κ padajuc´a u 0 i konveksna,
slijedi da postoji γ > 0, takav da je κ(γ) = 0, odnosno Fˆ [γ] = 1. Sada mora
vrijediti da je κ rastuc´a u γ, odosno da je κ′(γ) = EθX ≥ 0 tj. Pθ(τ(x) < ∞) = 1.
Primijetimo da to odgovara razmatranjima u prvom poglavlju, kako je optimalna
distribucija vazˇnosti ona koncentrirana na podrucˇje u kojem se nalazi nasˇ dogadaj.
Za takav θ, (2.11) postaje





Stoga z(x) mozˇemo procijeniti osnovnom Monte Carlo metodom, simulirajuc´i Z(x) =
Lτ(x),θ iz Pθ.
Pokazat c´e se da je γ upravo optimalna vrijednost za θ. Stavimo li ξ(x) = Sτ(x) − x,
u ovom slucˇaju (2.12) postaje
z(x) = P(τ(x) <∞) = Eγe−γSτ (x) = e−γxEγe−γξ(x) (2.13)
Dokazat c´emo da ovaj algoritam ima ogranicˇenu relativnu pogresˇku. Za dokaz je
kljucˇna Crame´r Lundbergova aproksimacija koju ovdje iskazujemo u odgovarajuc´oj
formi, a dokaz se mozˇe nac´i u Asmussen [1].
Teorem 2.4. [Crame´r Lundbergova aproksimacija] z(x) ∼ Ce−γx, kad x→∞, gdje
je C = Eγe−γξ(∞).
Teorem 2.5. Algoritam Z(x) = e−γxe−γξ(x), simuliran iz Pγ ima ogranicˇenu relativnu
pogresˇku.
Dokaz. Po Crame´r Lundbergovoj aproksimaciji
z(x) = EγZ(x) ∼ Ce−γx
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i
EγZ(x)2 = e−2γxEγe−2γξ(x) ∼ C1e−2γx.
Po Jensenovoj nejednakosti, (EγZ(x))2 < EγZ(x)2, odnosno C2 < C1 pa stoga















C2/C. Kako C3 ne raste s x→∞, relativna pogresˇka je ogranicˇena.
Pogledajmo kako izgleda ova optimalna promjena mjere na jednostavnom primjeru.
Primjer 2.6. Neka je F distribucija normalne razdiobe s negativnim ocˇekivanjem i
varijancom 1, odnosno N(−µ, 1), µ > 0. Tada je






































Sada γ koji minimizira Fˆ mora zadovoljavati −µγ + γ2/2 = 0, iz cˇega slijedi γ = 2µ









= Fˆ [s+ γ] = eµs+s
2/2.
Dakle, Fγ ∼ N(µ, 1).
Optimalna promjena mjere u Siegmundovom algoritmu
Promotrimo sada algoritam uzorkovanja po vazˇnosti uz neku proizvoljnu distribuciju
vazˇnosti F˜ , ne nuzˇno iz eksponencijalne familije. To znacˇi da simuliramoX1, . . . , Xτ(x)
iz F˜ i definiramo procjenitelj Z(x) sa
Z(x) := Lτ(x)(F |F˜ ) = dF
dF˜
(X1) · · · dF
dF˜
(Xτ(x)), (2.14)
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gdje je dF/dF˜ Radon-Nikodymova derivacija u svjetlu napomene 1.3.
Teorem 2.7. Algoritam dan u (2.14) je logaritamski efikasan ako i samo ako je
F˜ = Fγ.
Dokaz. Dovoljnost je dokazana u teoremu 2.5 za jacˇu tvrdnju - ogranicˇenost rela-
tivne pogresˇke. Pretpostavimo da F˜ 6= Fγ, ali da je algoritam u (2.14) logaritamski
efikasan. Po kompoziciji Radon-Nikodymovih derivacija (Teorem 1.2) slijedi











































= − log dF˜
dFγ
(Xi)− 2γXi.
Trec´a jednakost slijedi iz definicije eksponencijalne promjene mjere i γ. Oznacˇimo li
ε′ = −Eγ log dF˜
dFγ
(Xi),
iz propozicije 1.4 slijedi da je ε′ > 0. Sada imamo
EγKi = ε′ − 2γEγXi = ε′ − 2γµγ,
gdje je µγ = µFγ > 0, zbog razmatranja prije teorema 2.5. Kako su K1, · · · , Kτ(x)
nezavisne i jednako distribuirane, iz Jensenove nejednakosti i Waldove jednakosti
(1.6) slijedi
E˜Z(x)2 ≥ eEγ(K1+···+Kτ(x)) = e(ε′−2γµγ)Eγτ(x).
Po zakonu velikih brojeva Eγτ(x)/x→ 1/µγ, pa pomoc´u Crame´r Lundbergove aprok-
simacije (2.4) slijedi da za ε′′ takav da 0 < ε′′ < ε′, 0 < ε < ε′′/γµγ vrijedi:























Dakle, relativna pogresˇka je neogranicˇena, odnosno algoritam nije logaritamski efika-
san, sˇto je u kontradikciji s pretpostavkom.
Slozˇeni Poissonov proces
Jedan od vazˇnih primjera rijetkih dogadaja su vjerojatnosti propasti u teoriji ri-
zika. Osnovni model u modeliranju rizika osiguranja je Crame´r-Lundbergov mo-
del koji pretpostavlja sljedec´u situaciju. Neka trazˇene isplate osiguranja dolaze po
Poissonovom procesu (Nt, t ≥ 0) s parametrom λ. Neka su trazˇeni iznosi isplata
X1, X2, . . . nenegativne nezavisne jednakodistribuirane slucˇajne varijable s distribu-
cijom F i pretpostavimo da je Nt nezavisan od X1, X2, . . . . Tada mozˇemo promatrati
ukupno potrazˇivanje u nekom vremenu, primjerice u jednoj godini (broj isplata u





Rijedak dogadaj koji c´emo promatrati je A(x) = {C > x} za velike x, odnosno
vjerojatnost da je ukupan broj trazˇenih isplata iznimno velik sˇto je vrlo nepogodno za
osiguravajuc´e drusˇtvo. Pokazat c´emo da je i u ovom slucˇaju uzorkovanje po vazˇnosti
uz eksponencijalnu promjenu mjere logaritamski efikasno, pod nekim uvjetima na
distribuciju F . Primijetimo da pod gornjim pretpostavkama, uz iste oznake kao u
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prijasˇnjim razmatranjima, vrijedi










e−λ = log(eλFˆ [α]e−λ)
= λ(Fˆ [α]− 1).
Uz eksponencijalnu promjenu mjere s distribucijom vazˇnosti Fθ(dx) = e
θxF (dx)/Fˆ [θ],
iz (2.10) slijedi
κθ(α) = κ(α + θ)− κ(θ) = λ(Fˆ [α + θ]− Fˆ [θ]) = λθ(Fˆθ[α]− 1),
gdje je λθ = λFˆ [θ]. Uz ovu notaciju, klasicˇna Esscherova aproksimacija (vidi Jensen
[8]) za z(x) je






U svjetlu prijasˇnjih razmatranja o optimalnoj promjeni mjere, θ = θ(x) c´emo odrediti
kao rjesˇenje od EθC = x, odnosno x = κ′(θ) = λFˆ ′[θ].
Esscherova aproksimacija (2.15) zahtjeva neke uvjete na gustoc´u f , koji su detaljno
opisani u [8]. Pokazuje se da je bilo koji od sljedec´a dva uvjeta dovoljan.
A: f(x) ∼ c1xα−1eδx, x→∞
B: f(x) = q(x)eh(x), gdje je q(x) ogranicˇena i h(x) konveksna na intervalu
oblika [x0, x
∗), gdje je x∗ = sup{x : f(x) > 0}. Takoder mora vrijediti∫∞
0
f(x)mdx <∞, za neki m ∈ (1, 2).
Teorem 2.8. Pretpostavimo da vrijedi ili A ili B. Tada je procjenitelj
Z(x) = e−θC+κ(θ)1{C>x} za z(x) logaritamski efikasan.
Dokaz. Ovdje donosimo kratke crte dokaza, a svi detalji dani su u Jensen [8].





















































Fˆ ′′[θ]) = o(θx− κ(θ)). (2.16)
U slucˇaju A, θmax = δ i integriranjem se dobije
Fˆ [θ] ∼ c1
(δ − θ)α , Fˆ
′[θ] ∼ c2
(δ − θ)α+1 , Fˆ
′′[θ] ∼ c3
(δ − θ)α+2 , θ ↑ θmax.
Kako je θ = θ(x) ↑ θmax = δ <∞, za x→∞ dobivamo
θx− κ(θ) = θλFˆ ′[θ]− λ(Fˆ [θ]− 1) ∼ c
(δ − θ)α+1 .
Sada se lako dobije (2.16).
U slucˇaju B vrijedi θmax = +∞ i mozˇemo pisati





















gdje smo iskoristili formulu za parcijalnu integraciju i propoziciju 1.5. U [8] je poka-
zano da je Fˆ ′′[θ] reda velicˇine κ′(θ)2κ(θ), sˇto je O(κ′(θ)3). Kako je
log(θκ′(θ)3/2) = o(θκ′(θ)), slijedi (2.16).
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Prosˇirimo sada Crame´r Lundbergov model na sljedec´i nacˇin. Promatramo proces




Xi, t ≥ 0,
gdje su velicˇine zahtjeva Xi nezavisne jednako distribuirane slucˇajne varijable s dis-
tribucijom F . Pretpostavljamo i da su one nezavisne od vremena dolazaka zahtjeva
Tn, danih sa
T0 = 0, Tn = W1 + · · ·+Wn, n ≥ 1,
gdje su Wn nezavisna jednako distribuirana pozitivna vremena cˇekanja. Tada je pro-
ces broja zahtjeva N(t) = #{n ≥ 1 : Tn ≤ t} nezavisan od Xi. Pretpostavimo
takoder da se premije konstantno akumuliraju po stopi c, odnosno po linearnoj funk-
ciji p(t) = ct, te da je pocˇetna imovina osiguravajuc´eg drusˇtva u. Tada proces rizika
definiramo kao
U(t) = u+ p(t)− C(t), t ≥ 0.




U(t) ≤ 0) = P(τ <∞), za τ = inf{t > 0 : U(t) < 0}.
S obzirom na konstrukciju procesa rizika U , propast se mozˇe dogoditi jedino u vre-
menima dolaska zahtjeva t = Tn, buduc´i da je funkcija U(t) linearno rastuc´a na
intervalima [Tn, Tn+1). Vjerojatnost propasti stoga mozˇemo izraziti pomoc´u vremena































U zadnjem koraku iskoristili smo cˇinjenicu da je N(Tn) = #{i ≥ 1 : Ti ≤ Tn} = n
g.s., buduc´i da smo pretpostavili da su Wi > 0. Stavimo li
Zn = Xn − cWn, Sn = Z1 + · · ·+ Zn, n ≥ 1, S0 = 0,
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za τ(u) = inf{n : Sn > u}.
Primjer 2.9. Pretpostavimo sada da u osiguravajuc´em drusˇtvu zahtjevi za isplatom
dolaze po Poissonovom procesu s parametrom λ, a velicˇine zahtjeva Xi su nezavisne
eksponencijalno distribuirane slucˇajne varijable s parametrom ν. Tada su vremena
cˇekanja do dolaska zahtjeva Wi eksponencijalno distribuirana s parametrom λ i ne-
zavisna su od Xi. Vjerojatnost propasti sada mozˇemo procijeniti Siegmundovim al-
goritmom uz odgovarajuc´u distribuciju vazˇnosti. Funkcija izvodnica momenata od
Zi = Xi − cWi dana je sa

























Optimalan parametar distribucije vazˇnosti γ, opet c´emo odrediti kao rjesˇenje od
Fˆ [γ] = 1, te jednostavnim racˇunom dobivamo γ = ν−λ/c. Odredimo sad distribuciju
vazˇnosti pomoc´u njene funkcije izvodnice momenata. Iz (2.10) zbog Fˆ [γ] = 1 te
gornjih razmatranja slijedi
Fˆγ[s] = Fˆ [s+ γ] =
ν


























Zanimljivo, dobili smo da je optimalna distribucija vazˇnosti, distribucija slucˇajne
varijable Zi = cWi −Xi gdje je Wi ∼ Exp(λ), a Xi ∼ Exp(ν), odnosno proces obrnut
onom kojeg simuliramo.
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Teorija velikih devijacija i problem optimalnog puta
Teorija velikih devijacija opc´enito se bavi granicˇnim ponasˇanjem vjerojatnosti rijetkih
dogadaja. Primjena na eksponencijalnu promjenu mjere ima nekoliko varijanti, a
ovdje c´emo razmotriti koncept optimalnog puta. I dalje c´emo se baviti slucˇajnom





oznacˇiti κ(θ) = log Fˆ [θ]. Trebat c´e nam sljedec´a funkcija intenziteta:
I(y) = sup
θ∈Θ
(θy − κ(θ)), y ∈ {κ′(θ) : θ ∈ Θ}.
Radi jednostavnosti pretpostavit c´emo da je Θ otvoren. Tada κ(θ)/|θ| ↑ ∞ kad se
priblizˇavamo rubu od Θ. Slijedi da se supremum postizˇe za neki θ(y) koji zadovoljava
κ′(θ(y)) = y pa je I(y) = θ(y)y − κ(θ(y)).
Vazˇna tvrdnja za eksponencijalnu promjenu mjere u Siegmundovom algoritmu dana
je u sljedec´oj propoziciji.




postiˇze se za y∗ = κ′(γ), gdje je γ pozitivno
rjesˇenje od κ(γ) = 0.
Dokaz. Kad y ↓ 0, odosno κ′(θ(y)) ↓ 0, κ(θ(y)) tezˇi u neku tocˇku minimuma koja
postoji jer je κ konveksna. Takoder, θ(y) je rastuc´a funkcija ogranicˇena odozgo pa
slijedi da I(y)/y → ∞ kad y ↓ 0. Buduc´i da je θ(y) rastuc´a i κ konveksna, vrijedi
da je za velike y, κ(θ(y)) > 0, pa iz (2.17) slijedi da je I(y)/y rastuc´a za velike y pa
minimum postoji. Deriviranjem dobivamo















Izjednacˇimo li zadnju jednakost s 0, dobivamo K(θ(y∗)) = 0 iz cˇega slijedi θ(y∗) = γ,
jer gledamo samo vrijednosti y takve da je y > 0 pa ne ukljucˇujemo θ(y∗) = 0. Iz
defincije y sada odmah slijedi y∗ = κ′(γ).
Jedna od glavnih tema u teoriji velikih devijacija je procijeniti vjerojatnost da slucˇajna
sˇetnja ili neki opc´enitiji proces slijedi neki atipicˇan put. Za diskretnu slucˇajnu sˇetnju
definirajmo put S(n) kao S(n)(t) = Sbntc/n za 0 ≤ t ≤ 1, gdje bxc oznacˇava najmanji
cijeli broj manji od x. Zanima nas vjerojatnost da S(n) slijedi put drugacˇiji od onog
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danog zakonom velikih brojeva ϕ0(t) = µt. Vazˇan rezultat teorije velikih devijacija,
poznat kao Mogulskijev teorem (vidi Bucklew [6]) kazˇe da uz neke uvjete vrijedi







za neke podskupoveF neprekidnih puteva takve da ϕ0 6∈ F . U puno primjera postoji
jedinstveni put ϕ∗ za koji se gornji minimum postizˇe i njega zovemo optimalni put.
Da bismo razumjeli kako slucˇajna sˇetnja u nasˇem primjeru dostizˇe x, optimizirat
c´emo ne samo po ϕ vec´ i po n. Tada x mozˇemo pisati u formi x = ny i uzet c´emo da
je F skup neprekidnih funkcija na [0, 1] takvih da je ϕ(0) = 0, ϕ(1) = y. Sada (2.18)
postaje














ϕ′(t)dt) = I(ϕ(1)− ϕ(0)) = I(y),
gdje jednakost vrijedi ako i samo ako je ϕ′ konstanta, odnosno ϕ(t) = ty. Dakle, za
fiksni n vrijedi




Kako je minimiziranje po n isto kao minimiziranje po y sada iz propozicije 2.10 slijedi
da je se minimum postizˇe za y∗ = κ′(γ). Dakle, najvjerojatniji put kojim slucˇajna
sˇetnja poprima vrijednost vec´u od x je onaj u kojem je







i put je linearna funkcija s nagibom y = κ′(γ), odnosno S(n)(t) = κ′(γ)t. Primijetimo
da je zbog (2.9) ovaj put upravo put dan zakonom velikih brojeva slucˇajne sˇetnje s
distribucijom Fγ iz Siegmundovog algoritma.
Iako su rezultati ovog tipa nesˇto viˇse heuristicˇni od prethodnih (primijetimo da smo
odredili samo ocˇekivanje distribucije vazˇnosti), teorija velikih devijacija jedan je od
najpopularnijih pristupa simulaciji rijetkih dogadaja. Ideja je razumjeti optimalna
svojstva optimalne eksponencijalne promjene mjere za jednostavne probleme i zatim
ih pomoc´u rezultata teorije velikih devijacija generalizirati na slozˇenije probleme.
Viˇse o primjeni teorije velikih devijacija na simulacije mozˇe se pronac´i u Bucklew [6].
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2.3 Distribucije tesˇkog repa
U teoriji vjerojatnosti distribucijama tesˇkog repa smatraju se one distribucije koje
nisu eksponencijalno ogranicˇene, odnosno imaju ”tezˇe” repove od eksponencijalne
distribucije. Ovdje c´emo promatrati klasu subeksponencijalnih distribucija.
Definicija 2.11. Kazˇemo da je funkcija distribucije subeksponencijalna ako za svaki
n ∈ N za nezavisne slucˇajne varijable X1, X2, . . . , Xn s distribucijom F vrijedi
P(X1 + · · ·+Xn > x)
P(X1 > x)
→ n, x→∞. (2.20)





Xi > x|Sn > x
)
→ 1, x→∞.
To je glavna intuicija u pozadini distribucija tesˇkih repova - najvjerojatniji nacˇin
da zbroj slucˇajnih varijabli s tesˇkim repovima postane velik jest da jedna od njih
postane velika, za razliku od slucˇaja lakih repova gdje sve varijable u sumi pridonose
njenoj velicˇini. Sve poznate distribucije tesˇkog repa poput lognormalne, Paretove
ili t-distribucije su subeksponencijalne. Posebno c´emo razmatrati sljedec´e slucˇajeve
subeksponencijalnih distribucija, koje mozˇemo promotriti na slici 2.2.
Definicija 2.12. Kazˇemo da je distribucija F regularno varirajuc´a ako vrijedi
F¯ (x) := 1 − F (x) = L(x)/xα, za α > 0 i L takav da vrijedi L(tx)/L(x) → 1, kad
x→∞ za svaki fiksni t > 0.
Vazˇan primjer regularno varirajuc´e distribucije je Paretova distribucija s gustoc´om
f(x) = α/(1 + x)α+1, 0 < x <∞, odnosno repom 1/(1 + x)α.
Definicija 2.13. Slucˇajna varijabla ima lognormalnu distribuciju ako je
X = eY , gdje je Y normalno distribuirana, Y ∼ N(µ, σ2).
Definicija 2.14. Slucˇajna varijabla ima Weibullovu distribuciju ako je
F¯ (x) = e−cx
β
, za neki 0 < β. U slucˇaju β < 1 distribucija je subeskponencijalna.
Algoritmi za simulaciju rijetkih dogadaja u slucˇaju tesˇkih repova znatno su manje
razvijeni nego u slucˇaju lakih repova. U nastavku c´emo se baviti samo sljedec´im
vrlo jednostavnim problemom. Neka su X1, X2, . . . nezavisne jednako distribuirane
i nenegativne slucˇajne varijable sa subeksponencijalnom funkcijom distribucije F .
Promatrat c´emo problem procjene vjerojatnosti z(x) = P(Sn > x) za velike x, gdje
je Sn = X1 + · · · + Xn. Kako je F subeksponencijalna, iz (2.20) slijedi da je
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Slika 2.2: Funkcije gustoc´a nekih distribucija tesˇkog repa
z(x) ∼ nF¯ (x), no pokazalo se da je takva simulacija u puno slucˇajeva netocˇna.
Za razliku od algoritama u slucˇaju lakih repova, koji se takoder bave racˇunanjem
P(Sn > x), ovdje c´emo se baviti limesom x→∞, umjesto n→∞, kako bi se uklopili
u definiciju subeksponencijalnih distribucija.
Uvjetni Monte Carlo algoritmi
Osnovni Monte Carlo procjenitelj vjerojatnosti gore opisanog dogadaja bio bi
Z(x) = 1{Sn>x}, pa je uvjetni Monte Carlo procjenitelj
P(Sn > x|F ), F ⊂ σ(X1, . . . , Xn).
Prisjetimo se da smo u (1.13) pokazali da je varijanca uvjetnog Monte Carlo procjeni-
telja uvijek manja od varijance osnovnog procjenitelja. Htjeli bismo pronac´iF takvu
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da je redukcija varijance znacˇajna, odnosno da su algoritmi logaritamski efikasni ili
imaju ogranicˇenu relativnu pogresˇku. Jedna ideja je, kao u primjeru 1.14, uzeti u
obzir ishode varijabli X1, . . . , Xn−1, sˇto daje
Z˜1(x) = P(Sn > x|X1, . . . , Xn−1) = F¯ (x− Sn−1).
Dakle, morali bismo generirati samo X1, . . . , Xn−1. Ipak varijanca je i dalje istog reda
velicˇine kao prije - F¯ (x). To se lako vidi jer
EZ˜1(x)2 = E[F¯ (x− Sn−1)2] ≥ E[F¯ (x− Sn−1);X1 > x] = P(X1 > x) = F¯ (x),
gdje druga jednakost vrijedi jer su Xi pozitivne pa ako je X1 > x, tada je Sn−1 > x,
a F¯ (y) = 1 za y < 0. Ovaj algoritam u praksi daje vrlo losˇe rezultate zbog toga
sˇto je prevelika vjerojatnost da neki od X1, . . . , Xn−1 bude prevelik. Assmusen i
Binswanger [2] predlozˇili su da se najvec´i od X1, . . . , Xn odbaci i uvjetuje samo na
preostale. Dakle, generirali bismo X1, . . . , Xn, sortirali ih kao
X(1) < X(2) < · · · < X(n),
izbacili X(n) te formirali procjenitelj kao
Z˜2(x) = P(Sn > x|X(1), X(2), . . . , X(n−1)).
Primijetimo li da vrijedi
P(X(n) > x|X(1), X(2), . . . , X(n−1)) =
F¯ (X(n−1) ∨ x)
F¯ (X(n−1))
,
i oznacˇimo li s S(n−1) = X(1) +X(2) + · · ·+X(n−1), dobivamo
P(Sn > x|X(1), X(2), . . . , X(n−1)) = P(X(n) + S(n−1) > x|X(1), X(2), . . . , X(n−1))
= P(X(n) > x− S(n−1)|X(1), X(2), . . . , X(n−1))
=
F¯ ((x− S(n−1)) ∨X(n−1))
F¯ (X(n−1))
. (2.21)
Pokazuje se da je ovaj algoritam logaritamski efikasan u slucˇaju regularne varijacije
i to je prvi primjer logaritamski efikasnog algoritma u slucˇaju tesˇkih repova. Ovdje
to nec´emo pokazivati (za dokaz vidi Asmussen i dr. [2]), vec´ c´emo obraditi slicˇan
algoritam, poznatiji kao Assmusen-Kroeseov algoritam za koji se pokazalo da daje
bolje teorijske i prakticˇne rezultate. Algoritam se bazira na sljedec´em rezultatu: uz
oznaku Mn = max{X1, . . . , Xn} zbog simetrije vrijedi
z(x) = P(Sn > x) =
n∑
i=1
P(Sn > x,Mn = Xi) = nP(Sn > x,Mn = Xn).
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Dakle, ideja je particionirati u skladu s najvec´im Xi =: Mn i zatim uvjetovati na sve
Xj, j 6= i. Sada iz (2.21) zbog Mn−1 = X(n−1) i S(n−1) = Sn−1 u slucˇaju Mn = Xn
slijedi
Z˜3(x) := nP(Sn > x,Mn = Xn|X1, . . . , Xn−1)
= nP(Sn > x|Mn = Xn;X1, . . . , Xn−1)P(Mn = Xn|X1, . . . , Xn−1)
= n
F¯ ((x− Sn−1) ∨Mn−1)
F¯ (Mn−1)
P(Xn > Mn−1)
= nF¯ ((x− Sn−1) ∨Mn−1).
Teorem 2.15. Procjenitelj Z˜3 ima ogranicˇenu relativnu pogresˇku u slucˇaju regularne
varijacije.
Dokaz. Kako nas zanima vjerojatnost P(Sn > x) kad je x vrlo velik, razumno je
promatrati slucˇaj Mn−1 ≤ x/n. Tada je Sn−1 ≤ (n− 1)x/n, odnosno x−Sn−1 ≥ x/n
pa je Mn−1 ∨ (x− Sn−1) ≥ x/n. Iz definicije regularne varijacije slijedi
EZ˜3(x)2
F¯ (x)2

















sˇto je ogranicˇeno za x → ∞, pa algoritam Z˜3 zaista ima ogranicˇenu relativnu po-
gresˇku.
Mozˇe se pokazati i da je u slucˇaju Weibullove distribucije algoritam Z˜3 logaritamski
efikasan za β < β¯ = log(1.5)/ log(2) = 0.585. Dokaz je nesˇto kompliciraniji i mozˇe se
nac´i u Asmussen i dr. [5].
Algoritmi uzorkovanja po vazˇnosti
I dalje se bavimo istim problemom procjene vjerojatnosti z(x) = P(Sn > x) za
slucˇajnu sˇetnju s negativnim ocˇekivanjem i velike x. Za pocˇetak c´emo razmotriti
uzorkovanje po vazˇnosti u kojem X1, . . . , Xn uzorkujemo iz distribucije vazˇnosti F˜ .
U svojem su radu Asmussen, Binswanger i Højgaard [3] razmatrali slucˇaj u kojem
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F˜ ne ovisi o x. Pokazali su da je dobar izbor za distribuciju vazˇnosti F˜ distribucija
dosta tezˇeg repa od F . Formalnije, oznacˇimo li s f i f˜ pripadne gustoc´e, odabrat
c´emo f˜ tako da vrijedi:
Uvjet 2.16. Funkcija K je subeksponencijalna distribucija s gustoc´om k(x) = c−1f 2(x)/f˜(x),
gdje je c =
∫∞
0




|2 log F¯ (x)| ≥ 1.







Pokazuje se da je taj algoritam logaritamski efikasan.
Propozicija 2.17. Ako vrijedi uvjet 2.16, gornji algoritam je logaritamski efikasan


















· · · f(xn)
2
f˜(xn)2






k(x1) · · · k(xn)dx1 · · · dxn
= cnPk(Sn > x) ∼ ncnK¯(x),
gdje aproksimacija u zadnjem koraku slijedi iz definicije subeksponencijalnih distri-
bucija (2.20). Kako je takoder iz definicije subekponencijalnih distribucija z ∼ nF¯ (x)
i c ne ovisi o x, iz uvjeta (2.16) slijedi da je
lim inf
| logEZ2(x)|
| log z(x)2| ≥ 1,
odnosno algoritam Z(x) je logaritamski efikasan.




(x+ e) log(x+ e)2
, x ≥ 0.
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Primijetimo da je rep ¯˜F (x) = 1/ log(x + e) vrlo tezˇak (slika 2.2). U [3] je pokazano
da u cˇestim slucˇajevima, poput Paretove i Weibullove distribucije, ova distribucija
vazˇnosti zadovoljava uvjet 2.16 pa stoga uzorkovanje po vazˇnosti uz takav F˜ daje
logaritamski efikasnu procjenu za z(x). Vec´ smo ranije razmatrali kako je na skupu
{Sn > x}, tipicˇno X(n) > x, a ostali X(i), za i ≤ n − 1 su mali i neosjetljivi na x.
Algoritam Z(x) na ovom skupu jednak je umnosˇku
∏n
i=1 f(Xi)/f˜(Xi). Izaberemo li
f˜ s puno tezˇim repom od pocˇetne distribucije f , omjer f(X(n))/f˜(X(n)) je malen i
smanjuje se kako x raste, dok se za ostale i ≤ n− 1 omjer f(X(i))/f˜(X(i)) uglavnom
ne mijenja. Stoga je Z(x) za velike x mala i na skupu {Sn > x} ima malu varijancu,
sˇto je upravo ono sˇto zˇelimo od algoritma.
Pokazuje se da iako ima lijepa teorijska svojstva, ovaj algoritam daje slabe rezul-
tate u praksi. Juneja i Shahabuddin [9] predlozˇili su efikasniji algoritam, u kojem
distribucija vazˇnosti f˜ ovisi o x. Ideja je da distribucija vazˇnosti na [x0,∞) ima rep
c1F¯ (x)
θ(x) za θ(x)→ 0 kad x→∞, a na (0, x0) ima gustoc´u c2f(x) uz neke uvjete na
parametre c1 i c2. Ovdje c´emo pokazati ideju algoritma u Pareto slucˇaju, a opc´enita
razmatranja mogu se nac´i u [9].
Primjer 2.18. Neka je f(x) = α/(1 + x)1+α i promatrajmo distribuciju vazˇnosti
f˜(x) = α˜/(1 + x)1+α˜, za α˜ := α˜(x) → 0 kad x → ∞. Definiramo li standardno
procjenitelj uzorkovanja po vazˇnosti kao u (2.22), iz propozicije 2.17 slijedi da je

















∼ 2α(1 + x)−(2α−α˜)−1,
pa c´emo Pk oznacˇiti sa P2α−α˜. Ogranicˇimo li sada P2α−α˜(Sn > x) odozdo i odozgo s
P2α−ε(Sn > x) ∼ n
x2α−ε
i P2α+ε(Sn > x) ∼ n
x2α+ε
,
i pustimo li ε → 0, slicˇno kao u dokazu propozicije 2.17 dobije se da je algoritam
logaritamski efikasan, ako α˜(x) zadovoljava log α˜(x)/ log x→ 0 kad x→∞. Pitanje
koje se postavlja je kako odabrati optimalan α˜. Logicˇno bi bilo uzeti onaj α˜(x) koji
minimizira varijancu procjenitelja Z(x), odnosno minimizira






Pokazuje se da je to α˜∗(x) = n/ log x.
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Spomenimo za kraj josˇ jednu zanimljivu ideju koja se pokazuje najboljom u praksi.
Sjetimo li se rezultata
P(Sn > x) = nP(Sn > x,Mn = Xn),
gdje je Mn = max{X1 . . . Xn}, ideja uzorkovanja po vazˇnosti je sljedec´a. Simuliramo





Mozˇe se pokazati da je ovaj algoritam logaritamski efikasan za subeksponencijalne F
(Asmussen i Kroese [5]).
Poglavlje 3
Simulacije
U ovom poglavlju proucˇit c´emo prakticˇna svojstva algoritama opisanih u drugom
poglavlju na nekim stvarnim primjerima.
Siegmundov algoritam
U drugom poglavlju bavili smo se diskretnom slucˇajnom sˇetnjom (Xn, n ∈ N),
Sn = X1 + · · · + Xn, gdje su X1, . . . , Xn nezavisne jednako distribuirane slucˇajne
varijable s distribucijom F i negativnim ocˇekivanjem EXi < 0. Podsjetimo se,
Siegmundov algoritam rjesˇava problem procjene vjerojatnosti
z(x) := P(τ(x) <∞), gdje je τ(x) = inf {n : Sn > x}
u slucˇaju da je x velik, odnosno kad je ta vjerojatnost vrlo mala. Za Siegmundov
algoritam pronasˇli smo optimalnu distribuciju vazˇnosti uz koju je on logaritamski
efikasan (Teorem 2.7).
Razmatranja u drugom poglavlju vode do sljedec´eg simulacijskog postupka.
1. Odredi rjesˇenje γ > 0 od Fˆ [γ] = 1, odnosno κ(γ) = 0.
2. Postavi S0 = 0. Sve dok je Sn < x stavi
Sn+1 = Sn +Xn+1, n = 0, 1, 2, . . .
gdje su X1, X2, . . . generirane iz distribucije vazˇnosti Fγ. Neka je τ(x)
najmanji n za koji je Sn ≥ x.
3. Stavi Z = e−γSτ(x) .
4. Ponovi korake 2 i 3 N puta te procijeni z(x) kao prosjek nezavisnih
replikacija Z1, . . . , ZN .
37
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Za numericˇku simulaciju prvo c´emo promatrati slucˇajnu sˇetnju u kojoj su skokovi nor-
malno distribuirani s negativnim ocˇekivanjem −µ i varijancom 1, odnosno
Xi ∼ N(−µ, 1), µ > 0. U primjeru 2.6 pokazali smo da je optimalna distribucija
vazˇnosti u ovom slucˇaju upravo N(µ, 1). Algoritam je implementiran u MATLAB-u,
a simulacije su izvedene za dvije razlicˇite vrijednosti parametra µ = −0.5,−1 te za
sedam razlicˇitih vrijednosti x. Rezultati su dani u tablici 3.1, gdje su oznake redom
z(x) - procijenjena vjerojatnost, 95% CI - sˇirina polovice 95% pouzdanog intervala i
RE - relativna pogresˇka.
µ x z(x) 95% CI RE
-0.5 3 2.7863×10−2 7.7947×10−5 0.0014273
-0.5 5 3.7682×10−3 1.0483×10−5 0.0014194
-0.5 8 1.8802×10−4 5.2278×10−7 0.0014186
-0.5 15 1.7133×10−7 4.7933×10−10 0.0014274
-0.5 20 1.1558×10−9 3.2078×10−12 0.001416
-0.5 30 5.2439×10−14 1.4623×10−16 0.0014227
-1 3 7.9491×10−4 4.3046×10−6 0.0027629
-1 5 1.4442×10−6 7.8700×10−8 0.0027804
-1 8 3.5924×10−8 1.9481×10−10 0.0027668
-1 15 2.9927×10−14 1.6248×10−16 0.002770
-1 20 1.3502×10−18 7.3452×10−21 0.0027755
-1 30 2.8057 ×10−27 1.5217 ×10−29 0.0027672
Tablica 3.1: Siegmundov algoritam
Neovisno o velicˇini x-a algoritam se cˇini vrlo preciznim, pouzdani intervali su uski
(sˇirina je uvijek nekoliko redova velicˇine manja od procjene) cˇak i za iznimno male
vjerojatnosti reda 10−27. Primjec´ujemo razliku u relativnoj pogresˇci za razlicˇite pa-
rametre µ, no zanimljivo je da za isti parametar relativna pogresˇka ne raste sa x, vec´
pokazuje vrlo malu varijabilnost.
µ x z(x) 95% CI RE
-0.5 3 2.7820 ×10−2 1.0193× 10−3 0.01869
-0.5 5 3.9000 ×10−3 3.8632 ×10−4 0.05054
-0.5 8 1.4000 ×10−4 7.3332× 10−5 0.26724
Tablica 3.2: Osnovni Monte Carlo algoritam
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Za usporedbu, u tablici 3.2 dani su rezultati osnovnog Monte Carlo algoritma za
neke kombinacije parametara µ i x. S obzirom da su sve simulacije radene uz 105
replikacija, vjerojatnosti manje od 10−5 osnovni Monte Carlo algoritam u prosjeku bi
procjenio s 0 pa one nisu prikazane. Primjec´ujemo da su i Siegmundov i Monte Carlo
algoritam dali slicˇnu procjenu za parametre µ = −0.5, x = 3 kad je vjerojatnost
reda 10−2, no Monte Carlo procjenitelj ima oko deset puta vec´u relativnu pogresˇku
i puno sˇiri 95% pouzdani interval. Takoder, vidimo da se, kako se vjerojatnost koju
treba procijeniti smanjuje, procjene ova dva algoritama sve viˇse razlikuju, a rela-
tivna pogresˇka Monte Carlo procjenitelja raste do cˇak 26% u slucˇaju vjerojatnosti
reda 10−4.
Prisjetimo se sada prosˇirenog modela rizika osiguravajuc´eg drusˇtva opisanog u pri-
mjeru 2.9. Pretpostavit c´emo da su velicˇine zahtjeva za isplatom Xi nezavisne ekspo-
nencijalno distribuirane slucˇajne varijable s parametrom ν, te da su vremena cˇekanja
izmedu zahtjeva Wi nezavisne jednako distribuirane varijable s eksponencijalnom dis-
tribucijom s parametrom λ. Takoder pretpostavljamo konstantnu stopu premije c i
pocˇetnu imovinu osiguravajuc´eg drusˇtva u. Podsjetimo se, problem koji smo rjesˇavali
bio je procijeniti vjerojatnost propasti osiguravajuc´eg drusˇtva, odnosno
P(τ(u) <∞), za τ(u) = inf{n : Sn > u},
gdje je Sn =
∑n
i=1 Zi, za Zi = Xi− cWi. Mozˇe se pokazati (vidi Mikosch [10]) da je u
opisanom slucˇaju eksponencijalno distribuiranih zahtjeva ova vjerojatnost egzaktno
dana s




U primjeru 2.9 odredili smo optimalnu distribuciju vazˇnosti iz Siegmundovog al-
goritma - to je distribucija slucˇajne varijable Zi = cWi − Xi, za Xi ∼ Exp(ν) i
Wi ∼ Exp(λ). Sada mozˇemo usporediti procjenu Siegmundovog algoritma zˆ(x) s
egzaktnom vrijednosˇc´u z(x). U tablici 3.3 dani su rezultati simulacija za razlicˇite
parametre λ, ν i u, dok je stopa premije c postavljena na 2. Cˇini se da tocˇnost
Siegmundovog algoritma u ovom slucˇaju dosta ovisi o parametrima modela. Za λ = 1
procjena je vrlo dobra i egzaktna vrijednost je uvijek unutar 95% pouzdanog inter-
vala, no za λ = 0.8 algoritam ne daje zadovoljavajuc´u procjenu. Primijetimo da u tim
slucˇajevima egzaktna vrijednost nije u 95% pouzdanom intervalu, koji je relativno
uzak, odnosno Siegmundov algoritam je presiguran.
Na slici 3.1 crvenom bojom prikazano je kretanje procjene Siegmundovog algoritma
za z(x) ovisno o broju simulacija N , a plavom bojom kretanje procjene osnovnog
Monte Carlo algoritma. Vjerojatnost koju smo u ovom slucˇaju procjenjivali odgo-
vara parametrima ν = 1, λ = 1 i u = 12 i oznacˇena je crnom iscrtkanom linijom.
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ν λ u z(x) zˆ(x) 95% CI RE
1 1 15 2.7654 ×10−4 2.7752 ×10−4 4.4425 ×10−6 0.008167
1 1 25 1.8633 ×10−6 1.8710 ×10−6 3.0071 ×10−8 0.008199
1 1 50 6.9440 ×10−12 7.0691 ×10−12 1.1019 ×10−13 0.007953
1 0.8 15 4.9364 ×10−5 6.2389 ×10−5 9.8497 ×10−7 0.008055
1 0.8 25 1.2236 ×10−7 1.5656 ×10−7 2.4090×10−9 0.007851
1 0.8 50 3.7430 ×10−14 4.7553 ×10−14 7.4641×10−16 0.008009
0.6 1 65 1.2529 ×10−3 1.2595 ×10−3 5.7902×10−6 0.002346
0.6 1 100 3.7833×10−5 3.7830 ×10−5 1.7846×10−7 0.002407
0.6 0.8 65 1.5069 ×10−6 1.7167 ×10−6 1.1869×10−8 0.003528
0.6 0.8 100 1.3741 ×10−9 1.5620 ×10−9 1.0801×10−11 0.003528
Tablica 3.3: Siegmundov algoritam, vjerojatnost propasti



























Slika 3.1: Graf procjene z(x) u ovisnosti o broju simulacija N
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Vidimo da Siegmundov algoritam puno brzˇe kovergira od Monte Carlo algoritma, koji
tek nakon 20000 replikacija daje priblizˇno tocˇnu procjenu. S obzirom na veliku skalu
grafa na slici 3.1, konvergenciju Siegmundovog algoritma mozˇemo bolje promotriti
na slici 3.2. Primjec´ujemo da algoritam daje vrlo dobru procjenu vec´ za oko 2000
replikacija.
















Slika 3.2: Graf procjene z(x) u ovisnosti o broju simulacija N
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Slozˇeni Poissonov proces
U nastavku c´emo promotriti problem procjene vjerojatnosti
z(x) = P(C ≥ x) = P(X1 + · · ·+XN ≥ x),
gdje su X1, X2, . . . nezavisne jednako distribuirane slucˇajne varijable s distribucijom
F , i N ∼ Poi(λ) nezavisna od Xi. Prisjetimo se, u drugom poglavlju razmatrali smo
ovaj problem u kontekstu osiguranja - varijable Xi predstavljale su zahtjeve za ispla-
tom, N broj isplata u npr. godini dana, a z(x) vjerojatnost da je broj trazˇenih isplata
u godini dana iznimno velik. Uz odredene uvjete iznijeli smo logaritamski efikasan
algoritam za procjenu vjerojatnosti z(x) (vidi Teorem 2.5). Konkretno, razmatranja
u poglavlju 2 vode nas do sljedec´eg simulacijskog postupka.
1. Odredi rjesˇenje θ∗ od λFˆ ′[θ] = x.
2. Simuliraj N ∼ Poi(λFˆ [θ∗]).
3. Generiraj N nezavisnih jednako distribuiranih slucˇajnih varijabli





Postavi C = X1 + · · ·+XN .








Modelirajmo sada na ovaj nacˇin konkretnu situaciju u osiguravajuc´em drusˇtvu. Pret-
postavimo da osiguravajuc´e drusˇtvo s kapitalom od 109 kuna zaprimi u prosjeku λ
zahtjeva za isplatom osiguranja godiˇsnje. Pretpostavit c´emo da broj zahtjeva za is-
platom u jednoj godini N ima Poissonovu distribuciju s parametrom λ, a velicˇine
zahtjeva X1, . . . , XN , mjerene u milijunima kuna, dolaze iz Gama(2, 1) distribucije (s
gustoc´om f(x) = xe−x, x ≥ 0). Zanima nas vjerojatnost da ukupna vrijednost zah-
tjeva u jednoj godini bude vec´a od kapitala s kojim osiguravajuc´e drusˇtvo raspolazˇe,
odnosno
z(x) = P(C ≥ x) = P(X1 + · · ·+XN ≥ 103).
Da bismo proveli simulacijski postupak, prvo trebamo izracˇunati funkciju izvodnicu
momenata slucˇajne varijable X s Gama(2, 1) distribucijom. Ona iznosi:
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Sada je rjesˇenje θ∗ od λFˆ ′[θ] = x, θ∗ = 1 − (2λ/x)1/3, a parametar Poissonove




1− θ∗ − t
)2
,
a to je upravo funkcija izvodnica momenata Gama(2, 1 − θ∗) distribucije. Dakle,
broj zahtjeva N simulirat c´emo iz Poi((λx2/4)1/3) distribucije, a velicˇinu zahtjeva
X1, . . . , XN iz Gama(2, (2λ/x)
1/3) distribucije.
λ z(x) 95% CI RE
200 1.6416×10−43 1.4168×10−44 0.044035
300 3.0335×10−17 1.9843×10−18 0.033375
400 5.0031×10−5 2.1174×10−6 0.021593
Tablica 3.4: Slozˇeni Poissonov proces
U tablici 3.4 dani su rezultati algoritma za tri razlicˇita parametra λ. Primijetimo da
je cˇak i u slucˇaju procjene vjerojatnosti reda 10−43 relativna pogresˇka samo 4%.
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Algoritmi za distribucije tesˇkih repova
U slucˇaju distribucija tesˇkog repa u drugom poglavlju bavili smo se samo sljedec´im
jednostavnim problemom. Neka su X1, X2, . . . nezavisne jednako distribuirane i ne-
negativne slucˇajne varijable sa subeksponencijalnom funkcijom distribucije F . Pro-
matramo problem procjene vjerojatnosti z(x) = P(Sn > x) za velike x, gdje je
Sn = X1 + · · ·+Xn.
Detaljnije smo obradili dva algoritma - jedan koji se temelji na uvjetnoj Monte Carlo
metodi i jedan algoritam uzorkovanja po vazˇnosti.
Podsjetimo se, prvi algoritam bio je
Z˜3(x) := nF¯ (Mn−1 ∨ (x− Sn−1)),
gdje smo s Mn−1 oznacˇili max{X1, . . . , Xn−1}, F¯ (x) = 1 − F (x) i x ∨ y oznacˇava
max{x, y}. Pokazali smo da ovaj procjenitelj ima ogranicˇenu relativnu pogresˇku u
slucˇaju regularne varijacije, te da je logaritamski efikasan u slucˇaju Weibullove dis-
tribucije s parametrom β < 0.585. Simulacijski postupak je sljedec´i:












3. Ponovi korake 1 i 2 N puta te procijeni trazˇenu vjerojatnost kao prosjek N







Drugi algoritam temelji se na uzorkovanju po vazˇnosti uz neku distribuciju vazˇnosti











(x+ e) log(x+ e)2
, x ≥ 0, (3.2)
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odnosno funkcijom distribucije F˜ (x) = 1− log(x+ e) pa c´emo nju koristiti u simula-
cijama. Simulacijski postupak za ovaj algoritam je sljedec´i:








3. Ponovi korake 1 i 2 N puta i procijeni trazˇenu vjerojatnost kao prosjek N







n x z(x) 95% CI RE
6 103 6.1746×10−3 3.4653 ×10−6 2.8634 ×10−4
6 106 6.0004×10−6 1.2405×10−10 1.0547 ×10−5
6 109 6.0000×10−9 1.1112×10−16 9.4490×10−9
10 103 1.0536×10−2 7.9316×10−6 3.8410×10−4
10 106 1.0001×10−5 3.3125×10−10 1.6898×10−5
10 109 1.0000×10−8 5.6120×10−16 2.2863×10−8
Tablica 3.5: Pareto (α = 1), Algoritam 1
n x z(x) 95% CI RE
6 103 6.6129 ×10−3 2.6473×10−4 2.0425 ×10−2
6 106 6.8234×10−6 5.3779×10−7 4.0212×10−2
6 109 5.9429×10−9 6.3588×10−10 5.4591×10−2
10 103 1.2156×10−2 1.1723×10−3 4.9200×10−2
10 106 1.0115×10−5 1.4519×10−6 7.3235×10−2
10 109 1.0120×10−8 8.3126×10−9 1.0863×10−1
Tablica 3.6: Pareto (α = 1), Algoritam 2
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U tablicama 3.5 i 3.6 dani su rezultati simulacija oba algoritma za dvije vrijednosti
n i tri vrijednosti x u slucˇaju Paretove distribucije s parametrom α = 1. Sve simula-
cije radene su uz 105 replikacija. U stupcima se nalaze redom procjena vjerojatnosti
z(x) = P(Sn > x), sˇirina polovice 95% pouzdanog intervala za z(x) (95% CI) i rela-
tivna pogresˇka procjenitelja (RE).
Primjec´ujemo da su procjene algoritama donekle slicˇne, no prvi algoritam daje puno
uzˇe pouzdane intervale i ima (ovisno o parametrima) za nekoliko redova velicˇine manju
relativnu pogresˇku. Zanimljivo je da sˇto je dogadaj rjedi, procjena drugog algoritma
postaje sve nepreciznija, a u slucˇaju n = 10 i x = 109 dolazimo do relativne pogresˇke
od cˇak 10%. Iako smo pokazali da je taj algoritam logaritamski efikasan, cˇini se
da u praksi nije pretjerano koristan. S druge strane, prvi algoritam ocˇito se poka-
zao vrlo uspjesˇnim - sˇirina pouzdanog intervala za nekoliko je redova velicˇine manja
od procjene vjerojatnosti i relativna pogresˇka je vrlo mala. Zanimljivo je da se sˇto
je dogadaj rjedi, taj algoritam doima sigurnijim, odnosno relativna pogresˇka je manja.
Pogledajmo sada rezultate simulacija u slucˇaju Weibullove distribucije s parame-
trom α = 0.5. Drugi algoritam isprobat c´emo s dvije razlicˇite distribucije vazˇnosti:
f˜ iz 3.2 (Tablica 3.8) kao u prosˇlom primjeru i Paretovom distribucijom s parametrom
α = 1 (Tablica 3.9).
I u ovom slucˇaju dobivamo slicˇne rezultate kao kod Paretove distribucije. Drugi
algoritam, bez obzira na odabranu distribuciju vazˇnosti, opet ima vrlo veliku rela-
tivnu pogresˇku, ponekad cˇak 26%. S obzirom da su pouzdani intervali uzˇi i relativna
pogresˇka nesˇto manja ako za distribuciju vazˇnosti odaberemo Paretovu distribuciju,
mozˇda bismo mogli zakljucˇiti da je u ovom slucˇaju Paretova distribucija nesˇto po-
godniji izbor od gore opisane f˜ , no i dalje su rezultati algoritma losˇi i ne bi se trebali
pouzdati u njegovu procjenu. Prvi algoritam daje zadovoljavajuc´e rezultate u po-
gledu pouzdanih intervala i relativne pogresˇke, no mozˇemo primijetiti da su rezultati
bili precizniji u Paretovom slucˇaju, sˇto odgovara teorijskim svojstvima opisanima u
drugom poglavlju.
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n x z(x) 95% CI RE
6 100 5.6026×10−4 4.2476×10−6 0.00387
6 400 1.6700×10−8 5.6814×10−11 0.00174
6 900 6.7660×10−13 1.0712×10−15 0.00081
10 100 1.6874×10−3 1.6747×10−5 0.00506
10 400 3.5922×10−8 2.7794×10−10 0.00395
10 900 1.3080×10−12 2.9902×10−15 0.00117
Tablica 3.7: Weibull (β = 0.5), Algoritam 1
n x z(x) 95% CI RE
6 100 5.6495×10−4 8.5495×10−5 0.07721
6 400 1.4497×10−8 3.8868×10−9 0.13679
6 900 4.9183×10−13 1.6280×10−13 0.16888
10 100 2.2605×10−3 9.9026×10−4 0.22350
10 400 2.5533×10−8 8.9489×10−9 0.17882
10 900 1.3435×10−12 7.0854×10−13 0.26908
Tablica 3.8: Weibull (β = 0.5), Algoritam 2 (f˜)
n x z(x) 95% CI RE
6 100 5.4773×10−4 5.3422 ×10−5 0.04976
6 400 2.2490×10−8 9.3980×10−9 0.21320
6 900 5.086×10−12 1.5733×10−13 0.15781
10 100 1.6665×10−3 2.4679×10−4 0.07556
10 400 2.6652×10−8 8.4347×10−9 0.16147
10 900 9.5671×10−13 3.0688×10−13 0.16366
Tablica 3.9: Weibull (β = 0.5), Algoritam 2 (Pareto (α = 1))
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Sazˇetak
Standardnim Monte Carlo algoritmom tesˇko je precizno procijeniti vjerojatnosti iz-
nimno rijetkih dogadaja zbog velike relativne pogresˇke takvih procjenitelja. Cilj ovog
diplomskog rada bio je prikazati neke od simulacijskih tehnika kojima se taj problem
mozˇe zaobic´i. Naglasak je stavljen na uzorkovanje po vazˇnosti i uvjetne Monte Carlo
metode kao tehnike redukcije varijance procjenitelja. Precizno su definirane mjere efi-
kasnosti algoritama poput ogranicˇenosti relativne pogresˇke i logaritamske efikasnosti.
Opisano je nekoliko algoritama koji se uglavnom bave procjenom vjerojatnosti prela-
ska praga u slucˇajnim sˇetnjama u slucˇajevima distribucija skokova lakog i tesˇkog repa
te su dokazana njihova teorijska svojstva efikasnosti. Algoritmi u slucˇaju distribucija
lakog repa temelje se na eksponencijalnoj promjeni mjere u uzorkovanju po vazˇnosti,
a posebno je obraden Siegmundov algoritam za koji je nadena optimalna distribucija
vazˇnosti. Takoder je spomenuta poveznica s teorijom velikih devijacija. Algoritmi u
slucˇaju tesˇkih repova znatno su manje razvijeni od onih u slucˇaju lakih repova, te
je za njih cˇesto tesˇko pronac´i dobru distribuciju vazˇnosti. U ovom radu obradeni su
neki primjeri algoritama u slucˇaju subeksponencijalnih distribucija (s naglaskom na
Paretovu i Weibullovu distribuciju) koji se temelje na uvjetnoj Monte Carlo metodi
ili uzorkovanju po vazˇnosti. U radu se navodi viˇse stvarnih primjera primjene ovih
algoritama, poput vjerojatnosti propasti u osiguravajuc´im drusˇtvima. Na kraju su
algoritmi implementirani u MATLAB-u te usporedeni u simulacijama. Siegmundov
algoritam pokazao se dobrim i u praksi, dok su za slucˇaj tesˇkih repova bolje rezultate
dali algoritmi uvjetne Monte Carlo metode nego uzorkovanja po vazˇnosti.
Summary
The probability of exceptionally rare events is difficult to estimate accurately using
the standard Monte Carlo algorithm due to a high relative error of such estimators.
The aim of this master’s thesis is to present some simulation techniques which may
overcome this problem, with the emphasis on the importance sampling and condi-
tional Monte Carlo method as variance reduction techniques. Algorithm efficiency
measures, such as the bounded relative error and logarithmic efficiency, are precisely
defined. Several algorithms are described, mainly concerning hitting times probabi-
lities in light and heavy tailed random walks, and their theoretical efficiency proven.
For light tailed distributions, the algorithms are based on the exponential change of
measure in the importance sampling. The Siegmund’s algorithm is presented, for
which the optimal importance distribution has been determined. A brief explanation
of large deviations approach to optimal exponential change of measure is also provi-
ded. Algorithms for heavy tailed distributions are substantially less developed and
it is often difficult to find a good importance distribution. This paper presents some
algorithms in the case of subexponential distributions (with the emphasis on Pareto
and Weibull distribution), which are based on the conditional Monte Carlo method
and importance sampling. Several examples of real life application of the algorit-
hms are discussed, such as ruin probabilities in insurance. Finally, the algorithms
have been implemented in MATLAB and compared in simulations. The Siegmund’s
algorithm has also proven good in practice, whereas in heavy tailed case the condi-
tional Monte Carlo algorithms have shown better performance than the importance
sampling ones.
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