Abstract
Introduction
Cancer, a generic term for a group of more than 100 diseases, is a leading cause of death worldwide. In 2005, cancer accounts for 13% of all deaths in the world [1] . Although there are a number of researchers that have been studying how to specify and identify these tumors for many years, there is no any efficient method for diagnosis or treatment of malignancy. The emergence of the microarray technology allows us to investigate an organism in the molecular level for many thousands of genes simultaneously and understand the mechanisms of life in details [2] .
The microarray data consist of a small and high dimensional data. It is very complex and difficult to analyze. There are many methods to analyze such data, for examples clustering, classification and feature reduction [3] .
Classification is a major challenging problem for cancer microarray data analysis that aims to identify the presence of cancer or to distinguish among specific cancer. The objective of this task is to maximize the classification accuracy. The accuracy is very important issue for diagnosis and treatment of patient with tumor. There are many ways to improve the accuracy of prediction such as feature selection and ensemble approaches [4] [5] [6] [7] [8] .
Recently, the ensemble methods have been proposed as a mean to improve the classification accuracy. A number of classifiers which are different are used together and their outputs are combined to give the result. The performance of the ensemble approaches is significantly better than using any single classifier [5] [6] [7] .
Genetic Programming [9] is an algorithm in machine learning that is widely used in various problem domains including cancer microarray data classification. A number of researches reported that classification by means of genetic programming provide a good result of prediction accuracy, see [8] for example.
In this paper, we propose an ensemble approach to build a genetic programming classifier for cancer microarray data. To build an ensemble, we employ data clustering combined with feature selection and promote diversity among many classifiers. The data clustering is a crucial step in our proposal. It determines that different classifiers will use different features. Therefore, there will be many classifiers that have different point of views. The method was tested on 6 cancer microarray data sets: Lymphoma, Ovarian, Colon, Prostate, Leukemia and Lung data sets.
The rest of paper is organized as follows. Section 2 presents the classification task with Genetic Programming. Section 3 describes the method implemented for the ensemble in this research. Section 4 shows the results of the experiment, and the discussion is presented in Section 5.
Classification by means of genetic programming
Genetic Programming [9] is a search method that imitates natural evolution. It is developed from Genetic Algorithms [10] and is differed by the way the solution is represented in a tree structure instead of a fixed length binary string. The solution comprises of nodes from a function set and a terminal set. A function set is a set of operators designed for the problem such as arithmetic operators, logical operators, and functions. A terminal set is a set of operands of functions such as constants and variables. The algorithm of Genetic Programming is shown in Figure 1 .
Figure 1. The algorithm of Genetic Programming
In a classification task, a solution of Genetic Programming is represented by a classification tree. The tree represented an arithmetic expression or logical expression (in this research we used the arithmetic expression as shown in Figure 2 ). The tree consists of symbols from the function set F and the terminal set T. In our experiment, the function set F comprises of arithmetic operators and the terminal set T comprises of 10 constants and a number of variables defined as follows: F = {+, -, ×, } and T = { 0.. 9, x 1 .. x n }. The variables represent the value of the selected attributes.
To evaluate the fitness of a candidate, its expression is evaluated. The variables (x 1 .. x n ) are data from the microarray data. If the result of evaluating an expression is more than 0, it is classified as Class 1. Otherwise it is classified as Class 2. An expression is evaluated with data from the training set. The total number of the correct classification, C, is counted as the fitness value of the expression. The term 1/size is included as a penalty for the solution that has a large expression and to encourage a compact solution (Eq. 1). The higher fitness value indicates the better solution. The fitness function is defined as follows:
(1)
The population of solutions is evolved by means of genetic operations. Three genetic operators: reproduction, crossover and mutation are used. They sample the current population and generate offspring which become the next generation. A description of the working details of these operators can be found in [8] . Step 2 and 3 in Figure 1 are repeated until the termination criteria are met. A run is limited to the maximum number of generations. Throughout generations, the quality of solutions is improved. The result from each run is different as the search for a solution is probabilistic and the solution for this problem is not unique. We denote classification by means of Genetic Programming GPC (Genetic Programming Classifier). The parameters used in the experiment are shown in Table 1 . 
Method Implemented for The Proposed Ensemble Approach
In the ensemble approach, the key of the success is the variation in the member of ensemble. Each member must provide a good performance. To create the diversity among classifiers, the proposed method selects and distributes different sets of features to different classifiers. Firstly, the features are clustered by K-means clustering method (see [11] for the details of the algorithm). Then, the features are selected by applying SNR ranking. The algorithmic description of our method is as follows: (3) where E i be the training error of GPC i and T i be the sum of SNR score of S i . The class with the highest vote is the output of the ensemble.
Using this method, each set of features S i comprises of informative genes but it differs from the other sets. The learning algorithm like GPC will be trained with difference useful knowledge. As a result, there is diversity among the member of the ensemble of GPC because of the different set of features.
Experimental Results
Six data sets of cancer microarray data from Biomedical Data Analysis web site [12] are used to test the proposed method. The details of each data set are shown in Table 2 .
To evaluate the performance of an ensemble of classifiers, a 10-Fold cross validation method is used. There are N records of data. The records are divided into 10 subgroups with randomly chosen members (without replacement). Nine subgroups are used as training set and the rest subgroup is used as a test set. We exchange a test set of data through all subgroups and evaluate an expression in terms of its accuracy defined as follows:
where N is the total number of test cases, TP is a total number of affected subjects correctly classified, TN is a total number of normal subjects correctly classified, and TP+TN is the total number of subjects correctly classified. The proposed method (denoted ClusSNR) are compared with two other ensembles obtained from conventional methods. The first method uses all genes to build the ensemble (denoted Reg). The second method uses SNR feature selection alone with the best 30 features by SNR score (denoted SNR). We also compare our method with two well-known ensemble methods such as Bagging [13] and AdaBoost [14] . The number of ensemble used in this work is 9. The results are reported from the average of 10 runs. Using 10-fold cross validation, the total number of experiment in each data set is 100. The classification accuracy and its standard deviation are shown in Table 3 .
The results show that the proposed method can provide the best prediction accuracy in all data sets. They also indicate that the standard deviation of the proposed method is small. In some data set such as Colon, Prostate and Leukemia data set, it provides the smallest value of SD.
We also compare our results with the results reported in [5] [6] [7] (only the best of the average value of each reported figure in the paper) on five data sets such as Lymphoma, Ovarian, Colon, Leukemia and Lung data set. The result shows in Table 4 . Although we can not compare the results directly because there are differences in the experiment setting, e.g. the testing method used (leave-one-out, 5-fold or 10-fold) or the training set and the test set generation, the results suggest that our approach can provide a good result for the ensemble of GPC. Especially in the Ovarian and Leukemia data set, the proposed method provides the best result. The results also show that the SD. of the results in our method is smaller than the values reported in [6] (only one of the all three works that reported the SD. value). 
Discussion
In our previous work [4] , K-means clustering and SNR ranking are used in the classification task with very good results in terms of the classification accuracy. We continue to use these techniques in conjunction with an ensemble approaches reported here. Due to clustering technique, features which are similarly expressed will be grouped into the same cluster. Therefore, after applying SNR and selected features with the best score of SNR it is assured that a set of features selected has no redundant features. So, each feature can provide useful information to learning algorithms.
In forming an ensemble, each classifier has received the information from different set of features. The i th classifier received the i th best feature from each cluster. In this way, the diversity of the classifiers is promoted. As a result, we can obtain a good classifier but very different from the others to form the ensemble.
