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Abstract
We consider a divergence-form elliptic difference operator on the
lattice Zd, with a coefficient matrix that is an i.i.d. perturbation of the
identity matrix. Recently, Bourgain introduced novel techniques from
harmonic analysis to prove the convergence of the Feshbach-Schur
perturbation series related to the averaged Green’s function of this
model. Our main contribution is a refinement of Bourgain’s approach
which improves the key decay rate from −2d + ǫ to −3d + ǫ. (The
optimal decay rate is conjectured to be −3d.) As an application, we
derive estimates on higher derivatives of the averaged Green’s func-
tion which go beyond the second derivatives considered by Delmotte-
Deuschel and related works.
1 Introduction
In the late 1950s, De Giorgi, Nash and Moser [13, 28, 26] completed the
classical regularity theory for elliptic and parabolic equations with bounded
and measurable coefficients. Their results include the Ho¨lder regularity of
weak solutions u to the divergence-form elliptic equation ∇∗A(x)∇u = 0
with rough coefficient matrix A(x). Subsequently, it was also shown that
the Green’s function GA(x, y) is controlled by the Green’s function of the
ordinary Laplacian. Specifically, when d ≥ 3, it holds that
|GA(x, y)| ≤ C|x− y|
2−d, (1.1)
for all x, y ∈ Rd; see [23, 3, 4].
When the coefficient matrix A(x) is generated by a stationary random
process, one may consider regularity properties that hold on average or with
high probability; see, e.g., [2, 16, 18, 24]. Here we focus on the averaged (or
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“annealed”) Green’s function E[GA(x, y)], which is translation-invariant in
the sense that
E[GA(x, y)] = G(x− y)
for some function G, cf. (1.7). In this setting, Conlon-Naddaf [9] (see
also [7]) observed that the averaged Green’s function G(x) is continuously
differentiable for x 6= 0 and its derivative satisfies the decay estimate
|∇G(x)| ≤ C|x|1−d,
when working on either Rd or Zd with d ≥ 3. Note that the decay rate
1 − d is optimal in view of the Green’s function of the ordinary Laplacian.
In the discrete setting, [9] also proved that the second derivatives of G are
controlled by Cδ(1 + |x|)
−d+δ for arbitrarily small δ > 0.
Their result was extended by Delmotte-Deuschel [12] who adapted the
classical regularity theory to the random setting. They showed that the sec-
ond derivatives of the averaged Green’s function can actually be controlled
with the optimal decay rate:
|∇αG(x)| ≤ C|x|2−d−|α|, for any multi-index |α| ≤ 2, (1.2)
again on Rd or Zd when d ≥ 3. In fact, [12] establish a stronger version of
(1.2) where one takes the absolute value before taking expectation. More-
over, they have a similar result for d = 2, i.e., (1.2) holds with 1 ≤ |α| ≤ 2, if
the first and second derivatives of G are properly interpreted. In the discrete
case (i.e., on Zd), there is no singularity near the origin and so |x|2−d−|α| can
be replaced by (1 + |x|)2−d−|α| in (1.2).
We mention that the elliptic results presented here have parabolic analogs;
see, e.g., [6, 9, 12, 28].
In the last few years, the derivative estimate (1.2) on the averaged
Green’s function has been generalized to higher moments and to the non-
scalar case [8, 15, 24, 25]. One reason for the continued interest in these
Green’s function estimates is that they have applications to the quantita-
tive theory of stochastic homogenization. Consider for example a family of
equations of the form
∇∗A
(x
ǫ
)
∇uǫ = 0, (1.3)
indexed by ǫ > 0, with a random coefficient matrix A(x). Under certain
assumptions on A(x), it is known that, as ǫ→ 0, a solution uǫ to (1.3) can
be approximated by a solution u to a “homogenized” deterministic constant
coefficient equation. This general phenomenon is called stochastic homog-
enization and has been extensively studied; see [21, 22, 27, 29, 33] and the
more recent works [1, 2, 10, 11, 14, 17, 18, 19, 20]. While stochastic ho-
mogenization furnishes part of our general motivation, we will not directly
discuss it anymore in the following.
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Despite the recent research activities on the averaged Green’s function, it
has been unknown, to the best of our knowledge, whether the optimal decay
rate in (1.2) holds true beyond the second derivatives. A consequence of our
results is that the estimate (1.2) indeed extends to higher order derivatives
for all |α| ≤ d+1, in the discrete setting when A(x) is an i.i.d. perturbation
of the identity matrix.
Our argument is different from those in [9, 12] and is based on the line of
research recently initiated by I.M. Sigal [30] and J. Bourgain [5]. Bourgain
gave a rather precise description of an averaged operator L (whose Green’s
function is exactly the averaged Green’s function G from above), by estab-
lishing the convergence of the Feshbach-Schur perturbation series. Our main
result improves a key decay estimate for L obtained in [5]; see Theorem 1.1
below. The estimate on the higher derivatives of the averaged Green’s func-
tion is a corollary of this main result and is obtained by using standard tools
from Fourier analysis.
We organize this paper as follows. In the remainder of this section, we
give precise statements of our setup and main results and an outline of the
argument. In Section 2, we provide background: (a) We precise operator-
theoretic aspects of the setup, and (b) we recall two key tools introduced in
[5] and state abstract versions to be used later on. We prove our main re-
sults, Theorems 1.1 and 1.8, in Sections 3 and 4, respectively. We prove the
new derivative estimates on the averaged Green’s function, Corollary 1.5, in
the Appendix. In addition, we give proofs of the statements in Section 2 in
the Appendix for completeness.
Notations. Let −∆ = ∇∗∇ be the standard Laplacian on Zd, where
∇ = (∇1,∇2, . . . ,∇d)
T is the discrete derivative. For a function u : Zd → R
or C, it is defined by
∇ju(x) := u(x+ ej)− u(x)
for the j-th standard unit vector ej . We denote by ∇
∗ = (∇∗1, . . . ,∇
∗
d) the
adjoint of ∇, where
∇∗ju(x) := u(x− ej)− u(x).
For a given multi-index α = (α1, · · · , αd) ∈ Z
d, αj ≥ 0, we write |α| =∑d
j=1 αj and ∇
α = ∇α11 · · ·∇
αd
d .
1.1 Statement of main results
We continue with the precise setup of the model. Let d ≥ 2. For each x ∈ Zd
and ω ∈ Ω, an underlying probability space, let A(x) = A(x, ω) be an i.i.d.
perturbation of the identity matrix Id, i.e.,
A(x, ω) := (1 + δσ(x, ω))Id, (1.4)
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where 0 < δ < 1 is a small parameter and {σ(x, ·)}x∈Zd is a bounded family
of real-valued i.i.d. random variables which we normalize by the condition
||σ||L∞(Zd×Ω) ≤ 1. (Our results extend to non-diagonal i.i.d. perturbations;
see Remark 1.4.) The i.i.d. model (1.4) is perhaps the simplest possible
choice for the random coefficient matrix. See [10, Theorem 1.2], where a
corresponding homogenization problem is addressed.
Let L be the corresponding i.i.d. perturbation of the Laplacian on Zd,
i.e.,
L := ∇∗A∇ = −∆+ δ∇∗σId∇. (1.5)
We also write Lω := ∇
∗A(·, ω)∇ to emphasize the dependence on ω ∈ Ω.
The main object of our study is the averaged operator L defined by
L :=
(
E
[
L−1ω
])−1
(1.6)
for d ≥ 3. Here the inverses of Lω and of E [L
−1
ω ] are well-defined for any
0 < δ < 1 as maps between appropriate function spaces; see Sections 2.1
and 2.2 for the details.
The averaged operator L governs the average behavior of solutions: if
uω is the solution to Lωuω = f , then L[Eu] = f . In terms of the Green’s
function, the Green’s function for L is equal to the averaged Green’s function
E[GA(x, y)] discussed earlier. To make this precise, recall that, given any
y ∈ Zd, the Green’s function GA(·,ω)(x, y) for Lω is the unique solution g
y
ω (in
an appropriate ℓp space) to the equation Lωg
y
ω = δy. Similarly, let G(x−y) be
the Green’s function for the translation invariant operator L characterized
by LG = δ0. Then we have
E[GA(·,ω)(x, y)] = E[L
−1
ω δy(x)] = L
−1δy(x) = G(x− y), (1.7)
where L−1ω δy and L
−1δy are some ℓ
p functions. Further explanations are de-
ferred to Section 2.1.
By introducing several novel techniques from harmonic analysis to the
problem, Bourgain [5] recently established the remarkable result that the op-
erator L can be expressed as a convergent perturbation series for sufficiently
small δ > 0, and it admits the representation
L = (1 + δEσ)(−∆) +∇∗Kδ∇. (1.8)
Here, Eσ ∈ R is the expectation of any copy of σ(x, ·) and Kδ = (Kδi,j)1≤i,j≤d
is an operator-valued matrix whose matrix elements Kδi,j are convolution
operators on Zd. Bourgain also proved that the convolution kernel Kδi,j(x) is
controlled by the decaying function (1 + |x|)−2d+ǫ, with ǫ > 0 depending on
δ. This implies that its Fourier transform K̂δi,j belongs to the Ho¨lder space
Cd−1,1−ǫ(Td).
The main result of this paper is the following improved decay estimate
for the convolution kernel.
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Theorem 1.1 (Main result). Let d ≥ 3 and 0 < ǫ < 1. There is a constant
cd > 0 such that the representation (1.8) is valid for any 0 < δ < cdǫ.
Moreover, the convolution kernel of Kδi,j obeys the decay estimate
|Kδi,j(x− y)| ≤ Cdδ
2(1 + |x− y|)−3d+ǫ (1.9)
for all x, y ∈ Zd, with an additional factor of δ2 when x 6= y.
Consequently, the Fourier transform K̂δi,j is an element of the Ho¨lder
space C2d−1,1−ǫ(Td); in particular, it has 2d− 1 continuous derivatives.
Remark 1.2. (i) The exponent −3d + ǫ in (1.9) improves the exponent
−2d + ǫ obtained in [5]. Theorem 1.1 also yields additional factors
of δ and quantifies the dependence on ǫ for the allowed range of δ.
However, it is an interesting open question whether this dependence
on ǫ can be completely removed.
(ii) Our work is motivated by a conjecture of Tom Spencer (private com-
munication), which says that −3d should be the optimal decay rate in
(1.9). Note that our bound (1.9) establishes the conjecture up to an
arbitarily small ǫ > 0. The conjecture is supported by an examination
of the n = 3 term in the perturbation series (1.13), which is the leading
contribution in δ when x 6= y.
Our proof yields a similar result for some regularized versions of Lω,
with bounds that are uniform in the regularizing parameter and in this case
one can include d = 2. For instance, define the operator Lµ,ω := Lω + µI
for each µ > 0. It is strictly positive and therefore invertible on ℓ2(Zd).
We refer the reader to [19, Lemma 4] for a pointwise decay estimate for the
Green’s function of Lµ,ω. We state a version of Theorem 1.1 for the averaged
operator Lµ :=
(
E
[
L−1µ,ω
])−1
. Note that the Green’s function Gµ(x − y)
for the operator Lµ is the averaged Green’s function associated with the
operators Lµ,ω; cf. (1.7).
Theorem 1.3. Let d ≥ 2, µ > 0 and 0 < ǫ < 1. There is a constant cd > 0
such that, any 0 < δ < cdǫ, we may write
Lµ = (1 + δEσ)(−∆) + µI +∇
∗Kδµ∇ (1.10)
for a convolution operator Kδµ = (K
δ
µ,i,j)1≤i,j≤d. The convolution kernel of
Kδµ,i,j obeys the decay estimate
|Kδµ,i,j(x− y)| ≤ Cdδ
2(1 + |x− y|)−3d+ǫ (1.11)
uniformly in µ > 0 for all x, y ∈ Zd, with an additional factor of δ2 when
x 6= y. Consequently, the Fourier transform K̂δµ,i,j is an element of the
Ho¨lder space C2d−1,1−ǫ(Td).
5
We omit the proof of Theorem 1.3 since it is identical to the proof of
Theorem 1.1 modulo the replacement of the positive operator −∆ by the
strictly positive operator −∆µ := −∆+ µI in each step of the proof.
Remark 1.4. It is straightforward to generalize Theorems 1.1 and 1.3 for the
coefficient matrix of the form
A(x, ω) := A0 + δΣ(x, ω). (1.12)
Here, A0 is a positive definite matrix satisfying∑
1≤i,j≤d
ai(A0)i,jaj ≥ c
∑
1≤i≤d
|ai|
2
for some constant c > 0 for any ai ∈ C and Σ(x, ω) = (σi,j(x, ω))i,j is a
symmetric d× d matrix and{
σi,j(x, ·) : 1 ≤ i, j ≤ d, x ∈ Z
d
}
is a family of identically distributed random variables satisfying the following
independence condition: for any 1 ≤ i, j, i′, j′ ≤ d, the random variables
σi,j(x, ·) and σi′,j′(y, ·) are independent if x 6= y. (If complex-valued functions
u : Zd → C are considered, then it is necessary to restrict to Hermitian
matrices Σ, in order to ensure ellipticity.) In this setting, one finds
L = ∇∗EA∇+∇∗Kδ∇
and the operator kernel of Kδ satisfies the bound (1.9).
As a corollary of Theorems 1.1 and 1.3, we establish decay estimates
for the discrete derivatives of the averaged Green’s functions G(x − y) and
Gµ(x − y) for the operators Lω and Lµ,ω, respectively. These estimates
extend the result (1.2) from [9, 12] to higher order derivatives for our choice
of random environment.
Corollary 1.5 (Bounds on the averaged Green’s function). There is a con-
stant cd > 0 such that the following holds for any 0 < δ < cd.
(i) If d ≥ 3, then
|∇αG(x)| ≤ Cα(1 + |x|)
−(d−2+|α|)
holds for any multi-index 0 ≤ |α| ≤ d + 1. Similar estimates hold for
∇αGµ uniformly in µ > 0.
(ii) If d = 2, then
|∇αGµ(x)| ≤ Cα(1 + |x|)
−|α|
uniformly in µ > 0 for any multi-index 1 ≤ |α| ≤ 3.
As a consequence of Theorem 1.1 and Corollary 1.5, we obtain an esti-
mate on the derivatives of the averaged solution E[uω] to Lωuω = f .
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Corollary 1.6. Let d ≥ 3 and let pd be the Hardy-Littlewood-Sobolev expo-
nent, i.e., p−1d = 2
−1+d−1. Assume that f ∈ ℓpd(Zd). For each ω ∈ Ω, there
exists a unique solution uω ∈ ℓ
qd(Zd), q−1d := 2
−1 − d−1 = p′d, to
Lωuω = f
such that |∇uω| ∈ ℓ
2(Zd). The averaged solution can be represented by
E[uω] = L
−1f = G ∗ f.
Moreover, there is a constant cd such that for any 0 < δ < cd, the derivatives
of the average can be estimated pointwise by
|∇αE[uω](x)| ≤ C
∑
y∈Zd
|f(y)|
(1 + |x− y|)d−2+|α|
.
for any multi-index 0 ≤ |α| ≤ d+ 1.
We prove Corollaries 1.5 and 1.6 in the Appendix. For the former, we use
that the Fourier space representations of ∇αG and ∇αGµ can be controlled
via Theorems 1.1 and 1.3.
In the next subsection, we sketch the proof of Theorem 1.1. This ulti-
mately motivates an alternative approach towards Theorem 1.1. We raise a
question regarding that approach and partially answer the question by our
second main result, Theorem 1.8.
In the following, we commonly abuse notation and identify operators
with their kernels, i.e., we do not distinguish notationally between a function
K : Zd × Zd → C and the operator Kf(x) =
∑
y∈Zd K(x, y)f(y). From now
on, C denotes a positive constant that is uniform in all the parameters except
dimension and whose numerical value may change from line to line.
1.2 Outline of the argument
Our proof of Theorem 1.1 relies on the techniques introduced in [30, 5]. We
start by introducing Bourgain’s approach and then briefly explain how we
can refine that argument.
The starting point is the Feshbach-Schur map that yields the perturba-
tion series representation for Kδ
Kδ = δ
∞∑
n=1
(−δ)nPσ(KP⊥σ)n, (1.13)
where P = E[·] and P⊥ = I − P and we introduced the operator-valued
matrix K := ∇(∆)−1∇∗. Here we emphasize that by the operator P⊥σ we
mean the composition of P⊥ and the multiplication operator associated with
σId. See [5] (and also Section 2.2) for the derivation of (1.13).
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Note that each entry of the matrix K is a singular integral operator of
convolution type. However, the reader is invited to think of K as a usual
scalar singular integral operator acting on Zd. See the beginning of Section
2.3 for a discussion on such operators.
Our key result, Proposition 3.2, says that
|Pσ(KP⊥σ)n(x, y)| ≤ ǫ3
(
C
ǫ
)n
〈x− y〉−3d+ǫ, (1.14)
where we write 〈·〉 = 1+|·|. This shows that the series in (1.13) is convergent
for sufficiently small δ > 0 and, therefore, implies Theorem 1.1.
To show (1.14), one writes the kernel of Pσ(KP⊥σ)n as
Pσ(KP⊥σ)n(x0, xn)
=P
∑
x∈(Zd)n−1
σ(x0)K(x0 − x1)P
⊥σ(x1) . . .K(xn−1 − xn)P
⊥σ(xn), (1.15)
where we denote by x the vector (x1, x2, . . . , xn−1). We interpret this expres-
sion as a sum over paths x in Zd connecting x0 to xn. Along these paths, one
evaluates the random variables σ(xk, ·). In between two such evaluations,
one uses the (matrix-valued) “propagator” K(xk − xk+1) to travel from site
to site.
The first idea is then to treat (1.15) as a composition of deterministic
operators. For each 1 ≤ j ≤ n, define Kj(x, y) := Kj(x − y)bj(y) for a
singular integral operator Kj and a bounded function bj on Z
d. For a given
subset S ⊂ (Zd)n−1, define the deterministic operator
T nS (x0, xn) =
∑
x∈S
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn). (1.16)
Note that T n(Zd)n−1(x0, xn) is the kernel of the operator K
1K2 · · ·Kn. After
replacing P⊥ by I − P in (1.15), we may control (1.15) by a bound for
T n(Zd)n−1(x0, xn). (In the application to (1.15), Kj is a matrix element of
K = ∇(∆)−1∇∗ and b is a realization of the random variable σ.) It follows
from [5, Lemma 1] (see also Lemma 2.2) that
|T n(Zd)n−1(x0, xn)| ≤ ǫ
(
C
ǫ
)n
〈x0 − xn〉
−d+ǫ, (1.17)
with the decay rate of −d+ ǫ.
This shows that the deterministic estimate (1.17) is not enough – the
randomness must be utilized. In order to discuss the role of randomness
and the projection operators P⊥ in the sum (1.15), we define
Definition 1.7 (Reducible paths). Let n ≥ 2 and fix x0, xn ∈ Z
d with
x0 6= xn. We say that x = (x1, x2, . . . , xn−1) ∈ (Z
d)n−1 is a reducible path
(from x0 to xn) if there exists 0 ≤ j < n such that
{x0, . . . , xj} ∩ {xj+1, . . . , xn} = ∅.
Otherwise we say that x is an irreducible path.
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The importance of this notion stems from the fact that we may discard
any portion of reducible paths x from the summation in (1.15). Indeed, if
x = (x1, . . . , xn−1) is a reducible path (from x0 to xn), then
Pσ(x0, ·)P
⊥σ(x1, ·)P
⊥σ(x2, ·) . . . P
⊥σ(xn, ·) = 0. (1.18)
This fundamental vanishing property follows from the assumption that the
random variables are independent. In principle, this is a promising observa-
tion because it allows one to discard terms from the summation in (1.15).
In effect, the sum over (Zd)n−1 in (1.15) can be replaced by one over appro-
priate subsets S ⊂ (Zd)n−1. The discarding of reducible paths is the only
way in which the randomness is utilized. Afterwards, the remaining task is
to bound the deterministic quantity T nS (x0, xn) for the selected S ⊂ (Z
d)n−1.
This touches upon a central, but subtle, issue: Precisely which reducible
paths should be discarded from the sum (1.15) (in other words, which
T nS (x0, xn) one should aim to bound) is not at all clear a priori. To avoid
confusion, we emphasize that once one has reduced matters to the determin-
istic quantity T nS (x0, xn), one may no longer drop reducible paths. Moreover,
T nS (x0, xn) does not depend on S in a monotone way. In fact, the summation
involves significant cancellations due to the presence of the singular integral
operators and one should avoid taking absolute values inside the sum if
possible. (From this perspective, Bourgain’s deterministic bound (1.17) is
already non-trivial; see Remark 2.5.) To summarize, the main technical dif-
ficulty is the delicate matter of bounding the oscillatory object T nS (x0, xn)
for a subset S obtained by discarding an appropriate subset of reducible
paths.
Bourgain uses the vanishing property in the following way. By a dyadic
decomposition, one may focus on the sum in (1.15) over paths x such
that, for some fixed 0 ≤ j0 < n, the length of their longest segment
max0≤j<n |xj − xj+1| is equal to |xj0 − xj0+1| and is comparable to R for
some large R > 0. Let Sj0 be the collection of such paths. Next, using
the identity (1.18), he discards from Sj0 exactly those reducible paths where
the sub-paths (x0, . . . , xj0) and (xj0+1, . . . , xn) are not connected. In other
words, Bourgain only keeps paths in the set
S˜j0 :=
⋃
j1≤j0<j2
Sj1,j2, where Sj1,j2 := {x ∈ Sj0 : xj1 = xj2}. (1.19)
Thanks to (1.17) and the structure of Sj1,j2, it is possible to control the
sum (1.15) restricted to the subset Sj1,j2 by
|T nSj1,j2 (x0, xn)| ≤ ǫ
2
(
C
ǫ
)n
R−d〈x0 − xn〉
−d+ǫ. (1.20)
Since R ≥ C|x0 − xn|/n, this already shows the decay rate of −2d + ǫ ob-
tained in [5]. However, a key point is that the union in (1.19) is not disjoint
and therefore a bound on the individual T nSj1,j2
does not directly imply a
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bound on T n
S˜j0
. (We emphasize that this issue is a consequence of the os-
cillatory nature of the problem. If the definition (1.16) of T nS would only
involve positive terms, this step would follow by a simple union bound.)
This a priori serious technical problem is solved in a highly original way in
[5] by introducing Steinhaus systems and appealing to the Markov broth-
ers’ inequality for polynomials. We call this as “Bourgain’s disjointification
trick” and abstract it to Lemma 2.7. Altogether, Bourgain’s argument gives
the decay rate −2d+ ǫ.
Our improved decay rate starts with a simple observation: for each path
x = (x1, · · · , xn−1) ∈ Sj1,j2, we have
|x0 − xn| ≤ |x0 − xj1 |+ |xj2 − xn|
by the triangle inequality and xj1 = xj2 . This observation implies that
there exists another “long” segment among the sub-paths (x0, . . . , xj1) or
(xj2 , . . . , xn). Exploiting this additional information, we further decompose
the set Sj1,j2 and discard certain reducible paths using the identity (1.18)
once more. These steps amount to specifying even smaller subsets S ⊂
(Zd)n−1 for which (1.16) is to be controlled. We show an improved bound
for T nS (x0, xn) using additional structures in S and then obtain (1.9), i.e.,
the decay rate −3d+ ǫ.
1.3 A related question and a partial result
As described above, any successful argument has to negotiate how many re-
ducible paths to discard from the summation – because afterwards one needs
to control T nS (x0, xn) on the resulting set S of paths. Bourgain implements
the cancellation (1.18) once in his argument and we implement it twice to
prove Theorem 1.1.
Now, what happens if we discard all the reducible paths from the outset?
Our result in this direction, Theorem 1.8, succeeds almost in yielding another
proof of Theorem 1.1 (up to a logarithm).
Let n ≥ 2 and fix x0, xn ∈ Z
d with x0 6= xn. We denote by U = Ux0,xn
the set of all irreducible paths from x0 to xn, i.e.,
U := {x ∈ (Zd)n−1 : {x0, . . . , xj} ∩ {xj+1, . . . , xn} 6= ∅, for any 0 ≤ j < n}.
Note that Ux0,x2 = ∅ when n = 2, and Ux0,x3 = {(x3, x0)} when n = 3. The
set Ux0,xn becomes more complicated when n ≥ 4.
Note that by the vanishing property, (1.18), we have
Pσ(KP⊥σ)n(x0, xn)
=P
∑
x∈U
σ(x0)K(x0 − x1)P
⊥σ(x1) . . .K(xn−1 − xn)P
⊥σ(xn).
(1.21)
Each matrix element of the right-hand side of (1.21) can be controlled by a
sum of deterministic terms T nU (x0, xn) defined in (1.16); see Section 3.1.
Our second main result provides a non-trivial estimate for T nU (x0, xn).
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Theorem 1.8. Let n ≥ 3 and x0, xn ∈ Z
d, x0 6= xn. Then there is an
absolute constant C > 1 such that
|T nU (x0, xn)| ≤ C
n lognǫ3−n〈x0 − xn〉
−3d+ǫ
for all sufficiently small ǫ > 0.
One may compare Theorem 1.8 with the trivial estimate
|T nU (x0, xn)| ≤ C
n lognǫ1−n〈x0 − xn〉
−d+ǫ
which holds for any U ⊂ (Zd)n−1, see (2.6).
It would be very interesting to know whether it is possible to improve the
constant Cn logn to Cn in Theorem 1.8, which would then imply Theorem 1.1
arguing as in Section 3.1. In fact, we show that we may write U =
⋃
α∈A Uα
for some index set A with #A ≤ 2n such that
|T nUα(x0, xn)| ≤ ǫ
3(C/ǫ)n〈x0 − xn〉
−3d+ǫ.
Since the sets Uα are not disjoint, this does not immediately yield a bound on
T nU (x0, xn). Nonetheless, we can perform an appropriate “disjointification”
to write U =
⊔
α∈A U
′
α. (Here ⊔ denotes disjoint union.) Unfortunately, the
most efficient way to implement this disjointification that we have found still
produces the Cn logn bound in Theorem 1.8.
Acknowledgments The authors would like to thank Wilhelm Schlag and
Tom Spencer for helpful discussions. This material is based upon work
supported by the National Science Foundation under Grant No. DMS -
1638352.
2 Preliminaries
2.1 Invertibility of L on some function spaces
In this subsection, we discuss the invertibility of the operators Lω and L
on appropriate domains of definition; see Proposition 2.1 below. To this
end, we introduce function spaces which play the role of Sobolev spaces in
the discrete setting. This section furnishes the formal operator-theoretic
foundation for the study of various objects in this paper and can be skipped
upon a first reading.
We start the discussion with the identity −̂∆f (θ) =
∑d
j=1 2(1−cos θj)fˆ(θ)
for θ ∈ Td = [−π, π]d, where the symbol
∑d
j=1 2(1 − cos θj) of −∆ is com-
parable to |θ|2. For f ∈ ℓ2(Zd) and s > −d/2, define the Riesz potential
Λs = (−∆)s/2 by
Λ̂sf(θ) =
( d∑
j=1
2(1− cos θj)
)s/2
fˆ(θ).
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We shall work with Λ1 and Λ−1 for d ≥ 3.
We note that Λ−1 is a bounded map from ℓ2(Zd) to ℓqd(Zd) for q−1d :=
2−1−d−1. This is a consequence of a discrete version of the Hardy-Littlewood-
Sobolev inequality:
||Λ−1f ||ℓq(Zd) ≤ Cp,d||f ||ℓp(Zd) (2.1)
for 1 < p ≤ 2 and q−1 = p−1 − d−1. The estimate (2.1) follows from an
estimate for a discrete analogue of fractional integrals on Zd (see, e.g., [32,
Proposition (a)]) and the fact that Λ−1f = K ∗ f for a convolution kernel
K ∈ ℓ2(Zd) satisfying the bound K(x) = O((1 + |x|)−d+1). See the proof of
Corollary 1.5 in Appendix for a related computation.
We specify the domain of the map Lω. Let H
1(Zd) be the image of ℓ2(Zd)
by the injection Λ−1 : ℓ2(Zd)→ ℓqd(Zd). Namely,
H1(Zd) := Λ−1[ℓ2(Zd)] = {Λ−1f : f ∈ ℓ2(Zd)}.
We equip H1(Zd) with the norm ||Λ−1f ||H1(Zd) := ||f ||ℓ2(Zd). In fact, H
1(Zd)
is a Hilbert space equipped with the inner product 〈Λ−1f1,Λ
−1f2〉H1(Zd) :=
〈f1, f2〉ℓ2(Zd). We define Λ : H
1(Zd) → ℓ2(Zd) to be the inverse of the map
Λ−1. By definition, the maps Λ−1 : ℓ2(Zd) → H1(Zd) and Λ : H1(Zd) →
ℓ2(Zd) are isometries.
The range of Lω can be identified with H
−1(Zd) defined by
H−1(Zd) := {f ∈ ℓ2(Zd) : Λ−1f ∈ ℓ2(Zd)}.
Note that H−1(Zd) is a Hilbert space equipped with the inner product
〈f, g〉H−1(Zd) := 〈Λ
−1f,Λ−1g〉ℓ2(Zd). The map Λ
−1 : H−1(Zd) → ℓ2(Zd)
and its inverse Λ1 : ℓ2(Zd) → H−1(Zd) are isometries. By (2.1), we have
ℓpd(Zd) ⊂ H−1(Zd) for p−1d := 2
−1 + d−1.
Proposition 2.1. Let 0 < δ < 1. The operator Lω : H
1(Zd)→ H−1(Zd) is
a bounded operator with the bounded inverse L−1ω . The operator norms for
Lω and L
−1
ω are bounded uniformly in ω.
Proof. The proof is standard. First, observe that ∇j : H
1(Zd)→ ℓ2(Zd) and
∇∗j : ℓ
2(Zd) → H−1(Zd) are bounded maps by Plancherel’s theorem. Thus,
Lω is a bounded map from H
1(Zd) to H−1(Zd) uniformly in ω ∈ Ω.
Next, we observe that −∆ = Λ1Λ on H1(Zd). This is because
−∆(Λ−1f) = Λ1f = Λ1Λ(Λ−1f)
for any f ∈ ℓ2(Zd). This allows us to factorize Lω as
Lω = Λ
1(I + δMω)Λ,
where Mω := Λ
−1∇∗σ(·, ω)Id∇Λ
−1. The operator Mω is bounded on ℓ
2(Zd)
with the operator norm bounded by 1. Therefore, when 0 < δ < 1, the
inverse of I + δMω exists and is bounded on ℓ
2(Zd). This implies that Lω is
invertible and L−1ω is bounded (uniformly in ω).
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This prototypical result also applies in a slightly different context which
we will occasionally consider and which is therefore made precise next.
We may view L = ∇∗A∇ as a map acting on functions on the product
space Zd×Ω via Lu(x, ω) = Lωuω(x). One can show a completely analogous
proposition, where the relevant function spaces are replaced by the following
ones. We first let L2(Zd × Ω) be the Hilbert space equipped with the inner
product induced from ℓ2(Zd) and L2(Ω). By letting Λ−1 act on the lattice
variable, we may regard it as a bounded injection from L2(Zd × Ω) to the
mixed norm space L2(Ω, ℓqd(Zd)). Define the Hilbert spaces H1(Zd × Ω) =
Λ−1[L2(Zd × Ω)] and
H−1(Zd × Ω) = {f ∈ L2(Zd × Ω) : Λ−1f ∈ L2(Zd × Ω)}.
Arguing as in the proof of Proposition 2.1, one verifies that
L : H1(Zd × Ω)→ H−1(Zd × Ω)
is a bounded operator with the bounded inverse L−1.
2.2 Derivation of the perturbation series via Feshbach-
Schur
Let H1 = H
1(Zd × Ω) and H2 = H
−1(Zd × Ω). In Section 2.1, we have
seen that L : H1 → H2 and its inverse L
−1 : H2 → H1 are bounded
operators. Let P = E[·] be the projection operator acting on L2(Zd × Ω)
and P⊥ := I − P . We may identify the operator L = (E[L−1ω ])
−1 with
the inverse of PL−1P : PH2 → PH1. To compute the inverse of PL
−1P ,
following [30], one decomposes the operator L into blocks
L =
(
PLP PLP⊥
P⊥LP P⊥LP⊥
)
.
When P⊥LP⊥ : P⊥H1 → P
⊥H2 is invertible, the inverse of PL
−1P
exists and is given by the Feshbach-Schur map (also called Schur complement
formula)
L = (PL−1P )−1 = PLP − PLP⊥(P⊥LP⊥)−1P⊥LP. (2.2)
We now check the invertibility of P⊥LP⊥. We write
P⊥LP⊥ = Λ1(I + δM⊥)ΛP⊥,
where M⊥ = Λ−1∇∗P⊥σId∇Λ
−1. The L2(Zd × Ω) operator norm of M⊥ is
bounded by 1. Therefore (I + δM⊥) is invertible when 0 < δ < 1 and the
inverse can be written as a Neumann series. One verifies that the inverse of
P⊥LP⊥ is given by
(P⊥LP⊥)−1 = Λ−1(I + δM⊥)−1Λ−1P⊥.
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The upshot of these considerations, which we do not repeat here, is the
expression (1.13) for the operator Kδ. See [5] for details.
Finally, we also have that L : H1(Zd)→ H−1(Zd) is a bounded operator
with bounded inverse, whenever 0 < δ < 1. This follows from the expression
(2.2) and the boundedness of the operators L and L−1.
2.3 Bourgain’s lemmas
In this subsection, we state abstract versions of two main tools introduced
in [5]: a deterministic bound on composition of singular integral operators
and Bourgain’s disjointification trick.
Before we proceed, we briefly recall some well-known properties of sin-
gular integral operators to be used later.
By a singular integral operator (of convolution type) acting on Zd, we
mean, in this paper, a Fourier multiplier transformation K of the form
K̂u(θ) = m(θ)uˆ(θ) associated with a multiplier m on the d-torus Td sat-
isfying the bounds
|∂αm(θ)| ≤ Cα|θ|
−|α|
for all multi-indices |α| ≥ 0. Here uˆ(θ) =
∑
x∈Zd u(x)e
−iθ·x denotes the
Fourier transform of a function u on Zd. The convolution kernel K(x) of
such K satisfies the decay estimate |K(x)| ≤ C(1 + |x|)−d and the “gra-
dient” estimate |∇K(x)| ≤ C(1 + |x|)−(d+1). The ℓ2(Zd) boundedness of
the convolution operator K follows from the boundedness of m. It is also
well-known, by the Caldero´n-Zygmund theory, that K is of weak-type (1, 1),
hence bounded on ℓp(Zd) for all 1 < p < ∞ by interpolation and duality
with the operator norm O((p− 1)−1) as p → 1. See [31] for a treatment of
singular integrals in the continuous setting.
2.3.1 Deterministic bounds
We recall that we identify an operator K with its kernel. We write K∗ for
the adjoint of K and so K∗(x, y) = K(y, x). For an interval I ⊂ [0,∞), we
set
KI(x, y) := K(x, y)χI(|x− y|). (2.3)
Lemma 2.2. Let A > 0 and let ǫ > 0 be sufficiently small. There exists a
constant C = Cd,A such that the following holds. Let Im = [0, 2
m) and let
{Kj}1≤j≤n be a collection of operators acting on functions on Z
d satisfying
the assumptions
(i) |Kj(x, y)| ≤ A〈x− y〉−d.
(ii) supm≥0
(
||Kj
Im
||ℓp→ℓp + ||(K
j
Im
)∗||ℓp→ℓp
)
≤ A/(p− 1) for all sufficiently
small p > 1.
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Then the operator T n := K1K2 . . .Kn satisfies the pointwise bound
|T n(x0, xn)| ≤ ǫ
(
C
ǫ
)n
〈x0 − xn〉
−d+ǫ
for all sufficiently small ǫ > 0.
Lemma 2.2 is an abstract version of Lemma 1 in [5], where the operators
Kj are of the form Kj(x, y) = K(x− y)b(y) for a singular integral operator
K and a bounded function b, see Example 2.3. The main motivation to
state Lemma 2.2 in this generality is that it makes it easier to apply the
result for variants of Kj; see Corollary 2.4. While the bound in Lemma 1 of
[5] features (C/ǫ)n, we note here that its proof in fact yields an additional
factor of ǫ. This gain allows for the improvements described in Remark 1.2
(i). We present the proof of Lemma 2.2 in the appendix for completeness.
We give the main example for operators {Kj}1≤j≤n for Lemma 2.2.
Example 2.3. Consider the example from Lemma 1 in [5]:
Kj(x, y) = K(x− y)b(y)
for a singular integral operator K of convolution type acting on Zd (e.g.,
K = ∇j(−∆)
−1∇∗k) and a function b ∈ L
∞(Zd). To check Assumption
(i) and (ii), it is enough to assume that Kj(x, y) = K(x − y) since b ∈
L∞(Zd). Assumption (i) is immediate from our assumption on K. To verify
Assumption (ii), we compare KIm with its variant K˜Im , where the sharp
cutoff χIm(|x− y|) is replaced by a smooth cutoff ψ(2
−m|x− y|). Here, ψ is
a smooth even function supported on [−2, 2] and equal to 1 on [−1, 1]. Note
that ||KIm − K˜Im ||ℓ1(Zd) ≤ C and thus the operator KIm − K˜Im is uniformly
bounded on ℓp(Zd) for 1 ≤ p ≤ ∞. Therefore, it suffices to check Assumption
(ii) for K˜Im , which is well-known by the Caldero´n-Zygmund theory.
In fact, Lemma 2.2 has a slightly wider scope than its statement suggests.
We state a specific version in the following corollary and use it later with
Kj as in Example 2.3.
Corollary 2.4. Let A > 0 and let ǫ > 0 be sufficiently small. There exists
a constant C = Cd,A such that the following holds. Let {K
j}1≤j≤n be a
collection of operators as in Lemma 2.2 and let I = {Ij}1≤j≤n be a collection
of intervals Ij ⊂ [0,∞). Then
|K1I1K
2
I2
. . .KnIn(x0, xn)| ≤ ǫ
(
C
ǫ
)n
〈x0 − xn〉
−d+ǫ (2.4)
for all sufficiently small ǫ > 0. Moreover, the bound (2.4) is invariant under
the change
KjIj (x, y)→ e
j
1(x)K
j
Ij
(x, y)ej2(y) (2.5)
for any ej1, e
j
2 ∈ ℓ
∞(Zd) such that ||ej1||ℓ∞ ≤ 1 and ||e
j
2||ℓ∞ ≤ 1.
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Proof. We first note that KjIj satisfies Assumptions (i) and (ii) with another
constant A′ > 0 independent of Ij. This can be shown by choosing an
interval of the forms Im or Im \ Im0 for certain m ≥ m0 ≥ 1 that best
approximates Ij and arguing as in Example 2.3 using Assumption (ii) for
Kj
Im
. This verifies (2.4) by Lemma 2.2. Moreover, this bound is invariant
under (2.5) since the bounds in Assumption (i) and (ii) are preserved under
the replacement (2.5).
Remark 2.5. The constant (C/ǫ)n obtained in [5, Lemma 1] (and also stated
in Corollary 2.4) is rather non-trivial. To compare, we note that there
is a much weaker bound that only requires (a weaker version of) the size
assumption |Kj(x, y)| ≤ A〈x− y〉−d: |T n(x0, xn)| is bounded by∑
x∈(Zd)n−1
|K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn)| ≤ ǫ
(
nC
ǫ
)n
〈x0 − xn〉
−d+ǫ
(2.6)
for all 0 < ǫ < d/4. Note that Lemma 2.2 saves a factor of nn compared to
(2.6). (We still use (2.6) – to justify the use of Fubini’s theorem on various
occasions throughout this note.)
To see that (2.6) holds, one may use the bound |Kj(x, y)| ≤ A〈x −
y〉−d+(ǫ/n) and then apply the following elementary inequality (n− 1)-times.
Lemma 2.6. Assume that α, β are positive numbers such that 3d/4 ≤ α, β ≤
d − ǫ for some ǫ > 0. Then there exists a constant C such that for any
a, b ∈ Zd, we have∑
x∈Zd
〈a− x〉−α〈x− b〉−β ≤ Cǫ−1〈a− b〉−(α+β−d).
One way to verify Lemma 2.6 is to make a dyadic decomposition Zd =⋃
m≥0{x ∈ Z
d : max(|a − x|, |x − b|) ∼ 2m} as in the proof of Lemma 2.2
(see the appendix). We leave the detail to the interested reader.
2.3.2 Bourgain’s disjointification trick
One of the main technical challenges that [5] overcomes is bounding T nS for
rather small S ⊂ (Zd)n−1. In the proof, after this is achieved for certain sets
S, it remains to add appropriate disjointness conditions, resulting in even
smaller sets S ′ ⊂ S. Bourgain’s trick then gives a way to bound |T nS′(x0, xn)|
in terms of a bound for |T nS (x0, xn)|, up to a factor of C
n.
We slightly generalize Bourgain’s trick in the following lemma.
Lemma 2.7. Let {Kj}1≤j≤n be a collection of operators as in Lemma 2.2
and define T nS as in (1.16) for S ⊂ (Z
d)n−1. For given subsets {El, Fl}1≤l≤m
of {0, 1, 2, . . . , n}, define
S ′ := S ∩
⋂
1≤l≤m
{x ∈ (Zd)n−1 : {xu : u ∈ El} ∩ {xv : v ∈ Fl} = ∅}.
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Assume that S is a finite set and we have
|T nS (x0, xn)| ≤ M(x0, xn)
for some function M and that the estimate remains invariant under the
change
Kj(x, y)→ ej1(x)K
j(x, y)ej2(y). (2.7)
Then we have
|T nS′(x0, xn)| ≤ 2
∑
1≤l≤m |El|+|Fl|M(x0, xn). (2.8)
When S is not finite, consider the truncation S ∩Xk, where
Xk := {x ∈ (Z
d)n−1 : max
0≤j<n
|xj − xj+1| < 2
k}.
Then (2.8) holds if
|T nS∩Xk(x0, xn)| ≤M(x0, xn)
holds for all large k ≥ 1 and the estimate remains invariant under the change
(2.7).
The proof, which we relegate to the appendix, follows [5] and uses Stein-
haus systems and the Markov brothers’ inequality for polynomials.
3 Proof of the main result
3.1 The key estimate
We express the right-hand side of (1.13) in terms of paths in Zd. We let
K1, . . . , Kn be singular integral operators of the form ∇i(−∆)
−1∇∗i′ for some
1 ≤ i, i′ ≤ d. This specific choice, however, is not important for the argu-
ment. For every n ≥ 1 and every subset X ⊂ (Zd)n−1, define a function
fX : Z
d × Zd → R by
fX(x0, xn)
:= Pσ(x0)
∑
x∈X
K1(x0 − x1)P
⊥σ(x1) · · ·Kn(xn−1 − xn)P
⊥σ(xn). (3.1)
Here and in the following, we denote x = (x1, . . . , xn−1) and we suppress the
randomness from the notation.
It should be noted that T nX , studied in Section 2, is a deterministic version
of fX . In the following, we indicate how to obtain a bound for fX(x0, xn)
from a bound for T nX(x0, xn).
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Lemma 3.1. Let X ⊂ (Zd)n−1 and b1, . . . , bn : Z
d → C be functions such
that ||bj||∞ ≤ 1. Define operators K
j via their kernels Kj(x, y) := Kj(x −
y)bj(y). Assume that
T nX(x0, xn) =
∑
x∈X
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn)
satisfies the bound
|T nX(x0, xn)| ≤M(x0, xn)
for some function M independent of the choice of {bj}1≤j≤n. Then
|fX(x0, xn)| ≤ 2
nM(x0, xn).
Proof. We replace each P⊥ with I − P = I − E in (3.1). This allows us
to write fX(x0, xn) as a sum of 2
n terms of the form (3.1), where each P⊥
is replaced by either I or −E. For each of these terms, we use Fubini’s
theorem to move all the integrations corresponding to E outside of the sum∑
x∈X . The proof is completed by bounding the sum over x ∈ X using the
assumption on T nX with bj(x) = σ(x, ωj) for some ωj ∈ Ω. (The assumption
||bj||∞ ≤ 1 is guaranteed because |σ(x, ω)| ≤ 1 holds for almost every ω and
all the ωj appear under an integral.)
Lemma 2.2, Example 2.3, and Lemma 3.1 imply that
|f(Zd)n−1(x0, xn)| ≤ ǫ
(
C
ǫ
)n
〈x0 − xn〉
−d+ǫ. (3.2)
Our main result is a consequence of the following improved estimate.
Proposition 3.2 (Key estimate). There exists a constant C > 0 such that
the following holds. For every 1 ≤ j ≤ n, let Kj = ∇ij(−∆)
−1∇∗i′j
for some
1 ≤ ij , i
′
j ≤ d. Then, for every ǫ > 0, n ≥ 3 and distinct x0, xn ∈ Z
d, we
have
|f(Zd)n−1(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
〈x0 − xn〉
−3d+ǫ. (3.3)
Proof of Theorem 1.1 assuming Proposition 3.2. We recall what (1.13) says
element-wise, i.e.,
Kδi,i′ = δ
∞∑
n=1
(−δ)nPσ(KP⊥σ)ni,i′
for every 1 ≤ i, i′ ≤ d. When we write out the matrix product (KP⊥σ)ni,i′,
we obtain a sum of terms defined as in (3.1), with Kj = ∇ij (−∆)
−1∇∗i′j
for
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some 1 ≤ ij , i
′
j ≤ d. For each choice of the “outside indices” i, i
′, there are
dn−1 choices of Kj (for every n), and so
|Kδi,i′(x, y)| =δ
∣∣∣∣∣
∞∑
n=1
(−δ)nPσ(KP⊥σ)ni,i′(x, y)
∣∣∣∣∣
≤δ
∞∑
n=1
δndn−1 max
K1,...,Kn
∣∣f(Zd)n−1(x, y)∣∣ . (3.4)
The maximum is taken over operatorsK1, . . . , Kn of the form∇ij(−∆)
−1∇∗i′j
for some 1 ≤ ij , i
′
j ≤ d. Using (3.2), we see that
|Kδi,i′(x, y)| ≤δǫ
∞∑
n=1
(
Cδd
ǫ
)n
〈x− y〉−d+ǫ = Cδ2〈x− y〉−d+ǫ
whenever 0 < δ < cǫ with c = (Cd)−1. This estimate, in particular, verifies
the case x = y in Theorem 1.1.
When x 6= y, we use Proposition 3.2 (instead of (3.2) as above) together
with the following observation: f(Zd)n−1(x, y) = 0 for n = 1, 2 because
Pσ(x, ·)P⊥σ(y, ·) = 0, Pσ(x, ·)P⊥σ(x1, ·)P
⊥σ(y, ·) = 0,
where the second equality holds for all x1 ∈ Z
d. (Equivalently, when n = 2,
all paths connecting x 6= y are reducible in the sense of Definition 1.7.)
The fact that Kδ is a convolution operator, i.e., that Kδi,i′(x0, xn) =
Kδi,i′(x0 − xn, 0) follows from (3.1): We change the summation variables
xk → xk − xn and recall that the random variables {σ(x, ω)}x∈(Zd)n−1 are
identically distributed.
Finally, one can derive the regularity properties of the Fourier transform
K̂δi,j from the decay estimate (1.9) by standard arguments (mainly integra-
tion by parts). This finishes the proof of Theorem 1.1.
In the remainder of this section, we prove Proposition 3.2 by successively
reducing it to simpler statements.
As we mentioned before, the basic observation behind our proof is that
a second “long” segment exists in every path analyzed in [5] by the triangle
inequality. Our contribution starts at the conclusion of Bourgain’s argu-
ment. Therefore we repeat Bourgain’s argument here, and we include some
additional details, before we show how to go a step further.
Preparations. From now on, we fix ǫ > 0, n ≥ 3 and x0, xn ∈ Z
d
with x0 6= xn. For every 1 ≤ j ≤ n, we let Kj = ∇ij(−∆)
−1∇∗i′j
for some
1 ≤ ij , i
′
j ≤ d whose values do not matter in what follows.
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3.2 Dyadic decomposition by longest segment
We begin by making precise the dyadic decomposition used by Bourgain to
prove Lemma 1. It decomposes the paths x = (x1, . . . , xn−1) according to
the dyadic scale of their “longest” segment |xj − xj+1|.
We recall Definition (3.1):
f(Zd)n−1(x0, xn) = Pσ(x0)
∑
x∈(Zd)n−1
K1(x0 − x1)P
⊥σ(x1)K2(x1 − x2) . . . σ(xn),
where we write x = (x1, . . . , xn−1). Using a dyadic decomposition according
to the size of max0≤j<n |xj − xj+1|, we may decompose the sum over paths
as follows:
f(Zd)n−1(x0, xn) =
∞∑
m=0
n−1∑
j0=0
fSmj0
(x0, xn). (3.5)
Here we introduced the family of disjoint sets
Smj0 :=
{
x ∈ (Zd)n−1 : max
0≤j<n
|xj − xj+1| < 2
m+1, |xj0 − xj0+1| ≥ 2
m
and max
0≤j<j0
|xj − xj+1| < 2
m
}
.
(3.6)
The last condition says that j0 is minimal: it is the first time that the path
achieves the (dyadic scale of) the longest segment. The main objective is to
estimate the sum over Smj0 in (3.5). In other words, we fix m ≥ 0, 0 ≤ j0 < n
and focus on paths x such that
max
0≤j<n
|xj−xj+1| ≤ 2
m+1, |xj0−xj0+1| ≥ 2
m and j0 is minimal. (3.7)
(Compare eq. (4.2) in [5].)
3.3 Discarding reducible paths
As we mentioned in the introduction, the main use of the probabilistic struc-
ture of the problem is that the contribution to (3.1) of every “reducible”
path (i.e., a path that can be split into disjoint pieces) vanishes, by Fubini’s
theorem.
We define the family of disjoint sets
S˜mj0 :=
{
x ∈ Smj0 : {x0, . . . , xj0} ∩ {xj0+1, . . . , xn} 6= ∅
}
. (3.8)
Lemma 3.3. For all m ≥ 0 and 0 ≤ j0 < n we have
fS˜mj0
(x0, xn) = fSmj0
(x0, xn).
Proof. This holds because paths in Smj0 \ S˜
m
j0
are reducible and thus do not
contribute to the sum in (3.1).
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Hence it suffices to prove the following estimate.
Proposition 3.4 (Reduction 1). Let x0 6= xn. For all m ≥ 0 and 0 ≤ j0 <
n, we have
|fS˜mj0
(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
2−m(d−ǫ)〈x0 − xn〉
−2d+ǫ. (3.9)
Before we go on, we show that Proposition 3.4 implies the key estimate.
Proof of Proposition 3.2 assuming Proposition 3.4.
By (3.5), Lemma 3.3 and Proposition 3.4, we have
|f(Zd)n−1(x0, xn)| ≤
∞∑
m=0
n−1∑
j0=0
|fS˜m
j0
(x0, xn)|
≤nǫ3
(
C
ǫ
)n
〈x0 − xn〉
−2d+ǫ
∞∑
m=0⋃
j0
S˜mj0
6=∅
2−m(d−ǫ).
(3.10)
From the Definition (3.6), we see that
⋃n−1
j0=0
S˜mj0 6= ∅ implies, by the triangle
inequality, |x0 − xn| ≤ n2
m+1, or equivalently,
2m ≥
|x0 − xn|
2n
.
We distinguish cases. If |x0−xn| ≤ 2n, then we have 1 ≤ (1+2n)〈x0−xn〉
−1
and the claim follows easily from (3.10). If |x0 − xn| > 2n, then, letting
qn := ⌈log2(|x0 − xn|/(2n))⌉,
∞∑
m=0⋃
j0=0
S˜mj0
6=∅
2−m(d−ǫ) ≤
∞∑
m=qn
2−m(d−ǫ) ≤ Cnd−ǫ〈x0 − xn〉
−d+ǫ.
Combining this with (3.10) yields the bound in Proposition 3.2.
We are left with the task of proving Proposition 3.4. In the following,
we always fix m ≥ 0 and 0 ≤ j0 < n and therefore we suppress them from
the notation:
S = S˜mj0 .
3.4 Decomposing the set S
Observe that any path x ∈ S (= S˜mj0 from (3.8)) contains at least one
coincidence point xj1 = xj2 , with 0 ≤ j1 ≤ j0 and j0 < j2 ≤ n. Following
[5], we decompose the set S according to where this coincidence occurs;
see (3.12) below. (Afterwards, we show how an application of the triangle
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inequality implies that there exists a second “long” segment and so this
procedure can be basically repeated; see (3.14) below.)
We define the sets
Sj1,j2 := {x ∈ S : xj1 = xj2} ,
S ′j0,j1,j2 :=Sj1,j2 \
 ⋃
j<j1
j0<j′≤n
Sj,j′ ∪
⋃
j0<j′<j2
Sj1,j′
 . (3.11)
The set Sj1,j2 implicitly depends on j0 as well, due to (3.8). Recall also that
x0 6= xn, and so S0,n = ∅.
The second family of sets is a “disjointification” of the first one. We
split the path between xj0 and xj0+1, obtaining a “left piece” and a “right
piece”. The disjointness is achieved by taking j1 and j2 to be extremal: a
path x ∈ Sj1,j2 lies in S
′
j0,j1,j2
iff j1 is the first coincidence with the second
piece and j2 is the first coincidence with j1.
We have the preliminary decomposition
S =
⋃
0≤j1≤j0
j0<j2≤n
Sj1,j2 =
⊔
0≤j1≤j0
j0<j2≤n
S ′j0,j1,j2, (3.12)
where ⊔ denotes a disjoint union.
Now we depart from the line of argument in [5] and decompose each set
S ′j0,j1,j2 further. We denote
r := |x0 − xn|.
Recall that x0 6= xn and so r > 0. The central observation is
Lemma 3.5. Let x ∈ Sj1,j2. Then there exists
k ∈ {0, . . . , j1 − 1} ∪ {j2, . . . , n− 1}
such that
|xk − xk+1| ≥
r
n
.
Proof. From xj1 = xj2 and the triangle inequality, we have
r = |x0 − xn| ≤
j1−1∑
k=0
|xk − xk+1|+
n−1∑
k=j2
|xk − xk+1|.
Hence, at least one of the (at most n) terms on the right-hand side must
exceed r/n.
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Thanks to Lemma 3.5, we can decompose the set S ′j0,j1,j2 further, accord-
ing to the minimal k satisfying |xk − xk+1| ≥
r
n
. Namely, we define
Sk0 :=
{
x ∈ (Zd)n−1 : |xk0 − xk0+1| ≥
r
n
and (∗) holds
}
. (3.13)
Here (∗) encodes the minimality of k0, i.e.,
(∗) :=

max
0≤j<k0
|xj − xj+1| <
r
n
, if 0 ≤ k0 < j1,
max
{
max
0≤j<j1
|xj − xj+1|, max
j2≤j<k0
|xj − xj+1|
}
< r
n
, if j2 ≤ k0 < n.
Using this, we may refine the preliminary decomposition (3.12) as follows:
S =
⊔
0≤j1≤j0
j0<j2≤n
⊔
k0∈([0,j1−1]∪[j2,n−1])∩Z
S ′j0,j1,j2 ∩ Sk0, (3.14)
Note that the union over k0 is indeed disjoint because k0 is chosen minimally.
3.5 Discarding more reducible paths
We employ the decomposition (3.14) and discard more reducible paths to
make a further reduction from Proposition 3.4.
Proposition 3.6 (Reduction 2). Let m ≥ 0, 0 ≤ j0 < n. Let j1, j2, k0, k1, k2
be integers such that 0 ≤ j1 ≤ j0 < j2 ≤ n, k0 ∈ ([0, j1 − 1] ∪ [j2, n− 1]) ∩ Z
and 0 ≤ k1 ≤ k0 < k2 ≤ n. Then
|fS′j0,j1,j2∩Sk0∩S
′
k0,k1,k2
(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
2−m(d−ǫ)〈x0 − xn〉
−2d+ǫ. (3.15)
We show that Reduction 2 implies Reduction 1 (and hence the main
claim).
Proof of Proposition 3.4 assuming Proposition 3.6. We define the set
S˜ :=
⊔
0≤j1≤j0
j0<j2≤n
⊔
k0∈([0,j1−1]∪[j2,n−1])∩Z
(
S ′j0,j1,j2 ∩ Sk0
∩{x : {x0, . . . , xk0} ∩ {xk0+1, . . . , xn} 6= ∅}) .
(3.16)
We have the following analog of Lemma 3.3:
Lemma 3.7. For all m ≥ 0 and 0 ≤ j0 < n, we have
fS(x0, xn) = fS˜(x0, xn).
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This lemma holds because S \ S˜ consists of reducible paths and therefore
does not contribute to the sum in (3.1).
Now we recall Definition (3.11). We have the finer decomposition
S˜ =
⊔
0≤j1≤j0
j0<j2≤n
⊔
k0∈([0,j1−1]∪[j2,n−1])∩Z
⋃
0≤k1≤k0
k0<k2≤n
S ′j0,j1,j2 ∩ Sk0 ∩ Sk1,k2
=
⊔
0≤j1≤j0
j0<j2≤n
⊔
k0∈([0,j1−1]∪[j2,n−1])∩Z
⊔
0≤k1≤k0
k0<k2≤n
S ′j0,j1,j2 ∩ Sk0 ∩ S
′
k0,k1,k2.
Combining Lemma 3.7 with this gives
fS(x0, xn) =fS˜(x0, xn)
=
∑
0≤j1≤j0
j0<j2≤n
∑
k0∈([0,j1−1]∪[j2,n−1])∩Z
∑
0≤k1≤k0
k0<k2≤n
fS′j0,j1,j2∩Sk0∩S
′
k0,k1,k2
(x0, xn).
Since the total number of summands is bounded by Cn, (3.15) implies (3.9)
and hence Proposition 3.4.
In the following section, we give the proof of Proposition 3.6, and this
will imply Theorem 1.1.
3.6 Proof of Proposition 3.6
In this section, we finally see the computation where the gain of −d in the
decay exponent comes from. At this point, we have used the randomness
sufficiently to our advantage and it is enough to prove a deterministic state-
ment. Indeed, Lemma 3.1 reduces Proposition 3.6 to the following estimate
|T nX′(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
2−m(d−ǫ)〈x0 − xn〉
−2d+ǫ, (3.17)
where X ′ := S ′j0,j1,j2 ∩ Sk0 ∩ S
′
k0,k1,k2
. For this, we use a two-step strategy as
in [5]. First, we prove the claimed bound for T nSj1,j2∩Sk0∩Sk1,k2
. Next, we lift
this to the bound for T nX′ using Lemma 2.7.
Lemma 3.8. Let T nX be as in Lemma 3.1 and m, j0, j1, j2, k0, k1, k2 be as in
Proposition 3.6. Then
|T nSj1,j2∩Sk0∩Sk1,k2
(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
2−m(d−ǫ)〈x0 − xn〉
−2d+ǫ.
Moreover, this bound is stable under the choice of functions {bj}1≤j≤n with
||bj||∞ ≤ 1 and under the replacement
Kj(x, y)→ ej1(x)K
j(x, y)ej2(y)
for any ej1, e
j
2 satisfying ||e
j
1||ℓ∞ ≤ 1 and ||e
j
2||ℓ∞ ≤ 1.
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We first show that (3.17) follows easily from Lemma 3.8 via Lemma 2.7.
Proof of (3.17). We use Lemma 2.7. We define the sets
E1 := {0, 1, . . . , j1 − 1} and F1 := {j0 + 1, . . . , n},
E2 := {j1} and F2 := {j0 + 1, . . . , j2 − 1},
E3 := {0, 1, . . . , k1 − 1} and F3 := {k0 + 1, . . . , n},
E4 := {k1} and F4 := {k0 + 1, . . . , k2 − 1}.
These are chosen such that
X ′ = X ∩
4⋂
l=1
{x ∈ (Zd)n−1 : {xu : u ∈ El} ∩ {xv : v ∈ Fl} = ∅},
where X := Sj1,j2 ∩ Sk0 ∩ Sk1,k2. Note that X is a finite set and
∑4
l=1 |El|+
|Fl| ≤ 4n. Therefore, (3.17) follows from Lemma 3.8 and Lemma 2.7.
Finally, we prove Lemma 3.8, completing the proof of Theorem 1.1.
Proof of Lemma 3.8. To bound Q := T nSj1,j2∩Sk0∩Sk1,k2
(x0, xn), we have to
implement the constraints arising from x ∈ Sj1,j2 ∩Sk0 ∩Sk1,k2 . Two of them
are trivial: Writing 1X for the indicator function of a set X , we have
1Sj1,j2∩Sk0∩Sk1,k2
= 1{x : xj1=xj2}
1{x : xk1=xk2}
1Smj0
∩Sk0
.
The remaining constraint is that x ∈ Smj0∩Sk0 ; these sets were defined in (3.6)
and (3.13). We write these constraints as intersections of “local” constraints,
i.e., ones that only depend on a single segment |xj−xj+1|. Namely, we have
Smj0 =
⋂
0≤j<j0
{x : |xj − xj+1| < 2
m} ∩
⋂
j0<j<n
{
x : |xj − xj+1| < 2
m+1
}
∩
{
x : 2m ≤ |xj0 − xj0+1| < 2
m+1
}
.
and
Sk0 =
{
x : |xk0 − xk0+1| ≥
r
n
}
∩

⋂
0≤j<k0
{
x : |xj − xj+1| <
r
n
}
, if 0 ≤ k0 < j1,⋂
0≤j<j1,
j2≤j<k0
{
x : |xj − xj+1| <
r
n
}
, if j2 ≤ k0 < n.
These expressions imply that
1Smj0
∩Sk0
(x) =
n−1∏
j=0
1Ij(|xj − xj+1|),
for appropriate intervals Ij (which also depend on m,n, r, j0, k0).
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We have
Q =
∑
x∈(Zd)n−1:
xj1=xj2 ,xk1=xk2
L1(x0, x1)L
2(x2, x3) . . . L
n(xn−1, xn),
(3.18)
where we introduced the operators Lj with kernels Lj(x, y) = 1Ij (|x −
y|)Kj(x, y).
Recall that any path x under consideration contains the two “long” seg-
ments
|xj0 − xj0+1| ≥ R, |xk0 − xk0+1| ≥
r
n
, (3.19)
and maxj |xj − xj+1| ≤ 2R, where we set R := 2
m. From here on, the only
data that matters is the collection of relevant times {0, n, j0, j1, j2, k0, k1, k2}
and their ordering (subject to the usual constraints). By symmetry (we may
invert the path), we can assume that k0 ∈ [j2, n− 1] ∩ Z.
Case 1: Assume that j0+1 ≤ k1 ≤ j2, so the “relevant times” are ordered
as follows
0 ≤ j1 ≤ j0 < j0 + 1 ≤ k1 ≤ j2 ≤ k0 < k0 + 1 ≤ k2 ≤ n. (3.20)
We first consider the case where all the relevant times are different, i.e.,
0 < j1 < j0 < j0 + 1 < k1 < j2 < k0 < k0 + 1 < k2 < n (3.21)
and then later indicate necessary modifications for the general case (3.20).
Recall that xj1 = xj2 and xk1 = xk2 . We denote by v the vector
v = (xj0 , xj0+1, xj1 , xk0, xk0+1, xk1) ∈ (Z
d)6
and then group the propagators Lj together so that each group corresponds
to a time interval in (3.21), i.e.,
Q =
∑
v∈(Zd)6
(
j1∏
j=1
Lj
)
(x0, xj1)
(
j0∏
j=j1+1
Lj
)
(xj1 , xj0)L
j0+1(xj0 , xj0+1)(
k1∏
j=j0+2
Lj
)
(xj0+1, xk1)
(
j2∏
j=k1+1
Lj
)
(xk1 , xj1)
(
k0∏
j=j2+1
Lj
)
(xj1 , xk0)
Lk0+1(xk0 , xk0+1)
(
k2∏
j=k0+2
Lj
)
(xk0+1, xk1)
(
n∏
j=k2+1
Lj
)
(xk1 , xn).
(3.22)
It is important that we retain some of the information contained within
the constraints that |xj −xj+1| ∈ Ij for all j. Namely, we need the fact that
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all the action takes place within some large ball in Zd. Let Bρ(x0) ⊂ Z
d
be the ball of radius ρ > 0 around x0. By maxj |xj − xj+1| ≤ 2R and the
triangle inequality, we have
xj ∈ B2nR(x0) (3.23)
for all 1 ≤ j ≤ n. Therefore, we may replace the sum
∑
v∈(Zd)6 by
∑
v∈Bn
in
(3.22), where Bn := (B2nR(x0))
6.
We are now in a position to apply Corollary 2.4. Note that the operators
Lj(x, y) = 1Ij(|x− y|)K
j(x, y) are equal to KjIj from (2.3). From Corollary
2.4 and (3.19), we get
|Q| ≤
(
C
ǫ
)n
ǫ9R−d
( r
n
)−d
×
∑
v∈Bn
〈x0 − xj1〉
−d+ǫ〈xj1 − xj0〉
−d+ǫ〈xj0+1 − xk1〉
−d+ǫ〈xk1 − xj1〉
−d+ǫ
〈xj1 − xk0〉
−d+ǫ〈xk0+1 − xk1〉
−d+ǫ〈xk1 − xn〉
−d+ǫ.
(3.24)
We can bound the sums over xj0 , xj0+1, xk0 , xk0+1 all in the same way. E.g.,
using that |xj1 − xj0| ≤ |xj1 − x0|+ |x0 − xj0 | ≤ 4nR, we have∑
xj0∈B2nR(x0)
〈xj1 − xj0〉
−d+ǫ ≤
∑
y∈B4nR(0)
〈y〉−d+ǫ ≤
Cn
ǫ
Rǫ. (3.25)
From the bound (3.25) and its analogs for xj0+1, xk0, xk0+1, we get
|Q| ≤
(
C
ǫ
)n
ǫ5R−d+4ǫr−d
×
∑
xj1 ,xk1∈B2nR(xn)
〈x0 − xj1〉
−d+ǫ〈xk1 − xj1〉
−d+ǫ〈xk1 − xn〉
−d+ǫ.
(3.26)
Using Lemma 2.6 twice, we get
|Q| ≤
(
C
ǫ
)n
ǫ3R−d+4ǫr−2d+3ǫ. (3.27)
(We mention that it is possible to replace Lemma 2.6 by an elementary
observation: Since |x0 − xj1 | + |xk1 − xj1 | + |xk1 − xn| ≥ r, at least one
of these three distances is ≥ r/3. Implementing this and summing over
xj1 , xk1 ∈ B2nR(xn) gives (3.27) with an additional, and irrelevant, R
2ǫ factor
on the right-hand side.)
Next, we turn to the general case (3.20), where some of the relevant times
may coincide. We note that (3.22) is still valid in the general case under the
convention that (
a∏
j=a+1
Lj
)
(xa, xa) ≡ 1. (3.28)
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Now we argue why the occurrence of any such coincidences does not
change the final bound, (3.27).
Let A1, A2, A3, A4 denote the cases j0 = j1, j0 + 1 = k1, k0 = j2,
k0 + 1 = k2, respectively. In addition, let B1, B2, B3 denote the cases
j1 = 0, k2 = n, k1 = j2, respectively. Then each possible combination
of coincidences of the relevant times in (3.20) corresponds to a subset of
{A1, A2, A3, A4, B1, B2, B3}. So far, we considered the case of no coinci-
dences, (3.21).
For each occurrence of A1, A2, A3, A4, B1, B2, B3, we have the trivial iden-
tity (3.28) instead of having to apply Corollary 2.4. Effectively, this amounts
to multiplying each summand in (3.24) by ǫ−1δxa(xb) for appropriate a, b.
(Here we denoted by δx(y) the delta function: δx(y) is 1 if x = y and 0
otherwise.) For instance, A1 and B1 produce the factors ǫ
−1δxj0 (xj1) and
ǫ−1δxj1 (x0), respectively.
Thus we need to show that the factor ǫ−1δxa(xb) leads to the same bound
as before, (3.27).
Consider the case A1, which gives ǫ
−1δxj0 (xj1). This is to be compared
with how we treated the original expression in (3.25), where the disappear-
ance of the sum over xj0 may alternatively expressed as a bound in terms
of CnRǫǫ−1δxj0 (x0). Since 1 ≤ C
nRǫ, we get the same bound, no matter
whether A1 occurs or not. The same argument works for A2, A3, A4.
To summarize this part, we always get (3.26) (modified by the appro-
priate delta functions coming from the cases B1, B2, B3), no matter which
subset of cases the A1, A2, A3, A4 occurs.
Finally, we come to the cases B1, B2, B3. Notice that at most two of
them may occur simultaneously because x0 6= xn. Consider the case where
just B1 occurs, i.e., (3.26) comes with an additional factor ǫ
−1δxj1 (x0):
|Q| ≤
(
C
ǫ
)n
ǫ4R−d+4ǫr−d
×
∑
xj1 ,xk1∈B2nR(xn)
δxj1 (x0)〈x0 − xj1〉
−d+ǫ〈xk1 − xj1〉
−d+ǫ〈xk1 − xn〉
−d+ǫ.
=
(
C
ǫ
)n
ǫ4R−d+4ǫr−d
∑
xk1∈B2nR(xn)
〈xk1 − x0〉
−d+ǫ〈xk1 − xn〉
−d+ǫ.
Lemma 2.6 then yields (3.27). Similar considerations imply (3.27) for all the
other cases as well.
Case 2: Assume that either 0 ≤ k1 ≤ j0 or j2 < k1 ≤ k0. We may follow
exactly the same steps as in Case 1, unless 0 ≤ k1 < j1, so we assume this in
the following. We start by discussing the case, where all the relevant times
are different, i.e.,
0 < k1 < j1 < j0 < j0 + 1 < j2 < k0 < k0 + 1 < k2 < n.
28
Arguing as in Case 1 and after summing over xj0 , xj0+1, xk0 , xk0+1, we
may bound |Q| by a slightly different expression (compared to what we got
in (3.26)):
|Q| ≤
(
C
ǫ
)n
ǫ5R−d+4ǫr−d
×
∑
xj1 ,xk1∈B2nR(xn)
〈x0 − xk1〉
−d+ǫ〈xk1 − xj1〉
−d+ǫ〈xk1 − xn〉
−d+ǫ
≤
(
C
ǫ
)n
ǫ4R−d+5ǫr−d
∑
xk1∈B2nR(xn)
〈x0 − xk1〉
−d+ǫ〈xk1 − xn〉
−d+ǫ
≤
(
C
ǫ
)n
ǫ3R−d+5ǫr−2d+2ǫ.
We may also treat the case where some of the relevant times may coincide
as in Case 1. Finally, the stability of the bound is a consequence of Corollary
2.4. This finishes the proof of Lemma 3.8.
4 Proof of Theorem 1.8 – partitioning the set
of irreducible paths
In this section, we prove Theorem 1.8, which is an immediate consequence
of the following decomposition result for U .
Proposition 4.1. Let n ≥ 3 and T nS be as in Definition (1.16). For each
x0, xn ∈ Z
d, x0 6= xn, there is a partition of the set of irreducible paths U
into O(2n) many disjoint subsets {U ′α}α∈A such that
max
α∈A
|T nU ′α(x0, xn)| ≤ C
n lognǫ3−n〈x0 − xn〉
−3d+ǫ (4.1)
for all sufficiently small ǫ > 0.
We prove Proposition 4.1 in the following subsections by explicitly con-
structing the sets U ′α.
4.1 First decomposition
In the following, we write “{x : . . .}” for “{x = (x1, · · · , xn−1) ∈ (Z
d)n−1 :
. . .}”. Define the sets
Vi,j :={x : xi = xn, xj = x0},
V ′i,j :=Vi,j ∩ {x : x0 /∈ {xj+1, xj+2, . . . , xn−1}}
∩ {x : xn /∈ {x1, x2, . . . , xi−1}}.
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In other words, if x ∈ V ′i,j, then
i = min{l : xl = xn} and j = max{l : xl = x0}, .
The sets {V ′i,j}0<i,j<n are disjoint, and we have⊔
0<i<j<n
V ′i,j ⊂ U ⊂
⋃
0<i,j<n
Vi,j =
⊔
0<i,j<n
V ′i,j.
Therefore, we can decompose
U =
( ⊔
0<i<j<n
V ′i,j
)
⊔
( ⊔
1<j<i<n−1
U ∩ V ′i,j
)
(4.2)
with the observation that U ∩ V ′i,1 = U ∩ V
′
n−1,j = ∅.
4.2 A further decomposition
In this subsection, we further decompose the set
U ′ :=
⊔
1<j<i<n−1
U ∩ V ′i,j.
Procedure. Fix x ∈ U ∩V ′i,j for some j < i. Since x is irreducible, there
should exist i1 < j and j1 > j such that xi1 = xj1. We define
j1 = max{l : l > j and xl = xi1 for some 0 < i1 < j}
and then
i1 = min{l : 0 < l < j and xl = xj1}.
Note that, by definition,
{x1, x2, . . . , xj−1} ∩ {xj1+1, xj1+2, . . . , xn−1} = ∅. (4.3)
We have the following two alternatives (j1 6= i due to the condition
imposed on V ′i,j).
1. j1 > i: we stop with a single pair (i1, j1).
2. j1 < i: we continue to choose (i2, j2) as follows. Since x is irreducible,
there should be some i2 < j1 and j2 > j1 such that xi2 = xj2. We
choose j2 as the maximum of all such j2 and then choose i2 as the
minimum of all l such that xl = xj2 . From (4.3), j < i2 < j1.
Having chosen (i2, j2), we again have the alternatives:
(a) j2 > i: we stop with (i1, j1), (i2, j2).
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(b) j2 < i: we continue to choose the next pair (i3, j3) for some
j1 < i3 < j2 and j3 > j2, following the same procedure. We repeat
this procedure until we obtain (i1, i1), . . . , (im, jm) for some m
satisfying jm−2 < im < jm−1 and jm > i. We write m(x) for this
m. By a simple counting argument, we see that m(x) ≤ (n−3)/2
for any x ∈ U ′.
From the Procedure, we may write U ∩ V ′i,j as a disjoint union. We first
define some basic building blocks. For 0 < i, j < n, define
Si,j := {x : xi = xj}.
We note that the definition is different from the definition in (3.11) and [5] –
it does not require a further restriction regarding the dyadic decomposition.
It is convenient to set j0 = j and j−1 = 0. For m ≥ 1, define, for a given
(im, jm) and fixed jm−2, jm−1,
S ′im,jm(jm−2, jm−1) := Sim,jm \
 ⋃
jm−2<u<jm−1
jm<v<n
Su,v
 ∪
 ⋃
jm−2<u<im
Su,jm
 .
We shall write S ′im,jm for S
′
im,jm(jm−2, jm−1) for the sake of simplicity. The set
S ′im,jm is chosen so that if (im, jm) is selected in the Procedure for x ∈ U∩V
′
i,j ,
then x ∈ S ′im,jm.
Note that the first step of the Procedure gives
U ∩ V ′i,j =
⊔
0<i1<j
j<j1<n
U ∩ V ′i,j ∩ S
′
i1,j1.
When j1 < i, the Procedure decomposes U ∩ V
′
i,j ∩ S
′
i1,j1
further; this corre-
sponds to the case 2. We have
U ∩ V ′i,j ∩ S
′
i1,j1 =
⊔
j<i2<j1
j1<j2<n
U ∩ V ′i,j ∩ S
′
i1,j1 ∩ S
′
i2,j2.
Each U ∩ V ′i,j ∩ S
′
i1,j1
∩ S ′i2,j2 is decomposed further when j2 < i; this corre-
sponds to the case 2.(b) in the Procedure.
Repeating this yields the desired decomposition of the set U ′. To describe
this decomposition in a compact way, we set
Im(j, jm−2, jm−1, i) := {(im, jm) : jm−2 < im < jm−1, i < jm < n}
I ′m(j, jm−2, jm−1, i) := {(im, jm) : jm−2 < im < jm−1, jm−1 < jm < i}.
We shall simply write Im and I
′
m assuming that we work with fixed indices
j, jm−2, jm−1, i. Note that if (i1, j1), . . . , (im(x), jm(x)) are obtained from the
Procedure for some x ∈ U ∩ V ′i,j, then
(im, jm) ∈ I
′
m for 1 ≤ m < m(x)
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(im(x), jm(x)) ∈ Im(x),
and
x ∈ S ′i1,j1 ∩ S
′
i2,j2 ∩ . . . ∩ S
′
im(x),jm(x)
.
In conclusion, combined with (4.2), we can write
U =
⊔
0<i<j<n
V ′i,j
⊔
⊔
m
⊔
1<j<i<n−1
⊔
(il,jl)∈I
′
l
1≤l<m
⊔
(im,jm)∈Im
V ′i,j ∩ S
′
i1,j1
∩ S ′i2,j2 ∩ . . . ∩ S
′
im,jm,
(4.4)
where the union in m is taken over 1 ≤ m ≤ (n− 3)/2.
We write U =
⊔
α∈A U
′
α after renaming all disjoint sets involved in (4.4).
We claim that #A ≤ 2n−1. First note that there are
(
n−1
2
)
sets V ′i,j, 0 <
i < j < n. Moreover, for each 1 ≤ m ≤ (n − 3)/2, the disjoint union⊔
1<j<i<n−1
⊔
(il,jl)∈I
′
l
1≤l<m
⊔
(im,jm)∈Im
, involves
(
n−1
2m+2
)
sets. Therefore,
#A =
∑
0≤m≤(n−3)/2
(
n− 1
2m+ 2
)
≤ 2n−1.
For the proof of Proposition 4.1, it only remains to prove (4.1).
4.3 Proof of (4.1)
In this subsection, we prove estimates for each set appearing in the partition
(4.4) using Lemmas 2.2 and 2.7. Recall that the set Xk is defined by
Xk = {x ∈ (Z
d)n−1 : max
0≤j<n
|xj − xj+1| < 2
k}.
Note that the truncation S → S ∩Xk amounts to the replacemment K
j →
Kj
Ik
, where Ik = [0, 2
k).
Lemma 4.2. Assume that 0 < i < j < n. Then
|T nV ′i,j (x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
〈x0 − xn〉
−3d+ǫ.
Proof. First, note that V ′i,j = Vi,j ∩AV , where
AV = {x : {x0} ∩ {xj+1, xj+2, . . . , xn−1} = ∅}
∩ {x : {xn} ∩ {x1, x2, . . . , xi−1} = ∅}
(4.5)
Therefore, by Lemma 2.7, it is enough to show that
|T nVi,j∩Xk(x0, xn)| ≤ ǫ
3
(
C
ǫ
)n
〈x0 − xn〉
−3d+ǫ
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for all large k ≥ 1. This is a consequence of the factorization
T nVi,j∩Xk(x0, xn) =K
1
Ik
K2
Ik
. . .Ki
Ik
(x0, xn)K
i+1
Ik
. . .Kj
Ik
(xn, x0)
Kj+1
Ik
. . .Kn
Ik
(x0, xn)
and Corollary 2.4.
Lemma 4.3. Let 1 ≤ m ≤ (n− 3)/2 and
S = Vi,j ∩ Si1,j1 ∩ Si2,j2 ∩ . . . ∩ Sim,jm
for some (il, jl) ∈ I
′
l for 1 ≤ l < m and (im, im) ∈ Im. Then
|T nS (x0, xn)| ≤ ǫ
3+2m
(
C
ǫ
)n
〈x0 − xn〉
−3d+ǫ.
Moreover, we have the bound
|T nS∩Xk(x0, xn)| ≤ ǫ
3+2m
(
C
ǫ
)n
〈x0 − xn〉
−3d+ǫ (4.6)
uniformly in k ≥ 1.
Proof. We only prove the bound for T nS (x0, xn). The argument for the trun-
cated version (4.6) is the same.
The proof uses an induction on m. We start with the base case m = 1.
Note that 0 < i1 < j < i < j1 < n. We may factor T (S) as
T nS (x0, xn) =
∑
xi1
T1(x0, xi1)T2(xi1 , x0)T3(x0, xn)T4(xn, xi1)T5(xi1 , xn),
where T1 = K
1K2 . . .Ki1 , T2 = K
i1+1 . . .Kj, T3 = K
j+1 . . .Ki, T4 =
Ki+1 . . .Kj1 , and T5 = K
j1+1 . . .Kn.
From Lemma 2.2, we have
|T nS (x0, xn)| ≤ ǫ
5
(
C
ǫ
)n
〈x0 − xn〉
−d+ǫ
∑
xi1
〈x0 − xi1〉
−2(d−ǫ)〈xi1 − xn〉
−2(d−ǫ).
(4.7)
Here and in the following, all sums are over Zd. The claimed estimate then
follows from
|x0 − xn| ≤ |x0 − xi1 |+ |xi1 − xn|,
which allows to decompose of the summation into two parts:
Zd = {xi1 : |x0 − xi1 | ≥ |x0 − xn|/2} ∪ {xi1 : |xi1 − xn| ≥ |x0 − xn|/2}.
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Next, we shall derive the claimed estimate for m = 2 from the estimate
for m = 1. Here, 0 < i1 < j < i2 < j1 < i < j2 < n. Following the above
argument, we have
|T nS (x0, xn)| ≤ ǫ
7
(
C
ǫ
)n ∑
xi1 ,xi2
〈x0 − xi1〉
−2(d−ǫ)〈x0 − xi2〉
−d+ǫ〈xi2 − xi1〉
−d+ǫ
× 〈xi1 − xn〉
−d+ǫ〈xi2 − xn〉
−2(d−ǫ).
We first take the sum over xi2 using the Cauchy-Schwarz inequality:∑
xi2
〈x0 − xi2〉
−d+ǫ〈xi2 − xn〉
−d+ǫ〈xi1 − xi2〉
−d+ǫ〈xi2 − xn〉
−d+ǫ
≤C〈x0 − xn〉
−d+ǫ〈xi1 − xn〉
−d+ǫ.
Then we get the expression (4.7) up to a multiplicative factor Cǫ2.
Passing from m− 1 to m is similar. We omit the details.
Finally, we pass from (4.6) to an estimate for the “primed” sets. This is
the part where we lose a constant factor bounded by Cn logn.
Lemma 4.4. Let S ′ = V ′i,j ∩ S
′
i1,j1
∩ S ′i2,j2 ∩ . . .∩S
′
im,jm for some (il, jl) ∈ I
′
l
for 1 ≤ l < m and (im, im) ∈ Im. Then
|T nS′(x0, xn)| ≤ C
n lognǫ3+2m−n|x0 − xn|
−3d+ǫ
for some constant C > 0.
To prepare for the proof of Lemma 4.4, we first prove the following weaker
estimate.
|T nS′(x0, xn)| ≤ C
n2ǫ3+2m−n|x0 − xn|
−3d+ǫ. (4.8)
Proof of (4.8). We first write S ′im,jm as
S ′im,jm = Sim,jm∩
⋂
{x : {xu : jm−2 < u < im} ∩ {xjm} = ∅}⋂
{x : {xu : jm−2 < u < jm−1} ∩ {xv : jm < v < n} = ∅}.
Let S = Vi1,j1 ∩ Si1,j1 ∩ Si2,j2 . . . ∩ Sim,jm. Then we may write
S ′ = S ∩AV ∩ A
1
S ∩ A
2
S,
where AV is as in (4.5) and
A1S =
⋂
1≤l≤m
{x : {xu : jl−2 < u < il} ∩ {xjl} = ∅}
A2S =
⋂
1≤l≤m
{x : {xu : jl−2 < u < jl−1} ∩ {xv : jl < v < n} = ∅}.
34
We apply Lemma 4.3 and Lemma 2.7. We count the number of terms xj
needed to define intersections in AV , A
1
S, and A
2
S. First, AV involves at most
n − j + i ≤ 2n terms. In addition, A1S involves at most
∑m
l=1(il − jl−2) ≤∑m
l=1(jl−jl−2) ≤ 2n terms. Finally, A
2
S involves at most
∑m
l=1(n−jl+jl−1−
jl−2) ≤ nm ≤ n
2/2. In total, we lose a factor bounded by 24n+n
2/2 ≤ 25n
2
in
the application of Lemma 2.7. This finishes the proof.
Next, we indicate how to modify the proof of (4.8) to obtain Lemma 4.4.
First, recall that the intersection with A2S is the only part that we lose a
factor larger than Cn. We lost a factor of Cn
2
from the bound
m∑
l=1
|El|+ |Fl| ≤ n
2/2,
where
El := (jl−2, jl−1) ∩ Z and Fl := (jl, n) ∩ Z. (4.9)
We show that we can rewrite A2S in a more efficient way, which implies
Lemma 4.4.
Lemma 4.5. Let 0 = j−1 < j0 < j1 < . . . < jm < n be an increasing
sequence of integers such that the sets El, Fl defined in (4.9) are non-empty.
Then there exist subsets {E ′l, F
′
l }1≤l≤m of (0, n) ∩ Z such that
A :=
m⋂
l=1
{x : {xu : u ∈ El} ∩ {xv : v ∈ Fl} = ∅}
=
m⋂
l=1
{x : {xu : u ∈ E
′
l} ∩ {xv : v ∈ F
′
l } = ∅},
(4.10)
and
m∑
l=1
|E ′l|+ |F
′
l | = O(n logn).
Proof. We first give an informal discussion. The idea is to choose
l0 := max{l : jl ≤
n
2
− 1} (4.11)
and then write A as an intersection of three parts
A = (A′l0 ∩Al0+1 ∩Al0+2) ∩
l0−1⋂
l=1
A′l ∩
m⋂
l=l0+3
Al, (4.12)
where
Al := {x : {xu : u ∈ El} ∩ {xv : v ∈ Fl} = ∅},
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A′l := {x : {xu : u ∈ El} ∩ {xv : v ∈ Fl \ Fl0} = ∅}, for l < l0
A′l0 := {x : {xu : u ∈ ∪
l0
l=1El} ∩ {xv : v ∈ Fl0} = ∅}.
The saving comes from that now A′l involves xv for v ∈ Fl \ Fl0 when l < l0.
We iterate this manipulation to
⋂l0−1
l=1 A
′
l and
⋂m
l=l0+3
Al.
We turn to a rigorous argument. For a given 0 < j0 < j1 < . . . < jm < n,
define
C˜(n; j0, j1, . . . , jm) := min
m∑
l=1
(|E ′l|+ |F
′
l |),
where the minimum is taken over all collection of subsets {E ′l, F
′
l }1≤l≤m of
(0, n) ∩ Z, satisfying (4.10). Here the parameter n is associated with the
largest element n− 1 in Fl. In addition, define
C(n) := max C˜(n; j0, j1, . . . , jm),
where the maximum is taken over all (j0, j1, . . . , jm) satisfying the assump-
tion of Lemma 4.5. Certainly, C(n) is non-decreasing and C(n) = O(1)
when n = O(1).
We claim that C(n) = O(n logn). Without loss of generality, we may
assume that n is a power of 2. We will show that
C(n) ≤ 3n+ 2C(n/2). (4.13)
Iterating (4.13) k times, we get C(n) ≤ 3kn + 2kC(n/2k), from which we
obtain the claim by choosing k ∼ log n.
Let 0 < j0 < j1 < . . . < jm < n be given. We need to show that
C˜(n; j0, j1, . . . , jm) ≤ 3n+ 2C(n/2). (4.14)
Let l0 be as in (4.11) and write A as in (4.12). Observe that the sets El and
Fl \ Fl0 for l < l0 are contained in the set [1, jl0 ] ∩ Z. Therefore, there are
subsets {E ′l, F
′
l }1≤l≤l0−1 of [1, jl0] ∩ Z such that
l0−1⋂
l=1
A′l =
l0−1⋂
l=1
{x : {xu : u ∈ E
′
l} ∩ {xv : v ∈ F
′
l } = ∅}
and
l0−1∑
l=1
|E ′l|+ |F
′
l | = C˜(jl0 + 1; j0, j1, . . . , jl0−1) ≤ C(jl0 + 1) ≤ C(n/2),
since jl0 + 1 ≤ n/2 by the choice of l0.
The situation for l ≥ l0 + 3 is essentially the same as the case for l <
l0 since the sets El and Fl, for l ≥ l0 + 3, are contained in the interval
(jl0+1, n) ∩ Z of length less than or equal to n/2. Notice that we have
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translation invariance, i.e., we may work with translated sets of El − jl0+1
and Fl − jl0+1 for the purpose of choosing the sets E
′
l and F
′
l . Thanks to
this, we may find sets {E ′l, F
′
l }l0+3≤l≤m such that
m⋂
l=l0+3
Al =
m⋂
l=l0+3
{x : {xu : u ∈ E
′
l} ∩ {xv : v ∈ F
′
l } = ∅}
and
m∑
l=l0+3
|E ′l|+ |F
′
l | ≤ C(n− jl0+1) ≤ C(n/2).
For the remaining part, A′l0 ∩ Al0+1 ∩ Al0+2, we just set E
′
l = El and
F ′l = Fl for l0 ≤ l ≤ l0 + 2 except that E
′
l0
:= ∪l0l=1El.
So far, we have found {E ′l, F
′
l }1≤l≤m satisfying (4.10) such that∑
1≤l≤m
|E ′l|+ |F
′
l | ≤ 3n+ 2C(n/2),
which verifies (4.14). This completes the proof.
A Proof of Corollary 1.5 on derivatives of the
averaged Green’s function
The proof is based on the standard fact that existence of derivatives in
Fourier space (which we get from Theorem 1.1) can be translated to decay
in physical space via integration by parts. For the endpoint case |α| = d+1,
we use a variant of the argument which only requires the Fourier transform
to be Ho¨lder continuous.
Let d ≥ 2 and assume that α is a multi-index such that |α| > 2 − d.
This condition ensures that the symbol of ∇αG (and ∇αGµ) is integrable on
Td. We shall prove the first statement for d ≥ 3 as the proof of the second
statement is identical.
Fix 0 < ǫ < 1 and let 0 < δ < cǫ, where c is the constant c˜d from
Theorem 1.1. Note that the operator L is a convolution operator whose
symbol is given by
m(θ) = (1 + δEσ)
d∑
j=1
2(1− cos θj) +
∑
1≤j,k≤d
(e−iθj − 1)K̂δj,k(θ)(e
iθk − 1)
for θ ∈ Td. By Theorem 1.1, we have
||K̂j,k||C2d−1,1−ǫ(Td) ≤ Cδ
2.
In particular, we may find 0 < cd ≤ cǫ such that for any 0 < δ < cd, we have
the lower bound
|m(θ)| ≥ C|θ|2 (A.1)
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for some constant C > 0 for any θ in Td which we identify with [−π, π]d.
Next, let mα be the symbol of ∇α, i.e. mα(θ) =
∏d
j=1(e
iθj − 1)αj . Since
|mα(θ)| ≤
∏d
j=1 |θj |
αj ≤ |θ||α|, we see that∣∣∣∣mα(θ)m(θ)
∣∣∣∣ ≤ C|θ||α|−2, (A.2)
which is integrable on Td provided that |α| > 2− d.
The kernel ∇αG(x) is the Fourier inverse of mα(θ)[m(θ)]−1. We estimate
∇αG(x) using a dyadic decomposition of Td as follows. Let ϕ be a smooth
even function compactly supported on [−2, 2] and ϕ(r) = 1 for r ∈ [−1, 1].
Let ψ(r) := ϕ(r)−ϕ(2r) and ψl(r) := ψ(2
lr) for l ≥ 1 and ψ0(r) := 1−ϕ(2r).
Note that
∑
l≥0 ψl(r) = 1 for any r 6= 0. We write ∇
αG(x) =
∑
l≥0∇
αGl(x),
where we denote by ∇αGl(x) the Fourier inverse of ψl(|θ|)m
α(θ)[m(θ)]−1.
Define
gαl (θ) :=
φ(θ)mα(2−lθ)
m(2−lθ)
,
where φ(θ) := ψ(|θ|). Then for l ≥ 1, we may write by a change of variable
∇αGl(x) = 2
−ld
∫
Rd
gαl (θ)e
i2−lx·θ dθ
(2π)d
.
First note that, by (A.2), |∇αGl(x)| ≤ C2
−l(d−2+|α|) for any x ∈ Zd. This
bound may be improved when 2−l|x| ≥ 1. We claim that when |x| ≥ 2l and
l ≥ 1, we have
|∇αGl(x)| ≤
C2−l(d−2+|α|)
(2−l|x|)2d−ǫ
. (A.3)
Given the estimate (A.3), Corollary 1.5 follows quickly. First of all, one
can check, using integration by parts, that
|∇αG0(x)| ≤ C(1 + |x|)
−(2d−1).
Using this bound and (A.3), we get
|∇αG(x)| ≤ C
∑
l≥0
2−l(d−2+|α|) ≤ C (A.4)
for any x ∈ Zd, since we assume |α| > 2−d. Next we assume that |x| ≥ 100
and study the sum over 2l > |x| and 2l ≤ |x| separately. We have∑
l≥0: 2l>|x|
|∇αGl(x)| ≤ C
∑
l≥0: 2l>|x|
2−l(d−2+|α|) ≤ C|x|−(d−2+|α|). (A.5)
On the other hand, if |α| ≤ d+ 1, we have∑
l≥0: 2l≤|x|
|∇αGl(x)| ≤ C|x|
−(2d−1) + C
∑
l≥1: 2l≤|x|
2l(d+2−|α|−ǫ)|x|−2d+ǫ
≤ C|x|−(d−2+|α|).
(A.6)
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Observe that (A.4), (A.5) and (A.6) implies Corollary 1.5.
It remains to verify (A.3). We need the following lemma.
Lemma A.1. For 0 < δ < cd and l ≥ 1, we have
||gαl ||C2d−1,1−ǫ(Rd) ≤ C2
−l(|α|−2).
Proof. When θ ∈ supp φ, |m(2−lθ)| is comparable to 2−2l as |θ| ∼ 1. In
addition, we have the estimates
|[(2−l∂)βm](2−lθ)| ≤ Cβ2
−2l
|[(2−l∂)βmα](2−lθ)| ≤ Cβ,α2
−l|α|
for all multi-index β with |β| ≤ 2d−1. From these estimates, if follows that
||gαl ||C2d−1(Rd) ≤ C2
−l(|α|−2).
For the Ho¨lder estimate, we note that when |β| = 2d− 1, we may write
∂βgαl (θ) =
χ(θ)2−l(2d−1)∂βm(2−lθ)mα(2−lθ)
m(2−lθ)2
+R(θ),
where ||R||C1 ≤ C2
−l(|α|−2). Thus, it remains to show that the C0,1−ǫ norm
of the first term is O(2−l(|α|−2)). This again reduces to quantify the C0,1−ǫ
norm of the functions resulting from replacing ∂βm(2−lθ) in the first term
by
(e−i2
−lθj − 1)(ei2
−lθk − 1)∂βK̂δj,k(2
−lθ)
for each 1 ≤ j, k ≤ d. One can verify that C0,1−ǫ norm of the resulting
functions are O(2−l(|α|−2)).
Finally, we may deduce (A.3) from Lemma A.1 by a standard argu-
ment. Let |x| ≥ 2l. Without loss of generality, we may assume that
|x1| = maxj |xj |, hence |x1| ∼ |x|. Using integration by parts, we see that
∇αGl(x) =
C2−ld
(2−lx1)2d−1
∫
(∂1)
2d−1gαl (θ)e
i2−lx·θdθ.
After the change of variable θ1 → θ1 +
π
2−lx1
in the integral, we also see that
∇αGl(x) = −
C2−ld
(2−lx1)2d−1
∫
(∂1)
2d−1gαl
(
θ1 +
π
2−lx1
, θ′
)
ei2
−lx·θdθ,
where we write θ′ = (θ2, · · · , θd). Estimating the average of these expressions
for ∇αGl(x) using Lemma A.1, we obtain (A.3) which finishes the proof.
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B Proof of Corollary 1.6 on averaged solu-
tions
We have f ∈ H−1(Zd) by (2.1) and uω = L
−1
ω f is the unique solution in
H1(Zd) to the equation Lωuω = f .
By the definition of L, we have E[uω] = L
−1f . In addition, we have
L(G ∗ f) = (LG) ∗ f = δ0 ∗ f = f (B.1)
which yields L−1f = G ∗ f . We need to verify the first equality of (B.1),
which is trivial when f is compactly supported. For general f ∈ ℓpd(Zd), it
suffices to show that
∇∗iK
δ
i,j∇j(G ∗ f) = (∇
∗
iK
δ
i,j∇jG) ∗ f. (B.2)
To see this, first note that the sum defining the convolution G ∗ f converges
absolutely since G ∈ ℓqd(Zd) and f ∈ ℓpd(Zd) and 1
pd
+ 1
qd
= 1. This shows
that ∇j(G ∗ f) = (∇jG) ∗ f with ∇jG ∈ ℓ
qd(Zd). In fact, ∇jG ∈ ℓ
2(Zd)
since G ∈ H1(Zd), but we do not use this fact here. Moreover, the kernel
of Ki,j belongs to ℓ
1(Zd) and we have Ki,j[(∇jG) ∗ f ] = (Ki,j∇jG) ∗ f by
Fubini’s theorem and Ki,j∇jG ∈ ℓ
qd(Zd). The argument for ∇∗i is the same
and this establishes (B.2).
The pointwise estimate is a direct consequence of Corollary 1.5.
C Proof of the deterministic bound in Lemma
2.2
We closely follow [5] and provide some details. Recall that
T n(x0, xn) =
∑
x
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn),
where x = (x1, x2, . . . , xn−1) ∈ (Z
d)n−1. When x0 6= xn, we may write
∑
x
=
∑
m≥0
∑
x: 2m≤maxj |xj−xj+1|<2m+1
=
n−1∑
j0=0
∑
m≥0
∑
x∈Smj0
,
where Smj0 is defined in (3.6). When x0 = xn, this yields a decomposition for
the sum
∑
x except for x = (x0, · · · , x0) for which we may invoke the bound
|K1(x0, x0) · · ·K
n(x0, x0)| ≤ A
n.
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Let Im = [0, 2
m). Observe that∑
x∈Smj0
K1(x0, x1) . . .K
n(xn−1, xn)
=
∑
x∈(Zd)n−1
j0∏
j=1
Kj
Im
(xj−1, xj)K
j0+1
Im+1\Im
(xj0 , xj0+1)
n∏
j=j0+2
Kj
Im+1
(xj−1, xj)
=
∑
xj0 ,xj0+1
T j0
Im
(x0, xj0)K
j0+1
Im+1\Im
(xj0, xj0+1)T˜
j0
Im+1
(xj0+1, xn),
(C.1)
where T j0
Im
:=
∏j0
j=1K
j
Im
and T˜ j0
Im+1
:=
∏n
j=j0+2
Kj
Im+1
. Here, the sum over
xj0 is in fact a finite sum; |x0−xj0 | ≤ |x0−x1|+ . . .+ |xj0−1−xj0 | ≤ n2
m+1.
Similarly, the sum over xj0+1 is a finite sum over |xj0+1−xn| ≤ n2
m+1. From
this, Ho¨lder’s inequality, and Assumption (i),
|(C.1)|
≤ A2−md
∑
xj0
|T j0
Im
(x0, xj0)|
∑
xj0+1
|T˜ j0
Im+1
(xj0+1, xn)|
≤ CA2−md(n2m)2d(p−1)/p
(∑
xj0
|T j0
Im
(x0, xj0)|
p
)1/p( ∑
xj0+1
|T˜ j0
Im+1
(xj0+1, xn)|
p
)1/p
for p > 1 selected by 2d(p− 1) = ǫ.
Let δy be the delta function on Z
d; δy(x) is equal to 1 if x = y and 0
otherwise. Note that the product of two ℓp sums in the last inequality is
bounded by
||(T j0
Im
)∗δx0 ||ℓp(Zd)||T˜
j0
Im+1
δxn ||ℓp(Zd),
which is bounded by [A/(p−1)]j0[A/(p−1)]n−j0−1 =
(
2dA
ǫ
)n−1
by Assumption
(2). Therefore, we get
|(C.1)| ≤ Cnǫ
(
2dA
ǫ
)n
ǫ2−m(d−ǫ). (C.2)
It only remains to sum (C.2) over m ≥ 0 and j0. For this, we distinguish
the cases |x0−xn| ≥ 2n and |x0−xn| < 2n. For the first case, the sum over
m is restricted to
2m ≥
|x0 − xn|
2n
,
which follows from, given that maxj |xj − xj+1| < 2
m+1,
|x0 − xn| ≤
n−1∑
j=0
|xj − xj+1| ≤ n2
m+1.
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In the first case, therefore, summing (C.2) over m and j0 yields
|T n(x0, xn)| ≤ Cn
1+ǫ
(
2dA
ǫ
)n
ǫ
∑
m: 2m≥|x0−xn|/(2n)
2−m(d−ǫ)
≤ (CdA/ǫ)
nǫ〈x0 − xn〉
−(d−ǫ).
When |x0 − xn| < 2n, we sum (C.2) over m ≥ 0 and j0. Then we get
|T n(x0, xn)| ≤ Cn
1+ǫ
(
2dA
ǫ
)n
ǫ
which completes the proof since 1 ≤ Cn〈x0 − xn〉
−1.
D Proof of Lemma 2.7 on disjointification
Since S ′ = ∅ when El ∩ Fl 6= ∅ for some l, we may assume that El ∩ Fl = ∅
for all 1 ≤ l ≤ m.
We closely follow the argument given in Section 4 of [5]. We introduce
an additional set of variables (“Steinhaus system”) on the torus T = R/2πZ
θ := (θ
1
, θ
2
, . . . , θ
m
), where θ
l
:=
{
θlx ∈ T : x ∈ Z
d
}
.
We use these variables to define the complex-valued functions ej : Z
d → C,
ej(x, θ) :=
m∏
l=1
exp
(
iνljθ
l
x
)
,
where νlj :=

1, if j ∈ El,
−1, if j ∈ Fl,
0, otherwise.
Note that ‖ej(·, θ)‖∞ ≤ 1 for all θ.
Assume first that the set S is finite. Define
T˜ nS (x0, xn, θ) :=
∑
x∈S
K˜1(x0, x1)K˜
2(x1, x2) . . . K˜
n(xn−1, xn)
=
∑
x∈S
K1(x0, x1) . . .K
n(xn−1, xn)
m∏
l=1
exp
(
i
(∑
j∈El
θlxj −
∑
k∈Fl
θlxk
))
where we introduced the operators K˜j(x, y) := Kj(x, y)ej(y, θ) for 2 ≤ j ≤ n
and K˜1(x, y) := e0(x, θ)K
1(x, y)e1(y, θ). It is important to observe that, by
the assumption, we have
|T˜ nS (x0, xn, θ)| ≤M(x0, xn) (D.1)
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for all θ.
The next step is to average the bound (D.1) over the variables θ with
respect to specific probability measures to be chosen. Define the set
ZdS :={x0, xn}
∪ {x ∈ Zd : x = xj for some (x1, . . . , xn−1) ∈ S and 1 ≤ j ≤ n− 1}
which is finite since S is finite by assumption. For each −1 < t < 1, let
Pt(θ) be the Poisson kernel of the unit disk
Pt(θ) =
∞∑
n=−∞
t|n|einθ.
Note that Pt(θ)
dθ
2π
is a probability measure on T. For each 1 ≤ l ≤ m and
|t| < 1, consider the product measure dµlt on T
ZdS =
∏
x∈Zd
S
T given by
dµlt(θ
l
) :=
∏
x∈Zd
S
Pt(θ
l
x)
dθlx
2π
.
We first average (D.2) over the probability space TZ
d
S equipped with the
measure dµ1t . On the one hand, since (D.1) holds pointwise in θ, we have∣∣∣∣∫
T
Zd
S
T˜ nS (x0, xn, θ)dµ
1
t
(
θ
1
)∣∣∣∣ ≤M(x0, xn) (D.2)
for any (θ
2
, . . . , θ
m
) and |t| < 1. On the other hand, we may write the
integral above as
∑
x∈S
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn)
m∏
l=2
exp
(
i
(∑
j∈El
θlxj −
∑
k∈Fl
θlxk
))
×
∫
T
Z
d
S
exp
(
i
(∑
j∈E1
θ1xj −
∑
k∈F1
θ1xk
)) ∏
x∈Zd
S
Pt(θ
1
x)
dθ1x
2π
.
As was observed in [5], the integral in the above line is equal to tw(x0,x1,...,xn),
where
w(x0,...,xn) =
∑
x∈Zd
S
∣∣|{j ∈ E1 : xj = x}| − |{k ∈ F1 : xk = x}|∣∣ ≤ |E1|+ |F1|.
Moreover, w(x0,...,xn) = |E1|+ |F1| if and only if x ∈ S1, where
S1 := S ∩ {x : {xj : j ∈ E1} ∩ {xk : k ∈ F1} = ∅}.
Therefore, we may write
∫
T
Zd
S
T˜ nS (x0, xn, θ)dµ
1
t (θ
1
) as a polynomial
f(t) = aDt
D + aD−1t
D−1 + . . .+ a0, (D.3)
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where D = |E1|+ |F1| and
aD =
∑
x∈S1
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn)
m∏
l=2
exp
(
i
(∑
j∈El
θlxj −
∑
k∈Fl
θlxk
))
.
At this point, we recall a special case of the Markov brothers’ inequality.
Lemma D.1. Let f(t) be a polynomial as in (D.3). Then we have
|aD| ≤ 2
D−1 max
−1≤t≤1
|f(t)|.
Combined with (D.2), we get, with D = |E1|+ |F1|,
|aD| ≤ 2
D−1M(x0, xn)
for any (θ
2
, . . . , θ
m
). What comes next is a similar averaging argument for
the top coefficient aD over the measure dµ
2
t , which yields∣∣∣∣∣∣
∑
x∈S2
K1(x0, x1)K
2(x1, x2) . . .K
n(xn−1, xn)
m∏
l=3
exp
(
i
(∑
j∈El
θlxj −
∑
k∈Fl
θlxk
))∣∣∣∣∣∣
≤
( ∏
1≤l≤2
2|El|+|Fl|−1
)
M(x0, xn).
for any (θ
3
, . . . , θ
m
), where
S2 := S1 ∩ {x : {xj : j ∈ E2} ∩ {xk : k ∈ F2} = ∅}.
A successive averaging over dµ3t , . . . , dµ
m
t finishes the proof.
Next, assume that S is not a finite set. By dominated convergence
and the a priori bound (2.6), we have T nS′(x0, xn) = limk→∞ T
n
S′∩Xk
(x0, xn).
Therefore, it is sufficient to show that
|T nS′∩Xk(x0, xn)| ≤ 2
∑
1≤l≤m |El|+|Fl|M(x0, xn)
for all large k ≥ 1, which follows from applying the result for the finite set
to S ∩Xk.
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