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Abstract. In this paper, an enhanced Integral Sliding
Mode-based Linear Quadratic Gaussian (ISM-LQG)
controller has been proposed and verified in real-time
on a Twin Rotor multi-input-multi-output MIMO Sys-
tem (TRMS). A TRMS serves as a suitable laboratory-
based platform to evaluate the performance of con-
trol algorithms for complex Unmanned Aerial Vehi-
cle (UAV) systems such as rotocraft. In the proposed
scheme, an ISM enhancement to an LQG has been in-
troduced, which attempts to overcome modelling inac-
curacies and uncertainties. The novelty of the proposed
control law lies in hybridizing a robust control approach
with an optimal control law to achieve improved per-
formance. Experimental results on the TRMS demon-
strate that the ISM-LQG strategy significantly improves
the tracking performance of the TRMS pitch and hence
confirm the applicability and efficiency of the proposed
scheme.
Keywords
Experimental set-up, Integral Sliding Mode
control, Linear Quadrature Gaussian, optimal
dynamic control, Twin rotor MIMO system.
1. Introduction
In recent years, research and development in the field of
Unmanned Aerial Vehicles (UAVs) has gained signifi-
cant attention in the engineering community. They are
extensively being used for reconnaissance, surveillance
and scientific data acquisition in various applications.
The reduction in cost has also added hobbyists to its
growing number of users. Some of the UAV types cur-
rently in use include fixed-wing aircraft, tandem rotors,
twin-rotor systems and quad-rotor hover crafts. This
substantial interest may be attributed to various dis-
tinguishing features offered by these crafts including
their ability to fly unmanned while invisible to radar.
Other factors that have stipulated the developments
in UAVs include their lightweight structure and multi-
purpose deployment in multi-dimensional applications.
Due to these advantages, the field of UAVs is expected
to expand incredibly in the near future. However, the
control of UAVs poses many challenges due to their
highly nonlinear behaviour, dynamic operational envi-
ronment and other constraints due to their small size,
weight, and power.
A summary of the most promising control strategies
for different types of UAVs can be found in [1], [2], [3],
[4] and [5]. In the work introduced in [6], the author
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employed soft computing techniques to control a quad-
rotor vehicle.
Adaptive schemes are also being explored for UAVs
control [7]. Additionally, optimal control techniques,
which have been around for many decades, such as the
Linear Quadratic Gaussian (LQG), are also being de-
veloped for autopilot and missile trajectory controller
applications. Among the related works reported in the
literature is [8], which uses a multi-variable LQG con-
troller which takes into account noise and disturbance.
A Proportional Linear Quadratic Regulator (P-LQR)
controller for the longitudinal control of a UAV was
presented in [9]. A comparison between the LQR and
H∞ algorithms for UAV control can be found in [10].
One of the major challenges faced by the researchers
is the high complexity and implementation cost of ac-
tual UAV devices. Therefore, in order to facilitate the
development of robust and sophisticated control algo-
rithms, laboratory platforms have been developed for
many of these vehicles. Despite several reported at-
tempts to conduct experiments on these platforms, de-
sign and realization of sophisticated control algorithms
on the setups still remain challenging. In this paper,
we are focussing on the LQG control of the Twin-Rotor
MIMO System (TRMS) developed by Feedback Instru-
ments Ltd., UK. The TRMS resembles a conventional
helicopter. However, the angle of attack of the rotors
is fixed and consequently, the aerodynamic forces are
controlled by varying the speed of the DC motors. The
TRMS setup serves as a good platform for the imple-
mentation purpose and in most cases, the algorithms
developed for the TRMS can be easily extended to
UAVs.
A plethora of literature on developing control algo-
rithms for the TRMS has been presented over the last
two decades. Most of the reported studies are based on
Proportional-Integral-Derivative (PID) control law or
its variants. The PID has become a benchmark control
algorithm as it offers a simple structure, model free and
easier implementation [11]. Moreover, if the parame-
ters of the system are precisely known, the controller
gains can be designed analytically [12]. In [13], the
authors proposed a sigmoid-based variable coefficient
PID control law for the TRMS, where the PID coef-
ficients were dynamically updated within a predefined
range. In [14], Cajo and Agila presented a comparison
between linear and nonlinear PID implementations and
derived a set of nonlinear segmented observers for the
required states corresponding to all degrees of freedom.
A PID-based fuzzy sliding mode control algorithm was
implemented in [15] in order to reduce the tracking
errors and chattering in the control input, which is
usually present in the sliding mode strategy [16]. An-
other interesting piece of work is reported in [17], where
a mathematical model was derived for the TRMS. This
model was then used to implement self-tuning con-
trol algorithms based on the PID controller using the
Tahakashi modification of Ziegler-Nichols and the pole
placement method with two degrees of freedom. Other
noticeable recently reported works can be found in [18],
[19], [20], [21] and [22].
In this paper, we examine the use of an enhanced
LQG scheme for the pitch control of the TRMS. The
LQG needs an accurate and precise model of the sys-
tem. However, modelling in case of UAVs poses a ma-
jor challenge due to their highly nonlinear and oscilla-
tory nature as well as their exposure to environmental
disturbances [23]. Moreover, due to loading and un-
loading, the dynamics is affected significantly. In such
a scenario, the use of a standard LQG may not be very
effective. Hence, we propose an Integral Sliding Mode
Controller (ISMC) enhancement to the LQG controller,
which can produce promising results in the face of ad-
verse conditions. As a result, the effect of modelling
uncertainty can be effectively overcome. This work
combines robustness and ease of implementation of the
LQG controller with the powerfulness of the ISMC to
improve the performance of LQ-based controllers as
demonstrated in [24].
2. TRMS System and
Modelling
The TRMS supplied by Feedback Instruments Ltd. has
two degrees of freedom and ships with a data acquisi-
tion and control apparatus that allows for real-time
integration with numerous computer based simulation
packages including MATLAB/Simulink. The system is
depicted in Fig. 1.
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Fig. 1: TRMS model supplied by Feedback Instruments Ltd.
For the LQG controller design, a discrete state space
model of the TRMS can be described by:{
~x [k + 1] = A~x [k] +B~u [k] + ~W [k] ,
~y [k] = C~x [k] +D~u [k] + ~V [k] ,
(1)
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where matrix A is the system state matrix, B is the
input matrix, C is the output matrix, and D is the
coupling matrix representing the direct influence of
changes in the inputs on the outputs. The vectors
~W [k] and ~V [k] respectively represent the white Gaus-
sian process and measurement noises with the corre-
sponding covariance matrices denoted by W and V.
The matrices A, B, C, D of the TRMS state space
model were derived using Matlab/Simulink system
identification toolbox employing input-output data
(obtained experimentally from TRMS).
3. The LQG Controller
The LQG controller is one of the most common op-
timal control methods. It is basically a combination
of a Kalman filter used to estimate the states of the
system and the LQR. In this section, we first describe
the LQR optimal controller. The LQR controller as-
sumes perfect knowledge of the system states. Follow-
ing LQR, we show the complete LQG solution with
experimental results.
The optimal control for the system described by the
state space model in Eq. (1) minimizes the quadratic
cost function using infinite time horizon i.e.:
J =
N∑
k=0
~x [k]
T
Q~x [k] + ~uT [k]R~u [k] , (2)
where Q is the process weight covariance matrix and
R is the control weight covariance matrix. There is
no analytical way to determine these covariance ma-
trices. Thus, they must be determined experimentally
through a tedious trial and error procedure. A trade-
off exists between the two; choosing a large Q penal-
izes the transients of the state vector x [k] and choosing
a largeR penalizes the effect of the control action u [k].
In general, the optimal LQR solution is the row vector
~kLQR, which is used to determine the required control
signal:
u [k] = r [k]− ~kLQR~x [k] , (3)
where r [k] is the pitch demand at time step k. The
LQR gain vector is given by:
~kLQR =
(
R+BTPB
)−1 (
BTPA
)
. (4)
P is the unique positive definite solution of the discrete-
time algebraic Riccati’s equation defined as:
P = ATPA−(ATPB) (R+BTPB)−1 (BTPA)+Q.
(5)
In practice, the dlqr function provided by MATLAB
can be used to determine the optimal LQR gain vec-
tor. For more details on the performance of the LQR
controller in the TRMS system, the reader is referred
to the work of Pandey and Laxmi in [26] and the com-
parison between LQR and PID in [27]. Note that the
LQR assumes full knowledge of the states at all times,
which may not be possible in many practical cases, in-
cluding the present application. Hence, an observer
is required to emulate the system and to estimate its
states at all times. In the LQG, this is achieved by
means of a Kalman filter discussed in Sec. 4. In
[28], the authors implemented an LQG controller for
a twin-rotor system and showed tediousness and cum-
bersomeness of the tuning process. A brief descrip-
tion of the LQG controller is presented here along with
some experimental results to motivate the inclusion of
an ISMC correction term.
The LQR does not compare the demand to the out-
put of the system since it is a full state feedback con-
troller. Instead, it compares the demand to the scalar
~kLQR~x[k] resulting in the output being different from
the demand, which is not the desired goal [29]. In or-
der to compensate for this, the reference as well as the
estimated states have to be scaled. This is achieved by
means of the pre-compensator scaling vector ~n defined
as:
~n =
[
~nx
nu
]
=
[
A− I B
C 0
]−1 [
0
1
]
, (6)
where the scalar nu is used to apply a steady state
value to the system input to remove any steady state
error and ~nx produces the modified states ~x [k], i.e.:
~x [k] = ~nTx ~x [k] . (7)
This leads to the control signal given by:
ULQG [k] = nur [k]− ~kLQR~x [k] . (8)
The LQG controller was implemented in real-time on
the TRMS using MATLAB/Simulink. The pitch angle
demand was set to a smoothed square wave. Figure 2
shows the results of LQG-based control law. The co-
variances of the LQR and Kalman filter are tuned so
as to obtain the best performance with the lowest pos-
sible oscillation levels. Kalman filter has two design
parameteric matrices i.e V is the measurement noise
covariance matrix and W is the process noise covari-
ance matrix. It is quite evident from the figure that,
even with the best tuning (which may not always be
possible in practice as the covariances depend on the
TRMS environment) the LQG does not perform very
well. The behaviour is very oscillatory and suffers from
significant overshoot. The high overshoot in the re-
sponse may be attributed to various reasons including
oscillatory nature of the TRMS. Additional factors in-
clude marginal stability of the system (which makes it
very susceptible to the outside disturbances) and the
existence of uncertainties in the system. Moreover,
the tuning of the noise covariances for the LQR and
Kalman filter, imperfections in the modelling of the
c© 2019 ADVANCES IN ELECTRICAL AND ELECTRONIC ENGINEERING 277
CONTROL ENGINEERING VOLUME: 17 | NUMBER: 3 | 2019 | SEPTEMBER
(a)
(b)
(c)
Fig. 2: The input and output of the TRMS system (a), control
signal (b) and Kalman filter tracking (c) using the LQG
controller with Q = diag4×4(60, 60, 60, 60) matrix with
diagonal elements equal 60 , R is 1× 1 matrix having a
value = 10 , W is 1× 1 matrix = 1000, and V is 1× 1
matrix = 1.
TRMS, and the slow settling time of the device com-
pared to the desired reference value are all adversely
affecting the performance.
The matrices V and W of Kalman filter need to be
appropriately tuned to get the desired filtering char-
acteristics i.e., estimation all of the unavailable states
and removal of the noise from the system output. It
is reported in [30] that increasing the value of W re-
duces transient response but at the cost of increased
steady-state uncertainty. Large value of W also im-
proves learning from measurement data since W acts
as a forgetting factor in the learning process. V has
opposite effect as that of W. Both V and W should
be chosen carefully to improve performance of Kalman
filter subsequently resulting in the improved LQG per-
formance.
For reducing steady-state error, LQG with integral
action has also been investigated in [31] and [32]. How-
ever, it may lead to more oscillatory behaviour and ex-
cessive overshoot. In order to reduce the oscillation and
achieve better tracking performance, the present work
utilizes an Integral Sliding Mode (ISM) correction term
with a certain weight as explained in the next section.
4. The Integral Sliding Mode
Correction
The ISM Controller (ISMC) was first introduced in
[33]. Unlike conventional sliding mode control, ISMC
has a motion equation of the same order as that of
the system itself. ISMC introduces compensation for
matched disturbances right from the beginning. In ad-
dition, ISMC leads to less chattering compared to the
conventional sliding mode. However, under no circum-
stances, the ISMC can account for and compensate for
any unmatched disturbances. A good description of the
control algorithm can be found in [24], [34] and [35].
In [36], the authors used the ISMC to enhance the ro-
bustness of the LQG for linear stochastic systems with
uncertainties. In the work proposed by Philips [37],
sliding mode control for TRMS has been studied in
detail.  
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Fig. 3: The proposed system model with the LQG controller
(LQR + Kalman filter) and the ISMC correction.
The overall controller proposed in the present work
is conceptualized by the model shown in Fig. 3. First,
we define the ISMC correction term as:
s [k] =
·
e [k]+Kre [k]+Ki
k∫
0
e [ξ] dξ− ·e [0]−Kre [0] , (9)
where e [k] is the error in the pitch angle,
·
e [k] repre-
sents the error in the pitch velocity. Kr and Ki define
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the desired behaviour of the control scheme once the
sliding motion is achieved. Note that the discrete time
integration in (9) was achieved using the forward Euler
integration method.
The ISMC control law can be written as follows:
UISMC [k] = α
s [k]
‖s [k]‖+ δ . (10)
In order to improve the performance of the LQG con-
troller, we combine LQG control input, ULQG (given in
Eq. (8)) with ISMC control law given in Eq. (10) i.e.
U [k] = ULQG + UISMC , to get the following equation
as a final ISMC-LQG control law:
U [k] = nur [k]− ~kLQR~x [k] + α s [k]‖s [k]‖+ δ , (11)
where α > 0 is used to scale the effect of the ISMC
correction. It should be chosen large enough to reduce
the effect of uncertainty and to achieve the desired ro-
bustness. The scalar δ is then used to control the level
of chattering present in the ISMC; a large value of δ
less chattering [38] and [39].
5. Results and Discussion
In order to assess the performance of the proposed
ISMC–LQG algorithm for the pitch angle control of
TRMS different types of desired angles were consid-
ered, namely a filtered square wave and a multi-step
input. A sampling time of 1 ms was used for all the
experiments. The results are discussed in the following
subsections.
5.1. Filtered Square Wave Input
In the first part of the experiment, the desired refer-
ence signal was chosen to be a square wave with a very
low frequency of f = 0.04 Hz. Good tracking results
(see Fig. 4) are were produced using LQG plus ISMC
control.
In the second part of the experiment, the desired
reference signal was chosen to be a square wave with
a lower frequency of f = 0.03 Hz. In order to reduce
the frequency range of the input, a low pass filter was
used to smooth the edges of the input signal as shown
in Fig. 5. The main control parameters for this exper-
iment were chosen as α = 0.3, Ki = 1, Kr = 1500,
Q = 50, R = 100, V = 1, and W = 1000, leading to
a reasonable tracking performance superior to that of
the LQG and LQG with an additional integral action.
Since our choice of the control parameters plays an
important role in determining the performance of the
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Fig. 4: ISMC-LQG experimental results for a square wave in-
put with an amplitude of 0.4 radians and a frequency of
0.04 Hz (a) and the control signal (b). The main control
parameters were chosen as α = 0.3, Ki = 5, Kr = 1000,
Q is 4 × 4 matrix with diagonal elements equal 60,
R = 10, V = 1 andW = 1000.
controller, it is essential to tune these variables to
achieve the best performance. For instance, fixing the
ISMC weight at α and varying the values of Kr and
Ki, we can achieve different behaviours. We learned
that increasing the weight Kr leads to a lower settling
time but increases the chattering.
5.2. Multistep Input
In this part of the experiment, the reference was
modified to a multi-step signal with a frequency of
f = 0.05 Hz and a step size of 0.2 V, 0.3 V, 0.4 V
and 0.5 V. The proposed algorithm clearly outperforms
the conventional LQG as well as LQG with an addi-
tional integral action in terms of reduced oscillations
and overshoot in step response as illustrated in Fig. 6.
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Fig. 5: Experimental results for a square wave demand using
LQG, LQG with an integral action and ISMC (a) along
with the corresponding control signals (b) and (c) with
f = 0.03 Hz, α = 0.3, Ki = 1, Kr = 1500, Q = 50,
R = 100, V = 1, andW = 1000.
However, the downside of ISMC is the chatter and
aggressive nature which may shorten actuator life if not
taken into consideration. To reduce chattering and to
make the control signal less aggressive, the parameter
δ in Eq. (11) should be increased. Figure 7 reveals that
when α is increased, the performance becomes better.
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Fig. 6: ISMC-LQG experimental results for a multi-step in-
put (a) and the corresponding control inputs for LQG
and Integral-LQG (b) and for the LQG+ISMC (c).
The main control parameters were chosen as α = 0.3,
δ = 100, Ki = 1, Kr = 1500, Q = 150, R = 100, V = 1,
andW = 1000.
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Fig. 7: Two ISMC-LQG experimental results (having different
α values) for a square wave input (a) and the corre-
sponding control signal for α = 0.4 (b) and for α = 0.14
(c). The main control parameters were chosen as δ = 10,
Ki = 15, Kr = 1500, Q = 150, R = 100, V = 1 and
W = 1000.
6. Conclusion
In this paper, the experimental realization of an ISMC
based LQG controller for the pitch control of the
TRMS was presented. The controller uses a Kalman
filter to estimate the states of the system in order to
calculate the optimal LQR gains. It was observed that
the presence of modeling imperfections and uncertain-
ties degrades the tracking performance of the LQG.
An ISMC enhancement was applied to the LQG to im-
prove its real-time tracking performance. Experimen-
tal results were presented to show the resilience and
robustness of the proposed control scheme using differ-
ent reference functions.
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