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Abstract
In this paper we study the matrix equation X = Q+ A∗(Xˆ − C)−1A, where Q is an
n× n positive definite matrix, C is an mn×mn positive semidefinite matrix, A is an arbitrary
mn× n matrix and Xˆ is the m×m block diagonal matrix with on each diagonal entry the
n× n matrix X. We are interested in the existence and uniqueness of solutions which are
contained in a certain subset of the set of the positive definite matrices, under the condition that
C < Qˆ. These solutions play a role in an optimal interpolation theory problem [Interpolation
Theory and Its Applications, Mathematics and Its Applications, vol. 428, Kluwer Academic,
Dordrecht, 1997 (Chapter 7)].
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1. Introduction
The equation we will discuss in this paper is of the form
X = Q+ A∗(Xˆ − C)−1A,
where Q is an n× n positive definite matrix, C is an mn×mn positive semidefinite
matrix and where A is an arbitrary mn× n matrix. Further, Xˆ is the m×m block
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diagonal matrix with on each diagonal entry the n× n matrix X. This equation ap-
pears in [11, Chapter 7], in connection with certain interpolation problems. Because
of numerical computations we conjectured the existence of a unique solution in some
subset of the positive definite matrices. That this is true indeed, will be proven in
Section 3 of this paper. To motivate our interest in this equation, we will give in
Section 2 a short summary of Section 7.1 in [11].
First we will introduce some notations. The set of all m× n complex matrices
will be denoted by Cm×n. Further, for a square complex matrix X, we mean with
X > 0 that X is positive definite and with X  0 that X is positive semidefinite. As
a different notation for X − Y  0 (X − Y > 0) we will use X  Y (X > Y ). In
this paper we will also write X ∈ P(n) instead of X > 0 and X ∈ P¯(n) instead of
X  0. The advantage using the notation of P(n) and P¯(n) is that they indicate of
which size X is. The n× n identity matrix will be written as In. Finally, for a matrix
X we denote with Xˆ the m×m block diagonal matrix with X on its diagonal. Note
that Xˆ is an mn×mn matrix, if X ∈ Cn×n.
2. The connection with interpolation theory
In [11, Chapter 7] a certain extremal interpolation problem is considered. The
first step in the solution of this problem is the following: given the matrices S˜1, S˜2 ∈
P¯((m+ 1)n), find the matrix ρmin ∈ P(n) such that
RminS˜2Rmin − S˜1  0,
where
Rmin =
(
ρˆmin 0
0 ρmin
)
,
and such that
rank(RminS˜2Rmin − S˜1)  rank(RS˜2R − S˜1)
for every
R =
(
ρˆ 0
0 ρ
)
, ρ ∈ P(n),
satisfying
RS˜2R − S˜1  0. (1)
The matrix ρmin is called a minimal solution of (1). Minimal solutions can be found
by solving a nonlinear matrix equation. Before giving this equation, we will first
write the matrices S˜1 and S˜2 in the block form
S˜1 =
(
C A
A∗ Q
)
, S˜2 =
(
S11 S12
S∗12 S22
)
,
where Q and S22 are n× n matrices. Using these notations we can state Proposition
7.1.1 in [11], in which a nonlinear matrix equation plays an important role.
A.C.M. Ran, M.C.B. Reurings / Linear Algebra and its Applications 379 (2004) 289–302 291
Proposition 2.1. Let S˜1, S˜2 ∈ P¯((m+ 1)n) and assume that for every ρ ∈ P(n)
satisfying
RS˜2R − S˜1  0, R =
(
ρˆ 0
0 ρ
)
(2)
also holds that
ρˆS11ρˆ − C > 0. (3)
If ρ = X > 0 satisfies (2) and
XS22X = Q+ B∗(XˆS11Xˆ − C)−1B, (4)
where B = XˆS12X − A, then ρmin = X.
The proof is a standard argument involving Schur complements.
In this paper we will discuss Eq. (4) in the case S˜2 = I(m+1)n. Of course this is a
restriction of the general problem described above. However, there are well-known
interpolation problems, for example the Schur interpolation problem, which satisfy
this condition. Hence studying this special case is interesting (for details, see [11]).
With S˜2 = I(m+1)n Eq. (4) becomes
X2 = Q+ A∗(Xˆ2 − C)−1A. (5)
Consider the iteration process
X20 = Q
X2n+1 = Q+ A∗(Xˆ2n − C)−1A, n  0.
In [11] the following results are proven.
Lemma 2.1 (cf. Lemma 7.1.1 and Theorem 7.1.1 in [11]). Let S˜1 ∈ P¯(n) such that
the relation Qˆ− C > 0 is fulfilled. Then we have
(i) The sequence X20, X
2
2, X
2
4, . . . monotonically increases and has a limit (X−)2.
(ii) The sequence X21, X
2
3, X
2
5, . . . monotonically decreases and has a limit (X+)2.
(iii) The inequality (X−)2  (X+)2 is true.
(iv) If (X−)2 = (X+)2, then ρ2min = (X+)2.
If the assumption Qˆ− C > 0 is satisfied, then also the condition in Proposition
2.1 holds true. Indeed, let ρ ∈ P(n) such that
R2 − S˜1  0, R =
(
ρˆ 0
0 ρ
)
,
then ρ2 −Q  0. This implies that also ρˆ2 − Qˆ  0, so because of Qˆ > C we have
ρˆ2 − C > 0.
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It is possible to derive sufficient conditions such that (X−)2 and (X+)2 are equal
[11, see Theorem 7.1.2]. In [11, Remark 7.1.3], the author states that the question of
uniqueness of ρmin, that is of the uniqueness of the solution of (5) remains open.
Solutions of (5) can be considered as fixed points of a certain map. Further, if
(X−)2 and (X+)2 are not equal, they form a periodic orbit of this map. In the next
section we will show that this map does not have periodic orbits if Qˆ > C, from
which it follows that (X−)2 and (X+)2 are equal. For this reason, we will investigate
the dynamical behaviour of this map, i.e., we will investigate the existence of fixed
points and periodic orbits.
3. The existence of a unique solution
In this section we will prove that
X = Q+ A∗(Xˆ − C)−1A, (6)
with Q ∈ P(n), C ∈ P¯(mn) such that Qˆ > C and with A ∈ Cmn×n, has one and
only one solution X satisfying Xˆ > C. Note that then the same holds true for (5).
Moreover, we shall show that the iteration process alluded to above converges, in
fact we shall prove a stronger fact, namely that the same iteration started from any
value X for which Xˆ > C converges to the unique solution for which Xˆ > C.
Let S(n) ⊂ P(n) be the set defined by
S(n) = {X ∈ P(n)|Xˆ > C}.
We are interested in positive definite solutions of (6) in this set. This is motivated
by condition (3), which requires the solutions to the original interpolation theory
problem to be in this set.
A matrix X is a solution of (6) if and only if it is a fixed point of the mapG defined
by
G(X) = Q+ A∗(Xˆ − C)−1A.
Note that G maps [Q,G(Q)] ⊂S(n) into itself, because Qˆ > C. Hence, it follows
from Schauder’s fixed point theorem (see e.g. [7]), that G has a fixed point in this
set. In order to prove the existence of a unique solution in S(n) for any A,Q and C
such that Qˆ > C, we will derive a map G(red) (where the superscript (red) stands for
reduced), which has the same dynamical behaviour as G and is of the form
G(red)(X) = Q(red) + A(red)∗(Xˆ − C(red))−1A(red),
where Q(red) > 0, C(red)  0 such that Qˆ(red) > C(red) and where either A(red) = 0
or kerA(red) = {0}. With the same dynamical behaviour we mean that there is one-
to-one correspondence between the (periodic) orbits of G inS(n) and the (periodic)
orbits of G(red) in S(n(red)) = {X ∈ P(n(red))|Xˆ > C(red)}, where n(red) is the size
of Q(red). In particular, G has a unique fixed point inS(n) if and only if G(red) has a
unique fixed point in S(n(red)). A similar reduction was done in [2] for an equation
of the same type as (6).
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The reason we are interested in the relation between the dynamical behaviour of
G andG(red) is that we want to show that iteration of the map G started at an arbitrary
point in S(n) converges to the unique fixed point in S(n). Hence we are not only
interested in the existence of unique solutions, but also in the orbits.
The reduction process will need several steps. The first step in this reduction is
the following lemma. For convenience we will consider a fixed point as a periodic
orbit of period one in the sequel of this paper.
Lemma 3.1. LetQ ∈ P(n), C ∈ P¯(mn) andA ∈ Cmn×n. Then {X(i), i = 1, 2, . . .}
is an orbit of the map G if and only if {Q−1/2X(i)Q−1/2, i = 1, 2, . . .} is an orbit of
the map
G˜(X) = Q−1/2G(X)Q−1/2 = In + A˜∗(Xˆ − C˜)−1A˜,
where A˜ = Qˆ−1/2AQ−1/2 and C˜ = Qˆ−1/2CQˆ−1/2.
Proof. Let {X(i), i = 1, 2, . . .} be an orbit of the map G such that
X(i+1) = G(X(i)), i = 1, 2, . . .
This equality is equivalent to
Q−1/2X(i+1)Q−1/2 = In +Q−1/2A∗(Xˆ(i) − C)−1AQ−1/2
= In + A˜∗(Qˆ−1/2Xˆ(i)Qˆ−1/2 − C˜)−1A˜
= G˜(Qˆ−1/2Xˆ(i)Qˆ−1/2),
thus {Q−1/2X(i)Q−1/2, i = 1, 2, . . .} is indeed an orbit of the map G˜. The other
implication of the lemma can be proven analogously. 
Remark 3.1. It is obvious that C ∈ P¯(mn) if and only if C˜ ∈ P¯(mn) and that Qˆ >
C if and only if Imn > C˜. Further, {X(i), i = 1, . . . , p} is a periodic orbit of G in the
set S(n) if and only if {Q−1/2X(i)Q−1/2, i = 1, . . . , p} is a periodic orbit of G˜ in
the set S˜(n) = {X ∈ P(n)|Xˆ > C˜}.
We will now state a direct consequence of Lemma 3.1 and Remark 3.1.
Corollary 3.1. Let Q ∈ P(n), C ∈ P¯(mn) such that Qˆ > C and let A ∈ Cmn×n.
Then (6) has a unique solution in S(n) if and only if G˜ has a unique fixed point in
S˜(n). Moreover, C˜ ∈ P¯(mn) and C˜ < Imn.
Remark 3.2. Observe that from this corollary it follows that without loss of general-
ity we can assume that Q = In and C < Imn. Of course Lemma 3.1 is not necessary
to prove this. Indeed, it immediately follows from multiplying (6) on the left and
on the right with Q−1/2. However, Lemma 3.1 is needed later on, to show that the
dynamic behaviour of G and G(red) is the same.
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For the next step of the reduction we show that we can reduce to the special case
kerA = {0} or A = 0. For this we will consider the map G with Q = In and A /= 0
such that kerA /= {0}. Then Cn can be orthogonally decomposed as follows:
Cn = (kerA)⊥ ⊕ kerA.
Let d = dim kerA and write A as the m× 1 block matrix
A =


A1
A2
...
Am

 ,
whereAj ∈ Cn×n, j = 1, . . . , m. Then it is easy to see thatAjx = 0 for j = 1, . . . , m,
if and only if x ∈ kerA, hence, with respect to this decompostion of Cn, the matrices
Aj , j = 1, . . . , m, are of the form
Aj =
(
A
(j)
1 0
A
(j)
2 0
)
,
whereA(j)1 ∈ C(n−d)×(n−d), j = 1, . . . , m. Further, because we assume thatQ = In,
a matrix in the image of G is necessarily of the form (with respect to the decomposi-
tion of Cn)
X =
(
X1 0
0 Id
)
,
where X1  In−d .
From the decomposition of Cn it follows that Cmn can be written as
Cmn = ((kerA)⊥ ⊕ kerA)m.
However, for our purposes it is more convenient to have the decomposition
Cmn = ((kerA)⊥)m ⊕ (kerA)m. (7)
With respect to this decomposition the matrices A and Xˆ, where X is in the image
of G (with Q = In), are of the form
A =
(
A1 0
A2 0
)
, Xˆ =
(
Xˆ1 0
0 Imd
)
,
with Xˆ1  Im(n−d) and
A1 =


A
(1)
1
A
(2)
1
...
A
(m)
1

 , A2 =


A
(1)
2
A
(2)
2
...
A
(m)
2

 .
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Finally, write
C =
(
C11 C12
C∗12 C22
)
, C11 ∈ Cm(n−d)×m(n−d).
From the fact that C is positive semidefinite, it follows that also C11 is positive
semidefinite. Further, the inequality C < Imn is equivalent to C22 < Imd and C11 +
C12(Imd − C22)−1C∗12 < Im(n−d). We will need these results later on.
Now we will compute (Xˆ − C)−1 with respect to the decomposition of Cmn. First
note that Xˆ − C can be written as
Xˆ − C =
(
Xˆ1 − C11 −C12
−C∗12 Imd − C22
)
=
(
Im(n−d) −C12(Imd − C22)−1
0 Imd
)
×
(
Xˆ1 − C11 − C12(Imd − C22)−1C∗12 0
0 Imd − C22
)
×
(
Im(n−d) 0
−(Imd − C22)−1C∗12 Imd
)
. (8)
This implies that Xˆ > C if and only if Xˆ1 > C11 + C12(Imd − C22)−1C∗12 andC22 <
Imd . Note that this first inequality always holds, because Xˆ1  Im(n−d) > C11 +
C12(Imd − C22)−1C∗12. Using (8) it is easy to compute the inverse of Xˆ − C:(
Xˆ1 − C11 −C12
−C∗12 Imd − C22
)−1
=
(
Im(n−d) 0
(Imd − C22)−1C∗12 Imd
)
×
(
(Xˆ1 − C11 − C12(Imd − C22)−1C∗12)−1 0
0 (Imd − C22)−1
)
×
(
Im(n−d) C12(Imd − C22)−1
0 Imd
)
Finally, note that(
A∗1 A∗2
0 0
)(
Im(n−d) 0
(Imd − C22)−1C∗12 Imd
)
=
(
A∗1 + A∗2(Imd − C22)−1C∗12 A∗2
0 0
)
and that(
Im(n−d) C12(Imd − C22)−1
0 Imd
)(
A1 0
A2 0
)
=
(
A1 + C12(Imd − C22)−1A2 0
A2 0
)
.
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So with respect to the decompositions of Cn and Cmn, the map G|imG with Q = In
becomes
G|imG(X) =
(
Q¯+ A¯∗1(Xˆ1 − C¯)−1A¯1 0
0 Id
)
,
where
Q¯ = In−d + A∗2(Imd − C22)−1A2,
C¯ = C11 + C12(Imd − C22)−1C∗12,
A¯1 =A1 + C12(Imd − C22)−1A2.
Now define the map G¯ as
G¯(X) = Q¯+ A¯∗1(Xˆ − C¯)−1A¯1
forX  In−d . Because every orbit ofG is contained in imG, it follows that {X(i), i =
1, 2, . . .} is an orbit of G if and only if {X(i)1 , i = 1, 2, . . .} is an orbit of G¯, where
X(i) =
(
X
(i)
1 0
0 Id
)
, X
(i)
1  In−d , i = 1, . . . , p,
with respect to the decomposition of Cn.
Recall that Xˆ(i) > C if and only if Xˆ(i)1 > C¯, i = 1, . . . , 1 − p, so {X(i), i =
1, . . . , p} is a periodic orbit of G in S(n) if and only if {X(i)1 , i = 1, . . . , p} is
a periodic orbit G¯ in S¯(n− d) = {X ∈ P(n− d)|Xˆ > C¯}. Further, it is obvious
that Q¯ > 0 and that ˆ¯Q  Im(n−d). Recall that 0  C < Imn implies that C11  0
and C¯ < Im(n−d), so it follows that C¯  0 and ˆ¯Q > C¯. Summarizing, we have the
following lemma.
Lemma 3.2. Let Q = In, C ∈ P¯(mn), C < Imn and A ∈ Cmn×n such that A /= 0
and kerA /= {0}. Then the number of periodic orbits of period p of G in S(n) is
equal to the number of periodic orbits of period p of G¯ in S¯(n− d). Moreover,
Q¯ ∈ P(n− d), C¯ ∈ P¯(m(n− d)) and ˆ¯Q > C¯.
If ker A¯1 = {0} or A¯1 = 0, then we have the desired reduced equation. If not, then
we apply subsequently Lemmas 3.1 and 3.2 to reduce the map G to one of the form
G¯, but of lower dimensions. This reduction process will end in a finite number of
steps. At the end, we have a map of the form
G(red)(X) = Q(red) + A(red)∗(Xˆ − C(red))−1A(red),
such thatQ(red) > 0,C(red) > 0 and Qˆ(red) > C(red). The matrixA(red) must be either
equal to the zero matrix or satisfy kerA(red) = {0}. Lemma 3.1, Remark 3.1 and
Lemma 3.2 imply the following theorem.
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Theorem 3.1. Let Q ∈ P(n), C ∈ P¯(mn), C < Imn and A ∈ Cmn×n such that
A /= 0 and kerA /= {0}. Then the number of periodic orbits of period p of G in
S(n) is equal to the number of periodic orbits of period p of G(red) in S(n(red)) =
{X ∈ P(n(red))|Xˆ > C(red)}, where n(red) is the size of Q(red). Moreover, Q(red) > 0,
C(red)  0, Qˆ(red) > C(red) and A(red) = 0 or kerA(red) = {0}.
A direct consequence of this theorem is that (6) has a unique solution in S(n) if
and only if G(red) has a unique fixed point in S(n(red)).
We will now show that the map G(red) does not have periodic orbits in S(n(red)),
except for a unique fixed point. In case A(red) = 0 this is obvious and X = Q(red) is
the unique fixed point of G(red) in S(n(red)). In case kerA(red) = {0} it needs more
work to prove the statement.
In order to do so, recall from Lemma 2.1 that there exist X− and X+ in S(n)
such that Xˆ−  Xˆ+ and
lim
k→∞G
2k(Q) = X−, lim
k→∞G
2k+1(Q) = X+. (9)
It can be proven analogously to Theorem 2.1 in [1] that {X−, X+} is a periodic orbit
of period two ofG and that all periodic orbits ofG inS(n), including its fixed points,
are contained in [X−, X+]. So if X− = X+, then it immediately follows that X− is
the unique fixed point of G in S(n) and that S(n) does not contain periodic orbits
of period p  2 of G. This we shall use in the proof of the existence of a unique
solution of (6) in the set S(n), in case that kerA = {0}. Moreover, we shall show
that this solution is the global attractor of the map G in the set S(n).
Theorem 3.2. Let Q ∈ P(n) and C ∈ P¯(mn) such that Qˆ > C and let A ∈ Cmn×n
satisfy kerA = {0}. Then Eq. (6) has a unique solution X¯ in S(n) and the sequence
{Gk(X)}∞k=0 converges to this unique solution for any X ∈S(n).
Proof. Assume that the matrices X− and X+ in (9) are not equal, so {X−, X+} is a
periodic orbit of period two of G. Then the following equations hold:
X− = Q+ A∗(Xˆ+ − C)−1A, X+ = Q+ A∗(Xˆ− − C)−1A.
We already know that Xˆ−, Xˆ+ > C, so with the assumption kerA = {0} it follows
from these equations that X−, X+ > Q (see for example in [6, Observation 7.7.2].
It also follows that
X+ −X− = A∗((Xˆ− − C)−1 − (Xˆ+ − C)−1)A. (10)
Now define Y = X+ −X− and remark that Y  0. We shall now express (Xˆ− −
C)−1 − (Xˆ+ − C)−1 in terms of Y :
(Xˆ− − C)−1 − (Xˆ+ − C)−1 = (Xˆ− − C)−1 − (Yˆ + Xˆ− − C)−1
= (Xˆ− − C)−1 − (Xˆ− − C)−1/2(Imn + (Xˆ− − C)−1/2
× Yˆ (Xˆ− − C)−1/2)−1(Xˆ− − C)−1/2
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= (Xˆ− − C)−1/2(Imn − (Imn + (Xˆ− − C)−1/2
× Yˆ (Xˆ− − C)−1/2)−1)(Xˆ− − C)−1/2.
Introduce M = (Xˆ− − C)−1/2Yˆ (Xˆ− − C)−1/2, then we have
(Xˆ− − C)−1 − (Xˆ+ − C)−1
= (Xˆ− − C)−1/2(Imn − (Imn +M)−1)(Xˆ− − C)−1/2
= (Xˆ− − C)−1/2(Imn +M)−1/2((Imn +M)− Imn)
× (Imn +M)−1/2(Xˆ− − C)−1/2
= (Xˆ− − C)−1/2(Imn +M)−1/2M(Imn +M)−1/2(Xˆ− − C)−1/2.
So, with (10) we see that
Y = A∗(Xˆ− − C)−1/2(Imn + (Xˆ− − C)−1/2Yˆ (Xˆ− − C)−1/2)−1/2
× (Xˆ− − C)−1/2Yˆ (Xˆ− − C)−1/2(Imn + (Xˆ− − C)−1/2
× Yˆ (Xˆ− − C)−1/2)−1/2(Xˆ− − C)−1/2A.
This can be written as
Y = B∗YˆB (11)
with
B = (Xˆ− − C)−1/2(Imn + (Xˆ− − C)−1/2
× Yˆ (Xˆ− − C)−1/2)−1/2(Xˆ− − C)−1/2A.
Now we note that B is an mn× n matrix and write it as the following block matrix:
B =


B1
B2
...
Bm

 ,
where Bj ∈ Cn×n, j = 1, . . . , m. So B∗ = (B∗1 B∗2 · · · B∗m) and hence (11) can be
written as
Y =
m∑
j=1
B∗j YBj .
Obviously, Y = 0 is a solution. This is the unique solution if and only if the matrix
In2 −
m∑
j=1
BTj ⊗ B∗j
is invertible (see for example [9, Theorem 12.3.1]. From [10, Theorem 2.2] it
follows that invertibility is guaranteed if there exists a P ∈ P(n) such that P −∑m
j=1 B∗j PBj > 0. Well then, take P = X− −Q. Then
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m∑
j=1
B∗j PBj =
m∑
j=1
B∗j (X− −Q)Bj = B∗(Xˆ− − Qˆ)B.
Now note that kerA = {0} implies that also kerB = {0}. So from the assumption
that Qˆ > C it follows that B∗(Xˆ− − Qˆ)B < B∗(Xˆ− − C)B. Hence,
m∑
j=1
B∗j PBj < B∗(Xˆ− − C)B
= A∗(Xˆ− − C)−1/2(Imn + (Xˆ− − C)−1/2
× Yˆ (Xˆ− − C)−1/2)−1(Xˆ− − C)−1/2A
= A∗(Xˆ− − C + Yˆ )−1A
= A∗(Xˆ+ − C)−1A = X− −Q = P,
so P −∑mj=1 B∗j PBj is indeed positive definite. This implies that Y = 0 and thus
X− = X+. This proves that (6) has a unique positive definite solution and from (9)
it follows that {Gk(Q)}∞k=0 converges to this unique solution.
It remains for us to prove that the sequence {Gk(X)}∞k=0 converges for every X ∈
S(n). To do so, let X ∈S(n). Then it is easy to check that
Q  G2(X)  G(Q).
Because G is order reversing, it follows that
G2(Q)  G3(X)  G(Q).
Repeating this argument gives us that{
G2k−2(Q)  G2k(X)  G2k−1(Q),
G2k(Q)  G2k+1(X)  G2k−1(Q), k = 1, 2, 3, . . .
So it follows from the convergence of {Gk(Q)}∞k=0 to the unique solution that also
the sequence {Gk(X)}∞k=0 converges to the unique solution. 
Using the reduction process and the foregoing theorem we can prove the existence
of a unique solution in S(n) for any matrix A.
Theorem 3.3. Let Q ∈ P(n) and C ∈ P¯(mn) such that Qˆ > C and let A ∈ Cmn×n.
Then equation (6) has a unique solution X¯ in S(n) and the sequence {Gk(X)}∞k=0
converges to this unique solution for any X ∈S(n).
Proof. If kerA = {0}, then this is just Theorem 3.2. If kerA /= {0}, then we reduce
G to the map G(red). In case A(red) = 0 it is obvious that Q(red), which is an element
of S(n(red)), is the unique fixed point of G(red) and that G(red) has no periodic orbits
in S(n(red)).
In case kerA(red) = {0} we can apply Theorem 3.2, because from Theorem 3.1
it follows that the conditions of Theorem 3.2 are satisfied. So, also in this case, we
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have that G(red) has a unique fixed point in S(n(red)). Moreover, G(red) does not
have periodic orbits of period p  2 inS(n(red)). Now we can apply Theorem 3.1 to
conclude thatG has a unique fixed point inS(n), and has no periodic orbits of period
p  2 in S(n). Hence X− and X+ as defined in (9) must be equal, so {Gk(Q)}∞k=0
converges to the unique fixed point in S(n) of G. Analogously to the last part of
the proof of Theorem 3.2 it can be proven that {Gk(X)}∞k=0 converges to X− for any
X ∈S(n). 
Remark 3.3. Note that in the foregoing proof we used explicitly that G has no
periodic orbits of period p  2 in S(n) if G(red) does not have periodic orbits of
period p  2 in S(n(red)). Indeed, from the fact that G has no periodic orbits of
period p  2 inS(n) it follows that {Gk(X)}∞k=0 converges to the unique fixed point
in S(n) of G for any X ∈S(n).
We will now give an example of (6) which shows that it is possible that (6) has
more than one solution. From the foregoing theorem it follows that there is only one
solution which is in S(n).
Example 3.1. Let C = 0, then equation (6) becomes
X = Q+ A∗Xˆ−1A. (12)
Note that in this case S(n) = P(n). Further, let A and Q be given by
A =


−0.4326 −1.1465
−1.6665 1.1909
0.1253 1.1892
0.2877 −0.0376

 , Q = ( 0.1376 0.06560.0656 0.5616
)
.
Then the unique positive definite solution X¯ of (6) is
X¯ ≈
(
1.1544 0.0217
0.0217 3.3635
)
.
This solution was found by iterating the map G.
It can be checked that the following matrix X˜ also is an solution of (6):
X˜ ≈
(
0.5110 1.5612
1.5612 −0.6499
)
.
The eigenvalues of this matrix are−1.7350 and 1.5962, so X˜ is not a positive definite
matrix. This already followed from the fact that (6) has a unique positive definite
solution, which is given by X¯. The matrix X˜ is the limit of the sequence {Xk}∞k=0,
where X0 = Q and Xk , k = 1, 2, 3, . . ., is the solution of the linear matrix equation
Xk + A∗1,kXkA1,k + · · · + A∗m,kXkAm,k = Qk, (13)
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with
Aj,k = X−1k−1Aj , j = 1, . . . , m, k = 1, 2, 3, . . . ,
Qk = Q+
m∑
j=1
A∗jAj,k.
This is Newton’s method for Eq. (12). Because of numerical computations we expect
that (13) always has a unique solution. Moreover, ifX0 is close enough to the positive
definite solution of (12), then we suspect that these unique solutions are all positive
definite and that {Xk}∞k=0 converges to the unique positive definite solution of (12).
In [5] it is proven that these statements hold true in case m = 1.
4. Remarks
A special case of (6) was already considered in [3]. In that paper the authors study
the equation
X = Q+NX−1N∗, (14)
where Q ∈ Cn×n and N ∈ Cn×n, i.e., C = 0 and m = 1. They characterize the set of
Hermitian solutions of (14) in terms of spectral factors of the rational matrix function
N(z) = Q+Nz−N∗z−1. By relating these factors to the generalized Lagrangian
eigenspaces of the matrix pencil
sE − tA = s
(
0 I
N 0
)
− t
(
N∗ 0
−Q I
)
and considering a particular generalized eigenspace of this pencil, they prove that
(14) has at least one positive definite solution. Uniqueness is proven by introducing
an algebraic Riccati equation, the set of solutions of which contains the solutions
of (14). For this Riccati equation it is known that it has a unique positive definite
solution, so the same holds for (14).
Remark that in [3] a complete description is given of all the hermitian solutions
of (14). This is also possible for the hermitian solutions of the algebraic Riccati
equation, see for example [8]. Applying twice the Sherman–Morrison–Woodbury
formula, which can be found on page 3 in [4], on (Xˆ − C)−1 gives us that
(Xˆ − C)−1 = −C−1 − C−1XˆC−1 + C−1Xˆ(Xˆ − C)−1XˆC−1,
so equation (6) is equivalent to
X = Q− A∗C−1A− A∗C−1XˆC−1A+ A∗C−1Xˆ(Xˆ − C)−1XˆC−1A.
Although the right hand-side of this equation contains an Xˆ instead of an X, this
equation is of the same form as the algebraic Riccati equation, up to some plus and
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minus signs. Because of this and the results in [3], it might be reasonable to expect
that it is possible to give a complete description of the hermitian solutions of this
equation. However, it is not clear how to do this, so this remains an open problem
for the time being.
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