Software (in Matlab) is developed for computing variable-precision recurrence coefficients for orthogonal polynomials with respect to the weight functions 1 + sin(1/t), 1 + cos(1/t), e −1/t on [0, 1], as well as e −1/t−t on [0, ∞] and e −1/t 2 −t 2 on [−∞, ∞]. Numerical examples are given involving Gauss quadrature relative to these weight functions.
Introduction
The availability of constructive methods and related software for orthogonal polynomials makes it possible to numerically generate such polynomials relative to weight functions of ever increasing complexity. This is illustrated here in the case of weight functions on [0, 1], such as 1 + sin(1/t) or 1 + cos(1/t), that are densely oscillating near the origin, and weight functions decaying exponentially fast near the origin, such as e −1/t on [0, 1], none of which is in the Szegö class. We also consider the weight function e −1/t−t on [0, ∞] and e −1/t 2 −t 2 on [−∞, ∞]. In all these cases, the moments of the weight function are expressible in terms of special functions (sine, cosine, and exponential integrals and modified Bessel functions), which can all be evaluated to arbitrary precision. With the moments at hand, an algorithm due to Chebyshev can be applied to compute the recurrence coefficients for the orthogonal polynomials from the given moments. Although there is a great deal of ill-conditioning involved in this approach, it can be surmounted by symbolic computation and variable-precision arithmetic as supplied, e.g., by the current release of Matlab.
A number of Matlab routines are developed for computing the recurrence coefficients of the desired orthogonal polynomials to arbitrary precision, and files are produced containing the first 40 of the coefficients to 34 decimal digits. All Matlab routines and files referenced in this paper are downloadable individually from the web site http://www.cs.purdue.edu/archives/2002/wxg/codes/ containing the Matlab package OPQ along with additional routines. Numerical examples involving integration of weighted integrals by Gaussian quadrature are provided illustrating the power and effectiveness of the software. Constructing orthogonal polynomials relative to this weight function is a challenging task, given the densely oscillating behavior of w near the origin. The only approach that seems feasible is one based on the moments of w; indeed, the Chebyshev algorithm (cf. [2, §2.1.7]) generates the three-term recurrence relation for the (monic) orthogonal polynomials π k ( · ) = π k ( · ; w) from the moments
In view of the well-known ill-conditioning of this approach ([2, §2.1.4]), it can only succeed if high-precision arithmetic is used. We propose to invoke the symbolic/variable-precision capabilities of Matlab 6, Release 12, for this purpose.
To compute the moments (1), we first consider the "core moments" µ
By the change of variable t → 1/t, one has
and two integrations by part will show that µ 0 k satisfies the recurrence relation
Here,
where Si and Ci are the sine and cosine integrals, respectively (cf. [1, eqns 5.2.1 and 5.2.2]). In terms of the core moments µ 0 k , the actual moments µ k are simply
The Chebyshev algorithm now takes the first 2n moments µ k , k = 0, 1, . . . , 2n − 1, and from them produces the first n recurrence coefficients α k , β k , k = 0, 1, . . . , n − 1, in the three-term recurrence relation
for the orthogonal polynomials π k . This is implemented in the Matlab routine schebyshev.m, a symbolic version of the OPQ routine chebyshev.m. The Matlab script below uses this routine with d-decimal-digit arithmetic to generate the first N recurrence coefficients in (5). Comparing this with 95-digit computation, one observes agreement to only the first 12 digits; the digits underlined are therefore in error. As k is decreased down from 39, the results for α k , β k gradually become more accurate. This behavior is typical for the ill-conditioning of the underlying moment map, which here, in the worst case, causes a loss of 70 − 12 = 58 digits. To obtain 34 good digits for all results, one thus expects to need about 92-digit computation. It is found that 95-and 100-digit computation indeed yield results which agree to at least 37 digits. Rounded to 34 digits, the results are stored in the file absin0; a few beginning and final entries of the file are displayed below to 16 digits. Note that the αs are hovering around 1/2 and the βs around 1/16, the limit values that would be attained if the weight function were in the Szegö class. 
and apply to the first integral on the right Gaussian quadrature relative to the weight function w and to the second Gauss-Legendre quadrature on [0, 1] . This is carried out in the following script:
% INTSIN0 Integration relative to the weight function % w(t)=sin(1/t) % f1='%5.0f %21.13e %21.13e %21.13e\n'; fprintf('\n') disp(' n n-point Gauss') load -ascii absin0; ab=absin0; abl=r jacobi01(40); delta=.1; for n=4:4:36 xwl=gauss(n,abl); xw=gauss(n,ab); intl=sum(xwl(:,2).*tan((pi/2-delta).*xwl(:,1))); ints=sum(xw(:,2).*tan((pi/2-delta).*xw(:,1))); int=ints-intl; fprintf(f1,n,int) end
The output of the script is shown in There is practically no cancellation occurring when computing the difference of the two integrals on the right of (6).
Convergence is seen to be relatively fast (it is faster for δ = .3 or δ = .5), but is the limit correct? Seeing some other quadrature scheme yielding similar, albeit less accurate, results would give us more confidence in the limit value of The first four digits are the same as in Table 1 .1 and are established rather quickly (relatively speaking). Evidently they correspond to the part of the integral away from zero. The difficult behavior of the integrand very close to zero causes the remaining digits to converge very hesitantly. Nevertheless, the corrrectness of the limit in Table 1 .1 seems to be beyond doubt.
The weight function w(
Analogously to §2.1, we define
and µ 
This yields µ k as in (4) and gives rise to a routine sr cos0.m similar to sr sin0.m. The first N = 40 recurrence coefficients can again be obtained to 34 decimal digits using 95-resp. 100-digit arithmetic; they are stored in the file abcos0. The first six and last four, rounded to 16 digits, are shown below. We write
and use Gaussian quadrature relative to the weight functions 1 + sin(1/t) and 1 + cos(1/t) for the first two integrals, and Gauss-Legendre quadrature on [0, 1] for the last. The Matlab script below implements this for f (t) = e −t .
% INTSIN01 Integration relative to the weight function % w(t)=sin(1/t+t) % f1='%5.0f %21.13e\n'; fprintf('\n') disp(' n n-point Gauss') load -ascii absin0; abs=absin0; load -ascii abcos0; abc=abcos0; abl=r jacobi01(40); for n=1:7 xwl=gauss(n,abl); xws=gauss(n,abs); xwc=gauss(n,abc); intl=sum(xwl(:,2).*exp(-xwl(:,1)).*(cos(xwl (:,1) )... +sin(xwl(:,1)))); ints=sum(xws(:,2).*exp(-xws(:,1)).*cos(xws(:,1))); intc=sum(xwc(:,2).*exp(-xwc(:,1)).*sin(xwc(:,1))); int=ints+intc-intl; fprintf(f1,n,int) end
The results are shown in Table 1 Gauss-Legendre quadrature applied directly to the integral on the left of (10), with N=200:200:1000 points, manages to confirm only the first two digits, but enough to have confidence in the rapidly converging sequence of approximations displayed in Table 1 .2.
Rapidly decaying exponential weight functions
Replacing the trigonometric functions in §2.1 and 2.2 by the exponential function yields rapidly decaying exponential weight functions.
The weight function w(t) = exp(−1/t) on [0, 1]
Proceeding as in §2, we start from the moments
and use the Chebyshev algorithm in high precision to generate the recurrence coefficients of the desired orthogonal polynomials π k ( · ; w). By a change of variable, we have
where E n is the exponential integral (cf. [1, eqn 5.1.4]), which can be computed recursively ([1, eqn 5.1.14]), giving
This is incorporated in the routine sr exp0.m, as shown below. The routine sr exp0.m is used, in conjunction with the routine gauss.m, to generate Gaussian quadrature rules for the weight function exp(−1/t), which, applied to the integral of Example 3.1, produce results as shown in The same limit value is obtained by 102-point Gauss-Laguerre quadrature of e −1 (1 + t) −2 log(1 + (1 + t) −1 ); see the routine intexp0.m.
The weight function w(t)
Here, the moments of w are expressible in terms of the modified Bessel functions according to ([3, eqn 3.471.9])
This can be computed recursively as follows (cf. [1, eqn 9.6.26]):
and gives rise to the routine sr exp0inf.m: Gauss quadrature relative to the weight function w(t) = exp(−1/t − t) yields results as shown in In contrast, Gauss-Laguerre quadrature of J 0 (t)e −1/t requires N = 1000 points only to get 11-digit accuracy. Such is the debilitating effect of the strong decay of e −1/t as t ↓ 0. On the other hand, writing
and evaluating the first integral on the right by n-point Gauss quadrature with respect to the weight function e −1/t (cf. §3.1) and the second by npoint Gauss-Laguerre quadrature yields also 11-digit accuracy, but already with N = 40. Nevertheless, this requires two different, more slowly convergent, quadrature routines, compared to just one in the solution given in Example 3.2. The slowdown is actually caused by the Gauss-Laguerre quadrature of the second integral. See the routine intexp0inf.m.
The weight function
Similarly as in §3.2, one can express the moments in terms of modified Bessel functions: all moments of odd order are zero, while those of even order are
and can be computed recursively by In stark contrast, 1000-point Gauss-Hermite quadrature of e −t−1/t 2 cos t yields only 8 correct digits; see the routine intexpminfpinf.m.
