Introduction
The exponential growth of biological data, especially with the advent of new highthroughput technologies, has transformed the field biology into a data rich discipline. The sheer amount of biological data has created tremendous challenges for data analysis and knowledge discovery where we are faced with the complication of "data rich but information poor". It is more important than ever to interpret the biological data efficiently and rapidly (Reichhardt, 1999) . This has led to a new area known as bioinformatics in which computational algorithms are being developed to understand the biological data. Computational intelligence (CI) methodologies (e.g., artificial neural networks (ANNs), fuzzy systems, and evolutionary algorithms) are being extensively applied to solve biological problems (Fogel, et al., 2008; Seiffert, et al., 2005) . In this chapter, we will briefly review CI methods (Section 2) and bioinformatics (Section 3), followed by example applications of CI methods for bioinformatics problems (Section 4) including gene expression analysis, multiple sequence alignment, protein-protein interaction prediction, and secondary structure prediction.
Computational Intelligence: An Overview
Computational intelligence (CI) is a branch of computer science that aims to solve complex problems that are either difficult to formulate or NP-hard. CI is often perceived as a consortium of computational methodologies that embraces neural networks, fuzzy logic and evolutionary approaches such as genetic algorithms.
Artificial neural networks (ANNs)
ANNs are biologically inspired computational models composed of many simple processing elements called artificial neurons that mimic the properties of biological neurons. ANN algorithms learn from a collective behavior of these artificial neurons and adapt to input data by altering its structure based on external or internal information that flows through the network. In an ANN, the neurons are interconnected by weighted connections or synapses and these weights contain the network knowledge. Each neuron performs limited operations and works in parallel with other neurons to solve problems quickly. A typical ANN consists of three types of layers: input, hidden, and output layers ( Figure 1 ). The input layer is used to encode instances presented to the network for processing. The processing elements or artificial neurons in the input layer are called input nodes, which may represent an attribute or feature value of the input instance. Consequently, the number of input neurons is equal to the number of features plus one (a bias term). In the hidden layer, neurons add up the weighted input of each node from the input layer and then pass the sum to a non-linear function known as an activation or transfer function. Some of the basic and widely adopted transfer functions include radial basis function and sigmoidal function. Lastly, the output layer contains output units, which combine weighted outputs from hidden neurons and assign values to the input instance.
The behavior of a neural network largely depends on the interactions of its neurons or network architecture. There are different types of ANN for solving specific problems; for example, feed-forward neural networks, Kohonen self-organizing maps, and recurrent neural networks (RNNs). Feed-forward neural network is a common architecture where the signal flows from input to output units through multiple layers in only one direction. The most popular feed-forward networks include perceptrons, multilayer perceptrons and radial basis networks. RNNs, on the other hand, allow feedback where connections between neurons form a directed cycle, which makes it to exhibit dynamic temporal behavior. RNNs can be useful in applications like un-segmented connected handwriting recognition (Graves, et al., 2009 ). There are several other ANN architectures such as Elman network, adaptive resonance theory maps, competitive networks, and etc. Researchers should decide on which ANN architecture to use based on properties and requirements of their applications.
ANNs are typically trained with training data. An ANN is characterized by the network architecture (e.g., number of layers, number of hidden neurons) and the associated parameters (e.g., connection weights). There are various methods in assigning weights to the connections. One option is to set the weights explicitly with a priori knowledge, and the other option is to learn the weights from training patterns. Three distinct learning paradigms exist: supervised learning, unsupervised learning, and reinforcement learning. In supervised learning, training examples consisting of input vectors are analyzed along with their desired output values where a forward pass is performed and the errors between the desired and inferred outputs are calculated. The errors can in turn be used to determine weight changes of the connections according to learning rules. This technique is best illustrated by the back propagation algorithm. In contrast, unsupervised learning algorithms attempt to find hidden structures from unlabelled data where an output unit is trained on clusters of patterns within the input data. Kohonen self-organizing map is the best example for ANNs trained using unsupervised learning. Lastly, reinforcement learning is to learn what actions to take by trying them so as to maximize the cumulative reward. For an extensive review of the different ANN architectures and learning algorithms, readers may refer to (Bishop, 1995) . Figure 1 . A typical artificial neural network (ANN) structure is composed of an input layer, hidden layer, and output layer of neurons. One or more hidden layers are needed for the non-linear transformation of the input nodes to the output nodes. On the other hand, the resulting model is linear if the input nodes are directly connected to the output nodes (no hidden layer). The neurons between layers are interconnected by weighted connections or synapses. For network optimization, not only these weights can be optimized, but also the entire topology of the ANN can be adjusted; for example, number of layers, number of nodes per layer, number of connections, and etc.
Fuzzy Logic
Fuzzy logic was first introduced by Zadeh (1965) Bezdek and Castelaz (1977) , Cox (1994 , Dong, et al (2006 , Keller and Tahani (1992) , Mordeson, et al (2000) , Szczepanniak, et al (2000) , Torres and Nieto (2006) and Zimmermann (2001) .
Evolutionary Computation
Evolutionary computation involves iterative processes such as growth or development of a population to solve search and optimization problems. It is based on the Darwinian principles of evolution that natural populations evolve according to natural selection and "survival of the fittest". Evolutionary computing techniques mostly entail evolutionary algorithm (EA) and swarm intelligence (SI).
Under EAs, there are genetic algorithms (GA) (Bremmerman, 1962; Holland, 1975; MIchalewicz, 1996) , evolutionary programming (EP) (Fogel, et al., 1966) , and evolution strategy (ES) (Rechenberg, 1973) . According to Fogel (2008) , EP and ES can be perceived as abstractions of the Darwinian evolution at the phenotypic level, but GA should be perceived as abstractions of evolution at the genotypic level. Nevertheless, they all share a common evolutionary mechanism: reproduction, mutation, recombination, and selection.
For instance, GA seeks optimal solution to a complex problem in a parallel fashion by using techniques that mimic the natural evolutionary process such as selection, insertion, deletion, and crossover (Goldberg, 1975; Holland, 1975; Mitra and Hayashi, 2006) . The underlying idea is that the fittest candidate solutions in a population of solutions should survive and can evolve over time toward better solutions. GA usually starts with a randomly generated population of candidate solutions (called individuals).
Then the fitness of every individual is assessed in the current generation and a number of individuals would be stochastically chosen based on their fitness level to either directly survive to the next generation or be modified (recombined or mutated) to produce new offspring. This evolutionary process continues until either a maximum number of generations have been generated or a satisfactory fitness level has been reached.
SI is a relatively new sub-field of evolutionary computing where the expression was coined by Beni and Wang (1989) in the context of cellular robotics. Since then, it has attracted much attention of researchers in bioinformatics related areas. SI was motivated by the collective and versatile behavior of living creatures (Bonabeau, et al., 2001; Engelbrecht, 2005) in groups such as swarms of bees, flocks of birds, colonies of ants, etc.. A prototypical example is ant colonies where the behavior of a single ant is often too simple but collectively an ant colony can effectively discover and attain food as well as adapt to rapidly changing surroundings. SI is composed of a population of simple agents (decentralized self-organized systems that are capable of executing certain operations) who can interact locally with one another and their environment to develop an intelligent global behavior in the pursuit of certain goals.
Some of the most popular SI algorithms include Ant Colony Optimization (ACO) and Particle Swarm Optimization (PSO). In ACO, ants migrate through the solution space guided by trails left by other ants in the population (Kelemen, et al., 2008) . The concept of PSO was initially introduced to simulate human social behavior where the population of solutions is abstracted as a swarm of interacting particles in which each particle moves around according to its local best known position and best positions found by other particles (Kennedy, 1999) .
Bioinformatics: An Overview
Over the past two decades, information technology has transformed biological science with the emergence of new research fields like bioinformatics. Bioinformatics is unquestionably a interdisciplinary field that involves the study of computational methods to analyze various types of biological data such as nucleotide (DNA/RNA) sequences and protein sequence, structure, function, pathways, and genetic interactions. The primary goal of bioinformatics is to discover new knowledge in biological processes through the development of efficient computational approaches. The rapid developments in genomic and molecular research technologies and information technologies have produced a tremendous amount of information. Bioinformatics supports a broad spectrum of research activities include mapping and analyzing DNA and protein sequences, comparing different sequences by aligning them, and creating 3D models of protein structures.
Definitions of the basic terms in bioinformatics are given below.
DNA -Deoxyribonucleic Acid is a double-stranded, helical molecule comprising a sequence of four bases called nucleotides -A (adenine), G (guanine), C (cytosine), and T (thymine) -in each strand. In a DNA double helix, each type of nucleotide on one strand normally interacts with just one type of nucleotide on the other strand, which is called complementary base pairing. Thus, A in one strand only bonds to T in the other, and G only bonds to C.
RNA -Ribonucleic
Acid is a single-stranded molecule, like DNA, comprises of four nucleotides -A, G, C, and U (Uracil). RNA is produced from copying one of the two strands of a DNA molecule.
Codon is a length of three nucleotides in DNA that is translated by the cell as an amino acid in the protein. Among the 64 possible codons, 61 are usually read as one of the 20 amino acids, and the remaining 3 are read as stop codons indicating the end of a protein.
Protein is a molecule comprising a long chain of amino acids which is specified by the sequence of codons in a gene. In general, there are 20 standard amino acids. The chain of amino acids typically folds into a three-dimensional structure unique to each protein that facilitates biological activity.
Gene is a sequence of DNA that specifies a unit of biological function, usually the amino acid sequence of a protein.
Computational Intelligence in Bioinformatics
Bioinformatics aims to increase the understanding of biological systems through the development or application of efficient and intelligent algorithms. CI methods, such as ANN and GA, have been widely used for modeling knowledge in biological systems such as gene-expression analyses (Friedman, et al., 2000) , multiple sequence alignment (Gondro and Kinghorn, 2007; Notredame and Higgins, 1996) , protein interaction network inference (Chen and Liu, 2006; Lin, et al., 2009) , protein structure prediction (Kuang, et al., 2004; Zhang, et al., 2005; Zimmermann and Hansmann, 2006) , and many others. Following sections provide brief overview of the example applications of CI methods in bioinformatics.
Gene Expression Analysis
Gene expression is the process of using coded information in genes to synthesize proteins or functional RNAs (e.g., ribosomal RNA and transfer RNA) in a cell. The mere evidence of a gene being turned on or activated gives rise to an organism's phenotype. The DNA microarray technology is widely used to measure expression levels of tens of thousands of genes simultaneously (Quackenbush, 2001) . Gene expression values from microarray experiments are often represented as heat maps for visualization ( Figure 2 ). It is crucial to partition the gene expression dataset into groups in order to understand the functional relationships between groups of genes; for example, to discover patterns in gene expression data for tumor and normal colon tissues (Alon, et al., 1999) .
There has been a number of CI algorithms applied to cluster gene expression data such as hierarchical clustering (Eisen, et al., 1998; Wen, et al., 1998) , principal component analysis (PCA) (Raychaudhuri, et al., 2000; Yeung and Ruzzo, 2001) , GA (Li, et al., 2001) , and ANN (Herrero, et al., 2001; Tamayo, et al., 1999; Toronen, et al., 1999 Novel CI algorithms have also been developed for clustering gene expression data. Yuhui et al (2002) proposed the Associative Clustering Neural Network (ACNN) approach to identify inherent clusters by evaluating association between any two gene samples through the interactions of all gene samples. The ACNN method was shown to yield more robust performance than the methods using direct distances for similarities. Xiao et al (2003) introduced a new hybrid clustering approach by combining the PSO and SOM. In their approach, PSO was used to evolve the weights for a SOM and the SOM with an added conscience factor (i.e., assigning each output neuron a bias) was used to cluster the dataset. Okada et al (2005) proposed a novel algorithm to determine biologically interpretable cluster boundaries by referring to functional annotations stored in genome databases. The proposed algorithm can generate set of clusters that are independent of each with respect to their gene function distributions.
Multiple Sequence Alignment
Multiple sequence alignment (MSA) refers to the process of aligning three or more primary biological sequences such as protein, DNA, and RNA to identify sequence conservations that may be a consequence of functional, structural, or evolutionary relationships between the sequences. For instance, given a family of N sequences ( )
, , , N S S S S = … , it is necessary to perform MSA to find common patterns of the family that may reveal shared evolutionary origins.
A global optimization approach to produce MSA is to use the dynamic programming technique. However, to align N sequences, it requires the construction of Ndimensional matrices for standard pairwise sequence alignment; thus the search space increases exponentially with N and also relies on the sequence length. 
