Abstract. Reconstructing the original complex signal using amplitude-only measurements is referred to as the phase retrieval problem. In this paper, we develop a fast-iterative phase retrieval algorithm that can be considered as an enhanced version of the well-known Wirtinger Flow (WF) algorithm. The original WF algorithm is based on gradient descent scheme to tackle the phase recovery problem, however, the convergence speed of this WF algorithm is very slow. Compared with the original WF algorithm, the proposed fast-iterative WF (FWF) algorithm has a faster convergence speed, with an acceptable little more computational complexity. The proposed FWF algorithm is preferable not only due to its accelerated convergence speed but also due to its ability to converge to the global optimum. Experimental results show that the FWF algorithm is superior to the state-of-the-art algorithms in terms of the convergence speed.
Introduction
Recovering the original signal only from the phase-less amplitude measurements of it, is referred to as phase retrieval. Various methods have been proposed to solve phase retrieval problem in the last three decades, such as Gerchberg-Saxton [1] , hybrid input-output algorithm [2] and its improved algorithm [3] . With the development of phase recovery techniques, they have been widely used in image encryption [4] , optical imaging [5] and microscopic imaging applications [6] . Recently, Wirtinger Flow (WF) algorithm is introduced to guarantee signal recovery via a simple gradient descent scheme [7] . However, the convergence speed of WF is slow. In order to solve this problem, subsequently, reweighted WF (RWF) algorithm was proposed [8] . It makes the gradient descent scheme more liable to converge to the global minimum when the sampling complexity is low by reweighting the objective function in each iteration. However, the computational complexity of the RWF algorithm is greatly increased compared to WF. In order to further accelerate the convergence speed of WF and ensure the complexity of the WF algorithm, a fast-iterative WF (FWF) algorithm is proposed to deal with the phase retrieval problem. Results show that the FWF algorithm is superior to other existing basic algorithms in terms of convergence speed.
FWF Algorithm
As stated above, the phase retrieval problem is to recover the original signal only from phase-less amplitude measurements of it. Usually, it is difficult to solve the problem due to the missing phase information. With the development of compressive sensing and random matrix theory, the measurement vector of the recovered signal is not limited only by the determined type [8] . In this paper, we assume that the antenna array measures only the strength of the signal, and then establish a phase recovery model based on the magnitude of the signal measurements. Now, it is assumed that in the noisy environment, the antenna array has measured M signal amplitudes which is (
In the above formula, the operator  is taking the absolute value of each element of a vector. 
Where d is the distance between adjacent elements of the antenna array,  is the wavelength of the incident signal, M is the number of the array antenna elements, N is the number of signals, i  is the angle corresponding to the ℎ incidence signal. When the noise follows a Gaussian distribution, then, we can formulate the phase retrieval problem in the form:
The operator  is the Euclidean norm of a vector. The gradient of () f x that can be obtained from formula (3) is:
Considering the unconstrained minimization problem of a continuously differentiable function () f x , one of the simplest method for solving (3) is the gradient algorithm in [7] which generates a sequence{} k x via:
Where 0 k t  is a suitable step-size, k represents the iteration index. The key of the gradient algorithm is the choice of step-size k t . In our algorithm, the selection of step-size is similar to that of WF algorithm, however, we set a constant step length.
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For the gradient descent method, the sequence{} k x converges slowly to a solution. It is known that the sequence of function values () k f x converges to the optimal function value * at a rate of convergence (1 ) Ok . In [9] , the authors introduced a method that achieves a rate of convergence of
Ok, which is a significant improvement over the slow convergence behavior introduced by the gradient descent method. In this paper, we are able to extend Nesterov's method to handle the model in (3). We propose a fast-iterative algorithm based on WF to solve the phase retrieval problem. The fast iterative WF (FWF) can achieve a rate of convergence of 
xx
, which is given by
Where
Compared with the WF algorithm, the FWF algorithm requires additional computations in steps (7) and (8), but it is easy to find that FWF is as simple as WF and shares the similar computational effort of WF, namely, in the iterative operator k x , the remaining additional steps being computationally negligible [10] . But the FWF has faster convergence speed and converges to the global optimal value. The process of FWF algorithm with constant step-size is as Table 1 .  . In general, it is difficult to solve the problem due to the missing phase information. So, the uniqueness of the solution to (1) is often defined up to a constant phase factor. Therefore, an accurate constant phase factor needs to be calculated. After getting a solution is the last recovery signal.
8: end for Output

Results
Experimental results are given in this section to show the convergence performance of FWF, WF and RWF. All the tests are carried out on the Lenovo desktop with a 3.410 GHz Intel Corel i7 processor and 8GB DDR3 memory. For the proposed FWF algorithm, we have tested its MSE performance and its recovery process. In all simulating testings, noise is a standard Gaussian distribution with a mean of 0. x was created the complex Gaussian random vector (0, 2) (0, 2) N jN  II . We chose a random signal , we judge the signal is exactly recovered. The
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performance of different algorithms in the simulation testing is shown in Figure. 1. It is clear that all the MSE curves can converge close to -4 1 10  , which agrees with the results obtained in [11] that the original signal can be recovered when the measurements meet log M N N  . As shown in Figure. 1, the WF algorithm has the slowest convergence rate in the case of low SNR, RWF converges after 300 iterations, while FWF converges after 160 iterations. Our FWF algorithm is superior to WF algorithm and RWF algorithm in terms of the convergence speed, because the FWF algorithm have used more priori-information. In order to show the process of recovering the signal of the proposed algorithm, Figure. 2 shows the distribution of the recovered signal effect when the number of iterations is 3, 30 and 100 respectively. For the sake of convenience, the original signal distribution is also given in the figure. Since the initial value of the assumed recovery signal is a Gaussian random distribution, it can be seen from Figure. 2 that when the third iteration is completed, the recovery signal is greatly different from the original signal. When 30 iterations are completed, the recovery signal gradually approaches the original signal. When 100 iterations are completed, the recovery signal is basically close to the original one, which well proves the effectiveness of the WF algorithm. The recovery process of Figure. 2 corresponds to the MSE shown in Figure. 
Conclusion
For the phase recovery problem, we have proposed a FWF algorithm. The FWF further accelerates the convergence rate of the WF algorithm, and it is able to converge to a global minimum by using more priori-information. Experimental results showed that the FWF algorithm is superior to other existing basic algorithms in terms of convergence speed. In our future work, we will consider using the adaptive step-size to speed up the convergence rate of the proposed algorithm. We will also consider using large dimensional data to test the performance of the algorithm under different SNR conditions and sparse signal conditions.
