Mixtures of linear mixed models (MLMMs) are useful for clustering grouped data and can be estimated by likelihood maximization through the EM algorithm. The conventional approach to determining a suitable number of components is to compare different mixture models using penalized log-likelihood criteria such as BIC. We propose fitting MLMMs with variational methods which can perform parameter estimation and model selection simultaneously. A variational approximation is described where the variational lower bound and parameter updates are in closed form, allowing fast evaluation. A new variational greedy algorithm is developed for model selection and learning of the mixture components. This approach allows an automatic initialization of the algorithm and returns a plausible number of mixture components automatically. In cases of weak identifiability of certain model parameters, we use hierarchical centering to reparametrize the model and show empirically that there is a gain in efficiency by variational algorithms similar to that in MCMC algorithms. Related to this, we prove that the approximate rate of convergence of variational algorithms by Gaussian approximation is equal to that of the corresponding Gibbs sampler which suggests that reparametrizations can lead to improved convergence in variational algorithms as well.
Introduction
Mixtures of linear mixed models (MLMMs) are useful for clustering grouped data in applications such as clustering of gene expression profiles (Celeux et al., 2005, and Ng et al., 2006) and electrical load series (Coke and Tsao, 2010) . We consider MLMMs where the response distribution is a normal mixture with the mixture weights varying as a function of the covariates. Our model includes cluster-specific random effects so that observations from the same cluster are correlated. We propose fitting MLMMs with variational methods which can perform parameter estimation and model selection simultaneously. Our article makes four contributions. First, fast variational methods are developed for MLMMs and a variational lower bound is obtained in closed form. Second, a new variational greedy algorithm is developed for model selection and learning of the mixture components. This approach handles algorithm initialization and returns a plausible number of mixture components automatically. Third, we show empirically that there is a gain in efficiency by variational algorithms through the use of hierarchical centering reparametrization similar to that in Markov chain Monte Carlo (MCMC) algorithms. Fourth, we prove that the approximate rate of convergence of the variational algorithm by Gaussian approximation is equal to that of the corresponding Gibbs sampler which suggests that reparametrizations can give improved convergence in variational algorithms just as in MCMC algorithms.
In microarray analysis, clustering of gene expression profiles is a valuable exploratory tool for the identification of potentially meaningful relationships between genes. In the modelbased cluster analysis context, Luan and Li (2003) studied the clustering of genes based on time course gene expression profiles in the mixture model framework using a mixed-effects model with B-splines. Celeux et al. (2005) proposed using MLMMs to account for data variability in repeated measurements. Both of these approaches require the independence assumption for genes. In contrast, Ng et al. (2006) considered MLMMs which allow genes within a cluster to be correlated as the independence assumption may not hold for all pairs of genes (McLachlan et al., 2004) . Booth et al. (2008) considered a multilevel linear mixed model (LMM) which includes cluster-specific random effects and proposed a stochastic search algorithm for finding partitions of the data with high posterior probability through maximization of an objective function. For the clustering of electrical load series, Coke and Tsao (2010) developed random effects mixture models using a hierarchical representation and used an antedependence model for the non-stationary random effects.
MLMMs can be estimated by likelihood maximization through the EM algorithm (Dempster et al., 1977) and this method was used in Luan and Li (2003) , Celeux et al. (2005) and Coke and Tsao (2010) . Ng et al. (2006) developed a program called EMMIX-WIRE (EMbased MIXture analysis WIth Random Effects) for clustering correlated and replicated data. The optimal number of components was determined by comparing different mixture models using the BIC (Bayesian information criterion) of Schwarz (1978) in these articles. The EM algorithm can be sensitive to initialization and is commonly run from multiple starting values to avoid convergence to local optima. Scharl et al. (2010) studied the performance of different initialization strategies for mixtures of regression models. In the context of Gaussian mixture models, Biernacki et al. (2003) compared simple initialization strategies and Verbeek et al. (2003) discussed a greedy approach to the learning of Gaussian mixtures which resolves the sensitivity to initialization and is useful in finding the optimal number of components.
We propose fitting MLMMs with variational methods using a greedy algorithm. The MLMM we consider is a simple generalization of that proposed by Ng et al. (2006) where units within each cluster may be correlated. A variational approximation for this model is described where the variational lower bound and parameter updates are in closed form, allowing fast evaluation. Ormerod and Wand (2010) illustrated the use of variational methods to fit a Gaussian LMM and Armagan and Dunson (2011) used variational methods to obtain sparse approximate Bayes inference in the analysis of large longitudinal data sets using LMMs. Ormerod and Wand (2012) recently introduced an approach called Gaussian variational approximation for fitting generalized LMMs where the distributions of random effects vectors are approximated by Gaussian distributions. The variational algorithm suffers from problems of local optima and initialization strategies for the EM algorithm can often be adapted for use with the variational algorithm. A common strategy is to run the variational algorithm starting with random initialization from multiple starting points (Bishop and Svensén, 2003) . Nott et al. (2011) used a short runs strategy similar to that recommended by Biernacki et al. (2003) where the variational algorithm is stopped prematurely and only the short run with the highest attained value of the variational lower bound is followed to convergence.
A key advantage of variational methods is the potential for simultaneous parameter estimation and model selection and a number of such methods have been developed for the fitting of Gaussian mixtures. Ueda and Ghahramani (2002) proposed a variational Bayesian (VB) split and merge EM procedure to optimize an objective function that allows simultaneous estimation of the parameters and the number of components while avoiding local optima. They applied this method to a Gaussian mixture and a mixture of experts regression where both input and output are treated as random variables. Wu et al. (2012) developed a split and eliminate VB algorithm which attempts to split all poorly fitted components at the same time and made use of the component-elimination property associated with variational approximation so that no merge moves are required. This component-elimination property was noted previously by Attias (1999) and Corduneanu and Bishop (2001) . McGrory and Titterington (2007) described a variational optimization technique where the algorithm is initialised with a large number of components and mixture components whose weightings become sufficiently small are dropped out as the optimization proceeds. Constantinopoulos and Likas (2007) observed that in this approach, the number of components in the resulting mixture can be sensitive to the prior on the precision matrix. They proposed an incremental approach where components are added to the mixture following a splitting test where a different local precision prior is specified after taking into account characteristics of the precision matrix of the component being tested.
For the examples in this paper, we have attempted the component deletion approach of McGrory and Titterington (2007) (results not shown). We observed that this method is more effective when the number of components required is not too large as initializing the mixture with a large number of components can be computationally expensive especially for large data sets. The choice of the initial number of mixture components can have an impact on the resulting number of components and it may not be easy to determine a suitable initial number. This approach remains sensitive to initialization and methods such as running the variational algorithm from multiple starting points are necessary to avoid local optima.
We develop a new variational greedy algorithm (VGA) for the learning of MLMMs. This greedy approach is not limited to MLMMs and may be extended to fit other models using variational methods. No additional derivations are required once the basic variational algorithm is available. Starting with one component, the VGA adds new components to the mixture after searching for the optimal way to split components in the current mixture. This approach handles algorithm initialization automatically and returns a plausible value for the number of mixture components. While this bottom-up approach resolves the difficulty of estimating the upper bound of the number of mixture components, it can become timeconsuming when the number of components is large, since a larger number of components have to be tested to find the optimal way of splitting each one. Some measures are introduced to keep the search time short and the component elimination property of variational approximation is used to sieve out components which resist splitting.
In situations where there is weak identification of certain model parameters and the variational algorithm converges very slowly, we apply hierarchical centering (Gelfand et al., 1995) to reparametrize the MLMM. Hierarchical centering has been applied successfully in MCMC algorithms to obtain improved convergence (Chen et al., 2000) and we show empirically, that there is a similar gain in efficiency in variational algorithms. We consider a case of partial centering, a second case of full centering and derive the corresponding variational algorithms. Related to this, we show that the approximate rate of convergence of the variational algorithm by Gaussian approximation is equal to that of the corresponding Gibbs sampler. Sahu and Roberts (1999) showed that the approximate rate of convergence of the Gibbs sampler by Gaussian approximation is equal to that of the corresponding EM-type algorithm and hence improvement strategies for one algorithm can be used for the other. As reparametrizations using hierarchical centering can lead to improved convergence in the Gibbs sampler, this result suggests that the rate of convergence of variational algorithms may be improved through reparametrizations. Papaspiliopoulos et al. (2007) describe centering and non-centering methodology as complementary techniques for use in parametrization of hierarchical models to construct effective MCMC algorithms.
In Section 2, we introduce MLMMs. Section 3 describes fast variational approximation methods for MLMMs and Section 4 reparametrization of MLMMs through hierarchical centering. Section 5 describes the variational greedy algorithm and Section 6 contains theoretical results on the rate of convergence of variational algorithms by Gaussian approximation. Section 7 considers examples involving real and simulated data and Section 8 concludes.
Mixtures of linear mixed models
The MLMM we consider is a generalization of that proposed by Ng et al. (2006) , where units from the same cluster share cluster-specific random effects and are hence correlated. Unlike Ng et al. (2006) , our model can fit data where the number of observations on each unit are not equal and we allow the mixture weights to vary with covariates between clusters. Suppose we observe n multivariate reponses y i = (y i1 , ..., y in i )
T , i = 1, ..., n and N = n i=1 n i . Let the number of mixture components be k and z i , i = 1, ..., n be latent variables indicating which mixture component the ith cluster corresponds to, z i ∈ {1, ..., k}. Conditional on z i = j,
where X i , W i and V i are design matrices of dimensions n i × p, n i × s 1 and n i × s 2 respectively, β j , j = 1, ..., k, are p × 1 vectors of fixed effects, a i , i = 1, ..., n, are s 1 × 1 vectors of random effects, b j , j = 1, ..., k, are s 2 × 1 vectors of random effects and i , i = 1, ..., n, are vectors of random errors. We assume that the random effects a i , i = 1, ..., n, b j , j = 1, ..., k, and the error vectors i , i = 1, ..., n, are mutually independent. The fixed effects, the distribution of the random effects and the distribution of the error terms are all mixture component specific. The random effects distribution for a i and b j are N (0, σ 2 a j I s 1 ) and N (0, σ 2 b j I s 2 ) respectively. The error vector i is distributed as N (0, Σ ij ) where Σ ij = blockdiag(σ 2 j1 I κ i1 , ..., σ 2 jg I κ ig ), a block diagonal with the lth block equal to σ 2 jl I κ il . Here g is constant for all i and g l=1 κ il = n i for each i = 1, ..., n. In microarray experiments for instance, this specification provides increased flexibility as the error variance of each mixture component is allowed to vary between different experiments, say, by setting g to be the total number of experiments. We assume that
T is a vector of covariates and δ j = (δ j1 , ..., δ jd ) T are vectors of unknown parameters j = 2, ..., k. We set δ 1 = 0 for identifiability. These mixing coefficients, which are functions of the covariates, are known as gating functions in the mixture of experts terminology (Jacobs et al., 1991) . This model for the mixture component indicators allows the mixture weights to vary with covariates across clusters. For Bayesian inference on unknown parameters we assume the following priors. σ
denotes the inverse gamma distribution with shape parameter α and scale parameter λ, σ
.., g, are hyperparameters considered known.
Variational approximation
Variational methods originated in statistical physics and research into these approaches is currently very active in both statistics and machine learning. Until recently, variational approximation methods have mostly been developed in the machine learning community (Jordan et al., 1999, Winn and Bishop, 2005) . See Ormerod and Wand (2010) for an explanation of variational approximation methods and the introduction for further references on application of variational methods to mixture models specifically. We consider a variational approximation to the joint posterior distribution of all the parameters θ of the form q(θ|λ) where λ is the set of variational parameters to be chosen. Here a parametric form is chosen for q(θ|λ) and we attempt to make q(θ|λ) a good approximation to p(θ|y) by minimizing the Kullback-Leibler (KL) divergence between q(θ|λ) and p(θ|y), i.e.,
where p(y) = p(y|θ)p(θ) dθ is the marginal likelihood. As the KL divergence is positive,
which gives a lower bound on the log marginal likelihood, and maximization of this lower bound is equivalent to minimisation of the KL divergence between the posterior distribution and variational approximation. This lower bound is sometimes used as an approximation to the log marginal likelihood for Bayesian model selection purposes.
T . For convenience we write q(θ|λ) as q(θ), suppressing dependence on λ and consider a variational approximation of the form
, where
and
is a delta function placing a point mass of 1 on µ q δ , and q(z i = j) = q ij where k j=1 q ij = 1, i = 1, ..., n. We are assuming in the variational posterior that parameters for different expert components are independent and independent of all other parameters.
For a variational posterior restricted to be of the factorized form q(θ) = m i=1 q(θ i ), the optimal q(θ i ) minimizing the KL divergence is given by q(θ i ) ∝ exp{E −θ i log p(y, θ)} (see, for example, Ormerod and Wand, 2010) . In our case, the specific distributional forms for the variational posterior densities, such as the assumption of a degenerate point mass variational posterior for δ, have been chosen to make computation of the lower bound tractable even though they might not be optimal. It is also possible to consider the fixed effects β, and the random effects a and b as a single block and replace q(β)q(a)q(b) by q(β, a, b) as in Ormerod and Wand (2010) . This results in a less restricted factorization with dependence structure between β, a and b preserved and a higher lower bound can be achieved. However, this will involve dealing with high dimensional sparse covariance matrices which creates a greater computational burden although it is possible to use matrix inversion results for the blocked matrices to attain better computational efficiency (referee's suggestion). We have decided to use a factorized form for faster computation and better scalability to larger data sets (see Armagan and Dunson, 2011) . The independence and distributional assumptions made in variational approximations may not be realistic and it has been shown in the context of Gaussian mixture models that VB, which assumes a factorized posterior, has a tendency to underestimate the posterior variance (Wang and Titterington, 2005) . However, variational approximation can often lead to good point estimates, reasonable estimates of marginal posterior distributions and excellent predictive inferences. Blei and Jordan (2006) showed that predictive distributions based on variational approximations to the posterior were very similar to that of MCMC for Dirichlet process mixture models. Braun and McAuliffe (2010) reported similar findings in large-scale models of discrete choice although they observed that the variational posterior is more concentrated around the mode than the MCMC posterior, a familiar underdispersion effect noted above. Similar independence assumptions have been made in the case of the LMM by Armagan and Dunson (2011) . Now, we want to maximise the variational lower bound L = log
q(θ) dθ with respect to the parameters λ in our variational posterior approximation. The lower bound L can be computed in closed form, and is given by (details in supplementary materials)
where Γ(·) and ψ(·) denote the gamma and digamma functions respectively, p ij is evaluated by setting δ = µ q δ , p(µ q δ ) denotes the prior distribution for δ evaluated at µ
, for i = 1, ..., n, α q jl , λ q jl , for j = 1, ..., k, l = 1, ..., g, q ij for i = 1, ..., n, j = 1, ..., k, and µ q δ . We optimize the lower bound with respect to each of these sets of parameters with the others held fixed in a gradient ascent algorithm. All updates except for µ q δ are available in closed form and can be derived using vector differential calculus (see Wand, 2002) .
Algorithm 1:
Initialize: q ij for i = 1, ..., n, j = 1, ..., k, for j = 1, ..., k. Do until the change in the lower bound between iterations is less than a tolerance:
is the partition of ξ ij corresponding to the (κ i1 , ..., κ ig ) and (Λ ij ) κ il is the diagonal block of Λ ij with rows and columns corresponding to the position of κ il within (κ i1 , ..., κ ig ).
13. Set µ q δ to be the conditional mode of the lower bound fixing other variational parameters at their current values. As a function of µ q δ , the lower bound is the log posterior for a Bayesian multinomial regression with the ith response being (q i1 , ..., q ik )
T and a normal prior on µ q δ . The usual iteratively weighted least squares algorithm (or other numerical optimization algorithm) can be used for finding the mode.
14.
, where c ij =
In the examples, when Algorithm 1 is used in conjunction with the VGA described in Section 5 to fit a 1-component mixture, for j = 1, we set
= 0 for i = 1, ..., n, and q ij = 1 for i = 1, ..., n for initialization. The variational posterior for δ has been assumed to be a degenerate point mass to make computation of the lower bound tractable. However, at convergence, we relax the form of q(δ) to be a normal distribution. Suppose q(δ) is not subjected to any distributional restriction, the optimal choice for this term is given by
If µ q δ is close to the mode, we can get a normal approximation to q(δ) by setting µ q δ as the mean and the covariance matrix Σ q δ as the negative inverse Hessian of the log of (4) which is the Bayesian multinomial log posterior considered in step 13 of Algorithm 1. Waterhouse et al. (1996) outlined a similar idea which they used at every step of their iterative algorithm. We recommend first using a delta function approximation in the VGA and doing a one-step approximation after the algorithm has converged (see Nott et al., 2011) . Using the normal approximation N (µ q δ , Σ q δ ) as the variational posterior for q(δ), the variational lower bound is the same as in (3) except that
The expectation of the first term, E q log
, is not available in closed form and we replace it with log
where µ q δ j is the subvector of µ q δ corresponding to δ j , j = 2, ..., k, to obtain an approximation to log p(y). This approximation to the log marginal likelihood is later used in the VGA as a model selection criterion. Gelfand et al. (1995) discussed how reparametrizations of normal LMMs using hierarchical centering can improve convergence in MCMC algorithms. In our later examples we encounter situations where there is weak identification of certain model parameters and Algorithm 1 converges very slowly. We apply hierarchical centering and show empirically that there is a gain in efficiency in variational algorithms through hierarchical centering, similar to that in MCMC algorithms. In Section 6 we give some theoretical support for this observation.
Hierarchical Centering
We consider a case of partially centered parametrization in which X i = W i and a second case of fully centered parametrization in which X i = W i = V i in (1). In the first case, we introduce η i = β j + a i conditional on z i = j so that (1) is reparametrized as
Variational Greedy Algorithm
In the greedy algorithm, VA refers to Variational Algorithm which can be Algorithm 1, 2 or 3. Let f k denote the k-component mixture model and C k the set of k components that form the mixture model f k . The greedy learning procedure can be outlined as follows.
1. Compute the one-component mixture model f 1 using VA.
2. Find the optimal way to split each of the components in the current mixture f k . This is done in the following manner. For each component c j * ∈ C k , form A j * = {i ∈ {1, ..., n} : j * = arg max 1≤j≤k q ij }, where {q ij , 1 ≤ i ≤ n, 1 ≤ j ≤ k} are the variational posterior probabilities of f k . For m = 1, ..., M ,
• randomly partition A j * into two disjoint subsets A j1 * and A j2 * and form a (k + 1)-component mixture by splitting the variational posterior probabilities of c j * according to A j1 * and A j2 * . That is, we create two subcomponents c j1 * and c j2 * such that for c jl * , q ij is equal to the variational posterior probabilities of c j * in f k if the ith observation lies in A jl * and zero otherwise, l = 1, 2. The variational parameters of c j1 * and c j2 * required for initialization of the VA are set as equal to that of c j * .
• Variational parameters of all other components are set as those in f k . In the application of the VA, we do not update the variational parameters of components in C k − c j * as we are only interested in learning the optimal way of splitting c j * . Hence, we apply only a 'partial' VA during this search.
For each component c j * ∈ C k , choose the run with the highest attained lower bound among M runs as that yielding the optimal way of splitting c j * . Let L j * and f split j * denote the lower bound and (k + 1)-component mixture model respectively corresponding to the optimal way of splitting c j * .
3. The components in C k are sorted in descending order according to L j * and then split in this order. After the lth split, the total number of components in the mixture is k + l. Let f temp k+l denote the mixture model obtained after l splits. Suppose that at the (l+1)th split, the component in C k being split is c j * . We apply a 'partial' VA again, keeping fixed variational parameters of components awaiting to be split. For the initialization, we set the variational parameters of c j1 * and c j2 * to be equal to those in f split j * and the remaining variational parameters to be equal to those in f temp k+l if l > 1 and f split j * if l = 1. A split is considered 'successful' if the estimated log marginal likelihood increases after the split. This process of splitting components is terminated once we encounter an unsuccessful split.
4. If the total number of successful splits in step 3 is s, then a (k + s)-component model f temp k+s is obtained at the end of step 3. We apply VA on f temp k+s until convergence updating all variational parameters this time to obtain mixture model f k+s .
5. Repeat steps 2-3 until all splits of the current mixture model are unsuccessful.
We have experimented with several dissimilarity measures based on Euclidean distance as well as variability-weighted similarity measures in the case of repeated data to partition A j * in step 2. Generally, VGA performed better when a random partition was used. Methods such as k-means clustering are also difficult to apply when there is missing data. The partitioning of A j * into two disjoint subsets in step 2 serves only as an initialization to the 'partial' VA to be carried out in search of the optimal way to split component c j * . If we consider an outright partitioning of the data by assigning observation i to the j * th component if j * = arg max 1≤j≤k q ij where {q ij , 1 ≤ i ≤ n, 1 ≤ j ≤ k} are the variational posterior probabilities, it is still possible for observations originally from different components to be placed in the same component again in steps 3 and 4. This is due to the updating of the variational posterior probabilities q ij of all components which have been split in step 3 and that of all existing components in step 4. The amount of computation is greatly reduced by the use of a 'partial' VA as the algorithm converges quickly when the variational parameters of all other components (except for the two subcomponents arising from the component being split) are fixed. As we are using only the run with the highest attained lower bound out of M runs, it is not computationally efficient to continue every run to full convergence and we suggest using 'short runs' in this search step. In later examples, we terminate each of these M runs once the increment in the lower bound is less than 1. Suppose we are trying to split a component c j * into two subcomponents c j1 * and c j2 * . After applying 'partial' VA, the variational posterior probabilities of one of the two subcomponents sometimes reduce to zero for all of i = 1, ..., n, so that the two subcomponents effectively reduced to one. When this happens on the attempt leading to the highest variational lower bound among all M attempts to split c j * , we suggest omitting c j * in future splitting tests. This reduces the number of components we need to test for splitting and can be very useful when the number of components grows to a large number. For the examples discussed in this paper, we set M to be 5 and the variational algorithm is deemed to have converged when the absolute relative change in the lower bound is less than 10 −5 .
We note that the number of mixture components returned by the VGA may vary due to the random partitions in step 2 although the variation is relatively small compared to the number of clusters returned. The biggest advantage of the VGA is that it performs parameter estimation and model selection simultaneously and automatically returns a plausible number of components. It is possible however for the VGA to overestimate the number of components and some optional merge moves may be carried out after the VGA has converged if the user finds certain clusters to be very similar. This can be done quickly using a partial 'VA' in which the variational parameters of all other components except the two to be merged are fixed. A merge move is considered 'successful' if the estimated log marginal likelihood increases when two components are merged. While the VGA has been applied repeatedly in the examples for the purpose of analysing its performance, the user need only apply it once and may consider some merge moves if he finds clusters which are very similar. If multiple applications are used, we suggest using the estimated log marginal likelihood as a guideline to select the clustering solution. While reparametrizations using hierarchical centering increases the efficiency of the VGA, we have not observed that the number of components returned differs significantly due to the reparametrization.
Rate of convergence of variational approximation
In this section, we show that the approximate rate of convergence of the variational algorithm by Gaussian approximation is equal to that of the corresponding Gibbs sampler. As reparametrizations using hierarchical centering can lead to improved convergence in the Gibbs sampler, this result lends insight into how such reparametrizations can increase the efficiency of variational algorithms in the context of MLMMs. This is because the joint posterior of the fixed and random effects in a LMM is Gaussian (with Gaussian priors and Gaussian random effects distributions) when the variance parameters are known. Let the complete data be Y aug = (Y obs , Y mis ) where Y obs is the observed data and Y mis is the missing data. Let the complete data likelihood be p(Y aug |θ) where θ is a p × 1 vector and Y mis r×1. Suppose the prior for θ is p(θ) ∝ 1 and the target distribution is p(θ, Y mis ) = N ((
. It can be shown that
11 . (1999) showed that under such conditions, the rate of convergence of the EM algorithm alternating between the two components θ and Y mis is equal to the rate of convergence of the corresponding two-block Gibbs sampler. This rate is given by ρ(B EM ),
Sahu and Roberts
where
22 H 21 and ρ(.) denotes the spectral radius of a matrix. In the variational approach, we seek an approximation q(θ, Y mis ) to the true posterior p(θ, Y mis |Y obs ) for which the KL divergence between q and p(θ, Y mis |Y obs ) is minimized subject to the restriction that q(θ, Y mis ) can be factorized as q(θ)q(Y mis ). The optimal densities are 
The matrix rate of convergence of an iterative algorithm for which θ (t+1) = M (θ (t) ) and θ * is the limit is given by DM (θ * ) where DM (θ) = (
). A measure of the actual observed rate of convergence is given by the largest eigenvalue of DM (θ * ) (Meng, 1994 Suppose we impose a tougher restriction on q(θ, Y mis ). For a partition of θ into m groups such that θ = (θ 1 , ..., θ m ) with θ i a r i × 1 vector and r i = p, we assume that q(θ, Y mis ) can be factorised as
The optimal density of q(Y mis ) remains unchanged. Let µ 1 = (µ 11 , ..., µ 1m ) and
be partitioned according to θ = (θ 1 , ..., θ m ). The optimal density of q(θ i ) is
This leads to the following iterative scheme. After initializing µ q θ i , i = 1, ..., m., we cycle though updates:
till convergence. Consider the (t+1)th iteration. For notational simplicity, we replace (µ
. . .
Let L be the lower triangular matrix of H 11 and U = L − H 11 . Then
where B aug = L −1 U . Therefore the rate of convergence of λ q θ and hence, that of µ q θ is ρ(B aug + (I p − B aug )B EM ). As the rate of convergence r, is defined as r = lim t→∞ 
which is equal to the rate of convergence of µ q θ . The overall rate of convergence of the variational algorithm is thus ρ(B aug +(I p −B aug )B EM ) which is equal to the rate of convergence of the Gibbs sampler that sequentially updates components of θ, and then block updates Y mis derived by Sahu and Roberts (1999) . Although the theory developed may not be directly applicable to LMMs with unknown variance components as well as MLMMs in general, it suggests to consider hierarchical centering in the context of variational algorithms and our examples show that there is some gain in efficiency due to the reparametrizations.
Examples
To illustrate the methods proposed, we apply VGA using Algorithms 1, 2 and 3 on three real data sets (application of Algorithm 2 on yeast galactose data set can be found in supplementary materials). We also consider simulated data sets in Section 7.3 where VGA is compared with EMMIX-WIRE (Ng et al., 2006) . In Section 7.2, we report the gain in efficiency from reparametrization of the model using hierarchical centering. In the examples below, an outright partitioning of the data is obtained by assigning observation i to the j * th component if j * = arg max 1≤j≤k q ij , where {q ij , 1 ≤ i ≤ n, 1 ≤ j ≤ k} are the variational posterior probabilities of the mixture model obtained using VGA.
Clustering of time course data
Using DNA microarrays and samples from yeast cultures synchronized by three independent methods, Spellman et al. (1998) identified 800 genes that meet an objective minimum criterion for cell cycle regulation. We consider the 18 α-factor synchronization where the yeast cells were sampled at 7 min intervals for 119 mins and a subset of 612 genes that have no missing gene expression data across all 18 time points. This data set was previously analyzed by Luan and Li (2003) and Ng et al. (2006) and is available online from the yeast cell cycle analysis project at http://genome-www.stanford.edu/cellcycle/. Our aim is to obtain an optimal clustering of these genes using the VGA. Following Ng et al. (2006) , we take n = 612 genes, W i = 1 18 , V i = I 18 , u i = 1 and X i to be an 18 × 2 matrix with the (l + 1)th row (l = 0, ..., 17) as (cos(2π(7l)/ω), sin(2π(7l)/ω), where ω = 53 is the period of the cell cycle for i = 1, ..., n. For the error terms, we take g = 1 and κ i1 = 18 for i = 1, ..., n so that the error variance of each mixture component is constant across the 18 time points. We used the following priors, δ ∼ N (0, 1000I), β j ∼ N (0, 1000I) for j = 1, ..., k, and IG(0.01, 0.01) for σ
.., g. Applying the VGA using Algorithm 1 ten times, we obtained a 15-component mixture once, a 16-component mixture six times and a 17-component mixture thrice. The mode is 16 and we report the clustering for a 16-component mixture obtained from the VGA in Figure  1 . For this clustering, we attempted several merge moves on clusters which appear similar such as 3 with 4, 5 with 6, 7 with 8 and 13 with 14. These merge moves did not result in a higher estimated log marginal likelihood. However, we observed that cluster 2 (48 genes) was split into two clusters in one of the 17-component mixture models and these two clusters can be merged successfully with a higher estimated log marginal likelihood being obtained. Thus, it is possible for the VGA to overestimate the number of mixture components and merge moves can be considered when similar clusters are encountered. We note however that the variation in the number of mixture components returned by the VGA is relatively small. For this data set, the number of clusters returned by VGA was generally larger than that obtained by Ng et al. (2006) where BIC was used for model selection and the optimal number of clusters was reported as 12. Any interpretation of the differences in results would need to be pursued with the help of subject matter experts, but our later simulation studies tend to indicate that BIC underestimates the true model so that possibly our clustering is preferable from this point of view. Of course it may be argued that the ability to estimate the 'true model' is not a chief concern in clustering applications where interpretability of the results in the substantive scientific context is the primary motivation.
Clustering of water temperature data
We consider the daily average water temperature readings during the period 9 Readings were collected at eleven depths from the water surface; 0.5m, 2m, 4m, 6m, 8m, 10m, 12m, 14m, 16m, 18m and at the bottom. Using data from the remaining 290 days, we apply the VGA to obtain a clustering of this data. We take n = 290, n i = 11 and X i = W i = V i = I 11 for i = 1, ..., n. We set g = 11 with κ il = 1 for i = 1, ..., n, l = 1, ..., g so that the error variance of each mixture component is allowed to be different at different depths. For the mixture weights, we set u i = (1, i, i 2 , i 3 ), i = 1, ..., n, and subsequently standardize columns 2-4 in the matrix
T to take values between -1 and 1, centered at 0. We used the following Figure 2 and the fitted probabilities from the gating function are shown in Figure 3 . For comparison, we apply VGA with Algorithm 1 five times. A 6-component mixture model was obtained on all five attempts. The average CPU time taken to fit a 6-component model using VGA with Algorithm 1 was 2114 seconds compared to 932 seconds by Algorithm 3. In this example, hierarchical centering reparametrization has helped to improve the rate of convergence with the computation time reduced by more than half. The Upper Peirce Reservoir uses aeration devices intended to mix the water at different depths, with the aim of controlling outbreaks of phytoplankton and algal scums. On days when these aeration devices are operational, it is expected that there will be less stratification of the temperature with depth. Accurate records of the operation of the aeration devices were not available to us and there is some interest in seeing whether the clusters divide into more or less stratified components giving some insight into when the aeration devices were used.
Simulation study
We report results from a simulation study in which VGA is compared with EMMIX-WIRE developed by Ng et al. (2006) . EMMIX-WIRE fits MLMMs by likelihood maximization using the EM algorithm and is able to handle the clustering of correlated data that may be replicated. We compare the performance of EMMIX-WIRE with VGA using 10 data sets simulated from model (1). Each data set consist of n = 499 vectors of dimension n i = 18 and each contain 12 clusters of sizes 43, 48, 85, 49, 65, 77, 8, 21, 18, 15, 34 and 36 . These clusters are based on the 16-component mixture model in Figure 1 fitted (1) were taken to be equal to the variational posterior mean values of the 16-component mixture in Figure 1 and g = 1. The design matrices X i , W i and V i , i = 1, ..., n, are as described in Section 7.1 and we used the same priors as before.
For each of the 10 data sets, we ran EMMIX-WIRE with the number of components ranging from 6 to 15 and used the BIC for model selection. The optimal number of components is taken to be that which minimizes −2 log(Lik)+(par) log n, where par denotes the number of parameters in the model and Lik is the likelihood. We used the approximation of Lik from the output of EMMIX-WIRE for the computation of the BIC. See Ng et al. (2006) for details on how the likelihood was approximated. We ran EMMIX-WIRE again, this time fixing the number of components as 12. We also applied the VGA with Algorithm 1 once for each of the 10 data sets. The adjusted Rand Index (ARI) (Hubert and Arabie, 1985) for the clustering of the fitted model relative to the true grouping of all 499 observations into 12 clusters was then computed in each case. The results are summarized in Table 1 . From Table 1 , the ARI attained by VGA was consistently higher than that attained by EMMIX-WIRE. It is also interesting to note that in almost all the ten sets of simulated data, the ARI attained by the 12-component model fitted by EMMIX-WIRE was higher than that attained by the optimal model identified by BIC. So BIC tends to underestimate the number of components here, although the implications of this for applications in clustering algorithms may be less clear.
Conclusion
We have proposed fitting MLMMs with variational methods and developed an efficient VGA which is able to perform parameter estimation and model selection simultaneously. This greedy approach handles initialization automatically and returns a plausible value for the number of mixture components. The experiments we have conducted showed that the VGA does not systematically underestimate nor overestimate the number of mixture components. For the simulated data sets considered, VGA was able to return mixture models where the number of mixture components is very close to the correct number of components. We further showed empirically that hierarchical centering can help to improve the rate of convergence in variational algorithms significantly. Some theoretical support was also provided for this observation. Implementation of the VGA is straightforward as no further derivation is required once the basic variational algorithms are available. This greedy approach is not limited to MLMMs and could potentially be extended to fitting other models using variational methods. All code was written in the R language and run on a dual processor Window PC 3GHz workstation.
Supplementary materials
The derivation of the variational lower bound in (3) and the expressions of the variational lower bounds and parameter updates for Algorithms 2 and 3 can be found in the supplementary materials. An example on application of Algorithm 2 to yeast galactose data is also included.
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Derivation of variational lower bound
The variational lower bound can be written as E q (log p(y, θ)) − E q (log q(θ)), where E q (·) denotes the expectation with respect to q. Consider the first term, E q (log p(y, θ)). Let ζ ij = I(z i = j) where I(·) denotes the indicator function. We have
Taking expectations with respect to q, we obtain
Turning to the second term, E q (log q(θ)), we have
and putting (1) and (2) together gives the lower bound.
Algorithm 2 (partial centering when X i = W i ) (Updates in steps 5, 7, 9, 10, 11 and 13 remain the same as in Algorithm 1 with s 1 = p.)
.., g. Do until the change in the lower bound between iterations is less than a tolerance:
The variational lower bound is given by 1 2
In the examples, when Algorithm 2 is used in conjunction with the VGA to fit a 1-component mixture (j = 1), we set q ij = 1 for i = 1, ..., n, for j = 1, ..., k, l = 1, ..., g. Do until the change in the lower bound between iterations is less than a tolerance:
The variational lower bound is given by
In the examples, when Algorithm 3 is used in conjunction with the VGA to fit a 1-component mixture (j = 1), we set q ij = 1 for i = 1, ..., n, (Hubert and Arabie, 1985) to assess the degree of agreement between their partitions and the four functional categories. We use this example to illustrate the way that our model can make use of covariates in the mixing weights, unlike previous analyses of this data set. In particular, we use the GO listings as covariates in the mixture weights. Let u i be a vector of length d = 4 where the lth element is 1 if the functional category of gene i is l and 0 otherwise. Instead of looking at the data with the missing values imputed by the k-nearest neighbour method, we consider the original data containing 8% missing values, since our model has the capability to handle missing data. Taking n = 205 genes, let y itr denote the rth repetition of the expression profile for gene i at experiment t, 0 ≤ r ≤ 4, and R it denote the number of replicate hybridizations data available for gene i in experiment t, i = 1, ..., 205, t = 1, ..., 20. For each i = 1, ..., n, y i is a vector of n i observations where n i = 20 t=1 R it and y i = (y i11 , ..., y i14 , ..., y i,20,1 , ..., y i,20,4 ) T , with missing observations omitted. V i is a n i × 80 matrix obtained from I 80 by removing the (tr)th row if the observation for experiment t at the rth repetition is not available. X i is a n i × 20 matrix,
and W i = X i . For the error terms, we set g = 20 with κ il = R il , i = 1, ..., n, l = 1, ..., g, so that the error variance of each mixture component is allowed to vary between different experiments. We used the following priors, δ ∼ N (0, 1000I), β j ∼ N (0, 1000I) for j = 1, ..., k, and IG(0.01, 0.01) for σ
, j = 1, ..., k and σ 2 jl , j = 1, ..., k, l = 1, ..., g. Applying the VGA using Algorithm 2 five times, we obtained a 8-component mixture on all five trials with similar results. The clustering of a 8-component mixture with the highest estimated log marginal likelihood among the five trials is shown in Figure 1 . Our clustering results are slightly different from Ng et al (2006) where the number of optimal clusters obtained was 7. We note that genes from Category 1 were split into 3 clusters by the VGA on all 5 attempts while in Ng et al (2006) , genes from Category 1 were subdivided into 2 clusters. In addition, instead of having one cluster containing all the genes from Category 4, we observed that two or three of the genes in Category 4 were consistently separated from the cluster containing the remaining genes from Category 4. which represents the probability that observation i belongs to component j of the mixture conditional on the category that observation i belongs to in the GO listings.
To investigate the impact of reparametrizing the model using hierarchical centering, we applied VGA using Algorithm 1 five times. This time, we obtained a 8-component mixture four times and a 9-component mixture once. The average estimated log marginal log likelihood attained by Algorithm 1 was 8491, lower than the average of 8999 attained by Algorithm 2. For fitting a 8-component model, VGA with Algorithm 1 took an average of 8455 seconds, while Algorithm 2 took an average of 3185 seconds. While these results may not be conclusive, the gain in efficiency in using Algorithm 2 over Algorithm 1 is clear. By using hierarchical centering, the computation time was reduced by more than half in this example.
