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Résumé
Parmi les applications GNSS (Global Navigation Satellite System) existantes ou en dé-
veloppement, certaines dont l’aviation, nécessitent de hautes performances en termes de
précision de positionnement et de fiabilité.
Ces performances critiques sont évaluées à l’aide d’outils probabilistes et le problème d’ap-
préciation de la précision ou de la fiabilité du système (intégrité) peut être vu comme une
estimation de quantile. Ce problème inverse nécessite la connaissance de la fonction de
répartition des observations, ce qui n’est pas le cas lorsque l’on travaille sur des données
réelles. Il faut alors utiliser des techniques statistiques pour l’estimer.
Les exigences spécifiques à certaines applications, comme par exemple l’atterrissage d’un
avion, nécessitent des niveaux de quantiles très élevés atteignant des probabilités de
l’ordre de 10 7. Ces probabilités correspondent à des fréquences d’occurrence d’événe-
ments rares, situés dans les queues de distribution. Les quantiles associés à de tels niveaux
de probabilité sont qualifiés de quantiles extrêmes et se situent le plus souvent au-delà
du domaine des observations.
Nous proposons dans cette thèse deux méthodes d’estimation de quantiles extrêmes peu
employées dans le domaine du GNSS. La première est une application des modèles issus
de la théorie des extrêmes et plus particulièrement du modèle à dépassement de seuil
POT (Peak Over Threshold). Cette théorie fournit une classe de modèles permettant
l’extrapolation de l’observé vers le non observé et ainsi la caractérisation des événements
rares qui peuvent ne jamais avoir été observés. La deuxième méthode fournit une ap-
proximation de la décroissance de la queue d’une distribution au moyen de techniques
analytiques adaptées à un cadre statistique : il s’agit de la méthode du point selle.
Ces deux techniques de caractérisation des fonctions de répartition sont valables sous
certaines hypothèses de stationnarité et d’indépendance des observations ; or les données
GPS ne vérifient pas toujours ces conditions. Dans ce travail, nous proposons des mé-
thodes statistiques pour stationnariser les données afin d’utiliser les modèles d’estimation
de quantiles extrêmes dans un cadre adéquat.
A partir des outils décrits dans cette thèse, nous fournissons un protocole d’analyse sta-
tistique d’intégrité. Les problématiques de calibration de ces outils sont traitées par des
processus automatisés dans une plateforme d’analyse de données, support logiciel déve-
loppé pour cette étude.
Mots-clefs : GNSS, GPS, intégrité, théorie des valeurs extrêmes, quantile extrême, dé-
pendance temporelle, approximation point selle.
Abstract
Among the GNSS (Global Navigation Satellite System) applications currently used or
in development, some of them require high performances in terms of precise positioning
and reliability for safety of life.
These critical performances are evaluated using statistical tools, and the problem of mea-
suring the position accuracy or the system reliability (integrity) can be modeled as a
quantile estimation. This inverse problem requires the knowledge of the cumulative dis-
tribution function of the observations. This is not possible when we have to study real
data, then it becomes necessary to use statistical techniques to estimate this function.
Specific safety of life applications, such as an airborne precision approach, require very
high levels of quantiles which probabilities can reach 10 7. These probabilities correspond
to frequencies of rare events occurrence, located in the distribution tails. Quantiles asso-
ciated to such levels of probability are qualified as extreme quantiles and are generally
located beyond the observations domain.
We propose in this work two methods of extreme quantile estimation seldom used in the
GNSS field. The first one is a direct application of the models stemming from extreme va-
lues theory and more particularly from the model of excesses over a threshold called POT
(Peak Over Threshold). This theory provides a class of models allowing an extrapolation
from the observed domain to the unobserved domain and then the characterization of rare
events which never have been observed. The second method supplies an approximation
for the decreasing of a distribution tail by the use of analytical techniques adapted to
a statistical framework. This method is called derived from saddle point approximation
technics.
These two techniques of tails distributions characterization are valid under certain hy-
pothesis of stationnarity and independency of the observations. GPS data do not always
satisfy these conditions. In this work, we propose statistical methods to reach these condi-
tions allowing us to use the models of extreme quantile estimation in an adequate way.
From the tools studied in this thesis, we outline a statistical analysis methodology for
integrity measurement. The problems of calibrating these tools are treated by automated
processes in a data analysis platform, software developed as a support for this study.
Keywords : GNSS, GPS, integrity, extreme value theory, extreme quantile, temporal
dependency, saddle point estimation.
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Introduction générale
Contexte de l’étude
22h36 GMT, dans la nuit du 31 août au 1er septembre 1983, le Boeing 747 du vol KAL
007 de la compagnie Korean Airlines reliant New York à Seoul, est abattu par un avion de
chasse de l’Union soviétique à l’ouest de l’île de Sakhaline. L’avion de ligne transportait
246 passagers et 23 membres d’équipage. Il n’y eut aucun survivant.
Cet événement majeur, sans doute l’un des plus graves de la Guerre froide, a failli faire
basculer le monde dans une guerre nucléaire suite aux déclarations du Président améri-
cain Ronald Reagan qualifiant l’acte de "crime contre l’humanité". Les causes techniques
de ce drame : une défaillance du système de navigation entraînant une large déviation de
la trajectoire programmée et une violation de l’espace aérien soviétique à laquelle l’armée
de l’URSS a répondu (Figure 1).
Suite à cet accident, le Président Reagan annonça que la technologie GPS (Global Posi-
tioning System), jusque-là destinée à un usage militaire, serait ouverte aux usages civils.
Figure 1 – Vol KAL 007 entre Anchorage (après ravitaillement) et Séoul
L’objectif du GPS est de fournir une position à l’utilisateur. Celle-ci doit être la plus pré-
cise et la plus fiable possible, tout particulièrement dans l’aviation où la vie des personnes
est mise en jeu.
Afin d’accroître les performances du GPS et du futur Galileo (équivalent européen du
GPS), un système de satellites géostationnaires européen EGNOS (European Global Na-
vigation Overlay System) a été mis en place dès 2003. EGNOS contribue à améliorer la
précision, la fiabilité et la disponibilité du système GPS sur le sol européen. Il fournit un
service d’augmentation du GPS spécialement conçu pour les applications critiques liées
aux transports. Ce service, connu sous le nom de Safety of Life (SoL) est alors destiné à
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l’aviation, les transports maritimes et les transports ferroviaires.
Typiquement dans l’aéronautique, les principaux apports de ce service sont :
– pouvoir réaliser des approches par guidage vertical (approche de précision), jus-
qu’alors effectuées grâce à des moyens au sol d’aide à la navigation comme l’ILS.
– réaliser des vols de précision sur hélicoptères, en particulier pour les opérations de
sauvetage en montagne.
– étendre la disponibilité des procédures d’approche de précision aux aéroports ne
pouvant s’équiper de moyens au sol d’aide à la navigation très coûteux de type ILS.
– suivre plus fidèlement les trajectoires de vol et donc réduire l’émission de carbone
dans l’atmosphère.
Pour cela, le système doit respecter des normes de sécurité très strictes fixées par l’Organi-
sation de l’Aviation Civile Internationale (OACI) et adaptées à l’Europe par Eurocontrol,
l’organisation européenne pour la sécurité de la navigation aérienne.
En pratique, les performances critiques du positionnement par satellites sont évaluées
au moyen d’outils statistiques et les niveaux de fiabilité sont exprimés en probabilités.
Le concept de fiabilité des systèmes de navigation par satellites est appelé intégrité, défi-
nie comme une mesure de confiance que l’on peut accorder aux informations fournies par
le système [DO96]. Les signaux transmis par les satellites peuvent subir des dégradations
provenant de divers phénomènes (milieu atmosphérique traversé, interférence, masquage
en milieu urbain, etc) ayant pour effet une position inacceptable pour l’utilisateur. Pour
garantir un positionnement fiable, des seuils de tolérance ont été fixés afin d’écarter les
positions qui les franchissent. On note ces seuils AL pour Alert Limit.
D’un point de vue probabiliste, le modèle de mesure d’intégrité est considéré comme un
quantile d’ordre 1  p dont on rappelle la définition.
Définition 0.0.1. Soit X une variable aléatoire réelle suivant une loi F . Pour p un réel
de l’intervalle [0, 1], le quantile d’ordre 1  p est la valeur q(p) vérifiant
P
 
X  q(p)  = 1  p
A travers ce modèle, on cherche à garantir que la variable X n’excède pas la valeur q(p)
pour une probabilité p donnée. Dans le modèle de mesure d’intégrité, on considère X
comme le rapport des erreurs de positionnement et des seuils d’alarme AL. Ainsi, on
évaluera l’intégrité selon la condition suivante : si q(p) < 1 alors l’intégrité est assurée
suivant le modèle, sinon, elle ne l’est pas.
Les exigences spécifiques à certaines applications, comme l’atterrissage d’un avion, né-
cessitent des niveaux de quantiles très élevés (de l’ordre de 1  2.10 7) qui correspondent
à des fréquences d’occurrence très faibles. En effet, on cherche à se protéger d’un événe-
ment qui a 2 chances sur 10 millions de se produire, et ce pour chaque approche (dont
la durée est fixée à 150 secondes). Ces niveaux sont caractéristiques d’événements dits
"rares" situés dans les queues de distribution.
Dans cette étude, nous proposons d’évaluer les performances d’intégrité du système
GPS/EGNOS suivant le modèle ci-dessus et ainsi déterminer si les seuils d’alerte sont
suffisamment élevés pour satisfaire les niveaux de fiabilité donnés par l’OACI. Le pro-
blème se traduit par l’estimation du quantile q(p). De manière générale, l’estimation de
quantile nécessite la connaissance de la distribution de la variable observée décrite par sa
fonction de répartition.
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fonction à partir de l’échantillon observé. La mesure empirique est efficace en présence
d’information, pour des niveaux d’occurrence ni trop élevés ni trop faibles. La principale
difficulté du problème de mesure d’intégrité provient des probabilités auxquelles nous
sommes confrontés. En effet, ces niveaux très faibles sont associés à des événements très
peu, voire jamais observés. Pour espérer obtenir une réalisation d’un événement associé à
un niveau tel que (1 2.10 7)/150s, il faudrait plus de 20 années d’observations. Comment
alors garantir que les niveaux de sécurité permettent de se protéger contre l’apparition
de ces événements dangereux ?
L’objectif de ce travail de thèse est de fournir une méthodologie permettant de caractéri-
ser les queues de distribution, au moyen de méthodes statistiques encore méconnues dans
le domaine de la navigation par satellites. Deux approches sont décrites :
– premièrement, la théorie des valeurs extrêmes [Bei04] fondée sur des théorèmes de
convergence en loi permettant une extrapolation dans les queues de distribution.
Cette théorie fournit une classe d’outils couramment utilisés pour la gestion du
risque. Les domaines d’applications utilisant les modèles de la théorie des extrêmes
n’ont cessé de se développer ces dernières années touchant des domaines variés
comme la finance et l’assurance [EKM97], la climatologie [Mul06], le génie civil et
le génie industriel [Gar02].
– la deuxième approche est une approximation de la décroissance d’une queue de
distribution à partir de méthodes analytiques de type approximation point selle
[But07] appliquées dans un cadre statistique.
A travers ces deux techniques nous formulons plusieurs estimateurs de quantiles dont les
propriétés, les hypothèses de validité et les performances sont comparées puis discutées.
Avant que ces travaux de thèse ne soient initiés en 2009 par la société HELILEO, le
système EGNOS et le service SoL étaient encore à l’état de validation. Pour leur certi-
fication liée aux activités héliportées, la GSA (European GNSS Supervisory Authority)
a commandité le projet HEDGE (Helicopters Deploy GNSS in Europe) dans le cadre du
7ème PCRD (Programme Cadre de Recherche et Développement) technologique de l’Union
Européenne. HELILEO, acteur européen majeur des essais héliportés 1, a été chargé de
réaliser une vaste campagne d’essais sur hélicoptères à la suite de laquelle un rapport de
performances a été remis à la GSA.
Le 2 mars 2011, l’ESSP (European Satellite Services Provider) a officiellement déclaré le
signal Sol opérationnel et disponible pour l’aviation avec l’autorisation de la commission
européenne, offrant ainsi la possibilité aux aéronefs de réaliser des phases d’atterrissage
plus sûres quelques soient les conditions météorologiques.
Organisation du manuscrit
Le manuscrit est organisé en 5 chapitres.
Le chapitre 1 présente le contexte de l’étude. Nous introduisons la navigation par sa-
tellites ainsi que les concepts d’intégrité associés à des applications aéronautiques. Les
1. HELILEO dispose d’une flotte de 36 hélicoptères EC-120 pouvant réaliser jusqu’à 22 000 heures
de vols par an, ce qui lui permet de réaliser des essais en vol pour évaluer les performances des systèmes
GNSS
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hauts niveaux de fiabilité imposés par l’OACI [DO96] se traduisent par des probabilités
très élevées qui mènent le statisticien vers l’étude des queues de distribution.
Le chapitre 2 est consacré à l’étude des valeurs extrêmes d’un échantillon, événements
dont les probabilités d’occurrence sont faibles. La théorie des extrêmes vient en complé-
ment de la statistique classique où il est usuel d’étudier les variables aléatoires autour de
leurs moyennes. Il s’agit dans cette théorie de caractériser le comportement des queues de
distribution à l’aide de modèles permettant un bon ajustement au-delà du maximum de
l’échantillon. On mesure alors l’épaisseur de la queue de distribution à l’aide d’un unique
paramètre appelé indice des valeurs extrêmes. Les fondements de cette théorie reposent
sur un équivalent au théorème de la limite centrale appliqué aux queues de distribution :
le théorème de Fisher et Tippet (1928) [FT28]. Celui-ci définit la famille de lois limites
possibles pour le maximum (renormalisé) d’un échantillon. Le formalisme de la loi des
extrêmes généralisée ne tient compte que d’une seule observation, la plus grande. Il n’est
pas pensable d’estimer les paramètres de cette loi à partir d’une unique valeur. Pour cette
raison, on emploie la méthode dite "block maxima" (Gumbel (1958)[Gum58]) qui consiste
à découper l’échantillon initial en plusieurs blocs et à considérer le maximum de chacun
d’eux afin de créer artificiellement un échantillon de maxima. Cependant, il peut arriver
que plusieurs grandes valeurs apparaissent successivement dans un bloc. Elle seront alors
masquées par la plus grande d’entre elles. Cette approche mène à une perte d’information
sur les observations extrêmes qui sont par définition très rares.
Une alternative a été proposée suite aux travaux de Balkema, De Haan (1974) [BDH74]
et Pickands (1975) [Pic75]. Il n’est plus question d’étudier la loi limite du maximum d’un
échantillon mais les valeurs qui dépassent un certain seuil. Cette approche appelée Peak
Over Threshold (POT) mène à de meilleurs résultats en termes de caractérisation de loi
et d’estimation de quantile.
Nous développons dans ce chapitre les deux formalismes principaux issus de cette théorie
dans un cadre univarié et on y compare les performances des estimateurs paramétriques
caractérisant les lois limites. Le lecteur y trouvera plusieurs expressions d’estimateurs de
quantile extrême ainsi que les intervalles de confiance associés.
Il existe d’autres méthodes statistiques pour caractériser les distributions des variables
observées qui s’avèrent être efficaces pour les parties centrales mais aussi pour les queues
de distribution. L’approximation point selle, introduite en statistique par Daniels (1954)
[Dan54] permet d’estimer la densité de probabilité d’une variable aléatoire en utilisant la
transformée de Fourier de cette fonction. A partir de cette approche, Lugannani et Rice
[LR80] ont établi l’approximation d’une fonction de répartition menant à la résolution
du problème inverse d’estimation de quantile.
On propose dans le chapitre 3 un nouvel estimateur de quantile extrême par inversion de
l’approximation de la décroissance de la queue d’une distribution. Par analogie avec la
méthode POT, on introduit un modèle à dépassement de seuil.
Afin d’identifier les outils les mieux adaptés au problème de mesure d’intégrité sur les
données GPS, les performances des estimateurs, issus de la théorie des extrêmes (cha-
pitre 2) et de l’approximation point selle (chapitre 3), sont évaluées sur des cas théoriques
proches des données réelles.
Les données de positionnement GPS auxquelles on s’intéresse dans cette étude présentent
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lement due à deux facteurs : la récursivité des algorithmes d’estimation de la position
implémentés au sein des récepteurs et la présence d’erreurs systématiques sur les signaux
satellitaires. Les outils statistiques présentés dans les chapitres 2 et 3 ont été établis
pour des variables aléatoires indépendantes et identiquement distribuées. Nous souhai-
tons casser la structure de dépendance temporelle qui existe au sein des données GPS en
appliquant une permutation aléatoire sur les indices temporels du processus observé.
On propose dans un quatrième chapitre une justification théorique de cet heuristique
ainsi qu’un théorème d’indépendance asymptotique atteinte après permutation.
Le cinquième et dernier chapitre de ce manuscrit est dédié aux applications et résul-
tats pratiques en lien avec les activités de la société HELILEO.
Il s’agit dans un premier temps de fournir une analyse des données GPS intervenant
dans le modèle de mesure d’intégrité afin de s’assurer que les conditions requises par les
modèles probabilistes soient satisfaites. Les processus aléatoires décrits par les erreurs
de positionnement ne sont pas stationnaires pour des enregistrements de courte durée.
Toutefois, on montre que pour de grands échantillons, les données atteignent une station-
narité asymptotique.
Suite à cette analyse, on fournit une méthodologie destinée à évaluer si les positions
fournies par les récepteurs GPS remplissent les exigences de sécurité des instances aé-
ronautiques. Parmi les estimateurs de quantiles étudiés, ceux qui sont obtenus à partir
du modèle à dépassement de seuil (POT) montrent les meilleures propriétés lorsqu’ils
sont confrontés aux données GPS. Ils seront retenus pour l’analyse de performances de
ce chapitre.
Les exemples théoriques du chapitre 2 mettent en évidence l’impact important du seuil
sur la variabilité des estimateurs et de leurs intervalles de confiance. On propose une pro-
cédure automatique de choix de seuil fondée sur deux critères. Le premier est la détection
de plages de stabilité des estimateurs. Le second est l’adéquation du modèle aux données.
Dans le cadre du projet HEDGE, HELILEO devait fournir en plus d’un rapport de per-
formances, une justification de la quantité d’heures de vol engagée dans la campagne
d’essais héliportés. On justifie ce nombre d’heures enregistrées par les temps de conver-
gence des intervalles de confiance associés aux estimateurs de quantiles extrêmes utilisés
pour l’analyse d’intégrité.
Acteur majeur des essais aéroportés pour les systèmes de radionavigation par satellites,
la société HELILEO a dû se doter d’un outil de traitement de données performant. Pour
répondre à ce besoin, une plateforme d’analyse statistique a été développée ; celle-ci étant
capable à la fois d’héberger une base de données et de regrouper divers outils statistiques.
En particulier, on y trouve le modèle de mesure d’intégrité décrit dans ce manuscrit. L’ar-
chitecture ainsi que les fonctionnalités de la plateforme sont détaillées à la fin de ce dernier
chapitre.
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C H A P I T R E 1
Introduction à la radionavigation par
satellites
Résumé :
Le GPS (Global Navigation System) est un système de radionavigation par satellites et a
pour objectif de fournir une solution de position à l’utilisateur. Celle-ci doit être la plus
fiable possible, en particulier pour les applications aéronautiques civiles comme militaires
pour lesquelles les contraintes d’intégrité sont importantes. La position est calculée sur la
base de mesures fournies par les satellites de la constellation GPS. Or ces mesures peuvent
parfois devenir erronées (dysfonctionnement des satellites, présence de multi-trajets...),
entraînant une dégradation de la position calculée inacceptable pour l’utilisateur. Ce
chapitre a pour but de présenter les principes de fonctionnement du GPS ainsi que les
concepts de fiabilité qui lui sont associés.
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1.1 Introduction et historique du GPS
Au siècle dernier, les conflits géopolitiques opposant les idéologies capitalistes au commu-
nisme ont suscité une course effrénée à l’armement et à la conquête de l’espace. Ainsi les
programmes spatiaux représentaient un enjeu majeur et étaient au centre des attentions
du monde de la recherche. L’homme moderne, dans sa course au progrès, a cherché à
reproduire un système artificiel permettant une localisation basée sur les mêmes prin-
cipes que la navigation céleste pratiquée par nos ancêtres marins. Pour cela, il fallait une
constellation de satellites en orbite autour de la Terre, diffusant un signal vers l’ensemble
des zones visibles sur Terre, et un ensemble d’utilisateurs au sol qui après réception des
signaux allaient estimer leur position à partir des informations fournies par les satellites.
Les pionniers en matière de positionnement par satellites ont été les Etats-Unis en lançant
en 1958, leur programme TRANSIT. Ce système, opérationnel en 1964, était destiné à
un usage militaire et malgré un positionnement possible avec une précision de quelques
centaines de mètres, il présentait deux inconvénients majeurs : le manque de disponibilité
et une précision très médiocre. En effet, avec seulement 6 satellites en orbite autour de
la Terre, l’utilisation de ce système n’était pas possible en tout point du globe et 24h
sur 24h. C’est principalement ce manque de disponibilité qui a poussé le département
de la défense des Etats-Unis à concevoir un système plus efficace qui allait être le futur
GPS (Global Navigation System). Ce système devait alors être capable de fournir une
position en tout point à la surface de la Terre, une vitesse ainsi qu’une échelle de temps
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très précise. Pour cela, les Américains ont mis en oeuvre des moyens considérables et
ont ainsi déployé une constellation de 24 satellites, dont le premier fut lancé en 1978. Le
système fut déclaré opérationnel en 1995, et compte aujourd’hui plus de 30 satellites en
orbite.
Bien conscientes de l’enjeu stratégique (militaire au départ, commercial par la suite) que
représentait un tel système de positionnement, d’autres nations ont elles aussi voulu se
lancer dans de vastes programmes de recherche visant à développer leur propre système
de positionnement par satellites.
1.2 Les autres systèmes de radionavigation par satel-
lites
La première nation à vouloir concurrencer le système américain fut sans nul doute l’URSS,
qui durant les années 70, lança le programme GLONASS destiné à fournir un système
de positionnement par satellites aux performances similaires à celles du GPS. GLONASS
sera déclaré opérationnel en 1996 avec seulement 12 satellites effectifs, la guerre froide et
l’explosion du bloc URSS ayant laissé quelques séquelles économiques. La Russie décide de
relancer son programme en 2002 avec pour objectif un système complètement opérationnel
en 2015 qui comptera à terme une constellation de 24 satellites.
L’Europe a elle aussi lancé son programme de réalisation d’un système de navigation
par satellites connu sous le nom de GALILEO. Contrairement aux systèmes américain
et russe, GALILEO demeure sous contrôle civil et devrait proposer un large éventail
de services aux civils comme aux militaires. Les premières études datent de 1994, et
le système est encore à ce jour à l’état de prototype et d’expérimentations avec quatre
satellites lancés.
Enfin, la Chine avec le programme BEIDOU a elle aussi initié le développement d’un
système de positionnement par satellites. Les premiers satellites ont été lancés en 2000.
1.3 Le GPS
Le système NAVSTAR, mieux connu sous le nom de GPS, système de navigation par
satellites américain, est le seul système de positionnement global complètement opéra-
tionnel à ce jour. L’objet de ce chapitre est de présenter les principes de fonctionnement
du système ainsi que son infrastructure de manière à mieux appréhender les probléma-
tiques engendrées par des applications aux niveaux de sécurité et de fiabilité très élevés.
Cette description est principalement basée sur les deux ouvrages de référence suivants :
[KH06] et [PS96].
1.3.1 Description du système
En introduction, nous avons évoqué uniquement les satellites de la constellation GPS
mais ils ne sont pas les seuls éléments de l’architecture du système GPS : on décrit le
système par trois segments.
– un segment spatial
Initialement composé d’une constellation de 24 satellites évoluant à une altitude de
20200 km, il en comporte maintenant 32 depuis février 2008, répartis sur 6 plans
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orbitaux ayant tous une inclinaison de 55˚ par rapport au plan équatorial terrestre.
Figure 1.1 – Constellation GPS
– un segment de contrôle
Ce segment est composé de 6 stations de contrôle dont une principale située dans
l’état du Colorado. Le rôle de ces stations est de suivre, contrôler et piloter les
satellites de la constellation. Ces stations auront aussi pour rôle d’enregistrer les
signaux de la constellation, de les analyser puis de transmettre des informations de
navigation aux satellites qui serviront de relais pour les utilisateurs.
– un segment utilisateurs
L’ensemble des récepteurs civils et militaires à la surface du globe forment ce dernier
segment. Les récepteurs reçoivent les signaux satellitaires et estiment leur position,
leur vitesse et un temps précis par rapport à l’échelle de temps UTC (Coordinated
Universal Time).
1.3.2 Fonctionnement
Le positionnement par satellites est basé sur un principe de triangulation dans lequel
interviennent les distances séparant un ensemble de satellites observés et l’antenne du
récepteur considéré. On parle aussi de principe de trilatération car on ne regarde pas
l’intersection de segments mais de distances. Les satellites émettent des ondes électro-
magnétiques qui se propagent dans le vide à la vitesse de la lumière. Les distances entre
satellites et antenne sont estimées à partir des temps de propagation des signaux. On
parlera alors de pseudo-distances. Les satellites GPS sont équipés d’horloges atomiques
(césium et rubidium) ultra stables et capables de délivrer la date d’émission d’un signal
avec une précision de 10 9 secondes. Il n’en est pas de même pour les récepteurs à la
surface du globe qui, par soucis de place et de coût, ont des oscillateurs beaucoup moins
performants. Il existe donc un décalage entre les horloges des satellites (que l’on considère
synchronisées entre elles) et les horloges des récepteurs. En plus, de sa position exprimée
dans un repère à trois dimensions, le récepteur doit aussi estimer ce biais d’horloge. Il
faut donc prendre en compte au minimum quatre satellites pour résoudre un système de
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quatre équations à quatre inconnues.
La structure du signal GPS émis par les satellites permet de transmettre un ensemble
d’informations qui sont nécessaires à la résolution du problème d’estimation de la position
d’un utilisateur. Ces informations sont contenues dans un message de navigation qui est
véhiculé par une onde porteuse.
L’objet de la section suivante est de décrire la méthode usuelle de résolution de ce pro-
blème.
1.4 Estimation de la position du récepteur
Toute position se détermine dans un repère donné. Avant de présenter les principes de
calcul du positionnement par satellites, il est nécessaire d’introduire les principaux repères
qui sont utilisés.
1.4.1 Les repères usuels et les modèles du géoïde
Figure 1.2 – Repères usuels
Les coordonnées (longitude, latitude, altitude) sont exprimées en valeurs angulaires (de-
grés) dans le repère géographique. Ce repère est un repère tridimensionnel dont l’origine
est située au centre de la Terre. Les coordonnées d’un utilisateur seront le plus fréquem-
ment données par les récepteurs dans ce repère. Cependant, les grandeurs en degrés
présentent quelques inconvénients d’un point de vue calculatoire. Il est plus judicieux
d’utiliser le repère cartésien pour faire des calculs de distances et autre.
Le référentiel ECEF (Earth Centered Earth Fixed) est un repère cartésien ayant comme
origine le centre de masse de la Terre. L’axe Oz est l’axe de rotation de la Terre, l’axe
Ox passe par l’intersection de l’équateur avec le méridien de Greenwich et l’axe Oy est
orthogonal à Ox dans le plan équatorial (figure 1.2). Pour les calculs de localisation, les
coordonnées des satellites ainsi que celles des utilisateurs seront exprimées dans ce ré-
férentiel. Le lecteur voulant connaître les techniques de conversion d’un référentiel à un
autre pourra consulter les références suivantes [KH06], [Bor07] ou la notice de change-
ment de système géodésique de l’IGN présentant plusieurs algorithmes de conversion.
Deux autres notions sont importantes lorsque l’on parle de localisation à la surface du
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globe : l’ellipsoïde et le modèle de géoïde. En effet, un référentiel géographique est l’en-
semble des conventions qui permettent d’associer à tout point de la surface terrestre
un point unique sur une carte. Il est donc nécessaire d’utiliser une bonne modélisation
du globe terrestre pour obtenir un positionnement précis. Un système de référence de
coordonnées est associé à un ellipsoïde de révolution qui est un modèle mathématique
simplifié de la Terre débarrassée de ses reliefs. Il s’agit d’un modèle sphérique aplati aux
pôles, centré en O et défini par son demi grand axe et son demi petit axe. Afin d’avoir
une modélisation plus fine de la surface du globe, on associe à l’ellipsoïde de révolution,
un modèle de géoïde. Il décrit les irrégularités gravitationnelles de la Terre et il est dé-
fini comme l’équipotentiel du champ de pesanteur correspondant au mieux au niveau des
mers. C’est un outil indispensable pour la conversion des hauteurs au dessus de l’ellipsoïde
en altitude, coordonnée délivrée par les récepteurs, ainsi que pour le positionnement des
satellites. Inventé par les mathématiciens et géodésiens allemands C.F. Gauss et J.B. Lis-
ting, il s’exprime sous plusieurs formes mathématiques : développement en harmoniques
sphériques, polynômes, développement en ondelettes, grille de valeurs et méthode d’in-
terpolation spatiale. Les coordonnées délivrées par les récepteurs GPS utilisent le modèle
global d’ellipsoïde (et de géoïde associé) du DOD (Departement of Defence) Américain
World Geodetic system 1984, WGS84. Il en existe d’autres pour des applications locales
nécessitant plus de précision, par exemple en France métropolitaine, on pourra utiliser
les modèles QGF98, RAF98 ou RAF09.
Figure 1.3 – Modèles de géoïde
1.4.2 Le modèle de mesure de pseudo-distance
Dans la section précédente, nous avons mentionné l’existence de deux échelles temporelles
différentes : l’échelle de temps des horloges embarquées dans les satellites et l’échelle de
temps propre au récepteur. Le calcul de la position se fait dans une troisième échelle de
temps : le temps GPS. La pseudo distance entre un satellite i et le récepteur est exprimée
par :
⇢i = (t
Rx
r   tSie ). c (1.1)
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où tRxr est l’instant de réception du signal par le récepteur dans l’échelle de temps ré-
cepteur, tSie est l’instant d’émission dans l’échelle de temps satellite et c la vitesse de
propagation de la lumière dans le vide. Si on introduit la troisième échelle de temps GPS,
on a
tRxr = t
GPS
r   tRx (1.2)
tSie = t
GPS
e   tSi (1.3)
où  tRx et  tSi sont les décalages des horloges récepteur et satellite respectivement par
rapport au temps GPS. Les horloges satellites étant considérées synchronisées entre elles,
 tSi sera noté  tS.
On note kRx   Satik2 la distance géométrique entre le satellite i et le récepteur. Soit
(X, Y, Z) et (Xi, Yi, Zi) les coordonnées du récepteur et du satellite i respectivement
exprimées dans le repère cartésien. Dans l’échelle de temps GPS commune, cette distance
s’exprime par
kRx  Satik2 = (tGPSr   tGPSe ). c (1.4)
=
p
(X  Xi)2 + (Y   Yi)2 + (Z   Zi)2 (1.5)
En combinant les expressions ci-dessus, on forme le modèle de mesure de pseudo-distance
suivant :
⇢i = kRx  Satik2 + ( tS   tRx).c+ "i (1.6)
où "i est l’erreur de mesure. On note tS  tRx =  bh que l’on appelle biais d’horloge. Le
terme d’erreur de mesure "i requiert une attention particulière et fait l’objet de la section
suivante. La résolution du problème de navigation nécessite l’estimation des coordonnées
du récepteur (X, Y, Z) ainsi que le biais d’horloge  bh. Il faut alors un minimum de quatre
équations, et donc quatre satellites en vue pour former quatre mesures de pseudo-distance
et résoudre ce système.
1.4.3 Résolution du problème de navigation
La résolution du problème de navigation se fait généralement à l’aide de méthodes statis-
tiques de type moindres carrées. Cependant, on trouve aussi des algorithmes de techniques
de filtrage non linéaire [KH06], [GDCT04], [Fau11], principalement lorsqu’il s’agit de fu-
sionner plusieurs capteurs. L’idée est alors de combiner les informations fournies par les
différents capteurs de façon à minimiser l’erreur d’estimation de la position. Parmi les
hybridations possibles avec les récepteurs GPS, on trouve par exemple des accéléromètres,
des centrales inertielles, des altimètres, des caméras vidéo etc... L’objet de cette section
est de présenter le principe de la méthode usuelle de résolution du problème par la mé-
thode des moindres carrés.
L’ensemble des n satellites pris en compte pour le positionnement fournissent n mesures
de pseudo-distances et forment le système suivant :
⇢1 =
p
(X  X1)2 + (Y   Y1)2 + (Z   Z1)2 + bh.c+ "1 (1.7)
⇢2 =
p
(X  X2)2 + (Y   Y2)2 + (Z   Z2)2 + bh.c+ "2 (1.8)
... (1.9)
⇢n =
p
(X  Xn)2 + (Y   Yn)2 + (Z   Zn)2 + bh.c+ "n (1.10)
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On note que les biais d’horloge  bh sont identiques quelque soit le satellite considéré
car, on rappelle que l’on considère les horloges des différents satellites synchronisées entre
elles. Ce n’est pas le cas en réalité, l’erreur de synchronisation sera prise en compte et
(partiellement) corrigée par un modèle que l’on évoquera plus tard. Sous forme matricielle,
on peut écrire ce système comme :
Y = f(X) + E (1.11)
où X désigne le vecteur (X, Y, Z, bh), vecteur position de l’utilisateur concaténé avec
le bais d’horloge, E le vecteur des bruits de mesures ("1, · · · , "n) supposé stationnaire
gaussien centré, et f la fonction :
f : (x1, x2, x3, x4) 7 !
p
(x1  Xi)2 + (x2   Yi)2 + (x3   Zi)2 + x4.c (1.12)
L’algorithme des moindres carrés est utilisé pour résoudre des problèmes linéaires se
présentant sous la forme Y = AX+b. La présence de racines carrées dans les expressions
des mesures de pseudo-distances implique que le problème n’est pas linéaire. Il existe
toutefois des techniques de linéarisation pour contourner ce problème. On effectue un
développement de Taylor de la racine carrée à l’ordre 1 au point (X0, Y0, Z0, bh,0). On
a alors au voisinage de X0 :
f(X) ⇡ f(X0) + @f
@X
(X0).(X X0) + r(X) (1.13)
où r(X) est le reste du développement de Taylor. En revenant à l’expression (11), on
obtient
Y   f(X0) = @f
@X
(X0).(X X0) + E (1.14)
Le reste r(X) étant maintenant compris dans le vecteur des erreurs de mesures E. Pour
une mesure de pseudo-distance provenant du satellite i, les dérivées partielles de la fonc-
tion fi au point X0 s’écrivent :
@fi
@X
(X0) =
X0  Xip
(X0  Xi)2 + (Y0   Yi)2 + (Z0   Zi)2
(1.15)
(1.16)
@fi
@Y
(X0) =
Y0   Yip
(X0  Xi)2 + (Y0   Yi)2 + (Z0   Zi)2
(1.17)
(1.18)
@fi
@Z
(X0) =
Z0   Zip
(X0  Xi)2 + (Y0   Yi)2 + (Z0   Zi)2
(1.19)
(1.20)
@fi
@ bh
(X0) = 1 (1.21)
Soit H la matrice de dimension n ⇥ 4 associée au système formé par les n mesures de
pseudo-distance provenant de l’ensemble des n satellites en vue pris en compte pour le
calcul de la position :
H =
264
@f1
@X (X0)
@f1
@Y (X0)
@f1
@Z (X0)
@f1
@ bh
(X0)
...
...
...
...
@fn
@X (X0)
@fn
@Y (X0)
@fn
@Z (X0)
@fn
@ bh
(X0)
375 (1.22)
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Le problème peut alors s’écrire sous une forme matricielle linéarisée :
Y   f(X0) = H.(X X0) + E (1.23)
C’est sur ce modèle que l’on va appliquer la méthode des moindres carrés pour estimer
le vecteur (X X0) noté  X. Par souci de lisibilité, on note Y   f(X0) =  Y. Soit  2
la variance de l’erreur de mesure de pseudo-distance "i fournie par le satellite i. On fait
l’hypothèse que pour tout i compris entre 1 et n, Var("i) =  2 et E["i] = 0. Cela signifie
que l’on considère que toutes les erreurs de mesures de pseudo-distance seront centrées
et auront la même variance. On appelle estimateur des moindres carrés de  X, la valeur
qui minimise la fonction :
 X 7 ! k Y  H. Xk (1.24)
L’estimateur des moindres carrés b X de  X satisfait :
b X = (H>H) 1H> Y (1.25)
A partir de cet estimateur, on peut prédire  Y par b Y = H.b X et E par bE =
 Y H.b X. Ces estimateurs seront utiles dans les sections suivantes pour les concepts de
contrôle d’intégrité. Lorsque l’on dispose d’au moins quatre mesures de pseudo-distance
et d’un point X0, on est alors capable d’estimer les coordonnées (X, Y, Z) du récepteur
ainsi que son biais d’horloge  bh. On appelle le point X0 point d’initialisation. Si on
place le problème de navigation précédent dans un contexte temporel, chaque mesure de
pseudo-distance sera une fonction du temps. Généralement, la fréquence de mesure des
récepteurs est la seconde. On trouve toutefois des matériels pouvant fournir des mesures à
une cadence bien plus élevée, de l’ordre de la milliseconde. A chaque instant, le récepteur
devra former le système de mesures de pseudo-distance  Y(t) pour estimer le vecteur
 X(t). Le point d’initialisation X0(t1) sera pour la première position à estimer, à l’allu-
mage du récepteur, l’origine du repère cartésien (X0, Y0, Z0). A l’instant suivant, X0(t2)
sera la position ( bX(t1), bY (t1), bZ(t1)) estimée par le récepteur à l’instant précédent t1 et
ainsi de suite. Toutefois, il existe une boucle itérative supplémentaire dans l’algorithme
d’estimation de la position : en effet, à chaque instant, le récepteur va estimer succes-
sivement la même position tant que la position estimée ( bXj(t1), bY j(t1), bZj(t1)) ne sera
pas assez proche de l’estimation de la position suivante ( bXj+1(t1), bY j+1(t1), bZj+1(t1)). La
valeur seuil est généralement de 1 à 3 millimètres. On remarque que l’on considère que ces
itérations se font au même instant tk, alors que le calcul n’est pas réellement instantané.
La convergence de ces boucles est très rapide [Far08], il faut généralement moins de 6 ité-
rations pour que l’estimation de la position soit définitivement conservée par le récepteur.
Ceci explique pourquoi la première position fournie par le récepteur est satisfaisante en
ayant pour point d’initialisation X0, le centre de la Terre.
Il existe plusieurs sources d’erreurs susceptibles d’affecter les mesures de pseudo-distance
et le modèle de mesure présenté dans cette section peut être amélioré par des modèles de
corrections des différentes sources d’erreurs que l’on a identifiées et qui suscite toujours
une grande ferveur dans le monde de la recherche actuelle.
1.4.4 Les différentes sources d’erreurs et leurs impacts
En suivant le trajet parcouru par l’onde électromagnétique émise par le satellite et reçu
par le récepteur, on distingue cinq classes de sources d’erreurs.
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Les erreurs provenant des satellites :
Bien que très précises, les horloges atomiques embarquées dans les satellites ont une faible
dérive au cours du temps. Un des rôles des stations de contrôle au sol est d’évaluer cette
dérive de manière à transmettre aux utilisateurs les corrections à appliquer aux mesures
de pseudo-distance. Les éphémérides diffusées par les satellites ne sont pas parfaitement
exactes. En effet, elles contiennent les positions des satellites de la constellation données
par un modèle d’orbite théorique. Les satellites sont en réalité soumis à de faibles mou-
vements qui les éloignent de leurs orbites théoriques.
Les erreurs provenant du milieu traversé :
L’ionosphère et la troposphère sont deux couches atmosphériques affectant le temps de
propagation du signal GPS et ainsi les mesures de pseudo-distances. L’ionosphère est une
couche atmosphérique située entre 50 et quelques centaines de kilomètres au dessus de la
Terre. Elle a la particularité d’être fortement ionisée par les radiations solaires et ainsi de
perturber la propagation des ondes électromagnétiques qui la traversent. Le modèle de
Klobuchar [Klo87] permet de corriger partiellement le retard de propagation du signal ;
ses paramètres sont transmis via le message de navigation aux utilisateurs. Dans le cycle
solaire, dont la période est de 11 ans [Col73], les corrections calculées par le modèle seront
moins pertinentes en période de forte activité. C’est une des raisons pour laquelle, l’étude
du comportement de l’ionosphère ainsi que son impact sur les mesures GPS sont un des
grands centres d’intérêts de la recherche actuelle [NCSS12], [MXWL12].
La troposphère est une couche atmosphérique en contact avec le sol qui s’élève à une
altitude comprise entre 10 et 20 kilomètres, des pôles à l’équateur respectivement. La
variation de la vitesse de propagation des ondes à travers cette couche atmosphérique est
due principalement à des effets résultant du changement de l’indice de réfraction de cette
couche. Ce changement est fonction de l’altitude, de la température et de l’humidité. Il
existe plusieurs modèles pour corriger ces effets, cependant c’est le modèle de Hopfield
[Hop71] qui est implanté dans la plupart des récepteurs.
Les erreurs provenant du mouvement des satellites :
Les mouvements des satellites et des utilisateurs (vitesse de rotation de la Terre) en-
gendrent des effets relativistes agissant sur les horloges embarquées dans les satellites
ainsi que des effets Doppler des signaux. Il faudra donc utiliser un modèle de correction
des horloges satellites.
Les erreurs provenant de l’environnement de réception :
L’estimation de la position d’un récepteur présentée dans la section précédente suppose
que les mesures de pseudo-distance sont faites sur l’onde incidente directe. Toutes ré-
flexions ou diffractions sur les obstacles présents dans le milieu du récepteur induiront des
retards de propagations des signaux qui, s’ils sont suffisamment importants, dégraderont
les mesures de pseudo-distance et ainsi la précision de positionnement. Ces phénomènes
locaux sont appelés multi-trajets et restent une cause d’erreur non modélisée. Il existe
toutefois des techniques de filtrages non linéaires [GTC07] qui permettent de les prendre
en compte dans l’estimation de la position.
Une autre source d’erreur est la présence d’interférences dans l’environnement de récep-
tion. Le principe de fonctionnement des systèmes de localisation par satellites (signaux
radio-diffusés) les rendent sensibles à plusieurs types de perturbations provenant d’autres
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signaux radio-diffusés. Du fait du niveau très faible de puissance des signaux GPS reçus,
ces derniers se voient occultés par de nombreux signaux émis sur des fréquences proches
de celles qu’ils utilisent. De plus, il est possible que d’autres émissions, suffisamment
puissantes, sur des fréquences non voisines puissent gêner son fonctionnement avec des
harmoniques d’ordre relativement élevé. Ce phénomène de perturbation ou de masquage
des signaux de radionavigation par d’autres systèmes télécommunicants est ce que l’on
appelle interférence. Les erreurs dues aux interférences ne sont pas modélisées dans le cas
des systèmes GNSS mais plusieurs techniques agissant à différents étages des récepteurs
permettent de s’en protéger [GTD10] [CBV+04].
Les erreurs provenant du récepteur :
Le récepteur lui même induit des erreurs de mesure. En effet, l’antenne qui transforme
l’onde électromagnétique bruitée reçue en signal électrique, ainsi que le bruit thermique
des composants détériorent la mesure. L’erreur induite par le récepteur sera fonction de
la qualité de ce dernier.
Parmi les différentes erreurs que l’on vient de citer, certaines étaient prédictibles par
modélisation : les erreurs brutes provenant du milieu traversé (erreurs ionosphériques et
troposphériques), les erreurs dues aux effets relativistes et les erreurs dues aux faibles
dérives des horloges satellites. Les mesures de pseudo-distance peuvent être partiellement
corrigées en injectant ces modèles d’erreurs dans le modèle de mesure de pseudo-distance.
Pour une mesure provenant d’un satellite i, on aura alors :
⇢i =
p
(X  Xi)2 + (Y   Yi)2 + (Z   Zi)2 + bh.c+ I + T + rel + cl + "i (1.26)
où  I et  T sont les corrections estimées par les modèles d’erreurs ionosphériques et
troposphérique (Klobuchar et Hopfield généralement),  rel et  cl sont les corrections
estimées par les modèles associés aux erreurs d’horloges satellites et aux erreurs relati-
vistes. Ces corrections sont exprimées en mètres. On trouvera ces modèles dans [PS96].
L’erreur résiduelle "i regroupe alors toutes les erreurs qui n’ont pas pu être corrigées par
des modèles. A partir des différentes composantes d’erreurs, on détermine un estimateur
appelé UERE (User Equivalent Range Error) de l’erreur globale qui donne la précision
de la mesure de pseudo-distance entre l’utilisateur et chaque satellite. Le tableau (1.1)
ci-dessous recense les principaux types d’erreurs ainsi que leurs contributions à l’erreur
globale UERE.
Segment Source d’erreur Erreur (m)
Spacial Dérive des horloges satellites 3.0
Effets relativistes 1.0
Contrôle Éphémérides 4.2
Autres 0.9
Utilisateur Erreur ionosphérique 10
Erreur troposphérique 2.0
Bruit du récepteur 4.8
UERE 11.3
Table 1.1 – Bilan d’erreur pour les mesures de pseudo-distance.
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Remarque : Pour construire cet estimateur, chaque composante est supposée suivre
une distribution gaussienne centrée (ie. d’espérance nulle) et de variance égale à la valeur
citée. Ce n’est pas le cas dans la réalité ; les distributions sont rarement centrées. Plusieurs
phénomènes peuvent être responsables de l’apparition de petits biais nominaux : multi-
trajets, déformation du signal ou mauvaise calibration du centre de phase de l’antenne
réceptrice [Mar08].
L’impact de chaque composante est fonction des conditions environnementales rencon-
trées. Cependant, les performances du système observées sur une longue période sont
assez stables (cf. chapitre 5).
1.4.5 Performances et limitations du système
Critères de performances :[DO96]
On exprime les performances d’un système de positionnement par satellites selon quatre
critères : précision, intégrité, continuité et disponibilité.
– La précision de positionnement est définie comme l’écart entre la valeur mesurée et
la valeur vraie de la position de l’utilisateur.
– L’intégrité est une mesure de confiance que l’on peut accorder à l’exactitude des
informations fournies par le système. Le concept d’intégrité comprend aussi la capa-
cité du système à avertir correctement l’utilisateur de la présence d’une défaillance
du système, dans un temps défini.
La précision de positionnement et l’intégrité du système sont mesurées par des
indicateurs statistiques qui seront présentés dans le paragraphe suivant.
– La continuité du système est sa capacité à fonctionner de manière continue durant
une certaine opération, sans interruption non volontaire. La continuité est mesurée
par la probabilité que les performances de précision et d’intégrité du système restent
remplies durant une opération (ex : durant l’atterrissage d’un avion).
– La disponibilité du système est sa capacité à fournir les services quand les utilisa-
teurs en ont besoin. La disponibilité est mesurée par le pourcentage de temps où,
sur une zone géographique, les critères de précision, d’intégrité et de continuité sont
remplis.
Mesure de performances de précision :
Généralement, on étudie la précision d’un système de navigation par satellites sur le plan
horizontal, et sur l’axe vertical. On parlera d’erreur horizontale et d’erreur verticale. Il est
important de dissocier ces deux composantes de l’erreur globale car les systèmes GNSS
sont connus pour être moins précis sur l’axe vertical que sur le plan horizontal.
Les performances de précision sont mesurées à l’aide d’indicateurs statistiques classiques
que l’on nomme quantiles, et qui sont définis pour une certaine probabilité p. Par conven-
tion [DO96], la précision d’un récepteur est annoncée suivant un quantile de niveau 95%.
C’est-à-dire que pour une durée d’enregistrement donnée, si on observe l’erreur de posi-
tionnement horizontale, on va retenir le rayon du cercle qui contient 95% des observations.
Il existe d’autres mesures de précision de positionnement. L’indicateur CEP (Circular Er-
ror Probable) correspondant à un quantile de niveau 50%, est aussi couramment utilisé
par les constructeurs pour annoncer les performances de leurs appareils. Prudence ! Si cet
indicateur est plus flatteur d’un point de vue constructeur, il peut s’avérer être traître
pour les utilisateurs.
Que signifie la phrase : "mon récepteur GPS est précis à 4 mètres près" ? Tout le monde
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comprendra que le récepteur est censé fournir des mesures de position dans un rayon de
4 mètres autour de l’antenne dans le plan horizontal. C’est vrai mais la question à se
poser est : selon quel critère statistique ? C’est une nuance à laquelle il faut prêter une
attention particulière. Il est clair que pour un enregistrement donné, la valeur du quantile
de niveau 95% sera supérieure à la valeur du quantile de niveau 50%.
Figure 1.4 – Comparaison des différents indicateurs statistiques
On voit sur la figure 1.4 qu’il y a une nette différence entre les rayons des trois cercles.
Le nuage de points est toutefois assez concentré puisque 50% des mesures sont comprises
dans le cercle vert. Les indicateurs q95 et q99 correspondant aux niveaux de quantile 95%
et 99% sont certes plus élevés mais offrent une meilleure garantie pour l’utilisateur. On
a peu de chance d’avoir des mesures au delà de ces valeurs. L’idéal pour un constructeur
serait de fournir suffisamment d’indicateurs différents de façon à appréhender au mieux
le nuage de points et donc le comportement du récepteur : écart-type pour évaluer la
dispersion, noté sd sur la figure 1.4, et les quantiles CEP,q95 et q99.
Aussi, l’utilisateur doit être vigilant lorsqu’il s’agit de comparer plusieurs récepteurs. Il
faut alors disposer des mêmes indicateurs statistiques de précision pour que la compa-
raison ait un sens. La figure suivante montre trois extraits de fiche constructeur dont les
noms ne seront pas cités. Le premier constructeur (en haut à gauche) annonce les per-
formances du récepteur considéré avec l’indicateur CEP, tandis que le second (à droite)
donne à la fois l’indicateur CEP et le quantile à 95%. Quant au troisième, il ne précise
pas quel indicateur est utilisé (pas d’information à ce sujet dans les notes 1,2,3,6).
Une dernière remarque concernant la notion de précision : il ne faut pas confondre pré-
cision et dispersion. Dans les documents anglo-saxon on trouvera les termes "accuracy"
et "precision". "Accuracy" désigne ce que nous appelons précision telle qu’elle est dé-
finie au paragraphe précédent. "Precision" désigne le caractère dispersif d’un nuage de
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Figure 1.5 – Fiches constructeurs
points ; on trouvera cette notion sous le nom d’exactitude dans la littérature francophone.
Précis
Non précis
(erreurs systématiques)
Concentré
Dispersé
Figure 1.6 – Précision et exactitude
Mesure de performances d’intégrité :
L’intégrité d’un système de positionnement par satellites est défini selon trois variables :
le risque d’intégrité, les seuils d’alerte et le temps d’alerte.
Le risque d’intégrité est la probabilité que l’erreur de positionnement dépasse un seuil
d’alerte sans en informer l’utilisateur, pendant un temps donné.
Les seuils d’alerte HAL et VAL, Horizontal Alert Limit et Vertical Alert Limit, sont les
seuils maximaux tolérables pour l’erreur de positionnement. Ces seuils seront variables
d’une application à une autre. Par exemple, dans un contexte aéronautique, le HAL pour
une phase d’approche guidée de catégorie 1 est de 40 mètres, tandis qu’il est de 7.4 kilo-
mètres pour une phase de vol En-route [ICA06]. Ils sont définis comme les quantiles pour
un niveau de probabilité correspondant à une certaine phase de vol, la variable aléatoire
observée est l’erreur de positionnement (horizontale et verticale).
Le temps d’alerte est le temps maximal acceptable pour que le système alerte l’utilisateur
de la présence d’une défaillance.
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Performances de précision du GPS :
Spécifications Performances
Horizontale  17 m (95%)  7.1 m (95%)
Verticale  37 m (95%)  13.2 m (95%)
Table 1.2 – Performances du GPS
La précision du GPS s’est fortement améliorée au cours des dernières années notamment
grâce aux progrès sur les modèles d’erreurs de pseudo-distance ; de plus en plus d’applica-
tions nécessitant une précision sub-métrique ont vu le jour. Concernant l’intégrité, le GPS
seul ne permet pas de garantir les très hauts niveaux d’intégrité requis par certaines appli-
cations (aéronautique par exemple). On recense trois types d’applications nécessitant de
l’intégrité : les applications critiques de transport (mettant en jeu la vie des personnes),
les applications commerciales, et les applications juridiquement sensibles. Pour pallier
ces limitations, en terme de précision et d’intégrité, des systèmes d’amélioration ont été
conçus.
1.5 Les systèmes complémentaires
La grande disponibilité et les bonnes performances du système GPS ont poussé les utilisa-
teurs à utiliser ce système de positionnement pour de nombreuses applications nécessitant
des performances de très haut niveau en terme de précision et de fiabilité. On peut citer
les procédures d’approche de précision pour l’aéronautique, les systèmes de commande
automatique des trains, les applications géodésiques, les manoeuvres portuaires pour les
navires de transport de marchandises etc... Cependant, pour que ces applications puissent
bénéficier d’un système de positionnement fiable, il a fallu mettre en place des systèmes
complémentaires permettant d’améliorer les performances du système et d’en évaluer la
fiabilité en temps réel. On appelle ces systèmes complémentaires, système d’augmenta-
tion, et on les classe selon trois catégories : les infrastructures spatiales, les infrastructures
au sol et les systèmes de contrôle intégrés dans les récepteurs.
1.5.1 Terrestres
Les moyens d’augmentation terrestres sont fondés sur des techniques de positionnement
relatif où une position de référence est nécessaire afin de calculer puis transmettre des
corrections aux utilisateurs.
GPS différentiel (DGPS) Le GPS différentiel est un moyen de positionnement re-
latif temps réel qui permet grâce à une station de référence de réduire de manière très
significative les erreurs sur les mesures de pseudo-distance et ainsi obtenir un position-
nement précis. La station de référence fixe, dont la position est connue avec une grande
précision et un haut niveau de confiance, peut évaluer les erreurs commises sur les mesures
de pseudo-distance en temps réel. Ces erreurs sont estimées à partir de pseudo-distances
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théoriques déterminées grâce aux positions des satellites et de la station de référence.
La station va alors émettre en temps réel par voie hertzienne les corrections à appliquer
aux pseudo-distances mesurées. Les récepteurs des utilisateurs présents dans la zone de
couverture de la station vont intégrer ces informations dans le calcul de leur position et
obtenir une position précise. Ce type de système d’augmentation permet de réduire les
erreurs de mesure sur les pseudo-distances provenant de la quasi totalité des différentes
sources à l’exception des erreurs propres au récepteur et de son environnement (multi-
trajets). La précision obtenue est fonction de la distance entre le récepteur et la station
de référence.
A plus petite échelle, les systèmes de positionnement utilisés par les géomètres ont été
développés selon le même principe : deux récepteurs et un moyen de communication entre
les deux (figure 1.7). L’un des deux récepteur sera utilisé comme référence.
Figure 1.7 – Système de positionnement géodésique
Ground Based Augmentation System (GBAS) Le GBAS est un système d’aug-
mentation mis en place pour l’OACI (Organisation de l’Aviation Civile Internationale)
afin d’augmenter les performances des systèmes de positionnement par satellites pour
les phases de vol critiques correspondant au décollage et à l’atterrissage d’un avion. Ce
système est composé d’un réseau de stations de référence qui émettent des informations
d’intégrité et des corrections différentielles sur les fréquences VHF qui seront prises en
compte par les systèmes de bord des avions (figure 1.8).
Real Time Kinematic (RTK) La technique de positionnement RTK est une tech-
nique différentielle similaire au DGPS. Cependant, la station de référence ne transmet
plus des corrections à appliquer aux mesures de pseudo-distance mais des données brutes.
De plus, les différences ne se font plus sur les mesures de code mais sur les mesures de
phase. Cette technique nécessite des récepteurs bi-fréquences L1 et L2. Le positionne-
ment RTK permet d’atteindre une précision centimétrique en temps réelle. Les systèmes
de positionnement géodésiques utilisent aujourd’hui cette technique de positionnement.
1.5.2 Spatiaux
Les différents systèmes SBAS
Les systèmes d’augmentation spatiaux ont vu le jour à la suite de vastes programmes
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Figure 1.8 – Système d’augmentation GBAS
lancés à partir de 1994, suite à l’autorisation du gouvernement américain envers l’OACI
pour utiliser le GPS. A l’époque, les signaux des satellites GPS étaient encore dégradés
volontairement (Selective Availability, SA, supprimée par les américains en mai 2000)
par les autorités américaines et offraientt alors une précision très médiocre par rapport
aux performances actuelles (une centaine de mètres). Afin d’utiliser ce moyen de navi-
gation, l’aviation civile internationale a engagé de larges programmes d’études visant à
améliorer considérablement les performances du GPS en matière de précision, de dispo-
nibilité, de continuité et d’intégrité. Le concept du SBAS (Satellite Based Augmentation
System) est apparu. Il s’agit d’un système permettant de transmettre des corrections
différentielles aux utilisateurs via un réseau de stations et des satellites géostationnaires.
Les stations estiment les corrections à appliquer aux mesures de pseudo-distance par les
utilisateurs, les transmettent aux satellites géostationnaires qui eux mêmes les relaient
aux utilisateurs. Le principe des satellites géostationnaires permet d’avoir une couver-
ture importante. Plusieurs nations ont mis en place leur propre système SBAS. Ainsi, les
américains ont le WAAS (Wide Area Augmentation System), les canadiens le CWAAS
(Canadian Wide Area Augmentation System), les européens EGNOS (European Geo-
stationnary Navigation Overlay System), le japon le MSAS (Multi-functional Satellite
Augmentation System), la Chine le SNAS (Satellite Navigation Augmentation System),
la Russie le SDCM (System of Differential Correction and Monitoring) et enfin l’Inde le
GAGAN (GPS and GEO Augmented System), figure (1.9). En dehors de l’aéronautique,
les systèmes SBAS sont aujourd’hui utilisés dans tous les domaines nécessitant une grande
précision et une forte intégrité.
Le système européen EGNOS
Le système européen EGNOS a été développé par de nombreux acteurs européens réunis
autour d’un projet piloté par l’ESA (European Space Agency). Les avantages d’EGNOS
sont :
– améliorer la précision de la positionnement fournie par le système GPS seul et le
futur Galileo. La précision obtenue est comprise entre 1 et 3 mètres (95%).
– diffuser des informations d’intégrité sur la validité des données transmises par la
constellation GPS. Ces informations incluent des intervalles de confiance pour la
position estimée ainsi que des informations sur la santé des satellites.
– bénéficier d’un rattachement précis et fiable au temps de référence UTC.
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Figure 1.9 – Les différents systèmes SBAS
– améliorer la disponibilité du système de positionnement par satellites.
L’architecture d’EGNOS est comme celle du système GPS composée d’un segment spatial,
d’un segment sol et d’un segment utilisateur. Le signal EGNOS est comme le signal GPS
civil, libre d’accès. La plupart des récepteurs destinés à des usages professionnels sont
aujourd’hui compatibles EGNOS.
Le segment spatial est composé de trois satellites géostationnaires positionnés à une
altitude d’environ 36 000 kilomètres.
Le segment sol est composé d’un vaste réseau de stations réparties dans toute l’Europe.
Le rôle principal de ces stations est de collecter les mesures et données provenant des
satellites GPS afin de fournir des corrections différentielles et des informations d’intégrité
aux utilisateurs.
L’ouverture du service EGNOS au grand public date d’octobre 2009 et la certification
pour la navigation aérienne date de 2010. Des essais pour le service Safety of Life (SoL,
désignant l’utilisation de la fonction d’intégrité) sont encore en cours aujourd’hui.
1.6 Applications du GPS
Les applications du GPS sont de plus en plus nombreuses aujourd’hui notamment de
part l’expansion massive du marché des smartphones. En dehors de l’aviation civile, le
développement des systèmes SBAS a permis d’étendre le champ d’application du GPS
dans de nombreux domaines : agriculture de précision pour le guidage des engins agri-
coles permettant une gestion optimisée des parcelles, applications routières pour le suivi
et la gestion de flotte de véhicules, l’exploration pétrolière pour le positionnement des
plateformes, les forages en général pour de gros ouvrages en génie civil, les applications
scientifiques en sismologie par exemple où le positionnement précis permet de surveiller
la tectonique des plaques terrestres, etc ...
1.6.1 Les services autour de la géolocalisation
Les services fondés sur la géolocalisation comprennent tous les services pour lesquels la
connaissance de la position de l’utilisateur est nécessaire. Ils reposent sur l’utilisation d’un
récepteur GPS et d’un moyen de communication mobile de type GSM. On recense des
services d’urgence et d’assistance, avec l’apparition depuis quelques années de la norme
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E911, qui impose aux opérateurs de téléphonie mobile de fournir la position à 50 mètres
près des utilisateurs qui composent un numéro d’urgence. Des services de dépannage
automobile se développent actuellement. Une autre catégorie de service ayant vu le jour
ces dernières années est la surveillance et la gestion de flotte. Ces services utilisent la
technologie du GPS pour fournir à une station de contrôle la position d’un ensemble
de récepteurs. Des services de localisation d’enfants, de personnes âgées atteintes de la
maladie d’Alzeihmer par exemple, d’anciens détenus en liberté mais sous surveillance, de
véhicules de transport de matières dangereuses etc...sont déjà mis en place. De nouveaux
services de facturation routière sont à l’étude. Il sera question de calculer le kilométrage
effectué par les transporteurs routiers sur les portions de routes payantes. La majorité
des services développés pour le grand public, que l’on trouve sur les smartphones, sont
des services d’information en fonction de la position de l’utilisateur.
1.6.2 Les transports
Les techniques de navigation ont toujours été développées initialement pour répondre
aux besoins des différents moyens de transport. Un des points forts de la radionavigation
par satellites est que l’on peut connaître à tout moment la position d’un utilisateur, à
n’importe quel endroit du globe, que ce soit sur terre, dans les airs ou en mer.
Le transport aérien : En vingt ans, le trafic aérien a doublé, les activités de trans-
port aérien sont en constante progression. En Europe, on comptait 7 millions de vols en
1997 contre plus de 11 millions aujourd’hui. L’utilisation des systèmes de radionaviga-
tion par satellites offre de nombreux avantages pour le secteur des transports aériens.
Par exemple, les contrôleurs aériens cherchent en permanence à éviter une saturation
des espaces aériens. Le GPS (augmenté) permet aujourd’hui de diminuer les distances
minimales entre les avions tout en conservant la sécurité (grâce aux services d’intégrité
fournis par EGNOS en Europe).
Le transport maritime : La navigation par GPS est couramment utilisée aujourd’hui
par les navigateurs maritimes. Du fait de l’amélioration des performances du système en
terme de précision et d’intégrité, le GPS et le futur Galileo pourront être utilisés dans
toutes les phases de la navigation maritime, océanique comme côtière, en approche por-
tuaire ou en manoeuvre d’accostage.
Le transport ferroviaire : La navigation par satellites apporte un support pour mo-
derniser et optimiser ce mode de transport. Le suivi de la position des trains offre de
nombreux avantages, notamment l’amélioration du service aux usagers avec l’apport d’in-
formations précises sur les retards éventuels et la réduction de la consommation énergé-
tique des trains en optimisant leurs accélérations et freinages en fonction des conditions
de circulation sur le réseau.
Le transport automobile : C’est dans ce domaine que le GPS est le plus connu du grand
public. Cependant, de nouvelles applications urbaines voient le jour depuis quelques an-
nées. Les taxis des grandes agglomérations peuvent indiquer en temps réel à leurs clients
le temps d’attente pour obtenir un véhicule. Les compagnies de bus proposent maintenant
des arrêt équipés de panneaux digitaux indiquant l’heure d’arrivée du prochain bus.
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1.6.3 L’agriculture
Les activités de production agricole sont soumises à des contraintes de plus en plus fortes,
que ce soit en terme de qualité, de respect de l’environnement, de rentabilité économique
ou de régulation internationale. L’utilisation de la navigation par satellites apporte une
meilleure maîtrise de toutes ces contraintes. Certains agriculteurs utilisent aujourd’hui
des moyens très sophistiqués à partir de GPS en complément d’images satellitaires pour,
par exemple, réduire l’utilisation de produits chimiques, optimiser l’ensemencement des
parcelles, suivre l’évolution des cultures et contrôler les surfaces cultivées.
1.6.4 Géodésie et environnement
Du fait de sa couverture mondiale, la géolocalisation par satellites offre un moyen glo-
bal de surveillance de la planète et de son environnement. Le suivi des mouvements des
plaques terrestres est un élément essentiel pour alimenter les analyses de l’évolution cli-
matique et de l’environnement terrestre. L’océanographie peut elle aussi bénéficier de
la géolocalisation par satellites au moyen de balises flottantes permettant d’observer les
courants marins. Des études des mouvements des glaces dans les zones polaires ont été
menées grâce au positionnement par satellites [MMC02]. L’étude de l’atmosphère bénéfi-
cie également des mesures de propagation des signaux satellitaires à travers les différentes
couches qui la compose. Des études des mouvements migratoires de la faune ont été me-
nées avec des balises équipées de récepteurs GPS miniaturisés. Il est ainsi possible de
suivre certaines espèces protégées dans leur environnement naturel.
1.6.5 Autres exemples d’applications
Parmi les nombreuses autres applications s’appuyant sur la géolocalisation par satellites
on peut citer les suivantes : les applications militaires, les transactions financières où
l’échelle de temps GPS sert de référence pour la datation et la synchronisation des données
informatiques qui circulent dans le monde, les travaux publics, la protection civile en cas
de catastrophe naturelle etc...
1.7 Conclusion
Nous avons évoqué les principes de fonctionnement des systèmes de positionnement par
satellites. Ces moyens de navigation, et leurs systèmes d’augmentation, étant de plus en
plus évolués à ce jour, il est aujourd’hui possible d’atteindre des degrés de précision que les
concepteurs initiaux n’auraient même pas imaginé ; le principe de positionnement RTK
fournit une précision centimétrique voire millimétrique pour un enregistrement statique.
Ce niveau de performance est d’autant plus impressionnant quand on sait que les posi-
tions sont déterminées à partir de distances entre la surface de la Terre et des satellites
évoluant à grande vitesse à plus de 20 000 kilomètres de nous.
La qualité de positionnement offerte par de tels systèmes a poussé les instances aéronau-
tiques internationales à vouloir utiliser le GPS et EGNOS comme moyen de navigation à
bord des aéronefs. Comme toute technologie mettant en jeu la vie des utilisateurs, cette
application critique requiert des niveaux de sécurité maximaux ; des concepts de fiabilité
associés au GPS ont alors vu le jour. On parle d’intégrité, qui sera vu comme une me-
sure de confiance que l’on peut accorder aux informations fournies par le système global.
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L’intégrité sera en partie décrite par des modèles probabilistes associés à des niveaux de
probabilité de défaillance très faibles, afin de protéger l’utilisateur de l’apparition fortuite
d’événements rares (position estimée très éloignée de la position réelle par exemple) qui
peuvent avoir des conséquences désastreuses sur la navigation d’un avion.
L’objet du chapitre suivant est de décrire une théorie mathématique dédiée à l’étude des
événements rares, que l’on appellera événements extrêmes. On parle de la théorie des
extrêmes et de la classe d’outils qu’elle propose.

C H A P I T R E 2
Étude des valeurs extrêmes
Résumé :
Ce chapitre est dédié à l’étude des valeurs extrêmes d’un échantillon, événements dont
les probabilités d’occurrence sont faibles. La théorie des extrêmes vient en complément
de la statistique classique où il est usuel d’étudier les variables aléatoires autour de leurs
moyennes. Il s’agit dans cette théorie de caractériser le comportement des queues de
distribution à l’aide de modèles permettant un bon ajustement au-delà du maximum
de l’échantillon. Nous présentons dans ce chapitre les deux formalismes principaux de
cette théorie dans un cadre univarié et on y compare les performances des estimateurs
paramétriques caractérisant les lois limites des queues de distribution. Le lecteur y trou-
vera plusieurs expressions d’estimateurs de quantile extrême ainsi que les intervalles de
confiance associés.
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2.1 Introduction
2.1.1 Historique et applications
On s’intéresse dans l’étude des valeurs extrêmes aux grandes valeurs d’un échantillon de
variables aléatoires afin de caractériser sa loi. Cette pratique vient en complément de la
statistique classique où il est généralement question d’étudier le comportement de va-
riables aléatoires autour de leurs valeurs moyennes. Une théorie dédiée à l’étude de ces
valeurs particulières a été développée depuis les années 70 et suscite l’intérêt de nombreux
statisticiens, ingénieurs et scientifiques tant le champs d’applications qu’elle touche est
vaste. Il s’agit dans cette théorie de caractériser le comportement des queues de distribu-
tion à l’aide de modèles spécifiques permettant un bon ajustement au delà du maximum
de l’échantillon. On s’intéresse alors aux événements dont les probabilités d’occurrence
sont très faibles, on parle d’événements rares. La théorie des extrêmes offre une classe
d’outils permettant une extrapolation dans les queues de distribution, à partir des valeurs
maximales observées, afin de prédire l’apparition de valeurs non observées.
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On donne un exemple illustré de cette approche statistique : on désire estimer un quan-
tile de niveau 1   10 7 à partir d’un échantillon quelconque. On simule un échantillon
de 3600 points distribués suivant une loi normale. Pour une loi symétrique, on aura deux
quantiles à estimer. Le problème principal est le manque d’observation pour estimer les
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Figure 2.1 – Manque de données
Figure 2.2 – Extrapolation dans les queues de distribution
quantiles voulus (ligne continue orange). On voit bien sur la figure 2.1 de gauche, que
les observations (points bleus) n’atteignent pas les niveaux recherchés (lignes oranges).
On risque de faire une erreur importante si on estime ces quantiles en se basant sur
l’échantillon recueilli (quantile empirique) où le quantile recherché sera estimé par la plus
grande observation. La théorie des extrêmes permet une extrapolation dans les queues
de distribution conduisant à une estimation bien plus fine des quantiles recherchés. La
figure 2.2 montre cette extrapolation : on voit qu’il n’y a pas assez d’observation (en
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rouge) pour atteindre le quantile voulu (en bleu). La théorie des extrêmes peut alors être
employée pour estimer des quantiles à plusieurs niveaux (points verts) y compris au delà
des observations.
Le champs d’applications de cette classe d’outils est de plus en plus vaste. On retrouve
la théorie des extrêmes dans les domaines suivants :
– finance : gestion de portefeuille, évaluation du risque sur les marchés (prédiction de
crises monétaires).
– environnement : évolution du climat, concentration de la pollution, vitesse du vent,
surveillance des crues de cours d’eau.
– industrie : fiabilité des structures [Gar02]
– telecom/Spatial : prévision du trafic et de la disponibilité du réseau de télécommu-
nications. Intégrité, disponibilité, continuité GNSS.
2.1.2 Principe de la théorie des extrêmes
Il s’agit dans l’étude des valeurs extrêmes d’analyser l’épaisseur des queues de distribu-
tions, ou encore d’étudier les plus grandes observations d’un échantillon pour caractériser
sa loi initiale. Ainsi, la théorie des extrêmes vient en complément de la théorie statistique
classique où il est plus commun d’étudier le comportement d’une distribution autour
de sa moyenne plutôt que dans le domaine des observations extrêmes souvent appelées
événements rares. Nous allons voir que toute la théorie des extrêmes est fondée sur un
équivalent au théorème central limite mais pour les queues de distribution.
On s’intéresse au comportement du maximum d’un échantillon, variable aléatoire définie
par
Mn := max(X1, · · · , Xn),
où X1, · · · , Xn est un échantillon de n variables aléatoires indépendantes et de même loi
F .
La distribution de Mn peut s’écrire de la façon suivante :
P(Mn  x) = P(X1  x, · · · , Xn  x)
= P(X1  x)⇥ · · ·⇥ P(Xn  x)
= F (x)n
On ne connaît pas la distribution F en pratique. Les techniques classiques d’estima-
tion de F se basent sur les observations dont on dispose. Cependant de petites erreurs
d’estimation sur F peuvent avoir des conséquences désastreuses sur F n. Une alternative
présuppose que l’on conserve F comme inconnue, et que l’on approche cette distribution
par des distributions limites estimées dans le domaine des observations extrêmes. Cepen-
dant, la loi limite de Mn est dégénérée. Il s’agit alors, tout comme le théorème central
limite, d’observer le comportement limite de la variable Mn renormalisée.
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2.2 Loi des extrêmes généralisée, approche block maxima
On définit la famille de loi GEV (Generalized Extreme Value) pour   2 R par :
G (x) =
8>>>><>>>>:
exp
✓
 
h
1 +  x
i  1  ◆ pour tout x tel que 1 +  x   0, si   6= 0
exp
✓
  exp
⇣
  x
⌘◆
pour tout x 2 R, si   = 0
(2.1)
2.2.1 Théorème de Fisher et Tippett
Ce théorème a été énoncé pour la première fois par Fisher et Tippett en 1928 [FT28],
puis démontré par Gnedenko en 1943 [Gne43].
Théorème 2.2.1. S’il existe des suites de réels an > 0 et bn 2 R telles que :
lim
n!1
P
⇣Mn   bn
an
 x
⌘
= G (x) (2.2)
ou encore,
lim
n!1
F n(anx+ bn) = G (x) (2.3)
pour tout x 2 R et G  non dégénérée, alors G (x) appartient à la famille de loi GEV
(Generalized Extreme Value).
F n est la fonction de répartition de Mn tandis que G (x) est la fonction de répartition
limite de Mn correctement renormalisée par an et bn. On dira que F n est dans le domaine
d’attraction D .
2.2.2 Les lois limites possibles
Le comportement de la queue de distribution d’une suite de variables aléatoires sera com-
plètement caractérisé par le paramètre   appelé indice des valeurs extrêmes. Une partie
sera consacrée aux méthodes d’estimation de ce paramètre. Le signe de   a une forte
influence sur la distribution des extrêmes, et on distingue trois cas :
Domaine d’attraction de Gumbel : lorsque   = 0, la distribution G0 est appelée
distribution de Gumbel. Le support de cette loi est R et dans ce cas les queues de distri-
bution sont légères et décroissent de manière exponentielle. G0 sera parfois notée ⇤.
Domaine d’attraction de Fréchet : lorsque   > 0, on a :  (x) := exp( x 1/ )1Ix>0.
De telles distributions possèdent des queues lourdes et la convergence de F n vers la loi
limite se fait très lentement.
Domaine d’attraction de Weibull : lorsque   < 0, on pose ↵ =  1/ > 0 et on
note  ↵(x) = exp( ( x)↵) si x est négatif, et 1 sinon. Dans ce cas la queue de la distri-
bution sera très mince.
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Figure 2.4 – Loi des extrêmes généralisée (fonction de répartition)
2.2.3 Estimation des paramètres de la GEV
On donne dans cette partie différents estimateurs de l’indice des valeurs extrêmes propo-
sés dans la littérature. On formulera aussi une expression de l’estimateur du maximum
de vraisemblance permettant d’estimer l’ensemble des paramètres de la loi des extrêmes
généralisée : l’indice des valeurs extrêmes   et les deux suites normalisantes an et bn vues
dans le théorème de Fisher et Tippet.
Le théorème limite de la loi des extrêmes est fondé sur la convergence renormalisée
du maximum d’un échantillon. Cependant, il n’est pas envisageable de construire une
estimation pertinente sur une unique réalisation de l’échantillon. Pour pallier cela, Gum-
bel a introduit en 1958 [Gum58] une méthode baptisée ”block maxima”. Cette approche
consiste à diviser l’échantillon en m blocs de taille l. Sur chacun de ces blocs, on prend en
compte le maximum et on obtient doncm valeurs max1, · · · ,maxm. Ces valeurs sont donc
traitées comme un échantillon de la variable Mm . On notera Z le maximum de l’échan-
tillon Z1, · · · , Zm. On pourra alors exprimer la fonction de vraisemblance du maximum de
l’échantillon en utilisant les réalisations Z1, · · · , Zm considérées comme indépendantes.
D’autres estimateurs dédiés à l’indice des valeurs extrêmes   sont construits à partir
des k plus grandes observations de l’échantillon réordonné. On parlera de statistiques
d’ordre. C’est le cas notamment de l’estimateur de Hill (1975), de l’estimateur des mo-
ments (1989), et de l’estimateur de Pickands (1975).
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2.2.3.1 Estimation de l’indice des valeurs extrêmes  
Les deux estimateurs sans doute les plus populaires dans la littérature sont les estima-
teurs de Hill (1975) [Hil75] et de Pickands (1975) [Pic75].
On note X1,n, · · · , Xn,n les statistiques d’ordre associées à l’échantillon X1, · · · , Xn. C’est-
à-dire que l’on classe X1, · · · , Xn par ordre croissant de sorte que :
X1,n  X2,n  · · ·  Xn,n
La k-ième plus grande valeur de l’échantillon sera donc notée Xn k,n. On a 1  k < n
avec k = o(n).
L’estimateur de Hill n’est valable que pour   > 0, tandis que l’estimateur de Pickands
sera valable pour tout   2 R.
Estimateur de Hill
On introduit la notation suivante :
M (j)n :=
1
k
kX
i=1
(logXn i+1,n   logXn k,n)j
L’estimateur de Hill est défini pour   > 0 par :
b (H)X,k,n = 1k
kX
i=1
(logXn i+1,n   logXn k,n) = M (1)n
avec X1,n, · · · , Xn,n les statistiques d’ordre associées à l’échantillon X1, · · · , Xn.
Lorsque n et k tendent vers l’infini, on a la normalité asymptotique suivante (Hill,1975 [Hil75])
pour   > 0 : p
k ( b (H)X,k,n     )  !N (0,  2)
Les propriétés de consistance forte de cet estimateur ont été montrées par Deheuvels,
Haüsler et Mason (1988) [DHM88]. On trouvera l’heuristique de la construction de cet
estimateur dans l’article fondateur de Hill [Hil75], ou dans les ouvrages [Bei04] ou [Col01]
par exemple.
L’estimateur b (H)X,k,n est très dépendant de la valeur de k. Drees, De Haan et Resnick
[DDHR00] fournissent une méthode de choix d’une séquence de k optimaux afin de mi-
nimiser asymptotiquement l’erreur MSE (Mean Squared Error).
Estimateur de Pickands
Cet estimateur est défini pour tout   2 R :
b (P )X,k,n = 1log 2 log
✓
Xn k+1,n  Xn 2k+1,n
Xn 2k+1,n  Xn 4k+1,n
◆
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On trouve une étude complète des propriétés de cet estimateur dans Dekkers et De Hann
(1989) [DDH89] et principalement la propriété asymptotique suivante pour tout   2 R,
lorsque n et k tendent vers l’infini :
p
k ( b (P )X,k,n     )  !N ( 0 ,  2(2 +1 + 1)(2(2    1) log 2)2 )
Un troisième estimateur populaire est l’estimateur obtenu avec la méthode des moments.
Estimateur des moments
Cet estimateur introduit par Dekkers, Einmahl, de Haan (1989) [DEDH89] est une géné-
ralisation de l’estimateur de Hill, valable pour tout   2 R :
b (M)X,k,n = b (H)X,k,n + 1  12⇣1  b 
(H)
X,k,n
M (2)n
⌘ 1
On a la normalité asymptotique suivante lorsque n et k tendent vers l’infini, pour     0 :
p
k ( b (M)X,k,n     )  !N (0, 1 +  2)
2.2.3.2 Estimateur du maximum de vraisemblance
L’estimateur du maximum de vraisemblance suivant est directement construit à partir
des observations des maxima, et il ne s’agit pas uniquement d’estimer l’indice des valeurs
extrêmes : on estimera   mais aussi les deux suites normalisantes an et bn.
On se place dans le cadre de la méthode "block maxima" et on considère un échantillon
de k maxima Z1, · · · , Zk i.i.d. suivant une loi GEV. Pour   6= 0, la fonction de log-
vraisemblance est donnée par :
L(Z;  , bn, an) =  k log an  
⇣1
 
+ 1
⌘ kX
i=1
log
⇣
1 +  
zi   bn
an
⌘
 
kX
i=1
⇣
1 +  
zi   bn
an
⌘  1 
Pour   = 0 on aura :
L(Z; 0, bn, an) =  k log an  
kX
i=1
exp
⇣zi   bn
an
⌘
 
kX
i=1
⇣zi   bn
an
⌘
On utilisera cet estimateur lorsque   >  0.5, cas pour lesquels les propriétés de consis-
tance et la normalité asymptotique sont vérifiées [Smi85]. On remarquera qu’il s’agit en
fait d’une pseudo vraisemblance obtenue à partir de la loi limite et non de la loi originale
de l’échantillon.
On rappelle que si les paramètres de la distribution ajustée aux observations, ici la loi
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GEV, sont estimés par maximum de vraisemblance, on peut utiliser les résultats de Ken-
dall et Stuart (1961) [KA61] pour former un intervalle de confiance asymptotique.
On aura la normalité asymptotique suivante pour m!1 :
p
m
 
(ban, b ,bbn)  (an,   , bn)   !N (0, I 1)   > 0.5
où I est la matrice d’information de Fisher estimée par sa version empirique donnée par :
I(⇥) =  E
✓
@2L(Z;⇥ )
@⇥2
◆
(2.4)
où L(Z;⇥ ) est la fonction de log-vraisemblance associée à la loi de la variable aléatoire
Z, paramétrée par un ensemble de paramètres noté ⇥. Les calculs des éléments de la
matrice I pourront être trouvés dans [CH04] ou [Bei04].
Beirlant (2004) [Bei04] donne en plus de l’estimateur MLE, une estimation suivant la
méthode des moments pondérés introduite par Greenwood et al. (1979) [GLMW79] ainsi
que les intervalles de confiance associés.
De Haan (2006) [DHF06], présente un comparatif des propriétés asymptotiques des ces
estimateurs. L’estimateur de Pickands semble avoir une variance asymptotique plus éle-
vée que les autres. Les estimateurs des moments et MLE ont de bonnes propriétés lorsque
  est autour de 0, c’est à dire quand la loi de l’échantillon observé est proche du domaine
d’attraction de Gumbel. L’estimateur de Hill présente la variance asymptotique la plus
faible pour   > 0, suivi par l’estimateur des moments. Cependant, lorsque   est négatif,
c’est l’estimateur MLE qui a la plus petite variance.
D’autres aperçus de ces estimateurs classiques peuvent être trouvés dans l’article de
Csörgo et Viharos (1998) [CV98] ou dans le livre d’Embrechts et al. (1997) [EKM97], par
exemple.
De nombreux autres estimateurs ont été proposés : on trouve notamment l’estimateur
UH proposé par Beirlant (1996) [BVT96], un estimateur à noyau introduit par Csörgo et
Deheuvels (1985) [CDM85a].
2.2.4 Estimation de quantile extrême
2.2.4.1 Estimation par inversion de la fonction de répartition
Une expression d’un quantile extrême de niveau de probabilité p en fonction de la taille
de l’échantillon n peut être obtenue en inversant simplement la fonction de répartition
GEV des maxima de l’échantillon. On rappelle que P(Mn  x) = F (x)n ⇡ G (x). On
obtient alors [Bei04] :
bq(p)GEV =
8><>:
ban + bbnb  ⇥(  log(1  p)n)     1)⇤ ,   6= 0
ban +bbn log(  log(1  p)n) ,   = 0 (2.5)
On construit un intervalle de confiance pour l’estimateur bq(p)GEV à partir de la méthode
Delta [VdV00]. Cette méthode analytique repose sur le théorème suivant :
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Théorème 2.2.2. Soit (Xn)n2N une suite de variables aléatoires indépendantes distri-
buées selon une loi paramétrique, de paramètre ✓. Soit Tn un estimateur de ✓ et soit  (✓)
une fonction réelle, continûment dérivable, du paramètre ✓. On cherche les propriétés
asymptotiques de de la fonction  (Tn) connaissant celles de l’estimateur Tn.
Si Tn converge en probabilité vers ✓ et si   est continue en ✓ alors  (Tn) converge en
probabilité vers  (✓).
  étant continûment dérivable, on a
p
n( (Tn)   (✓)) ⇡  0(✓)
p
n(Tn   ✓) (2.6)
Si
p
n(Tn   ✓) converge en loi vers une distribution limite T alors
p
n( (Tn)   (✓)) L !  0(✓)T (2.7)
En particulier, si
p
n(Tn   ✓) L !N (0,  2) alors
p
n( (Tn)   (✓)) L !N (0, 02 2) (2.8)
Pour le cas où les paramètres de la loi sont estimés par la méthode du maximum de
vraisemblance, on a le théorème suivant [Col01] :
Théorème 2.2.3. Soit (Xn)n2N une suite de variables aléatoires indépendantes distri-
buées selon une loi paramétrique, de paramètre ✓. Soit Tn un estimateur de ✓ et soit  (✓)
une fonction réelle, continûment dérivable, du paramètre ✓. Soit r  = [ @ @✓1 , · · · , @ @✓d ]>
évalué en Tn, on suppose r  6= 0. Alors, d’après le Théorème 2.2.2, Tn ⇠ N ( , V ) où
V = r >I(✓) 1r  et I(✓) la matrice d’information de Fisher.
Si on considère que bbn, b  et ban sont estimés à partir de l’estimateur du maximum de vrai-
semblance, l’intervalle de confiance suivant est obtenu par une application des théorèmes
ci-dessus :
p
m (bq(p)GEV   q(p)GEV)  !N (0, ⇣T   ⇣) quand m!1
où m est le nombre de blocs qui divisent l’échantillon,
  = (1 +  )

1 +    bn
 bn 2b2n
 
et
⇣T =

@q(p)GEV
@bn
,
@q(p)GEV
@ 
,
@q(p)GEV
@an
 
=

1
 
[(  log(1  p)n)     1],
  bn
 2
[(  log(1  p)n)     1]  bn
 
(  log(1  p)n)   log(  log(1  p)n) , 1
 
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2.2.4.2 Autres estimateurs possibles
On peut trouver d’autres estimateurs dans la littérature, construits à partir des estima-
teurs de l’indice des valeurs extrêmes présentés précédemment. En voici trois.
à partir de l’estimateur de Pickands
Dekkers et al. (1989) [DDH89] donnent l’estimateur de quantile extrême à partir de l’es-
timateur de Pickands :
bq(p)(P )GEV = (k/pn)b 
(P )
X,k,n   1
1  2  b (P )X,k,n (Xn k+1,n  Xn 2k+1,n) +Xn k+1,n (2.9)
Le théorème de normalité asymptotique de cet estimateur est donné dans [DDH89] (théo-
rème 3.3).
à partir de l’estimateur de Hill
Weismann (1978) [Wei78] a proposé un estimateur de quantile extrême à partir de l’esti-
mateur de Hill :
bq(p)(W )GEV = Xn k,n
 
k
n.p
!b (H)X,k,n
(2.10)
à partir de l’estimateur des moments
Un estimateur de quantile extrême peut être formulé à partir de l’estimateur des moments
de Dekkers et al. [DEDH89] :
bq(p)(M)GEV = Xn k,n + aˆ(k/n)b (M)X,k,n
  k
np
 b (M)X,k,n   1  (2.11)
avec aˆ(k/n) = Xn k,nb (H)X,k,nmax(1  b (M)X,k,n, 1) .
La normalité asymptotique de cet estimateur de quantile est montrée dans [DEDH89].
2.2.5 Discussion sur la méthode block maxima
Le formalisme de la loi des extrêmes généralisée ne tient compte que d’une seule obser-
vation, la plus grande. On ne prend pas en compte toutes les autres grandes valeurs de
l’échantillon et cela nous conduit à une perte d’information. L’ajustement de la loi limite
sera toutefois très influencée par la taille des blocs formés à partir de l’échantillon initial.
Cette approche mène aussi à une perte d’information sur les observations extrêmes qui
sont par définition très rares. Par exemple, on peut avoir plusieurs observations extrêmes
au sein du même bloc, mais seule la plus grande d’entre elles sera prise en compte. Une
alternative a été proposée suite aux travaux de Balkema et de Haan [BDH74], ainsi que
de Pickands [Pic75]. Contrairement à la loi des extrêmes généralisée, on ne regarde plus
le maximum de l’échantillon mais les ne valeurs qui dépassent un certain seuil u à fixer.
On obtient donc un sous échantillon de taille ne dont on veut caractériser la loi. Cette
approche est appelée ”pick over threshold” ou POT que nous détaillons maintenant.
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2.3 La loi des excès, approche POT
Soit u un réel suffisamment élevé appelé seuil. On définit les excès au-delà du seuil u
comme l’ensemble des variables aléatoires conditionnelles {Yj} = {Xj   u | Xj > u}. On
note que
P(X > u+ y|X > u) = 1  F (u+ y)
1  F (u)
2.3.1 Théorème de Pickands
Le théorème de Pickands (1975) [Pic75, BDH74] montre que la distribution des excès au
delà d’un certain u peut être approchée par une loi de Pareto généralisée. On notera GPD
(Generalized Pareto Distribtution) :
Théorème 2.3.1. Soit X1, X2, · · · , Xn un échantillon de variables aléatoires i.i.d. suivant
la loi F . F appartient au domaine d’attraction D  si et seulement si il existe une fonction
 (.) positive telle que
lim
u!x⇤
sup
0<x<x⇤
⇢  P(X   u  x|X > u) H , (x)    = 0 (2.12)
où x⇤ = sup{x;Fu < 1} et H ,  est la distribution de Pareto généralisée (GPD) définie par
H , (x) =
8><>:
1   1 +  x     1  si   6= 0, x   0 et x <     si   < 0
1  exp    x   si   = 0 , x   0
On remarquera que l’on retrouve l’indice des valeurs extrêmes   identique à celui de la
loi GEV des maxima.
Ce théorème signifie que si F vérifie le théorème de Fisher et Tippet 2.2.1, c’est à dire si
F appartient au domaine d’attraction D  alors il existe une fonction  (.) positive et un
réel   tels que la loi des excès Fu peut être uniformément approchée par une distribution
de Pareto généralisée (GPD) notée H , .
2.3.2 Estimation des paramètres de la loi des excès
Il s’agit dans cette partie de l’estimation des deux paramètres de la loi des excès   et  . On
rappelle que l’indice des valeurs extrêmes (de la loi limite du maximum de l’échantillon
donnée par le théorème de Fisher et Tippet) étant identique au paramètre   de la loi des
excès, les estimateurs présentés plus haut restent valables dans le cadre de la méthode
POT.
2.3.2.1 Estimateur du maximum de vraisemblance
La fonction de log-vraisemblance pour un échantillon de ne excès Y1, · · · , Yne i.i.d. suivants
une loi de Pareto Généralisée est donnée par (Smith, 1985) [Smi85] :
L(Y ;  ,  ) =  ne log    
 1
 
+ 1
  neX
i=1
log
⇣
1 +
 
 
yi
⌘
  6= 0
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Figure 2.5 – Loi de Pareto généralisée (densité), sigma = 1
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Figure 2.6 – Loi de Pareto généralisée (fonction de répartition), sigma = 1
avec (1 +    yi) > 0, pour i = 1, · · · , ne. Dans le cas où   = 0 on aura
L(Y ; 0,  ) =  ne log     1
 
neX
i=1
yi   = 0
Le problème de maximisation de la log-vraisemblance nécessite d’avoir recours à des mé-
thodes numériques, type algorithme de Newton-Raphson. Dans le cas de la méthode POT,
les conditions de régularité de cet estimateur sont elles aussi atteintes pour   >  0.5
(Hosking et Wallis, 1987 [HW87]). La normalité asymptotique de cet estimateur a été
établie par Smith (1987) [Smi85] et par Drees, Ferreira et De Haan (2004) [DFDH04]
utilisant une autre approche fondée sur des approximations de la queue de la distribution
empirique des quantiles, établies par Drees (1998) [Dre98]. Cette méthode d’estimation
pour la loi GPD apparaît être la plus performante pour de grands échantillons (Hosking
et Wallis, 1987 [HW87]).
On a le résultat suivant pour   >  1/2 et ne !1 :
p
ne
 
( ˆML,  ˆML)  ( ML,  ML)   !N (0, ) ,
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avec
  = (1 +  )

1 +     
   2 2
 
On peut alors construire les intervalles de confiance de niveau (1   ↵) suivant pour les
paramètres   et   :
IC1 ↵( ML) =

 ˆML     1(1  ↵
2
)
1 +  ˆMLp
ne
,  ˆML +   1(1  ↵
2
)
1 +  ˆMLp
ne
 
IC1 ↵( ML) =

 ˆML   1(1 ↵
2
)
s
2(1 +  ˆML)
ne
 ˆML ,  ˆML+  1(1 ↵
2
)
s
2(1 +  ˆML)
ne
 ˆML
 
  1 désigne la fonction quantile d’une loi normale centrée réduite.
2.3.2.2 Estimateur des moments et des moments pondérés
Les estimateurs des paramètres de la loi de Pareto généralisée issus de la méthode des
moments et de la méthode des moments pondérés ont été introduits par Hosking et
Wallis (1987) [HW87]. Une description détaillée de la construction de ces estimateurs peut
être trouvée dans [Bei04] ou [CH04]. Ces deux méthodes d’estimation sont basées sur la
comparaison des moments théoriques d’une distribution et de leurs versions empiriques.
Le moment d’ordre r pour la distribution de Pareto Généralisée existe pour   < 1/r. Cette
contrainte restreint l’utilisation de cette classe d’estimateurs. Cependant nous verrons que
pour notre étude, dans le cas de données GPS,   est souvent compris entre  1/2 et 1/2,
ce qui implique que les moments d’ordre 1 et 2 sont bien définis. Soit Y1, · · · , Yne un
échantillon de ne excès i.i.d. suivant une loi de Pareto Généralisée. Les moments d’ordre
1 et 2 sont donnés par
E[Y ] =  
1    et Var(Y ) =
 2
(1   )2(1  2 ) (2.13)
On considère Y¯ et S2Y les estimateurs empiriques des moments d’ordre 1 et 2. On rappelle
que l’on utilise l’estimateur sans biais de la variance donné par
S2Y =
1
(ne   1)
neX
i=1
(Yi   Y¯ )2
En résolvant les deux équations E[Y ] = Y¯ et Var(Y ) = S2Y , on obtient les estimateurs
des moments de   et   [CH04] :
b (M)Y,ne,n = Y¯ 2   S2Y2S2Y et b (M)Y,ne,n = Y¯ (Y¯
2/S2Y + 1)
2
(2.14)
L’estimateur du couple ( ,  ) est donné par [Bei04] :
b (PWM)Y,ne,n = 2  Mˆ1,0,0Mˆ1,0,0   2Mˆ1,0,1 et b (PWM)Y,ne,n = 2Mˆ1,0,0Mˆ1,0,1Mˆ1,0,0   2Mˆ1,0,1 (2.15)
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où M1,0,s =
1
ne
neX
i=1
 
1  i
ne + 1
 s
Yi,ne
Le domaine de validité de cet estimateur est  1/2 <   < 1/2.
2.3.2.3 Exemple sur un échantillon suivant une loi de Rayleigh
Afin d’illustrer le bon fonctionnement de ces estimateurs à l’usage, on donne un exemple
sur une loi de Rayleigh. On génère un échantillon de taille N = 360000 suivant une loi
de Rayleigh de paramètre ⇢ = 2 (figure 2.7). On choisit d’estimer les paramètres de la
loi des excès   et   pour une large plage de seuils compris entre 1 et 9. Les trois esti-
mateurs obtenus avec les méthodes présentées dans la section précédente présentent un
comportement similaire (figure 2.8). Pour l’estimation de l’indice des valeurs extrêmes
 , on observe une plage de stabilité pour les seuils compris entre 7 et 8, où les valeurs
sont proches de 0, valeur théorique pour une loi de Rayleigh appartenant au domaine
d’attraction de Gumbel (cf. section 2.4.1).
Figure 2.7 – Echantillon généré
L’étape qui nous intéresse est l’estimation de quantile extrême ; la section suivante pré-
sente la construction de l’estimateur classique POT d’un quantile extrême ainsi que les
intervalles de confiance que l’on peut lui associer.
2.3.3 Estimateur de quantile extrême
On souhaite ici estimer un quantile extrême, c’est-à-dire un quantile généralement situé
au-delà des observations. On choisit un nombre p positif et inférieur à 1/n, de sorte que
le quantile q(p), d’ordre 1   p soit en général supérieur à x⇤ l’observation maximale,
estimation du quantile 1/n . On s’intéresse à l’estimateur non paramétrique du quantile
basé sur la méthode des excès.
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Figure 2.8 – Estimation des paramètres de la loi des excès
2.3.3.1 Construction de l’estimateur
On fixe le nombre d’excès, noté ne, comme un entier tel que 1 < ne < n, et étant petit
comparé à la taille n de l’échantillon, de sorte que :
(1) lim
n!1
ne = +1 et (2) lim
n!1
ne
n
= 0
La condition (1) assure une taille minimale pour ne alors que la condition (2) impose une
valeur maximale de ne .
On choisit le seuil u comme étant le quantile d’ordre 1  ne/n de la loi des données. Afin
d’obtenir une expression du quantile extrême considéré noté q(p)POT , on s’intéresse à la
fonction de survie P(X > q(p)POT).
Pour cela, on cherche tout d’abord la loi asymptotique de la variable aléatoire condi-
tionnelle {X > x |X > u}. D’après le théorème de Pickands 2.3.1, pour un seuil u
suffisamment élevé et u > x, on a :
P(X > x |X > u) ⇡ 1 H , (x  u) =

1 +
 
 
(x  u)
   1 
or, pour X > u, P(X > x \ X > u) = P(X > u), d’après la formule des probabilités
conditionnelles on obtient :
P(X > x) = pu

1 +
 
 
(x  u)
   1 
, pu = P(X > u) =
ne
n
D’après la définition d’un quantile ci-dessus, on cherche alors le quantile q(p) tel que :
P(X > q(p)) = ne
n

1 +
 
 
 
q(p)  u    1  = p
enfin, on obtient l’expression connue d’un quantile extrême dans le cadre de la méthode
POT :
q(p)POT = u+
 
 
⇣ ne
p n
⌘    1  (2.16)
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On estime le seuil u par la statistique d’ordre Xn ne,n . On aura ne observations au dessus
du seuil u et finalement on obtient l’estimateur suivant :
bq(p)POT = Xn ne,n + b b 
⇣ ne
p n
⌘b    1  (2.17)
Les paramètres de la loi des excès   et   seront estimés par l’une des méthodes présentées
dans la section précédente (maximum de vraisemblance, moments ou moments pondérés).
La section suivante présente la construction d’intervalles de confiance pour l’estimateurbq(p)POT . Il existe plusieurs méthodes statistiques pour obtenir de tels intervalles ; nous
en présentons trois : les intervalles dérivés de théorèmes asymptotiques, les intervalles
obtenus d’après la Méthode Delta et enfin les intervalles obtenus par bootsrap, technique
de rééchantillonnage.
2.3.3.2 Intervalle de confiance théorique
Diebolt et al.(2005) [DGR05] démontrent la normalité asymptotique de l’estimateur de
quantile extrême ci-dessus dans le cadre de la méthode des excès. Si on estime les pa-
ramètres de la loi des excès par la méthode du maximum de vraisemblance, on a la
convergence en loi suivante pour   >  1/2 :
On se donne un niveau ne élevé tel que ne !1, n/ne !1 et pneA(n/ne)!  , alors
p
ne
bq(p)POT   q(p)POT
 ˆMLq ˆML(ne/np)
 !N (m, v2) , pour ne !1
où la fonction q (t) est définie par q (t) =
R t
1 s
  1 log(s)ds, 8t > 1.
De plus on a :
m =
8><>:
 (1+ )
(1 ⇢)(  ⇢+1) si     0
 ⇢(1+3 +2 2)
(1+  ⇢)(1 ⇢)( +⇢) si   < 0
et
v2 =
(
(1 +  )2 si     0
1 + 4  + 5 2 + 2 3 + 2 4 si   < 0
⇢ est un réel   0 et A est une fonction telle que A(t) ne change pas de signe pour t grand
et A(t) ! 0 quand t ! 1 . En présence de très grands échantillons, on supposera quep
kA(n/ne)! 0. En particulier on aura   = 0 et
p
ne
bq(p)POT   q(p)POT
 ˆMLq ˆML(ne/np)
 !N (0, v2) , pour ne !1
Reste à calculer q (t). Une intégration par parties donne :
q (t) =
1
 
t 
 
log(t)  1
 
 
+
1
 2
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Finalement, on aura l’intervalle de confiance suivant :
IC1 ↵
 
q(p)POT
 
th
=
 bq(p)POT  1p
ne
  1(1 ↵
2
) q (
ne
np
)v , bq(p)POT+ 1p
ne
  1(1 ↵
2
) q (
ne
np
)v
 
  1 désigne la fonction quantile d’une loi normale centrée réduite.
2.3.3.3 Intervalle de confiance par la Méthode Delta
A partir des propriétés asymptotiques du couple ( ,  ), on peut établir une convergence
en loi pour l’estimateur du quantile POT et calculer un intervalle de confiance à l’aide de
la Méthode Delta [Bei04]. j sera égal à 1,2 ou 3 selon que l’on estime le couple ( ,  ) avec
la méthode du maximum de vraisemblance, la méthode des moments, ou la méthode des
moments pondérés respectivement.
p
ne(bq(p)POT   q(p)POT)  !N (0, ⇣T  j ⇣) , pour ne !1
avec
⇣T =
"
@q(p)POT
@ 
,
@q(p)POT
@ 
#
=
"
   
 2
(p     1)   
 
p   log p ,
1
 
(p     1)
#
et
 1 = (1 +  )

1 +     
   2 2
 
et   >  1/2
 2 = C

(1  2 )2(1    + 6 2)   (1  2 )(1  4  + 12 2)
  (1  2 )(1  4  + 12 2) 2 2(1  6  + 12 2)
 
et   < 1/4
où C =
(1   )2
(1  2 )(1  3 )(1  4 )
 3 = C

(1   )(1  2 )2(1    + 2 2)   (2   )(2  6  + 7 2   2 3)
  (2   )(2  6  + 7 2   2 3)  2(7  18  + 11 2   2 3)
 
et   < 1/2
où C =
1
(1  2 )(3  2 )
On construit alors l’intervalle de confiance suivant :
IC1 ↵
 
q(p)POT
 
DM
=
 bq(p)POT   1(1 ↵
2
)
s
⇣T  j ⇣
ne
, bq(p)POT+  1(1 ↵
2
)
s
⇣T  j ⇣
ne
 
  1 désigne la fonction quantile d’une loi normale centrée réduite.
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2.3.3.4 Intervalle de confiance par bootstrap
Le bootsrap est une méthode de rééchantillonnage statistique non paramétrique intro-
duite par Efron (1979) [Efr79].
Soit n observations X1, · · · , Xn, on choisit un entier fixe nboot assez grand (au moins 1000
en général) et on procède à nboot tirages avec remise de n observations parmi l’échantillon
X1, · · · , Xn initial. On obtient alors nboot nouveaux échantillons issus du jeu de données
original. L’idée est alors de s’inspirer d’un théorème central limite pour décrire le com-
portement des nboot estimateurs qu’on peut former à partir des nboot nouveaux jeux de
données.
Sur chacun de ces jeux de données, on calcule alors bq(p)jPOT pour j = 1, · · · , nboot. On
estime empiriquement la moyenne q¯(p)boot et l’écart-type sd(p)boot de notre estimateur.
La méthode consiste à définir un intervalle de confiance boostrapé par
IC1 ↵
 
q(p)POT
 
boot
=

q¯(p)boot   sd(p)boot  1(1  ↵
2
) , q¯(p)boot + sd(p)boot 
 1(1  ↵
2
)
 
  1 étant la fonction quantile d’une loi normale centrée réduite.
2.3.3.5 Exemple sur un échantillon suivant une loi de Rayleigh
On reprend l’exemple de l’échantillon généré suivant une loi de Rayleigh de paramètre 2.
On fixe le niveau de probabilité du quantile que l’on veut estimer à p = 1 10 7. La valeur
théorique de ce quantile vaut qth = 11.35538. On estime le quantile par l’estimateur POT
décrit précédemment ainsi que les trois intervalles de confiance associés. Afin d’observer
la variabilité de notre estimateur en fonction des valeurs du seuil u et après examen de
l’échantillon considéré (figure 2.7), on estime le quantile pour une plage de seuils compris
en 2 et 8. De plus, on fixe le niveau des intervalles de confiance à ↵ = 0.05.
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Figure 2.9 – Estimation du quantile de niveau p = 1  10 7
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On compare trois estimateurs bq(p)POT obtenus en injectant dans l’expression (5.12) les
valeurs des paramètres estimés avec les trois méthodes présentées. Ces trois estimateurs
présentent une plage de stabilité autour du seuil de valeur 7. Cependant l’estimateur du
maximum de vraisemblance pour les paramètres de la loi des excès, est plus stable que les
deux autres. La méthode du maximum de vraisemblance a l’avantage d’avoir de bonnes
propriétés asymptotiques mais du fait de la nécessité de résoudre un problème d’opti-
misation, elle est plus coûteuse d’un point de calculatoire et n’aboutit pas forcément à
un résultat explicite. Lorsque les ressources de calculs le permettent, cet estimateur sera
toutefois privilégié.
Les courbes ci-dessous (figure 2.10) illustrent les intervalles de confiance obtenus par
la Méthode Delta, pour les trois estimateurs du couple ( ,  ).
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Figure 2.10 – Intervalles de confiance par Méthode Delta
Les trois intervalles de confiance présentent un comportement ainsi qu’une largeur en
fonction du seuil similaires. La valeur théorique du quantile que l’on cherche à estimer est
comprise dans les intervalles de confiance pour une plage de seuils assez large comprise
entre 5 et 8.
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Les intervalles de confiance issus de théorèmes asymptotiques [DGR05] sont beaucoup
plus étroits (figure 2.11). Lorsqu’on souhaite déterminer un u parmi la plage de seuils
testés, l’avantage de tels intervalles est de contenir la valeur théorique du quantile que
l’on cherche sur une plage assez étroite. Cependant, cette finesse d’intervalle peut mener
à de mauvais résultats lorsque la valeur théorique du quantile est inconnue. On observe
que la valeur théorique du quantile est comprise dans l’intervalle pour trois valeurs du
seuil comprises entre 7 et 8.
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Figure 2.11 – Intervalles de confiance asymptotiques
Enfin, les figures suivantes représentent les intervalles de confiance obtenus par rééchan-
tillonnage. A titre d’exemple, on illustre le cas où le couple ( ,  ) est estimé avec la
méthode des moments. Afin d’obtenir des intervalles représentatifs, on fixe le nombre de
tirages à nboot = 1000.
La largeur de ces derniers intervalles de confiance (figure 2.12) est moindre que ceux ob-
tenus par la Méthode Delta. De plus, la plage de seuils comprenant la valeur théorique
du quantile à estimer est plus réduite. Ces deux remarques font que ces intervalles de
confiance sont un critère plus efficace pour le choix du seuil u. Cependant, pour des es-
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Figure 2.12 – Intervalles de confiance bootstrap
timations online, ou pour le traitement d’échantillon de grande taille, le temps de calcul
important pour obtenir ce type d’intervalle est à prendre en compte.
L’estimation d’un quantile extrême par la méthode POT présentée jusqu’ici ainsi que
l’estimation des paramètres de la loi des excès ont été faites en fonction d’une plage de
seuils u. Or on s’intéresse à l’estimation d’une valeur unique. Il existe de nombreux cri-
tères de choix de seuil, graphiques ou calculatoires, menant à une estimation correcte du
quantile recherché.
2.3.4 Choix du seuil u
Dans un cadre statistique, le choix du seuil u est très important car il induit une grande
variabilité dans l’estimation des quantiles extrêmes et des paramètres de la loi des excès.
Il existe différentes approches pour le choix du seuil u de la méthode POT. En effet,
le seuil doit être suffisamment grand pour satisfaire la caractère asymptotique du mo-
dèle, mais pas trop élevé non plus, afin de garder un nombre d’excès suffisant pour estimer
convenablement les paramètres du modèle. Une technique peu coûteuse consiste à estimer
les paramètres d’échelle et de forme ainsi que le quantile pour un niveau voulu, en fonc-
tion de u et retenir le seuil u pour lequel ces estimations sont stables. Sur les exemples
précédents, on a retenu les valeurs proches de 7. Il faut toutefois s’assurer que le modèle
choisi est bien ajustée aux données. On peut le faire graphiquement en estimant le quan-
tile q(p)POT pour des niveaux de probabilité compris entre 0 et 1, en conservant la valeur
de u retenue précédemment.
On observe sur la figure 2.13 que le modèle obtenu en utilisant l’estimateur du maximum
de vraisemblance pour les paramètres de la loi GEV (courbe de gauche) ainsi que pour
la loi des excès GPD (courbe de droite) est correctement ajusté aux données. De plus,
cette adéquation reste valable quelque soit la méthode d’estimation choisie (figure 2.14).
Cette méthode nous mène à la conclusion suivante pour le quantile recherché de niveau
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Figure 2.13 – Adéquation du modèle ajusté par maximum de vraisemblance
Figure 2.14 – Adéquation pour les trois estimateurs
p = 1  10 7, et pour un niveau d’intervalle de confiance ↵ = 0.05. On rappelle la valeur
théorique du quantile recherché : qth = 11.35.
Les trois estimations sont satisfaisantes dans cet exemple car, dans les trois cas, la valeur
théorique du quantile que l’on cherche est bien contenue dans les intervalles de confiance
(Table 2.1).
Une autre approche présentée par Coles (2001) [Col01], appelée ”Mean Residual Plot”, est
fondée sur la linéarité de l’estimation de la moyenne de la loi des excès. Cette méthode
est peu employée car le graphe en u de l’estimateur de E[X   u |X > u] est souvent
d’allure très saccadée, et donc difficile à interpréter.
Il est possible de choisir un seuil grâce à des méthodes calculatoires. Toulemonde (2008)
[Tou08] propose un test d’ajustement pour la distribution de Pareto qui, après une repa-
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Estimateurs b  b  bq(p)POT IC q(p)POT th IC q(p)POT DM IC q(p)POT boot
ML  0.08 0.55 11.32 [10.98, 11.47]th [9.48, 12.76]DM [10.24, 12.48]boot
MOM  0.08 0.55 11.26 [11.01, 11.52]th [9.34, 12.78]DM [10.48, 12.11]boot
WPM  0.10 0.56 10.85 [10.20, 11.89]th [8.57, 13.13]DM [9.99, 13.01]boot
Table 2.1 – Bilan de l’estimation du quantile de niveau 1   10 7 d’une loi de Rayleigh
de paramètre (2)
ramétrisation adéquate, peut-être considérée comme un cas particulier de la loi de Pareto
Généralisée. Davison et Smith (1990) [DS90] mettent en évidence que ce type de test peut
être utile pour l’élaboration d’une méthode de choix de seuil, cependant, l’optimalité du
seuil retenu n’est pas prouvée.
Beirlant (2004) [Bei04] propose une méthode de choix de seuil optimal basée sur la mini-
misation des erreurs quadratiques moyennes asymptotiques (Asymptotic Mean Squared
Error) pour différents estimateurs de l’indice des valeurs extrêmes  . Dupuis et al. (2006)
[DVF06] développent un critère robuste de prévision pour la sélection du nombre k de
statistiques d’ordres et de l’indice des valeurs extrêmes (pour   exclusivement positif,
ce qui n’est pas notre cas sur des données GPS). Ces AMSE ainsi que leurs estimateurs
sont donnés dans Dekkers et al. (1989) [DEDH89] pour l’estimateur des moments et dans
Drees (2004) [DFDH04] pour l’estimateur du maximum de vraisemblance. Cette méthode
de minimisation des AMSE nécessite l’estimation de nouveaux paramètres (intervenant
dans les théorèmes asymptotiques) ainsi que de nouvelles hypothèses sur ces derniers.
Cette contrainte nous a menés à ne pas utiliser ces méthodes de choix de seuil qui s’avé-
raient être peu pratiques à l’usage pour les hommes de métier du GNSS.
Une procédure automatique de sélection de seuil est présentée dans le dernier chapitre de
ce manuscrit. Cette procédure utilise les critères suivants :
– la détection de zones de stabilité sur les estimateurs des paramètres de la loi des
excès et du quantile recherché.
– l’optimisation de l’adéquation des modèles générés par les seuils retenus.
2.4 Cas du domaine d’attraction de Gumbel
On s’intéresse dans cette partie au domaine d’attraction de Gumbel, c’est à dire aux
modèles pour lesquels la loi des excès tend vers une loi exponentielle. En effet, nous
verrons que les lois des erreurs de positionnement qui nous intéressent sont proches des
lois de Rayleigh (dans le cas horizontal) et gaussienne (dans le cas vertical). On rappelle
la définition de la loi de Pareto Généralisée pour le cas où l’indice des valeurs extrêmes
  est nul.
2.4 : Cas du domaine d’attraction de Gumbel 53
Soit X1, · · · , Xn une suite de variables aléatoires i.i.d. de fonction de répartition F et soit
Y un échantillon de ne excès au dessus d’un seuil u, supposés indépendants et de fonction
de répartition inconnue Fu(y). Alors le théorème de Pickands 2.3.1 assure que
Théorème 2.4.1. Si F appartient au domaine d’attraction de Gumbel, il existe une
fonction  (.) positive telle que
lim
u!x⇤
sup
0<y<x⇤ u
   Fu(y)  ✓1  exp( x
 
)
◆    = 0 (2.18)
où x⇤ est le point terminal de la fonction de répartition F .
Propriété du domaine d’attraction de Gumbel : Pour tout échantillon issu d’une
loi appartenant au domaine d’attraction de Gumbel, et pour un seuil convenablement
choisi, la loi des excès au-dessus de ce seuil suit approximativement une loi exponentielle,
lorsque la taille de l’échantillon et le seuils tendent vers l’infini.
Beaucoup de lois classiques se trouvent dans le domaine d’attraction de Gumbel. C’est le
cas des lois normales, exponentielles, Gamma, Weibull, Rayleigh, log-normale, Gumbel,
Logistic.
En pratique, il existe un diagnostic graphique [Col01] pour vérifier cette propriété à
partir d’un Quantile-Quantile plot (QQplot) indiquant l’appartenance probable à l’un
des trois domaines d’attraction des valeurs extrêmes. Il s’agit de tracer les quantiles de
la loi exponentielle standard (  ln(i/ne)i=1,··· ,ne) contre les excès ordonnés donnés par
(Xn ne+i,n Xn ne,n)i=1,··· ,ne . On suppose que le nombre d’excès utilisé est adéquat. Sous
cette hypothèse, si les données appartiennent au DA(Gumbel), alors les excès suivent
approximativement la loi exponentielle. Les points du graphe du QQplot seront donc ap-
proximativement alignés (figure 2.15, centre). En revanche, si les données n’appartiennent
pas au domaine d’attraction de Gumbel, on peut observer deux phénomènes : soit une
incurvation du QQplot vers le haut (convexité) témoignant de l’appartenance des données
au domaine d’attraction de Fréchet (figure 2.15, droite), ou au contraire une incurvation
vers le bas ou la droite (concavité) si les données sont dans le domaine d’attraction de
Weibull (figure 2.15, gauche).
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Figure 2.15 – Diagnostic graphique du domaine d’attraction
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2.4.1 Condition suffisante d’appartenance au domaine d’attrac-
tion de Gumbel
Gnedenko (1943) [Gne43] donne une condition suffisante d’appartenance au domaine
d’attraction de Gumbel :
Théorème 2.4.2. Si F est de classe C2, F appartient au domaine d’attraction de Gumbel
si
lim
x!1
(1  F (x))@2F (x)
(@F (x))2
=  1 (2.19)
A titre d’exemple, on étudie le cas d’une loi de Rayleigh de paramètre ⇢ dont la fonction
de répartition est définie par
F (x) = 1  exp(  x
2
2⇢2
) (2.20)
Afin de vérifier l’appartenance de la loi de Rayleigh au domaine d’attraction de Gumbel
on calcule le rapport énoncé dans le théorème 5.2.1. On a
@F (x) =
1
⇢2
x exp(  x
2
2⇢2
)
et,
@2F (x) =
1
⇢2
exp(  x
2
2⇢2
)  x
2
⇢4
exp(  x
2
2⇢2
)
donc,
(1  F (x))@2F (x)
(@F (x))2
=
exp(  x22⇢2 )
⇥
1
⇢2 exp(  x
2
2⇢2 )  x
2
⇢4 exp(  x
2
2⇢2 )
⇤ 
1
⇢2x exp(  x
2
2⇢2 )
 2 = ⇢2x2   1
On a bien la limite qui vaut  1 quand x tend vers l’infini ; la condition est donc vérifiée.
La loi limite, comme mentionné plus haut, est une loi exponentielle de paramètre  .
Elle ne comporte plus qu’un seul paramètre, là où elle en avait deux dans le cas général.
L’unique paramètre   de la loi des excès pourra être estimé par l’estimateur du maximum
de vraisemblance du paramètre d’une loi exponentielle (Breiman, 1990) [BSK90] :
b  = 1
ne   1
neX
i=1
 
Yi   Yne
 
(2.21)
Le même estimateur exprimé sous forme de statistiques d’ordre de l’échantillon original
des observations dont on dispose s’écrit
b  = 1
ne   1
neX
i=1
 
Xn i+1,n  Xn ne+1,n
 
(2.22)
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2.4.2 Estimateur de quantile extrême dans le cas   = 0
De façon analogue au cas général, on construit l’estimateur de quantile suivant à partir
de la fonction de répartition de la loi des excès :
bq(p) =0 = u+ b  log  ne
np
 
le seuil u sera estimé par la statistique d’ordre Xn ne,n et on aura :
bq(p) =0 = Xn ne,n + b  log  nenp  (2.23)
2.4.3 Intervalles de confiance dans le cas   = 0
Intervalle de confiance asymptotique :
Garrido (2002) [Gar02] donne un intervalle de confiance pour cet estimateur. Cet intervalle
de confiance prend en compte l’erreur d’approximation du quantile théorique qth par q =0.
En effet, on suppose que les excès suivent une loi exponentielle. Le théorème de Pickands
étant un résultat asymptotique, cette approximation n’est vraie que pour un très grand
nombre d’excès. L’intervalle de confiance prend aussi en compte l’erreur d’estimation de
q =0 par l’estimateur bq =0 dont la loi asymptotique est donnée dans [dHR93] et [DR84].
Cet intervalle de confiance s’exprime par
IC1 ↵
 
q(p) =0
 
DM
=
 bq =0     1(1 ↵
2
) b  log(ne/np)p
ne
, bq =0 +   1(1 ↵
2
) b  log(ne/np)p
ne
 
2.4.4 Exemple
On utilise le même tirage de données que dans les exemples précédents. On rappelle (cf.
2.3.2.3) qu’il s’agit d’un échantillon de taille N = 360000 généré suivant une loi de Ray-
leigh de paramètre ⇢ = 2. On désire estimer le quantile de niveau p = 1   10 7 dont la
valeur théorique est qth = 11.35. On parcourt une plage de seuils allant de 2 à 8 avec un
pas de 0.1.
On remarque sur la courbe de gauche (figure 2.16) que la valeur théorique est cette fois
approchée par le haut. Elle est contenue dans l’intervalle de confiance (↵ = 0.05) sur une
plage de seuils assez courte. L’estimateur se stabilise pour des valeurs de seuils autour
de 7 comme les estimateurs précédents et l’intervalle de confiance est étroit (courbe de
droite).
On peut dans ce cas aussi trouver des intervalles de confiances aléatoires par rééchantillon-
nage. On fixe le nombre de tirages bootstrap à nboot = 1000 et on obtient un intervalle
de confiance (figure 2.17) dont le comportement et la largeur sont proches de l’intervalle
asymptotique précédent (figure 2.16).
Le tableau 2.2 suivant donne les résultats obtenus pour un seuil fixé à titre d’exemple à
7.
2.5 Cas de données dépendantes
Les outils issus de la théorie des extrêmes présentés jusqu’ici, étaient valables pour des
variables aléatoires indépendantes et identiquement distribuées. Cependant lorsque les
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Figure 2.16 – Intervalle de confiance asymptotique dans le cas Gumbel
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Figure 2.17 – Intervalle de confiance bootstrap dans le cas Gumbel
  b  bq(p) =0 IC q(p) =0 DM IC q(p) =0 boot
0 0.50 11.36 [10.87, 11.86]DM [10.62, 11.63]boot
Table 2.2 – Bilan de l’estimation avec l’estimateur de type Gumbel
données à analyser présentent un caractère important de dépendance, l’étude du com-
portement des valeurs extrêmes est différente et implique la manipulation d’outils sup-
plémentaires que nous allons présenter succinctement.
Certaines séries de données et notamment les mesures GPS, sont dépendantes temporelle-
ment. On parlera de corrélation temporelle. Cette dépendance est due à la récursivité des
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algorithmes d’estimation de la position, présents au sein des récepteurs GNSS. L’étude
de la corrélation temporelle existant au sein des données GPS recueillies sera discutée en
détail au chapitre 4.
La dépendance forte des données implique un comportement particulier des valeurs ex-
trêmes d’un échantillon : ces événements rares ont tendance à apparaître regroupés par
paquets que l’on nommera clusters. Les phénomènes extrêmes peuvent persister sur plu-
sieurs observations consécutives. Si on prend pour exemple des relevés journaliers de
températures, lors d’une période de canicule, on observera des valeurs très élevées de
température pendant plusieurs jours. Ceci formera un cluster.
2.5.1 Condition de mélange et Extremal Index
Il existe une généralisation de l’étude des valeurs extrêmes dans le cas i.i.d. pour le cas des
séries stationnaires. En effet, si les données répondent à la condition de mélange D(un)
(Leadbetter, 1983 [Lea83]), c’est à dire si la dépendance n’est pas trop présente dans le
temps, alors la seule loi limite non dégénérée du maximum (correctement renormalisé)
d’un échantillon stationnaire appartient à la famille paramétrique des lois Generalized
Extreme Value [Lea83]. Toutefois, cette loi limite ne sera pas identique à celle de l’échan-
tillon i.i.d. correspondant (avec la même loi F ) du fait de l’apparition d’un nouveau
paramètre : l’extremal index, noté ✓. ✓ caractérise la dépendance à court terme au sein de
l’échantillon. Il existe plusieurs méthodes pour estimer le paramètre ✓ que l’on trouvera
dans [Bei04], [Col01] ou [EKM97].
2.5.2 Estimation de quantile extrême avec des données dépen-
dantes
Coles [Col01] donne un estimateur de quantile extrême lorsque les observations ne sont
plus distribuées de façon indépendante.
bq(p)INDPOT = Xn k,n + b b 
⇣ ne
p n
. ✓ˆ
⌘b    1  (2.24)
2.6 Conclusion
L’estimation de quantile extrême par la méthodologie issue de la théorie des extrêmes
présentée dans ce chapitre, s’est avérée être très efficace sur des cas théoriques. En par-
ticuliers, nous avons vu que le modèle des observations au dessus d’un seuil, méthode
POT, était plus adapté à notre future étude que la modélisation par blocs pour le modèle
suivant une loi d’extrême généralisée. Concernant les problématiques d’inférence liées au
modèle POT, plusieurs estimateurs ont été testés sur un ensemble de lois théoriques dont
l’une d’entre elle est exposée dans ce chapitre. Les estimateurs des moments et du maxi-
mum de vraisemblance ont présenté les meilleures propriétés et ont donc été retenus pour
l’étude sur les données GPS. Les erreurs de positionnement à observer pour l’analyse qui
sera présentée par la suite, suivent des lois proches de lois théoriques appartenant au
domaine d’attraction de Gumbel. Un estimateur de quantile extrême exprimé pour le cas
où la loi des observations appartient à ce domaine d’attraction a été présenté, et sera lui
aussi retenu pour l’étude sur les données GPS. Enfin, un fort accent a été mis sur les
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intervalles de confiance associés aux différents estimateurs vu jusqu’ici afin d’insister sur
la notion de garantie et de qualité d’estimation, indispensable en statistique.
C H A P I T R E 3
Estimation de quantile extrême par
approximation point selle
Résumé :
Un nouvel estimateur de quantile extrême est étudié dans ce chapitre. Il est construit à
partir d’un théorème que nous démontrons. Ce théorème décrit le comportement de la
décroissance d’une queue de distribution. Nous construisons un estimateur par inversion
de cette approximation. Le théorème sera démontré dans ce chapitre et des simulations
y sont réalisées afin d’évaluer les performances de ce nouvel estimateur. Cette approche
diffère de la théorie des extrêmes dans la façon de caractériser la distribution de la variable
observée. En effet, nous donnons une approximation de type point selle de la transformée
de Laplace (ou fonction génératrice des cumulants) de la variable considérée.
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3.1 Introduction
Le problème inverse d’estimation d’un quantile implique la connaissance de la distribution
de la variable observée. Bien souvent, il n’est pas possible d’en connaître une expression
exacte et on doit employer des méthodes d’estimation statistiques pour en obtenir une
version la plus précise possible. Les niveaux de probabilité très élevés des quantiles pré-
sents dans le modèle d’intégrité auquel on s’intéresse, nous mènent à l’étude des queues
de distribution.
Les méthodes statistiques dédiées à l’étude comportementale des queues de distribution
sont fondées sur des théorèmes asymptotiques. C’est le cas dans la théorie des valeurs
extrêmes avec le théorème de Fisher-Tippet (1928) [FT28] qui est un équivalent du théo-
rème limite central pour la valeur maximale d’un échantillon. Il existe d’autres moyens à
partir de méthodes analytiques pour caractériser les distributions des variables observées
qui s’avèrent être performants pour les parties centrales mais aussi pour les queues de
distribution.
Lorsque la fonction de distribution, ou de manière équivalente la densité de probabilité,
d’une variable aléatoire sont inconnues, on peut utiliser les méthodes d’approximation
point selle introduite dans un cadre statistique par Daniels en 1954 [Dan54]. Cet auteur
considère le problème d’estimation de la densité comme une inversion de sa transformée
de Fourier. Le coût calculatoire de ces méthodes est assez réduit comparé à d’autres mé-
thodes de simulation stochastique comme les méthodes de Monte-Carlo.
L’approximation point selle d’une fonction de répartition a été introduite par Lugannani-
Rice (1980) [LR80]. Les méthodes de type approximation point selle sont comparées dans
cet article au développement d’Edgeworth et montrent de meilleures propriétés l’évalua-
tion des queues de distribution, pour des échantillons de petites tailles.
On propose dans ce chapitre de construire un nouvel estimateur d’un quantile extrême à
partir d’une inversion de l’approximation point selle de la queue d’une distribution. Cette
approximation nécessite que l’on évalue au préalable la transformée de Fenchel-Legendre
de la fonction de répartition. Pour cela, on introduit les fonctions suivantes :
On suppose que l’on travaille sur des variables aléatoires réelles X dont le support des
lois est tel que
9a 2 R / suppL(X)  ]a,+1[ (3.1)
Définition 3.1.1. Soit X une variable aléatoire à valeurs dans R[ {+1}. La fonction
génératrice des cumulants ou cumulant generating function (CGF) est définie par :
⇤(⌧) = logE[e⌧X ] , ⌧ 2 R.
Remarque : lorsque ⌧ est tel que E[e⌧X ] = +1, on pose ⇤(⌧) = +1. De plus, si ⌧ est tel
que ⇤(⌧) < +1 on pose pour r 2 R, ⇤(⌧ + ir) = logE[e(⌧+ir)X ].
Définition 3.1.2. On définit la transformée de Fenchel-Legendre de ⇤ par :
⇤⇤(x) = sup
t
{t x  ⇤(t) ; t 2 R}
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Par analogie avec la méthode POT (Peak Over Threshold), issue de l’étude des valeurs
extrêmes, on introduit un modèle à dépassement de seuil.
Le théorème suivant fournit une approximation de la queue d’une distribution à partir
de ce modèle. La suite du chapitre sera consacrée à la preuve de ce résultat et à des
simulations.
Théorème 3.1.1. Soit X une variable aléatoire à valeur dans R [ {+1} et soit ⇤ la
fonction génératrice des cumulants de X. On suppose que les hypothèses suivantes sont
satisfaites :
(i) X admet une densité de probabilité dans L2(R).
(ii) hypothèse H1 : on suppose que pour ⌧˜ 2]⌧ ; ⌧ + a[ , ⌧ 2 R et a 2 R
⇤00(⌧˜)
⇤00(⌧)
 ! 1 quand ⌧ !1 (3.2)
(iii) hypothèse H2 : pour ⌧ 2 R grand, on suppose que 8r > 0, Re(⇤(3)(⌧ + ir))   0.
(iv) hypothèse H3 : pour R 2 R on suppose que
1
R
log⇤ 00(R)! 0 quand R!1 (3.3)
(v) pour un réel u assez grand, on suppose qu’il existe un ⌧u tel que ⇤0(⌧u) = u.
Alors pour tous u, t > 0 on a
log
P(X > u+ t)
P(X > u) ⇠  ⌧ut quand u!1 (3.4)
On note que ce théorème s’applique aux lois à queue légère appartenant au domaine
d’attraction de Gumbel défini au chapitre 2. On rappelle la définition d’une distribution
à queue légère :
La loi de X est une distribution à queue légère, s’il existe un ✓ > 0 tel que
lim sup
x!+1
P(X > x)
e ✓x
<1 (3.5)
3.2 Preuve, exemple et contre exemple
3.2.1 Preuve du théorème
Soit X une variable aléatoire à valeur dans R de loi FX . On rappelle que l’on suppose dans
les hypothèses du théorème que la loi de X est de support infini et admet une densité de
probabilité dans L2(R).
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On cherche un quantile u tel que P(X > u) = ↵ avec ↵ fixé et u > 0.
Soit ⇤(⌧) = logE[e⌧X ] la fonction génératrice des cumulants associée à X. On suppose
qu’il existe un ⌧ ⇤u tel que :
⇤0(⌧ ⇤u) = u (3.6)
L’existence et l’unicité d’un tel ⌧ ⇤u sont assurés par la convexité de la fonction ⇤(.) [Dan54]
[Dan87]. En effet, on peut montrer que la transformée de Laplace a pour propriété d’être
log convexe [BN78].
Comme dans la méthodologie POT présentée au chapitre 2, on cherche une expression
du quotient P(X>u+t)P(X>u) .
P(X > u) =
Z
{x>u}
dFX(x) =
Z
{x>u}
exp(⌧ ⇤ux  ⌧ ⇤ux+ ⇤ (⌧ ⇤u)  ⇤(⌧ ⇤u))dFX(x)
On effectue le changement de mesure de probabilité suivant :
dF⌧⇤u(x) = exp(⌧
⇤
ux  ⇤(⌧ ⇤u))dFX(x)
On a alors en réinjectant dans l’expression de P(X > u) précédente :
P(X > u) = exp
 
⇤(⌧ ⇤u)
  Z
{x>u}
exp( ⌧ ⇤ux)dF⌧⇤u(x)
= exp
 
⇤(⌧ ⇤u)
  Z
{u>0}
exp( ⌧ ⇤u(u+ t))dG(t)
où G est la loi de la variable aléatoire recentrée Y⌧⇤u = X⌧⇤u   u.
P(X > u) = exp(⇤ (⌧ ⇤u)  ⌧ ⇤uu)
Z
{t>0}
exp( ⌧ ⇤ut)dG(t)
En résumé, si on pose ⇤⇤(u) = sup⌧{u⌧  ⇤(⌧)} alors ⇤⇤(u) = u⌧ ⇤u  ⇤(⌧ ⇤u) car la dérivée
par rapport à ⌧ ⇤u est nulle en utilisant l’équation (3.6). On a :
P(X > u) = exp( ⇤⇤(u))E
h
1I[Y⌧⇤u>0] exp( Y⌧⇤u⌧ ⇤u)
i
(3.7)
où Y⌧⇤u = X⌧⇤u   u (recentrage de la loi comme précédemment).
On doit donc étudier le comportement de la partie exponentielle puis de l’espérance.
En effectuant les mêmes étapes menant à l’expression (3.7), on a pour P(X > u+ t) :
P(X > u+ t) = exp( ⇤⇤(u+ t))E
h
1I[Y⌧⇤u+t>0] exp( Y⌧⇤u+t⌧
⇤
u+t)
i
(3.8)
Le quotient vaut alors,
P(X > u+ t)
P(X > u) = exp
   (⇤⇤(u+ t)  ⇤⇤(u))  E
h
1I[Y⌧⇤u+t>0] exp( Y⌧⇤u+t⌧
⇤
u+t)
i
E
h
1I[Y⌧⇤t >0] exp( Y⌧⇤t ⌧
⇤
t )
i (3.9)
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Afin de démontrer le Théorème 3.1.1, on s’intéresse au log du rapport P(X>u+t)P(X>u) , et on va
étudier le comportement de chacun des termes de l’égalité de droite dans (3.9).
log
P(X > u+ t)
P(X > u) =  (⇤
⇤(u+ t)  ⇤⇤(u)) + log
E
h
1I[Y⌧⇤u+t>0] exp( Y⌧⇤u+t⌧
⇤
u+t)
i
E
h
1I[Y⌧⇤u>0] exp( Y⌧⇤u⌧ ⇤u)
i (3.10)
En utilisant les deux lemmes suivants et l’expression (3.10), on retrouve l’approximation
du Théorème 3.1.1. On donne une preuve pour ces deux lemmes.
Lemme 3.2.1.
⇤⇤(u+ t)  ⇤⇤(u) ⇠ ⌧ ⇤u t quand u!1. (3.11)
Lemme 3.2.2.
log
E
h
1I[Y⌧⇤u+t>0] exp( Y⌧⇤u+t⌧
⇤
u+t)
i
E
h
1I[Y⌧⇤u>0] exp( Y⌧⇤u⌧ ⇤u)
i = o(⌧ ⇤u) (3.12)
On donne une preuve pour chacun de ces lemmes.
Preuve du Lemme 3.2.1. On cherche à connaître ⇤⇤(u + t)   ⇤⇤(u). Le Théorème des
accroissements finis donne
⇤⇤(u+ t)  ⇤⇤(u) = ( ⇤⇤n)0(u˜)t , pour u˜ 2]u; u+ t[ et t fixé.
Or d’après la proposition B.2.4 (p.173) dans [Pha07], la transformée de Fenchel-Legendre
a la propriété suivante :  
⇤⇤
 0
(x) =
 
⇤0
  1
(x) , 8x 2 R.
Donc
⇤⇤(u+ t)  ⇤⇤(u) = ( ⇤0) 1(u˜)t. (3.13)
Montrons que (⇤0) 1(u˜)t ⇠ ⌧ ⇤ut lorsque u!1.
D’après l’équation point selle définie dans le Théorème (3.1.1), on a
(⇤0) 1(u˜) = ⌧ ⇤u˜ (3.14)
or u˜ 2]u; u+ t[ donc
u < u˜ < u+ t
1 <
u˜
u
<
t
u
+ 1
le quotient u˜/u tend alors vers 1 quand u tend vers l’infini. Donc u˜/u = 1 + o(u), d’où
u˜ ⇠ u lorsque u ! 1. On a (⇤0) 1(u˜) = ⌧ ⇤u˜ , or on a montré que u˜ ⇠ u quand u ! 1.
(⇤0) 1 étant continue, il existe un " > 0 tel que ⌧ ⇤u˜ = ⌧ ⇤u + ". D’où ⌧ ⇤u˜/⌧ ⇤u = 1 + o(⌧ ⇤u) et
donc ⌧ ⇤u˜ ⇠ ⌧ ⇤u quand u!1.
Finalement, on a montré que ⇤⇤(u+ t)  ⇤⇤(u) ⇠ ⌧ ⇤u t quand u!1.
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Preuve du lemme 3.2.2. On s’intéresse pour l’instant au dénominateur du quotient des
espérances. On effectue le recentrage et la renormalisation suivants :
E
h
1I[Z⌧⇤u>0] exp
⇣p
⇤00(⌧ ⇤u)
 
  X⌧⇤u   up
⇤00(⌧ ⇤u)
!
⌧ ⇤u
⌘i
(3.15)
où Z⌧⇤u est la variable aléatoire recentrée et renormalisée telle que :
Z⌧⇤u =
X⌧⇤u   up
⇤00(⌧ ⇤u)
(3.16)
On remarque que la fonction ⇤00(⌧ ⇤u), dérivée seconde de la fonction génératrice des cu-
mulants, est une variance.
On veut montrer que Z⌧⇤u tend vers une variable aléatoire gaussienne centrée réduite.
Ainsi, il restera à contrôler le terme ⌧ ⇤u
p
⇤00(⌧ ⇤u) dans l’expression de l’espérance. On
cherche tout d’abord à calculer la log Laplace de Z⌧⇤u .
On calcule la log Laplace de Z⌧⇤u . Tout d’abord, la transformée de Laplace de la variable
Z⌧⇤u s’exprime par :
E
⇥
exp(Z⌧⇤u . ⇠)
⇤
= E
⇥
exp(⇠ .
X⌧⇤u   up
⇤00(⌧ ⇤u)
)
⇤
(3.17)
= exp(  u . ⇠p
⇤00(⌧ ⇤u)
) .E
⇥
exp(X⌧⇤u
⇠p
⇤00(⌧ ⇤u)
)
⇤
(3.18)
or l’espérance restante peut s’écrire :
E
⇥
exp(X⌧⇤u
⇠p
⇤00(⌧ ⇤u)
)
⇤
=
Z
R
exp(
x . ⇠p
⇤00(⌧ ⇤u)
) exp(⌧ ⇤ux  ⇤(⌧ ⇤u))dFX(x) (3.19)
= exp( ⇤(⌧ ⇤u)) exp(⇤(
⇠p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u)) (3.20)
En revenant à l’équation (3.17), et en passant au logarithme on obtient :
logE
⇥
exp(Z⌧⇤u . ⇠)
⇤
=   u . ⇠p
⇤00(⌧ ⇤u)
  ⇤(⌧ ⇤u) + ⇤ (
⇠p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) (3.21)
On fait maintenant un développement limité à l’ordre 2 de l’accroissement ⇤( ⇠p
⇤00(⌧⇤u)
+⌧ ⇤u)
⇤(
⇠p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) = ⇤ (⌧
⇤
u) + ⇤
0(⌧ ⇤u)
⇠p
⇤00(⌧ ⇤u)
+ ⇤00(⌘u)
⇠2
2⇤00(⌧ ⇤u)
+ o(
⇠2
⇤00(⌧ ⇤u)
) (3.22)
où ⌘u 2]⌧ ⇤u , ⌧ ⇤u + ⇠p⇤00n(⌧⇤u) [.
Donc, ⇤(
⇠p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) ⇠ ⇤(⌧ ⇤u) + ⇤0(⌧ ⇤u)
⇠p
⇤00(⌧ ⇤u)
+ ⇤00(⌘u)
⇠2
2⇤00(⌧ ⇤u)
(3.23)
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D’après l’hypothèse de départ (équation point selle) selon laquelle il existe un ⌧ ⇤u tel
que ⇤0(⌧ ⇤u) = u, on a
⇤(
⇠p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) ⇠ ⇤(⌧ ⇤u) +
u ⇠p
⇤00(⌧ ⇤u)
+ ⇤00(⌘u)
⇠2
2⇤00(⌧ ⇤u)
(3.24)
On revient à l’expression de la fonction log Laplace et il reste
logE
⇥
exp(Z⌧⇤u . ⇠)
⇤
=
⇤00(⌘u)
⇤00(⌧ ⇤u)
.
⇠2
2
(3.25)
Grâce à l’hypothèse (H1) émise dans l’énoncé du théorème, on a la limite suivante :
⇤00n(⌘u)
⇤00n(⌧ ⇤u)
 ! 1 quand ⌧ ⇤u !1 (3.26)
Donc logE
⇥
exp(Z⌧⇤u . ⇠)
⇤ ! ⇠22 , c’est-à-dire que la variable Z⌧⇤u tend bien vers une gaus-
sienne centrée réduite.
On revient à l’espérance (3.15) qui nous intéresse :
E
h
1I[Z⌧⇤u>0] exp
⇣
  Z⌧⇤u ⌧ ⇤u
p
⇤00(⌧ ⇤u)
⌘i
(3.27)
On note ↵u =
p
⇤00(⌧ ⇤u) ⌧
⇤
u . Soit fZ la densité de probabilité de la variable aléatoire Z⌧⇤u .
On rappelle que l’on suppose que fZ 2 L2(R).
E
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
=
Z +1
 1
exp( ↵uZ⌧⇤u)fZ dFZ⌧⇤u
=
1
↵u
Z +1
 1
↵u exp( ↵uZ⌧⇤u)fZ dFZ⌧⇤u
On a fait apparaître un produit d’une densité de loi exponentielle E(↵u) et de la densité
fZ . Le Théorème de Parseval permet d’écrire
E
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
=
1
2⇡
Z +1
 1
1
↵u   i! 'Z(!)d!
=
1
2⇡↵u
Z +1
 1
1
1  i!/↵u 'Z(!)d!
où 'Z(!) est la fonction caractéristique de la variable Z⌧⇤u définie par (3.16) et 1/(↵u i!)
est la fonction caractéristique de la loi exponentielle de paramètre ↵u. On calcule 'Z(!)
définie pour tout ! 2 R par :
'Z(!) = E[exp(Z⌧⇤u i!)]
= E
h
exp(
X⌧⇤u   up
⇤00(⌧ ⇤u)
i!)
i
= exp(
 up
⇤00(⌧ ⇤u)
i!)E
h
X⌧⇤u
i!p
⇤00(⌧ ⇤u)
i
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or E
h
X⌧⇤u
i!p
⇤00(⌧⇤u)
i
peut s’écrire
E
h
X⌧⇤u
i!p
⇤00(⌧ ⇤u)
i
=
Z
R
exp(
x i!p
⇤00(⌧ ⇤u)
) exp(⌧ ⇤ux  ⇤(⌧ ⇤u)) dFX(x)
=
Z
R
exp
⇣
x(
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u)
⌘
exp( ⇤(⌧ ⇤u)) dFX(x)
= exp( ⇤(⌧ ⇤u)) exp
⇣
⇤(
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u)
⌘
En revenant à 'Z(!) on a :
'Z(!) = exp
⇣  up
⇤00(⌧ ⇤u)
i!
⌘
exp
⇣
  ⇤(⌧ ⇤u) + ⇤ (
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u)
⌘
(3.28)
On fait un développement limité avec reste intégral, à l’ordre 2, de l’accroissement
( i!p
⇤00(⌧⇤u)
+ ⌧ ⇤u). On va chercher à obtenir un résultat d’uniformité sur le reste. Ce dé-
veloppement s’écrit :
⇤(
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) = ⇤ (⌧
⇤
u) + ⇤
0(⌧ ⇤u)
i!p
⇤00(⌧ ⇤u)
  ⇤00(⌧ ⇤u)
!2
2⇤00(⌧ ⇤u)
+R(
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u)
où le reste intégral R( i!p
⇤00(⌧⇤u)
+ ⌧ ⇤u) s’exprime par
R(
i!p
⇤00(⌧ ⇤u)
+ ⌧ ⇤u) =
Z ⌧⇤u+ i!p⇤00(⌧⇤u)
⌧⇤u
(⌧ ⇤u +
i!p
⇤00(⌧⇤u)
  t)2
2
⇤(3)(t)dt
On réécrit cette intégrale en t = ⌧ ⇤u + i✓, ✓ > 0.Z !p
⇤00(⌧⇤u)
0
(
!p
⇤00(⌧ ⇤u)
  i✓)2⇤(3)(⌧ ⇤u + i✓)d✓ =  
Z !p
⇤00(⌧⇤u)
0
(
!p
⇤00(⌧ ⇤u)
  ✓)2⇤(3)(⌧ ⇤u + i✓)d✓
=  
Z !p
⇤00(⌧⇤u)
0
⇠2⇤(3)(⌧ ⇤u + i(
!p
⇤00(⌧ ⇤u)
  ⇠))d⇠
avec le changement de variable ⇠ = !p
⇤00(⌧⇤u)
  ✓. En revenant à l’expression de la fonction
caractéristique (3.28) et en considérant l’hypothèse initiale selon laquelle il existe un ⌧ ⇤u
tel que ⇤0(⌧ ⇤u) = u on obtient :
'Z(!) = exp
⇣  up
⇤00(⌧ ⇤u)
i!
⌘
exp
⇣  up
⇤00(⌧ ⇤u)
i! !
2
2
 
Z !p
⇤00(⌧⇤u)
0
⇠2⇤(3)(⌧ ⇤u+i(
!p
⇤00(⌧ ⇤u)
 ⇠))d⇠
⌘
En regroupant les exponentielles et en passant au module, on a
|'Z(!)|  | exp
⇣
  !
2
2
 
Z !p
⇤00(⌧⇤u)
0
⇠2Re(⇤(3)(⌧ ⇤u + i(
!p
⇤00(⌧ ⇤u)
  ⇠)))d⇠
⌘
|
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On rappelle l’hypothèse H2 :
pour ⌧ 2 R grand, on suppose que 8r > 0, Re(⇤(3)(⌧ + ir))   0.
En utilisant cette hypothèse dans l’inégalité précédente, on a pour ⌧ ⇤u grand,
|'Z(!)|  exp( !
2
2
) 8!.
Le membre de droite est intégrable et ne dépent pas de u. On avait avec le Théorème de
Parseval,
E
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
=
1
2⇡↵u
Z +1
 1
1
1  i!/↵u'Z(!)d! (3.29)
En appliquant le théorème de convergence dominé on a :
lim
u!1
E
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
= lim
u!1
1
2⇡↵u
Z +1
 1
1
1  i!/↵u'Z(!)d!
=
1
2⇡↵u
Z +1
 1
1 lim
u!1
'Z(!)d!
=
1
2⇡↵u
Z +1
 1
exp( !
2
2
)d! =
1
2⇡↵u
.
p
2⇡ =
1p
2⇡↵u
d’où en passant au log,
logE
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
 ! log(1/p2⇡↵u) , quand u!1. (3.30)
On cherche à montrer que l’espérance considérée est un o(⌧ ⇤u). On regarde donc la limite
du quotient suivant :
1
⌧ ⇤u
logE
h
1I[Z⌧⇤u>0] exp
⇣
  ↵u Z⌧⇤u
⌘i
log(1/
p
2⇡↵u)
=
1
⌧ ⇤u
logE
h
1I[Z⌧⇤u>0] exp
⇣
 p⇤00(⌧ ⇤u) ⌧ ⇤u Z⌧⇤u⌘i
log(1/
p
2⇡↵u)
(3.31)
A-t-on lim
u!1
1
⌧ ⇤u
logE
h
1I[Z⌧⇤u>0] exp
⇣
 p⇤00(⌧ ⇤u) ⌧ ⇤u Z⌧⇤u⌘i
log(1/
p
2⇡↵u)
= 0 ? (3.32)
Oui si lim
u!1
1
⌧ ⇤u
log(
p
⇤00(⌧ ⇤u) ⌧
⇤
u) = 0 (3.33)
L’hypothèse (H3) selon laquelle pour R 2 R on suppose que 1R log⇤ 00(R) ! 0 quand
R ! 1, permet de conclure. Cette hypothèse n’est pas trop restrictive de par la pré-
sence du log. Cependant il est nécessaire de la prendre en compte car certaines lois peuvent
ne pas la satisfaire. Un exemple particulier sera donné à la fin de cette partie.
Ainsi, on a montré que
logE
h
1I[Y⌧⇤u>0] exp( Y⌧⇤u⌧ ⇤u)
i
= o(⌧ ⇤u) (3.34)
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Un calcul analogue permet d’obtenir le même résultat pour l’espérance du numérateur,
à t fixé et ainsi obtenir l’approximation du Lemme 3.2.2 :
log
E
h
1I[Y⌧⇤u+t>0] exp( Y⌧⇤u+t⌧
⇤
u+t)
i
E
h
1I[Y⌧⇤u>0] exp( Y⌧⇤u⌧ ⇤u)
i = o(⌧ ⇤u) (3.35)
3.2.2 Contre exemple pour l’hypothèse (H3)
On donne ici un contre exemple à l’hypothèse (H3).
SoitW une variable aléatoire suivant une loi de Poisson de paramètre 1 et soit N1, · · · , Nj
une suite de variables aléatoires indépendantes et identiquement distribuées suivant une
loi de Poisson de paramètre 1. On suppose que W est indépendante de la suite (Nj). Soit
N la variable aléatoire définie par
N =
WX
i=1
Ni (3.36)
Sa transformée de Laplace est donnée par
⇤N(t) = exp(exp(t)  1)  1 , t 2 R. (3.37)
En effet,
E[exp(tW )] = E[exp(t
WX
i=1
Ni)]
= E{E[exp(t
WX
i=1
Ni)/W ]}
de plus,
E[exp(t
WX
i=1
Ni)/W ] = E[exp(tN1)]W
= (exp(et   1))W
donc,
E[exp(tW )] = E[exp(W (et   1))]
=
X
k 0
exp[k(et   1)]e
 1
k!
= e 1 exp(exp(et   1))
En passant au log on trouve l’expression :
⇤N(t) = exp(exp(t)  1)  1 (3.38)
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On a ensuite,
⇤0N(t) = exp(t) exp(exp(t)  1)
⇤00N(t) = (exp(t) + exp(2t)) exp(exp(t)  1)
Si on regarde la limite de 1t log⇤
00
N(t), on a pas la limite supposée dans l’hypothèse (H3) :
1
R log⇤
00(R)! 0 quand R!1.
3.2.3 Exemple du cas gaussien
Dans le cas gaussien les hypothèses sont vérifiées. Soit X et X⇤ deux variables aléatoires
réelles distribuées respectivement suivant FX ⇠ N(0, 1) et FX⇤ ⇠ N(u, 1). on s’intéresse
au rapport P(X>u+t)P(X>u) . Premièrement, on a
P(X > u) =
Z
{x>u}
dFX(x)
=
Z
{x>u}
exp(tx  t
2
2
) exp( tx+ t
2
2
)dFX(x)
=
Z +1
0
exp( tx+ t
2
2
)dFX⇤(x)
=
Z +1
0
exp( tx+ t
2
2
)dFX⇤(x)
= exp(
t2
2
)
Z +1
0
exp( tx)dFX⇤(x) , on pose t = x  u,
P(X > u) = exp(t
2
2
)
Z +1
0
exp( t(u+ t))dFX(x)
= exp( t
2
2
)
Z +1
0
exp( tu)dFX(x)
On fait le même calcul pour P(X > u+ t) et on obtient le rapport suivant :
P(X > u+ t)
P(X > u) = exp( 
1
2
(t+ u)2   u
2
2
)
R +1
0 exp( t(u+ t))dFX(x)R +1
0 exp( tu)dFX(x)
(3.39)
et ainsi,
log
P(X > u+ t)
P(X > u) = ( 
1
2
(t+ u)2   u
2
2
) + log
R +1
0 exp( t(u+ t))dFX(x)R +1
0 exp( tu)dFX(x)
(3.40)
Pout t fixé, on a bien l’approximation
( 1
2
(t+ u)2   u
2
2
) ⇠  ut, quand u  !1 (3.41)
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car ( 12(t+u)2  u
2
2 ) =  12t2 ut et en divisant par ut on a bien une limite qui vaut  1.
Reste à montrer que le log du quotient des espérances tend vers 0, ou que le quotient des
espérances tend vers 1.
E1 =
Z +1
0
exp( t(u+ t))dFX(x)
= exp( t2)
Z +1
0
exp( tu)exp( u
2/2)p
2⇡
du
On souhaite se ramener à une seule gaussienne :
E1 = exp( t2)
Z +1
0
1p
2⇡
exp( 1
2
(u+ t)2) exp(
1
2
t2)du
Soit V ⇠ N(0, 1) telle que v = u+ t. On a
E1 = exp( t
2
2
)P(v > t) (3.42)
De même,
E2 =
Z +1
0
exp( tu)exp( u
2/2)p
2⇡
du
= exp(
t2
2
)P(v > t)
log E1E2 =  t2 à t fixé, ne dépend pas de u et apparaît comme borné en terme de u. Dans
le cas gaussien, on a
⇤(x) =
x2
2
et ⇤0(x) = u
Donc avec l’équation point selle, on a ⌧ ⇤u = u. On cherche à montrer que le log du
quotient des espérance est un o(⌧ ⇤u) ou de manière équivalente un o(u). Grâce aux résultats
précédents, on a bien
log(E1/E2)
u
! 0, quand u!1. (3.43)
Ainsi, l’approximation donnée par le Théorème 3.1.1 est vérifiée dans le cas gaussien.
3.3 Construction de l’estimateur d’un point de vue sta-
tistique
On construit un estimateur empirique d’un quantile à partir du Théorème 3.1.1 .
log
P(X > u+ t)
P(X > u) ⇠  ⌧
⇤
u . t lorsque u! +1 et t fixé.
On cherche un T↵ (valant u+ t) tel que P(X > T↵) = ↵.
On a :
log↵ =  ⌧ ⇤u(T↵   u) + logP(X > u)
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On choisit d’estimer P(X > u) par la loi empirique, comme dans l’approche POT, et on
va travailler sur les statistiques d’ordre associées à l’échantillon de taille n.
On rappelle que l’on note X1,n, · · · , Xn,n les statistiques d’ordre associées à l’échantillon
X1, · · · , Xn. C’est-à-dire que l’on classe X1, · · · , Xn par ordre croissant de sorte que :
X1,n  X2,n  · · ·  Xn,n
La k-ième plus grande valeur de l’échantillon est notée Xn k,n.
Soit u = Xj,n pour j > J0, un entier à déterminer. On a alors
log↵ =  ⌧ ⇤Xj,n(T↵  Xj,n) + log(1 
j
n
)
On peut voir cette équation comme un modèle de régression où T↵ serait le régresseur :
 (log↵  log(1  j
n
)) + ⌧ ⇤Xj,nXj,n = ⌧
⇤
Xj,nT↵
L’estimateur des moindres carrés bT↵ de T↵ s’écrit alors :
bT↵ = Pn 1j=J0 ⌧ ⇤Xj,n⇥⌧ ⇤Xj,n .Xj,n + log(1  1n)  log↵⇤Pn 1
j=J0
(⌧ ⇤Xj,n)
2
(3.44)
Le paramètre ⌧ ⇤Xj,n (ou u) permet de faire le bon changement de loi de la section précé-
dente, cependant il est inconnu. On le détermine de façon empirique.
on a ⇤0(⌧ ⇤Xj,n) = Xj,n J0 < j < n  1 (3.45)
avec J0 rang de statistique d’ordre correspondant à une valeur seuil à déterminer. On
utilise la version empirique de la fonction génératrice des cumulants :
b⇤n(⌧) = log 1
n
nX
i=1
exp(⌧Xj,n) (3.46)
Remarque :
1) résoudre l’équation (3.45) revient à maximiser la fonction
sup
⌧
⇣
⌧Xj,n   log 1
n
nX
i=1
exp(⌧Xj,n)
⌘
(3.47)
2) la fonction ⇤0 est croissante.
On veut résoudre l’équation ⇤0(⌧ ⇤Xj,n)   Xj,n = 0. On utilise la méthode de Newton-
Raphson pour sa résolution numérique. A partir de la version empirique ⇤n de ⇤, on
exprime ⇤0n et ⇤00n :
b⇤0n(⌧) = Pn 1i=1 Xi,n exp(⌧Xi,n)Pn 1
i=1 exp(⌧Xi,n)
(3.48)
b⇤00n(⌧) = Pn 1i=1 X2i exp(⌧Xi,n)Pn 1
i=1 exp(⌧Xi,n)
  (b⇤0n(⌧))2 (3.49)
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3.4 Simulations et résultats
On désire évaluer les performances de l’estimateur construit dans la section précédente.
Pour cela, on décide d’estimer des quantiles dont les valeurs sont connues pour plusieurs
niveaux de probabilité que l’on fixe à p = 1  10 3, p = 1  10 5 et p = 1  10 7.
On s’intéresse dans un premier temps à une loi normale centrée réduite pour laquelle on
connaît les fonctions ⇤(⌧), ⇤0(⌧) et ⇤00(⌧). En effet, dans ce cas, ⇤(⌧) = ⌧ 2/2, ⇤0(⌧) = ⌧
et ⇤00(⌧) = 1. On génère un échantillon de 10 000 points selon une N (0, 1).
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Figure 3.1 – Estimation des fonctions ⇤, ⇤0 et ⇤00
La figure 3.1 montre que les estimations sont bonnes dans les parties centrales mais pas
sur les bords. La mauvaise estimation sur les bords est plus flagrante sur des échantillons
de plus petite taille.
On applique un algorithme de Newton-Raphson pour déterminer le ⌧ ⇤t solution de l’équa-
tion point selle pour chaque Xj,n. La figure 3.2 montre les fonctions b⇤n(⌧ ⇤t ), b⇤0n(⌧ ⇤t ) etb⇤00n(⌧ ⇤t ) estimées avec les ⌧ ⇤t obtenus numériquement. On observe que la sensibilité aux
bords s’est accentuée, et que la fonction ⇤00(⌧ ⇤t ) n’est pas bien estimée.
Une fois la suite des ⌧ ⇤t calculée, on peut alors estimer le quantile T↵. Au vu des résultats
des estimations de ⇤, ⇤0 et ⇤00, il apparaît raisonnable de conserver uniquement les valeurs
centrales des ⌧ ⇤t . Cependant, afin d’observer le comportement global de l’estimateur, on
évalue T↵ pour une suite d’entiers J0 balayant la quasi totalité de l’échantillon. J0 cor-
respond à un rang de statistique d’ordre pour laquelle on a une proportion p de valeurs
au-dessus de XJ0,n. On balaye une plage de proportions allant de 0.1 à 0.95 avec un pas
de 0.5, correspondant à autant de valeurs de J0. Les valeurs théoriques des quantiles de
niveaux p = 1  10 3, p = 1  10 5 et p = 1  10 7 sont respectivement 3.09, 4.26 et 5.19
pour une loi gaussienne centrée réduite.
Pour les trois estimations représentées sur la figure 3.3, on observe le même phénomène.
L’estimation n’est pas bonne lorsqu’il y a soit, trop d’observations au dessus de J0, soit
pas assez. Contrairement à la méthode POT où l’on doit trouver un seuil assez grand
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Figure 3.2 – Estimation des fonctions ⇤n, ⇤0n et ⇤00n avec les ⌧ ⇤t
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Figure 3.3 – Estimation pour une loi N (0, 1)
pour satisfaire les conditions asymptotiques du modèle, il semble ici que les proportions
correspondant aux seuils pour lesquels l’estimation est la meilleure se situent autour de
la médiane de l’échantillon.
On évalue maintenant l’estimateur sur un échantillon distribué suivant une loi de Ray-
leigh de paramètre ⇢ = 2 pour les trois niveaux de probabilité précédents (figure 3.4). Les
valeurs théoriques des quantiles à estimer sont respectivement 7.43, 9.59 et 11.35.
Quel que soit le niveau de probabilité testé, l’estimateur présente le même comportement
que pour une loi symétrique.
Le tableau (3.1) regroupe les résultats obtenus pour trois tirages de 10 000 observations
distribuées selon trois lois paramétriques : la loi normale centrée réduite, la loi exponen-
tielle de paramètre   = 1, et la loi de Rayleigh de paramètre ⇢ = 2. On a déterminé
visuellement la proportion adéquate menant à une estimation correcte.
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Figure 3.4 – Estimation pour une loi de Rayleigh de paramètre ⇢ = 2
Niveaux de probabilité N (0, 1) E(1) R(2)
p = 1  10 3 qth = 6.90 ; bT = 7.00 qth = 3.09 ; bT = 3.11 qth = 7.43 ; bT = 7.32
p = 1  10 5 qth = 11.31 ; bT = 11.35 qth = 4.26 ; bT = 4.21 qth = 9.60 ; bT = 9.70
p = 1  10 7 qth = 15.87 ; bT = 15.82 qth = 5.19 ; bT = 5.13 qth = 11.35 ; bT = 11.52
Table 3.1 – Récapitulatif de l’estimateur bT↵
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Figure 3.5 – Estimation du quantile de niveau p = 1  0.3, p = 1  0.1 et p = 1  0.05
Malgré l’instabilité de l’estimateur observée sur les figures précédentes et la mauvaise
estimation de la fonction ⇤00, le tableau (3.1) montre des résultats tout à fait satisfai-
sants pour les trois lois testées. Cependant lorsque l’on regarde les niveaux de probabilité
(moins élevés) p = 1  0.3, p = 1  0.1 et p = 1  0.05, on remarque que les estimations
sont plus éloignées des valeurs théoriques. En effet, comme le montre la figure (3.5), où
est illustré le cas de la loi N(0,1), on surestime la valeur théorique du quantile pour tous
les J0. On a pu observer cela sur les autres lois et pour des niveaux de probabilité encore
plus faibles. Le modèle est bon uniquement dans les queues de distributions.
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3.5 Conclusion
Nous avons formulé une approximation de la queue d’une distribution à partir de mé-
thodes issues de techniques d’analyse asymptotique. D’un point de vue général, la mé-
thode du point selle présente de bonnes propriétés d’approximation et de complexité
calculatoire. Cependant, pour être utilisé dans le modèle d’intégrité de cette étude, l’es-
timateur construit dans ce chapitre ne paraît pas suffisamment stable et il nécessite une
étape de seuillage pour estimer le quantile recherché.
On peut imaginer une procédure de choix de seuil identique à celle qui est présentée dans
le dernier chapitre pour la loi des extrêmes. Cet algorithme détecte automatiquement
des plages de stabilité au sein des estimateurs qui sont fonctions d’un certain seuil. Un
seuil optimal est ensuite calculé selon un critère d’optimisation où sont comparées la loi
empirique des observations et la loi estimée par le modèle. Cette comparaison se fait à des
niveaux de probabilité pour lesquels le modèle empirique et le modèle d’extrême sont ef-
ficaces. Les dernières simulations présentées dans ce chapitre ont montré que l’estimateur
construit par approximation point selle n’était bon que dans les queues de distribution.
On ne peut donc pas appliquer le même heuristique que la procédure des modèles d’ex-
trêmes.
Bien que peu coûteux pour les logiciels de simulation, l’algorithme de Newton-Raphson
utilisé pour la résolution numérique de l’équation du point selle, peut s’avérer être mal
adapté au traitement de très grands échantillons auxquels la société HELILEO est confron-
tée. De plus, il se peut que cette solution de résolution numérique ne fournisse pas de
solution explicite au problème et mène donc à un échec de la procédure d’estimation.
Pour ces raisons, nous avons privilégié l’estimation de quantile extrême par la méthode
POT, présentée dans le chapitre 2.
C H A P I T R E 4
Théorème d’indépendance
asymptotique
Résumé : Les données de positionnement GPS auxquelles on s’intéresse dans cette étude
présentent un fort caractère de dépendance temporelle. Cette dépendance temporelle
est principalement due à la récursivité des algorithmes d’estimation de la position qui
sont implémentés au sein des récepteurs. Les outils statistiques d’estimation de quantiles
extrêmes présentés dans les chapitres précédents sont valables pour des variables aléatoires
indépendantes et identiquement distribuées ou présentant une faible dépendance. Nous
voulons casser la structure de dépendance temporelle existant au sein des données GPS en
appliquant une permutation aléatoire sur les indices temporels de l’échantillon observé. On
donne dans ce chapitre une justification théorique de cet heuristique ainsi qu’un théorème
d’indépendance asymptotique atteinte après permutation. L’énoncé de ce théorème ainsi
que sa preuve y sont donnés.
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4.1 Introduction : dépendance au sein des données GPS
La première manifestation de dépendance temporelle peut être observée sur les nuages
de points enregistrés par certains récepteurs. En effet on note sur la figure (4.1) suivante
la présence de ’bras’ en périphérie du nuage. Ce phénomène est typique de la forte cor-
rélation temporelle présente au sein des données en sortie de récepteur. Ces écarts sont
dus à la récursivité de l’algorithme d’estimation de la position implémenté dans les récep-
teurs GPS. A un instant donné, si le récepteur mesure une position éloignée du centre du
nuage de points, il faudra attendre quelques secondes (la fréquence d’enregistrement la
plus courante est de 1Hz) pour que le récepteur se recentre sur la partie la plus concentrée
du nuage.
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Figure 4.1 – Nuages de points caractéristiques
Lorsqu’on observe des enregistrements de taille importante sur une antenne fixe, on peut
être confronté à la présence de cycles au sein des données. En effet, la période de révo-
lution de la constellation de satellites GPS est de 12 heures. Sur des enregistrements de
plus de 12 heures, on voit alors apparaître une redondance d’information apportée par le
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passage successif des mêmes satellites.
Cependant, l’analyse des erreurs de positionnement (horizontale et verticale) ainsi que des
Protection Levels, provenant d’enregistrements statiques de tailles importantes, révèle la
présence de cycles de 24h au sein des données. En effet, l’estimation du périodogramme
des différentes séries nous a permis de trouver des cycles d’une durée de 86785 secondes,
soit 24,1 heures (figure 4.2). Ces cycles peuvent aussi être vus sur le corrélogramme des
séries comme le montre la figure 4.3 .
Figure 4.2 – Présence de cycles dans VPE et VPL
Figure 4.3 – Fonction d’autocorrélation de l’erreur verticale
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L’objectif de la suite de ce chapitre est de montrer que l’on peut briser cette struc-
ture de dépendance présente au sein des données à l’aide d’une permutation aléatoire
sur les indices temporels des processus considérés. Une justification théorique de cet heu-
ristique est établie dans les paragraphes qui suivent. Cette preuve nécessite l’utilisation
de la fonction caractéristique d’une variable aléatoire, dont on rappelle la définition et
certaines propriétés.
4.2 Rappels sur les fonctions caractéristiques et leurs
propriétés
Définition : On appelle fonction caractéristique d’une variable aléatoire réelle X, la
fonction  X de R dans C définie par :
 X(u) = E[eiuX ] =
Z
R
eiuxfX(dx) (4.1)
où fX est la loi de probabilité de la variable aléatoire X. La fonction caractéristique de X
ne dépend que de la loi de X. On notera qu’elle correspond à la transformée de Fourier
de cette loi.
La transformée de Fourier s’étend au cas multidimensionnel. Si on s’intéresse à des va-
riables aléatoires vectorielles, c’est-à-dire si X est une variable aléatoire à valeur dans Rd,
sa fonction caractéristique est la fonction de Rd dans C définie par :
 X(u) = E[ei<u,X>] =
Z
R
ei<u,x>fX(dx) (4.2)
pour tout u = (u1, · · · , ud) 2 Rd, où < u, x >=
Pd
i=1 uixi est le produit scalaire usuel sur
Rd.
Propriété : caractérisation de l’indépendance. Une famille X1, · · · , Xd de variables
aléatoires réelles est indépendante si, et seulement si, pour tout u = (u1, · · · , ud) 2 Rd :
 (X1,··· ,Xd)(u1, · · · , ud) =
dY
j=1
 Xj(uj). (4.3)
4.3 Condition de mélange et énoncé du théorème
Condition de mélange (H) :
Soit (Xt)t2Z un processus strictement stationnaire et centré, vérifiant la condition de mé-
lange suivante :
Pour r   2 fixé et (tN1 ), (tN2 ), · · · , (tNr ) 2 Z avec
lim
N!1
|tNi   tNj | = +1 , i 6= j, i = 1 · · · r, j = 1 · · · r
Alors,
lim
N!1
E

exp
⇣
i(u1XtN1 + u2XtN2 + · · ·+ urXtNr )
⌘ 
=  (u1) (u2) · · · (ur) (4.4)
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où  (u) est la fonction caractéristique marginale du processus Xt définie pour tout u 2 R
par :
 (u) = E[eiuXt ] (4.5)
Cette condition de mélange signifie que plus l’échantillon est grand, si on prend des élé-
ments de l’échantillon initial et qu’on les écarte, alors on tend vers l’indépendance.
Théorème 4.3.1. On pose (Y Nt )t=1···N tel que Y Nt = X N (t) où  N : t !  N(t) 2
{1, · · · , N} est une permutation aléatoire sur 1, · · · , N de loi uniforme sur ⌃N , ensemble
des permutations sur {1, · · · , N}.
Pour r   2, on a la convergence en loi suivante quand N !1 :
(Y Nt1 , · · · , Y Ntr )  !
⇣
L(Xt)
⌘⌦r
où t1, · · · , tr sont fixés (4.6)
La preuve de ce théorème s’effectue essentiellement en manipulant des notions de per-
mutations et de suites. Pour plus de compréhension, nous allons faire la preuve en deux
temps. On traitera d’abord un cas simple pour lequel on ne prend en compte que deux
points de l’échantillon. On traitera le cas général par la suite.
4.4 Preuve pour r = 2
On s’intéresse à la fonction caractéristique du couple Y Nt1 , Y
N
t2 donnée par :
 Y Nt1 ,Y
N
t2
(u1, u2) = E

exp
⇣
i(u1Y
N
t1 + u2Y
N
t2 )
⌘ 
= E
⇢
E

exp
⇣
i(u1Y
N
t1 + u2Y
N
t2 )
⌘
|  N
  
=
1
N !
X
 N2⌃N
E

exp
⇣
i(u1X (t1) + u2X (t2))
⌘ 
Soit ⌃kN l’ensemble des permutations telles que deux indices t1 et t2 du processus soient
espacés de k positions après permutation. k est non nul et prend donc ses valeurs dans
l’ensemble
   (N   1), · · · , (N   1) / 0 . On a
⌃N =
[
k
⌃kN (4.7)
et ⌃kN s’écrit
⌃kN =
 
 N 2 ⌃N :  (t2) =  (t1) + k
 
(4.8)
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On note lN,k = # ⌃kN le cardinal de l’ensemble des permutations ⌃kN .
On revient à l’expression de la fonction caractéristique et on a donc :
 Y Nt1 ,Y
N
t2
(u1, u2) =
1
N !
N 1X
k= (N 1),k 6=0
lN,k E

exp
⇣
i(u1X1 + u2X1+k)
⌘ 
(4.9)
Il faut alors calculer le cardinal lN,k de l’ensemble des permutations ⌃kN .
On considère les deux cas possibles k > 0 et k < 0.
1. k > 0 : on a  (t1) =  (t2)+k donc  (t2) 2
 
1, 2, · · · , (N k) . Il y a (N k)(N 2)!
permutations possibles dans ce cas.
2. k < 0 : on a  (t2) =  (t1) k donc  (t1) 2
 
1, 2, · · · , (N+k) . Il y a (N+k)(N 2)!
permutations possibles dans ce cas.
Finalement, on peut écrire :
Proposition 4.4.1.
lN,k = (N   |k|)(N   2)! (4.10)
On a montré que lN,k ne dépendait pas de t1 et t2.
On revient à la fonction caractéristique et on a maintenant,
 Y Nt1 ,Y
N
t2
(u1, u2) =
1
N !
N 1X
k= (N 1),k 6=0
lN,k E

exp
⇣
i(u1X1 + u2X1+k)
⌘ 
=
1
N   1
N 1X
k= (N 1),k 6=0
(1  |k|
N
)  X1,X1+k(u1, u2)
Lemme 4.4.1. Soit une suite (wk)k2Z, on suppose que
lim
|k|!1
wk = a , a 2 R (4.11)
Alors on a,
lim
N!1
1
N   1
N 1X
k= (N 1),k 6=0
(1  |k|
N
) wk = a (4.12)
Ici, wk apparaît comme la fonction caractéristique  X1,X1+k(u1, u2) à u1 et u2 fixés. Or
si (Xt) vérifie la condition de mélange (H) alors  X1,X1+k(u1, u2) !  (u1) (u1) quand
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k !1.
Ainsi on va montrer à l’aide des fonctions caractéristiques que la loi de (Xt) sachant
les permutations uniformes sur les indices est la même que la loi de (Xt), si (Xt) vé-
rifie la condition de mélange (H). Autrement dit, on va montrer que  Y Nt1 ,Y Nt2 (u1, u2) et
 X1,X1+k(u1, u2) ont la même limite. On donne la démonstration du lemme 4.4.1 qui per-
mettra de conclure.
Démonstration. On coupe la somme en deux, et il suffit donc de montrer que :
lim
N!1
1
N   1
N 1X
k=1
(1  |k|
N
) wk =
a
2
(4.13)
Le principe de la démonstration sera identique pour les indices négatifs.
On coupe la somme précédente en deux :
1
N   1
N 1X
k=1
(1  |k|
N
) wk =
1
N   1
k0(")X
k=1
(1  |k|
N
) wk (4.14)
+
1
N   1
N 1X
k=k0(")+1
(1  |k|
N
) wk (4.15)
où pour k   k0(")   0, wk   a < ".
On calcule la limite des deux termes obtenus. Pour le premier terme de la somme, wk
ayant une limite finie, on a :
lim
N!1
1
N   1
k0(")X
k=1
(1  |k|
N
) wk = 0 (4.16)
Pour le second terme de la somme on utilise l’inégalité suivante :
Soit " > 0, pour k   k0("),
a  "  wk  a+ " (4.17)
d’où
a  "
N   1
N 1X
k=k0(")+1
(1  |k|
N
)  1
N   1
N 1X
k=k0(")+1
(1  |k|
N
) wk  a+ "
N   1
N 1X
k=k0(")+1
(1  |k|
N
)
(4.18)
On cherche un majorant pour les bornes de l’inégalité.
N 1X
k=k0(")+1
(1  |k|
N
) =
 
(N   1)  (k0(") + 1)
   1
N
N 1X
k=k0(")+1
k (4.19)
= (N   2  k0("))  1
N
N 1X
k=k0(")+1
k (4.20)
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et
N 1X
k=k0(")+1
k =
N 1 k0(")X
k0=1
(k0 + k0(")) avec k0 = k   k0(") (4.21)
=
(N   1  k0("))(N   k0("))
2
+ k0(")(N   1  k0(")) (4.22)
=
(N   1  k0("))(N + k0("))
2
(4.23)
d’où
1
N
N 1X
k=k0(")+1
k =
✓
1  1
N
  k0(")
N
◆
N + k0(")
2
(4.24)
En ajoutant le facteur 1N 1 présent dans l’inégalité on obtient :
1
N   1
✓
1
N
N 1X
k=k0(")+1
k
◆
=
1
2
✓
1  1
N
  k0(")
N
◆✓
1 +
k0(") + 1
N   1
◆
 ! 1
2
quand N !1
(4.25)
et donc on a pour le terme que l’on cherchait à majorer :
1
N   1
N 1X
k=k0(")+1
(1  |k|
N
) =
(N   2  k0("))
N   1  
1
2
✓
1  1
N
  k0(")
N
◆✓
1 +
k0(") + 1
N   1
◆
 ! 1
2
quand N !1
En conclusion de l’inégalité :
lim sup
N!1
1
N   1
N 1X
k=k0(")+1
(1  |k|
N
) wk  a+ "
2
(4.26)
lim inf
N!1
1
N   1
N 1X
k=k0(")+1
(1  |k|
N
) wk   a  "
2
(4.27)
Finalement, si on considère tous les termes de la somme initiale que l’on a scindée en
deux parties on obtient en reprenant (14),
lim sup
N!1
1
N   1
N 1X
k=1
(1  |k|
N
) wk  a+ "
2
(4.28)
lim inf
N!1
1
N   1
N 1X
k=1
(1  |k|
N
) wk   a  "
2
(4.29)
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Puisque " est arbitraire on a la limite suivante :
lim
N!1
1
N   1
N 1X
k=1
(1  |k|
N
) wk =
a
2
(4.30)
et donc,
lim
N!1
1
N   1
N 1X
k= N+1
(1  |k|
N
) wk = a (4.31)
En combinant les résultats précédents, on obtient :
lim
N!1
 Y Nt1 ,Y
N
t2
(u1, u2) =  (u1) (u2) (4.32)
Ce qui achève la preuve pour r = 2. La preuve pour le cas le plus simple étant terminée,
on s’intéresse maintenant au cas général où on choisit cette fois r points parmi N pour
la permutation.
4.5 Preuve pour r points parmi N
Tout comme dans la preuve pour le cas r = 2, on s’intéresse à la fonction caractéristique
du r-uplets Y Nt1 , · · · , Y Ntr donnée par :
 Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) = E

exp
⇣
i
rX
j=1
ujY
N
tj
⌘ 
= E
⇢
E

exp
⇣
i
rX
j=1
ujY
N
tj
⌘
|  N
  
=
1
N !
X
 N2⌃N
E

exp
⇣
i
rX
j=1
ujX N (tj)
⌘ 
Soit   2 Rr, et soit ⌃ N l’ensemble des permutations telles que r indices t1, · · · , tr du
processus soient espacés d’une distance  j deux à deux après permutation.  j est non
nul pour j = 1, · · · , r   1 et  r = 0. Cela signifie que l’on fixe le dernier point des r
points considérés parmi N .
⌃ N est donc définie par :
⌃ N =
 
 N 2 ⌃N :  N(tj) = tr + j, 8j = 1, · · · , r   1;  r = 0
 
(4.33)
On note lN,  = # ⌃ N le cardinal de l’ensemble des permutations ⌃ N . On revient à
l’expression de la fonction caractéristique et on a donc :
 Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) =
1
N !
X
 1··· r 1
lN, E

exp
⇣
i
rX
j=1
ujXtr+ j
⌘ 
(4.34)
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On calcule le cardinal lN,  de la permutation ⌃ N :
Les  j peuvent prendre leurs valeurs dans  N + 1, · · · , N + 1 pour j = 1, · · · , r   1.
On rappelle que la permutation est définie par :
 N(tj) = tr + j, 8j = 1, · · · , r   1 (4.35)
on aura alors :
1 min
j
  j   (tr)  N  maxj  
+
j (4.36)
Au final, le cardinal de ⌃ N est donc
lN,  = (N   r)!(N  max
j
 +j +minj
  j ) j = 1, · · · , r   1 (4.37)
Revenons à la fonction caractéristique, on pose  r  = E

exp
⇣
i
Pr
j=1 ujXtr+ j
⌘ 
, on
peut alors écrire :
 Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) =
X
 1··· r 1
(N  maxj  +j +minj   j )
N(N   1) · · · (N   r + 1)  
r
  (4.38)
Montrons alors que si N !1 alors  Y Nt1 ,··· ,Y Ntr (u1, · · · , ur)!
Qr
j=1  (uj).
Comme dans le cas r = 2, on fait l’hypothèse que les fonctions  r  ont une limite fi-
nie  ⇤. On rappelle qu’une fonction caractéristique est toujours bornée par 1 en module.
Or si ces fonctions vérifient la condition de mélange (H) (4.4), alors  r  !
Qr
j=1  (uj).
Ainsi, on va alors montrer que  Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) et  
r
  ont la même limite.
On note
(N  maxj  +j +minj   j )
N(N   1) · · · (N   r + 1) = S
N
  (4.39)
On peut écrire
 Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) =
X
 1··· r 1
(SN  
r
  +  
⇤    ⇤)
=
X
 1··· r 1
SN  ( 
r
     ⇤) +
X
 1··· r 1
SN  
⇤ (4.40)
On étudie chacune des deux sommes séparément.
On commence par la somme
P
 1··· r 1 S
N
  
⇤.
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Un des arguments clés est que
P
 1··· r 1 S
N
  tend vers 1N !
P
 2⌃N et sa limite vaut 1.
On a donc par le théorème de convergence dominée
lim
N!1
X
 1··· r 1
SN  
⇤ =  ⇤. (4.41)
On s’intéresse maintenant à la somme
P
 1··· r 1 S
N
  ( 
r
     ⇤).
On coupe cette somme en deux parties pour étudier indépendamment le comportement
des petits termes d’une part et des grands termes d’autre part.X
 1··· r 1
SN  ( 
r
     ⇤) =
X
| j |⌘j
SN  ( 
r
     ⇤) +
X
| j |>⌘j
SN  ( 
r
     ⇤) , j = 1, · · · , r   1.
(4.42)
On regarde tout d’abord le comportement des petits termes.
On a :
1
N(N   1) · · · (N   r + 1) ⇠
1
N r
quand N !1
et sur | j|  ⌘j pour j = 1, · · · , r   1,
P
| j |⌘j S
N
  se décompose :X
| 1|⌘1···| r 1|⌘r 1
(N  maxj  +j +minj   j )
N(N   1) · · · (N   r + 1) ⇠
1
N
X
| 1|⌘1
· · · 1
N
X
| r 1|⌘r 1
⇣
1 maxj  
+
j  minj   j
N
⌘
or
1  maxj  
+
j  minj   j
N
 1 (4.43)
donc
1
N
X
| 1|⌘1
· · · 1
N
X
| r 1|⌘r 1
⇣
1  maxj  
+
j  minj   j
N
⌘
 1
N
X
| 1|⌘1
· · · 1
N
X
| r 1|⌘r 1
1
 2r 1 1
N
⌘1 ⇥ · · ·⇥ 1
N
⌘r 1
 ", 8" > 0.
D’autre part, on a supposé que la fonction  N  avait pour limite  ⇤ quand N ! 1. De
plus,  N  étant bornée par 1 en module,
| r     ⇤|  2 (4.44)
En combinant ce résultat avec le résultat précédent, on a que la sommeX
| j |⌘j
SN  ( 
r
     ⇤)
a une limite finie pour les  j finis.
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On s’intéresse maintenant au comportement des grands termes de l’expression (4.42)
décrit par la somme
P
| j |>⌘j S
N
  ( 
r
     ⇤) , j = 1, · · · , r   1.
En réutilisant l’hypothèse selon laquelle la limite de
P
 1··· r 1 S
N
  vaut 1 lorsque N !1,
on peut dire que pour les grandes valeurs des  j,X
| j |>⌘j
SN   1 (4.45)
En combinant cette inégalité avec l’hypothèse  N  !  ⇤ quand N ! 1 que l’on peut
réécrire  N     ⇤ < "0, 8"0 > 0, on a pour les grands  jX
| j |>⌘j
SN  ( 
r
     ⇤)  1⇥ "0 , j = 1, · · · , r   1. (4.46)
Au final, en regroupant les résultats obtenus pour les petits et grands termes on aX
 1··· r 1
SN  ( 
r
     ⇤) =
X
| j |⌘j
SN  ( 
r
     ⇤) +
X
| j |>⌘j
SN  ( 
r
     ⇤)
 "00, pour "00 > 0.
Afin de conclure cette preuve, on revient à l’expression (4.40) dans laquelle on a dé-
composé la fonction caractéristique en deux sommes. En appliquant le résultat précédent
et celui obtenu à l’expression (4.41), on a part le théorème de convergence dominée que
lim
N!1
⇢ X
 1··· r 1
SN  ( 
r
     ⇤) +
X
 1··· r 1
SN  
⇤
 
= lim
N!1
X
 1··· r 1
SN  
⇤ =  ⇤ (4.47)
d’où
lim
N!1
X
 1··· r 1
SN  
r
  =  
⇤ (4.48)
On peut donc écrire
lim
N!1
 Y Nt1 ,··· ,Y Ntr (u1, · · · , ur)   
⇤ = lim
N!1
X
 1··· r 1
SN  
r
     ⇤ = 0 (4.49)
Ainsi, on a montré que  Y Nt1 ,··· ,Y Ntr (u1, · · · , ur) et  
r
 , fonction caractéristique sachant les
permutations, ont même limite
Qr
j=1  (uj) par la condition de mélange (H), ce qui achève
la preuve.
4.6 Résultats
La figure suivante illustre un échantillon de l’erreur horizontale enregistrée sur la sta-
tion fixe d’HELILEO (courbe grise) et le même échantillon ayant subit une permutation
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Figure 4.4 – Echantillon avant (grey) et après (blue) permutation
aléatoire suivant une loi uniforme (points bleus). On voit que la corrélation temporelle
n’apparaît plus au sein des données.
Les courbes de fonctions d’autocorrélation qui suivent permettent de confirmer la dis-
parition de dépendance temporelle après permutation. En effet, sur la figure 4.5 , avant
permutation, on remarque la présence de deux pics correspondant à des écarts de 24 et
48 heures.
Figure 4.5 – Fonction d’autocorrélation avant permutation
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Figure 4.6 – Autocorrélation après permutation
Après permutation, la fonction d’autocorrélation est nulle dès le premier écart entre deux
instants.
4.7 Conclusion
Nous avons mis en évidence une dépendance temporelle assez forte dans les données
GPS étudiées. En effet, les erreurs de positionnement mais aussi les niveaux de protec-
tions (Protection Levels) calculés par le récepteur se présentent sous la forme de données
cycliques. Une étude des périodogrammes des séries temporelles a permis de déceler la
présence de cycles de 24 heures au sein des données. Cette corrélation temporelle re-
met en cause la validité des estimateurs de quantiles extrêmes présentés dans le chapitre
précédent. En effet, les théorèmes limites qui ont permis d’établir les estimateurs POT,
Gumbel, etc... sont valables sous l’hypothèse d’observations indépendantes et identique-
ment distribuées.
Enfin, ce chapitre a permis de fournir une justification théorique de l’heuristique selon
lequel il est possible de briser la structure de dépendance existant au sein d’un processus
stationnaire en appliquant une permutation aléatoire selon une loi uniforme sur les indices
temporels du processus.
C H A P I T R E 5
Applications en lien avec les activités
de la société HELILEO
Résumé :
Ce dernier chapitre constitue la partie applicative de cette étude. Nous y présentons
le protocole d’analyse élaboré au cours de ces trois années. Il est composé des étapes
suivantes :
– visualisation et analyse des données : nous étudierons les distributions des données
GPS en sortie de récepteur.
– vérification des hypothèses requises par les modèles employés : l’hypothèse d’indé-
pendance étant traitée dans le chapitre 4, nous nous intéresserons à la stationnarité
des données.
– sélection du modèle, estimation des paramètres et adéquation du modèle aux don-
nées : au travers d’un cas d’étude, un exemple d’application du modèle POT issu
de la théorie des extrêmes sera appliqué aux données GPS.
– estimation du quantile recherché et des intervalles de confiance associés : enfin, les
estimation de quantiles extrêmes permettront de réaliser une analyse d’intégrité,
thème de ce manuscrit.
Pour terminer cette partie pratique, nous présenterons l’outil logiciel qui a été développé
durant cette étude. Son architecture ainsi que ses fonctionnalités y seront décrites.
92 Chapitre 5 - Applications en lien avec les activités de la société HELILEO
Sommaire
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Analyse des données GPS/EGNOS . . . . . . . . . . . . . . . . 93
5.2.1 Protocole d’acquisition de données . . . . . . . . . . . . . . . . 94
5.2.2 Présentation des données . . . . . . . . . . . . . . . . . . . . . 94
5.2.3 Stationnarité asymptotique des erreurs de positionnement . . . 100
5.2.4 Erreurs de positionnement et domaine d’attraction de Gumbel 103
5.3 Procédure automatique de choix du seuil u . . . . . . . . . . . 108
5.3.1 Génération d’une séquence de seuils propres aux données . . . . 108
5.3.2 Sélection d’une plage de stabilité . . . . . . . . . . . . . . . . . 109
5.3.3 Adéquation du modèle aux observations et sélection de seuil . . 111
5.3.4 Evaluation de la procédure . . . . . . . . . . . . . . . . . . . . 114
5.4 Analyse d’intégrité offline . . . . . . . . . . . . . . . . . . . . . 121
5.4.1 Cas statique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.4.2 Cas dynamique . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.5 Temps d’enregistrement nécessaire pour garantir une per-
formance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.6 Plateforme d’analyse de données . . . . . . . . . . . . . . . . . 133
5.6.1 Fonctionnalités . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
5.1 Introduction
Le GPS a pour objectif de fournir une solution de position à l’utilisateur. Celle-ci doit être
la plus fiable possible, en particulier pour les applications aéronautiques pour lesquelles
les contraintes d’intégrité sont importantes. On définit l’intégrité comme une mesure de
confiance que l’on peut accorder aux informations fournies par le système de positionne-
ment [KH06].
La position est calculée sur la base de mesures fournies par les satellites de la constellation
GPS. Or ces mesures peuvent parfois devenir erronées (défaillance des satellites, présence
de multi-trajets, d’interférences, etc...), entraînant une dégradation de la position cal-
culée inacceptable pour l’utilisateur. On souhaite fournir une méthodologie permettant
la mise en place d’un protocole de test visant à observer les performances d’intégrité
du système GPS/EGNOS à un niveau utilisateur, c’est à dire que l’on s’intéresse aux
données fournies par les récepteurs, en bout de chaîne de positionnement. EGNOS est
le système de satellites géostationnaires européen, dit SBAS (Satellite Based Augmen-
ted System), améliorant la précision du positionnement GPS et disposant d’un service
d’intégrité. EGNOS transmet aux utilisateurs des informations relatives à la santé des
satellites ainsi que des paramètres permettant de borner les erreurs de position. EGNOS
sera le principal système d’augmentation du futur système Galileo.
Dans le cadre d’un programme d’évaluation des performances d’EGNOS, la société HE-
LILEO s’est vue confiée par la commission européenne, une vaste campagne de tests hé-
liportés. L’objet de cette campagne était de fournir un rapport de performances suivant
différents critères parmi lesquels figuraient la précision de positionnement (horizontale et
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verticale) ainsi qu’une mesure d’intégrité. On s’intéresse dans cette étude aux précisions
de positionnement ainsi qu’à la mesure d’intégrité pour deux mode de positionnement :
statique et dynamique. En plus de ce rapport, HELILEO se devait de fournir une justi-
fication de la quantité d’heures de vols engagées dans ce programme.
Il s’agit dans ce chapitre de donner une méthodologie statistique pour répondre aux
problématiques suivantes :
– est-ce que les positions délivrées par les récepteurs en vol remplissent les exigences
de sécurité imposées par l’OACI (Organisation de l’Aviation Civile Internationale) ?
– combien d’heures de vols sont nécessaires afin de garantir que les conditions de
sécurité soient remplies ?
Nous choisirons d’évaluer les conditions les plus strictes imposées par l’OACI. Il s’agit
des approches de précision CAT I pour lesquelles le risque d’intégrité est fixé à 1 2.10 7
par approche.
Un des objectifs pratiques de cette étude a été de livrer un outil fonctionnel incluant les
études théoriques décrites dans ce manuscrit. Ainsi, une plate forme d’analyse statistique
de données a été développée de manière à évaluer les performances du système au ni-
veau utilisateur (en sortie de récepteur). Cette plate forme permet de traiter les données
recueillies lors de la campagne d’essais dans leur ensemble ou sous forme de scénario parti-
culier (choix du vols, choix du récepteur etc...). L’utilisateur peut alors choisir de générer
des rapports automatiques sur lesquels figurent un ensemble d’indicateurs statistiques re-
présentés graphiquement afin d’évaluer les performances du système. L’architecture ainsi
que les fonctionnalités de la plateforme feront l’objet d’une section dans ce chapitre.
5.2 Analyse des données GPS/EGNOS
Il s’agit d’évaluer les performances d’intégrité du système à partir d’un modèle reposant
sur des modèles probabilistes issus de la théorie des extrêmes. De manière générale, la
mesure d’intégrité sera vue comme un problème d’estimation de quantile extrême. La
théorie des extrêmes repose sur des théorèmes asymptotiques qui requièrent que certaines
hypothèses sur les observations soient vérifiées afin d’utiliser les outils qui en découlent. Le
théorème de Fisher-Tippet [FT28] ainsi que le théorème de Pickands [Pic75] permettant
de décrire le comportement des queues de distribution, sont énoncés pour des suites
de variables aléatoires indépendantes et identiquement distribuées. Les observations qui
nous intéressent seront, d’un point de vue probabiliste, des processus temporels dans
lesquels les phénomènes de dépendance/indépendance se manifestent par une corrélation
temporelle entre les données plus ou moins forte. On rappelle que l’équivalence entre
corrélation et indépendance n’est vraie théoriquement que dans le cas gaussien.
Avant d’analyser les performances du système, il est nécessaire d’établir un diagnostic
sur la nature des données fournies par les récepteurs GPS afin d’évaluer la validité du
modèle de mesure d’intégrité sur des données réelles. Le chapitre 4, consacré au théorème
d’indépendance asymptotique, a montré qu’en présence de données fortement corrélées,
les conditions d’indépendances pouvaient être atteintes en appliquant une permutation
aléatoire sur les indices temporels du processus étudié. Reste à étudier la stationnarité
des données.
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5.2.1 Protocole d’acquisition de données
Les positions ont été enregistrées par divers récepteurs GPS disponibles chez HELILEO.
Le pool de capteurs est composé d’une gamme de récepteurs représentative des différentes
qualités présentes sur le marché. Les protocoles et formats de sortie des constructeurs
étant tous différents, nous avons développé une plate forme de mise en forme des données
en sortie de récepteur de manière à toutes les convertir aux formats acceptés par la plate
forme d’analyse de données.
Les récepteurs sont embarqués dans quatre valises, H-box, réalisées par HELILEO (figure
5.1). Elles sont composées d’un étage récepteur et d’un étage d’alimentation et de stockage
des données. Les H-box sont placées dans les soutes des hélicoptères de manière à réaliser
des enregistrements en vol.
Figure 5.1 – H-box
5.2.2 Présentation des données
Les performances du système GPS/EGNOS sont évaluées en terme de précision de posi-
tionnement et d’intégrité, au travers des variables suivantes : les erreurs de positionnement
(HPE, VPE), les niveaux de protection HPL et VPL (Horizontal ou Vertical Protection
Level) et les seuils d’alerte HAL et VAL (Horizontal ou Vertical Alarm Limit). Nous dé-
finissons ces variables avant d’établir le modèle probabiliste de mesure d’intégrité. Deux
exemples d’échantillon selon deux modes de positionnement, statique puis dynamique,
seront ensuite commentés.
5.2.2.1 Définition des variables observées
Les définitions ci-après sont tirées de la norme RTCA/DO229 [DO96] intitulée "Minimum
Operational Performance Standards (MOPS) for Global Positionning System/Wide Area
Augmentation System (GPS/WAAS) Airborne Equipement". Cette norme aéronautique
américaine décrit les processus liés au développement de solutions de positionnement
embarquées dans les aéronefs utilisant le système GPS augmenté du système WAAS
(équivalent d’EGNOS américain).
Erreurs de positionnement :
On définit les erreurs de positionnement comme la différence entre la position vraie et la
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position mesurée. Les erreurs de positionnement sont exprimées sur le plan horizontal et
sur l’axe vertical. Le calcul de ces erreurs est fonction du repère dans lequel sont expri-
mées les coordonnées des positions. On note (X⇤, Y ⇤, Z⇤) et ( ⇤, ⇤, h⇤) les coordonnées
de la position de référence dans le repère cartésien et dans le repère géodésique respecti-
vement.   désigne la latitude,   la longitude et h la hauteur au dessus de l’ellipsoïde de
référence.
Dans le repère cartésien :
L’erreur de positionnement horizontale, notée HPE (Horizontal Position Error), est défi-
nie dans le repère cartésien comme une fonction du temps t par :
HPE(t) =
p
(X⇤(t) X(t))2 + (Y ⇤(t)  Y (t))2 (5.1)
L’erreur de positionnement verticale, notée VPE (Vertical Position Error), est définie
dans le repère cartésien comme une fonction du temps t par :
VPE(t) = Z⇤(t)  Z(t) (5.2)
Dans le repère géodésique :
L’erreur de positionnement horizontale HPE est définie par la distance entre deux points
dont les coordonnées sont exprimées en radians :
HPE(t) = R cos 1
⇣
sin( (t)) sin( ⇤(t)) + cos( (t)) cos( ⇤(t)) cos( ⇤(t)   (t))
⌘
(5.3)
Où R représente le rayon de la Terre. Une attention particulière doit être apportée à la
valeur de R en fonction de la zone géographique où s’effectuent les mesures à la surface
du globe. En effet, on peut envisager de prendre comme valeur pour R, le rayon moyen
équatorial, le rayon moyen polaire ou la moyenne des deux selon que l’on se trouve plus
proche d’un pôle ou de l’équateur. Les valeurs des approximations de ces différents rayons
sont :
Rayon moyen équatorial : Req ⇡ 6378.137 km.
Rayon moyen polaire : Rpol ⇡ 6356.752 km.
Les essais en vols ayant eu lieu en France, dans la région Aquitaine, il est alors raisonnable
de considérer la moyenne entre le rayon équatorial et le rayon polaire (figure 5.2). On aura
Rmoy = 6367.444 km. Pour exprimer l’erreur de positionnement horizontale en mètres, la
valeur de R doit être exprimée dans la même unité, en mètres.
L’erreur de positionnement verticale est définie dans le repère géodésique par :
VPE(t) = h⇤(t)  h(t) (5.4)
Niveaux de protection PL :
Les niveaux de protection sont définis comme étant les bornes que l’erreur de position-
nement ne peut dépasser selon une probabilité donnée.
Niveaux d’alerte AL :
Les niveaux d’alerte sont définis comme étant le maximum acceptable pour l’erreur de
positionnement. Il seront fonction de la phase de vol considérée.
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Figure 5.2 – Aquitaine à l’échelle du globe terrestre
5.2.2.2 Modèle de mesure d’intégrité
On considère deux événements menant à une perte d’intégrité au niveau utilisateur. Le
cas où l’erreur de positionnement excède le niveau de protection associé xPE > xPL, x
désigne H ou V selon l’erreur étudiée. Cet événement est qualifié de Misleading Informa-
tion (MI). Le second événement est le cas où l’erreur de positionnement excède le niveau
d’alerte xPE > xAL ; il est appelé Hazardous Misleading Information (HMI).
D’un point de vue probabiliste, le modèle d’intégrité utilisateur sera vu comme un quan-
tile d’ordre 1 p dont on rappelle la définition : soit X une variable aléatoire réelle suivant
une loi F . Pour p un réel de l’intervalle [0, 1], le quantile d’ordre 1  p est la valeur q(p)
vérifiant :
P(X  q(p)) = F (q(p)) = 1  p
ou de façon équivalente,
P(X > q(p)) = 1  F (q(p)) = p
Définition 5.2.1. On définit le modèle de mesure d’intégrité au niveau utilisateur pour
l’événement MI par :
P(xPE > xPL) = 1  p
ou encore,
P(xPE
xPL
< q(p)) = p (5.5)
q(p) est vu comme un seuil d’alerte. Si on montre que q(p) est inférieur à 1, on garantit
que l’intégrité utilisateur est assurée suivant notre modèle. Le modèle sera identique pour
l’événement HMI correspondant à xPE > xAL.
La particularité de ce modèle réside dans les niveaux de probabilité auxquels on s’inté-
resse. En effet, les contraintes de sécurité décrites par les standards aéronautiques [DO96]
atteignent des niveaux de probabilité très élevés de l’ordre de 1 2.10 7. Ces probabilités
correspondent à des fréquences d’occurrence d’événements rares, situés dans les queues de
distribution. Les quantiles associés à de tels niveaux sont qualifiés de quantiles extrêmes
et se situent bien souvent au delà du domaine des observations. Plusieurs méthodes statis-
tiques existent pour l’estimation de quantiles extrêmes. En effet, les méthodes de Monte
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Carlo permettent d’atteindre des niveaux de probabilité aussi élevés par simulation. Ce-
pendant, des échantillons de tailles très importantes associés à des niveaux de probabilité
aussi élevés impliquent un temps de calcul trop important pour considérer cette méthodo-
logie. Dans le cadre d’une mesure d’intégrité, la méthode la plus adaptée est l’utilisation
de la théorie des extrêmes spécialement dédiée à l’étude du comportement des queues de
distributions [AG09]. Cette théorie fournit une classe de modèles permettant l’extrapo-
lation de l’observé vers le non observé et ainsi la caractérisation des événements rares
situés dans les queues de distribution. Comme mentionné dans l’introduction de cette
section, les théorèmes asymptotiques qui constituent la clé de voute de cette théorie sont
vrais sous des hypothèses de variables aléatoires indépendantes et identiquement distri-
buées. Les sections suivantes présentent des exemples de données dont nous disposons de
manière à évaluer la validité de ces hypothèses.
5.2.2.3 Exemple de données : cas statique
Les enregistrements statiques présentés dans cette étude proviennent de la station de ré-
férence d’HELILEO. Cette station enregistre 24h/24h les signaux des différentes constel-
lations GNSS en vue de manière à effectuer un monitoring permanent de ces dernières. De
plus, elle constitue un point d’appui pour des positionnements différentiels. Les erreurs
de positionnement dans le cas statique seront calculées par rapport à la position de la
station. Cette position a été estimée au moyen de techniques avancées (GPS différentiel
RTK) permettant d’éliminer une grandes parties des erreurs systématique affectants les
mesures de pseudo-distances. Des études spécifiques ont alors permis d’établir un posi-
tionnement doté d’une précision de 0.40 cm à 95% (figure 5.3). La figure 5.4 présente un
enregistrement de positionnement statique (figure de gauche) ainsi que l’erreur de posi-
tionnement horizontale associée (à droite) d’une durée d’environ trois jours.
Figure 5.3 – Enregistrement statique (post processing)
A plus grande échelle, quatorze jours, on observe sur la figure 5.5 des phénomènes cy-
cliques et certaines valeurs anormalement élevées. De plus le processus n’apparaît pas
stationnaire. Ces deux remarques sont contraires aux hypothèses requises pour utiliser
les outils issus de la théorie des extrêmes. Cependant, nous verrons dans la section sui-
vante que la stationnarité peut être atteinte pour de grands échantillons. L’hypothèse
98 Chapitre 5 - Applications en lien avec les activités de la société HELILEO
0 50000 100000 150000 200000 250000
0
1
2
3
4
5
Horizontal Position Error (m), Reference Station
Time (s)
H
P
E
 (m
)
mean = 0.93
q95 = 1.61
standard deviation = 0.398
Figure 5.4 – Enregistrement statique
d’indépendance des données est traitée dans le chapitre 4 dans lequel nous avons mon-
tré que la structure de dépendance d’un processus pouvait être brisée en appliquant une
permutation aléatoire sur les indices temporels des observations. Ainsi, pour de grands
échantillons, il est possible d’atteindre une indépendance asymptotique.
Figure 5.5 – HPE, enregistrement statique
La figure 5.6 présente l’évolution des trois variables impliquées dans notre modèle de
mesure d’intégrité (pour le cas horizontal) sur une période de quatorze jours. L’événe-
ment xPL > xAL permet une évaluation de l’intégrité au niveau système SBAS, car les
niveaux de protection (PL) sont estimés par les récepteurs en intégrant des paramètres
transmis par le système EGNOS. On dira dans ce cas que le service d’intégrité n’est pas
opérationnel (FS pour Failed System).
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Figure 5.6 – HPE, HPL et HAL, enregistrement statique
5.2.2.4 Exemple de données : cas dynamique, en vol
Par analogie avec la figure 5.4 (à gauche), la figure 5.7 montre un ensemble d’enregistre-
ments effectués en vol, lors de la campagne d’essais héliportés. Pour le cas dynamique,
les trajectoires de référence (figure 5.7 à droite, points verts) sont obtenues par des tech-
niques de positionnement différentiel RTK en s’appuyant sur la station de référence au
sol d’HELILEO.
Figure 5.7 – Enregistrement dynamique en vol
La figure 5.8 présente les trois variables d’intérêt pour le modèle de mesure d’intégrité.
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Ce processus correspond à plusieurs enregistrements effectués en vol sur le même récep-
teur, concaténés en un seul jeu de données. On note sur cet exemple que l’événement
xPL > xAL est beaucoup plus fréquent que dans le cas statique.
Figure 5.8 – HPE, HPL et HAL, enregistrements dynamiques concaténés
5.2.3 Stationnarité asymptotique des erreurs de positionnement
La question de la stationnarité des variables que l’on souhaite étudier est primordiale pour
utiliser le modèle de mesure d’intégrité. En effet, la théorie des extrêmes, dont est issu
ce modèle, repose sur des théorèmes asymptotiques valables pour des variables aléatoires
indépendantes et identiquement distribuées. Nous avons remarqué sur les exemples pré-
sentés dans la section précédente, que les enregistrements n’apparaissaient pas à première
vue comme des processus stationnaires. On considère la stationnarité d’un processus au
sens faible définie par :
Définition 5.2.2. Un processus (xt, t 2 Z) est dit stationnaire au sens faible, ou station-
naire au second ordre si les trois conditions suivantes sont satisfaites :
1. 8t 2 Z, E[xt] = µ, indépendant de t.
2. 8t 2 Z, var(xt) =  2, indépendant de t.
3. 8(t, h) 2 Z2, cov(xt, xt+h) = E[(xt+h   µ)(xt   µ)] =  (h), indépendant de t.
Sur de grands échantillons, si on regarde l’évolution temporelle des moments d’ordres
1 et 2 d’une erreur de positionnement (horizontale, cas dynamique par exemple), on
voit qu’ils se stabilisent à partir d’un certain temps d’enregistrement (figure 5.9). A plus
grande échelle, la courbe de droite montre le même phénomène pour un enregistrement
statique de quatorze jours.
De plus, si on regarde cette évolution d’un point de vue des fonctions de densité de pro-
babilité, on observe le même phénomène de convergence où on voit sur la figure 5.10 que
les lois des erreurs tendent vers des lois stables en rouge.
On rappelle que l’on estime la densité de probabilité d’une variable aléatoire de la manière
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Figure 5.9 – Stationnarité asymptotique (a)
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Figure 5.10 – Stationnarité asymptotique (b)
suivante [BC+07] :
Soit (Xn) une suite de variables aléatoires indépendantes et de même loi, de densité
de probabilité f. On veut estimer f à partir d’un échantillon (Xn). On suppose f bornée,
i.e. 8 x 2 R, f(x)  c , et f dérivable à dérivée bornée par une constante L.
Méthodes classiques : Estimation non récursive
– Estimateur de Parzen-Rosenblatt [Par62] :
bfn(x) = 1
nhn
nX
k=1
K
⇣x Xk
hn
⌘
Où (hn) est une suite de réels positifs qui tend vers 0. K noyau, fonction positive continue
bornée vérifiant les conditions standards d’intégrabilité.
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Méthodes récursives : Forme générale d’un estimateur récursif à noyau :
bfn(x) = (1   n) bfn 1(x) +  n
hn
K
⇣x Xn
hn
⌘
( n) et (hn) étant deux suites de réels positifs qui tendent vers 0. K noyau. Deux exemples
d’estimateurs récursifs :
– avec  n = 1n , on obtient l’estimateur de Wolverton-Wagner [WW69] :
bfn(x) = 1
n
nX
k=1
1
hk
K
⇣x Xk
hk
⌘
Cet estimateur comporte quelques similitudes avec l’estimateur antérieur de Parzen-
Rosenblatt, notamment par l’utilisation dans les deux cas de noyaux. Cependant,
là où l’estimateur de Parzen-Rosenblatt est un estimateur à nombre de tirages (ou
taille d’échantillon) fixé, l’estimateur de Wolverton-Wagner permet, quant à lui, de
tenir compte des tirages au fur et à mesure de leur arrivée, sans en avoir fixé le
nombre à l’avance, et d’obtenir ainsi une propriété de convergence d’un estimateur
enrichi autant qu’on le souhaite.
De nombreux travaux ont exploré de manière assez exhaustive l’estimation de den-
sité non-paramétrique du type Parzen-Rosenblatt, affinant les propriétés de conver-
gence de cet estimateur en fonction de la régularité de la densité à estimer. On
peut consulter au sujet de l’estimation non-paramétrique de densité les ouvrages
de Devroye [DG85] ou Tsybakov [Tsy09] par exemple. On trouvera des théorèmes
de convergence des estimateurs à noyau récursifs dans [BC+07]. Les preuves sont
construites à partir de martingales, approche originale et peu souvent privilégiée
pour ce genre de démonstration.
– avec  n = 1Snhn , on obtient l’estimateur de Deheuvels [DH80] :
bfn(x) = 1
Sn
nX
k=1
K
⇣x Xk
hk
⌘
où Sn =
nP
k=1
hk.
Les trois noyaux les plus couramment utilisés sont le noyau uniforme, le noyau
d’Epanechnikov et enfin, le noyau Gaussien dont les expressions sont :
KUnif (x) =
1
2a
1I|x|a
KEpa(x) =
3
4b
⇣
1  x
2
b2
⌘
1I|x|b
KGauss(x) =
1p
2⇡
exp
⇣ x2
2
⌘
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5.2.4 Erreurs de positionnement et domaine d’attraction de
Gumbel
Dans un cadre d’étude du comportement des valeurs extrêmes, cette section a pour
but de montrer que les erreurs de positionnement auxquelles on s’intéresse (plan
horizontal et axe vertical) appartiennent au domaine d’attraction de Gumbel.
D’après la littérature, il est souvent dit que les erreurs de positionnement sur chaque
axe, doivent suivre une loi normale centrée [KH06], [PS96]. Ceci n’est pas toujours
vrai en réalité. Prenons pour exemple l’erreur sur l’axe vertical. On observe sur la
figure 5.11 qu’en effet, la distribution de l’erreur considérée est proche d’une loi
normale. Cependant, elle n’est pas tout à fait centrée sur 0 (certains cas sont plus
flagrants) et on voit sur la figure de droite, que l’adéquation avec le modèle gaussien
n’est plus valable pour les queues de distribution. C’est principalement ces zones
qui nous intéressent dans l’étude des valeurs extrêmes.
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Figure 5.11 – Adéquation loi Normale
En ce qui concerne les erreurs horizontales, elles sont distribuées selon une loi proche
d’une loi de Rayleigh de paramètre ⇢ [Far08], où ⇢ est l’écart type de la variable
considérée recentrée sur 0 (figure 5.12).
Définition 5.2.3. Soit (Xn), n 2 N une suite de variables aléatoires distribuées
suivant une loi de Rayleigh de paramètre ⇢. La fonction densité de probabilité de
cette loi est donnée par :
fX(x) =
x
⇢2
exp
⇣
  1
2
x2
⇢2
⌘
1Ix 0 (5.6)
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Soit l’erreur horizontale HPE définie tel que précédemment :
HPE(t) =
p
(X⇤(t) X(t))2 + (Y ⇤(t)  Y (t))2
On écrit cette erreur en fonction des erreurs sur l’axe X, EX , et sur l’axe Y ,EY :
HPE(t) =
p
(EX(t))2 + (EY (t))2 (5.7)
On montre que la loi de Rayleigh décrit bien la densité de probabilité du module
d’un vecteur isotrope gaussien.
Démonstration. Soit (X, Y ) un vecteur formé de deux variables aléatoires gaus-
siennes, centrées et indépendantes. Pour un peu plus de généralité on commence
par supposer que leurs variances ne sont pas égales avant de se réduire au cas
isotrope. On a donc X ⇠ N(0,  X) et Y ⇠ N(0,  Y ). X et Y étant supposées
indépendantes, leur densité jointe se réduit à :
fX,Y (x, y) = fX(x)⇥ fY (y)
On a alors :
fX,Y (x, y) =
1p
2⇡ 2X
exp
⇣
  1
2
x2
 2X
⌘
⇥ 1p
2⇡ 2Y
exp
⇣
  1
2
y2
 2Y
⌘
=
1
2⇡  X Y
exp
⇣
  1
2
  x2
 2X
+
y2
 2Y
 ⌘
Dans le cas particulier d’un vecteur isotrope gaussien ( X =  Y ) :
fX,Y (x, y) =
1
2⇡  2X
exp
⇣
  1
2
x2 + y2
 2X
⌘
On considère maintenant la variable aléatoire réelle positive définie par :
R = (X2 + Y 2)
1
2
On cherche alors la loi de R définie par la fonction de répartition. Pour tout r   0,
FR(r) = P(R  r) = P(X2 + Y 2  r2)
ou encore,
FR(r) =
Z Z
x2+y2r2
fX,Y (x, y)dxdy
On considère alors le changement de variables en coordonnées polaires, défini par
la fonction :
h :
(
R⇤2 ! R⇤+ ⇥ [0, 2⇡[
(x, y) 7 ! (r,✓ )
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et (
x = r cos ✓
y = r sin ✓
L’application h est bijective deR⇤2 dans R⇤+⇥[0, 2⇡[, d’inverse h 1(r,✓ ) = (r cos ✓, r sin ✓)
et de jacobien :
Jh 1 =
    cos ✓  r sin ✓sin ✓ r cos ✓
     = r
d’où, en appliquant la formule du changement de variables et le théorème de Fubini,
FR(r) =
1
2⇡  2X
Z r
0
⇢ exp
⇣
  1
2
⇢2
 2X
⌘
d⇢
Z 2⇡
0
d✓
On extrait finalement la densité de probabilité marginale de la variable aléatoire
R :
fR(r) =
r
 2X
exp
⇣
  1
2
r2
 2X
⌘
1Ir 0 (5.8)
Cette densité de probabilité représente la loi de Rayleigh (de paramètre  X) d’un
vecteur bivarié gaussien isotrope.
La loi de Rayleigh est une loi issue d’une loi de Weibull elle même issue d’une loi
gamma généralisée [Str64]. On trouvera dans cet article différents estimateurs du
paramètre ⇢ ainsi que les intervalles de confiances associés. Cette loi est couramment
utilisée pour modéliser des erreurs exprimées sous forme de distance puisque elle
apparaît comme la norme d’un vecteur aléatoire gaussien bidimensionnel (dont les
composantes sont indépendantes, centrées et de même variance).
Notons que si le vecteur gaussien est légèrement anisotrope (ie.  X ⇡  Y ), on
pourrait exprimer la loi de R sous la forme :
fR(r) ⇡ 1
 X  Y
r exp
⇣
  r
2
 2X +  
2
Y
⌘
On retrouve exactement la loi de Rayleigh dans le cas où  X =  Y .
On a simulé une loi de Rayleigh de paramètre ⇢ à partir d’une loi uniforme sur [0.1].
Proposition 5.2.1. Soit U une variable aléatoire réelle distribuée suivant une loi
uniforme sur [0.1]. Alors, la variable R telle que :
R = ⇢
p
 2 ln(U) avec U ⇠ U([0, 1])
suit une loi de Rayleigh de paramètre ⇢. On pourra retenir que R( ) ⇠ W (2, ) avec
  = 12  , où W ( , ) est une loi de Weibull de paramètres   et  .
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Figure 5.12 – Adéquation loi de Rayleigh
La figure 5.13 met en évidence de façon plus prononcée la non adéquation des
modèles paramétriques pour les queues de distribution (loi de Rayleigh à gauche
et loi normale à droite). Il n’apparaît donc pas raisonnable comme mentionné dans
l’introduction générale de ce manuscrit, de considérer une méthode paramétrique
pour estimer les quantiles intervenant dans notre modèle de mesure d’intégrité.
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Figure 5.13 – Epaisseur des queues de distribution
On appliquera la méthodologie POT présentée dans le chapitre dédié aux valeurs
extrêmes pour estimer les quantiles du modèle de mesure d’intégrité. Nous avons
établi deux estimateurs de quantiles extrêmes dans le cadre de la méthode POT.
Le premier est l’estimateur directement obtenu par inversion de la loi des excès et
le second est valable pour le cas où l’indice des valeurs extrêmes   est nul ; ou de
façon équivalente, lorsque la loi des observations appartient au domaine d’attraction
de Gumbel. Il est connu que la loi normale appartient au domaine d’attraction de
Gumbel [EKM97]. Pour la loi de Rayleigh, il faut le vérifier. Une indication provient
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du fait que la loi de Rayleigh est un cas particulier d’une loi Gamma généralisée
définie par [Str64] :
f(x) =
↵
b  +1↵  (
 +1
↵ )
x  exp
   x↵
b
 
↵ > 0 ,   > 1 , 0 < x <1 (5.9)
dont les cas particuliers sont les suivants :
1. Lorsque ↵ = 1,   = ⇢  1 pour ⇢ > 0 : distribution gamma. Particulièrement
lorsque   = 0 on obtient la distribution exponentielle.
2. Lorsque ↵ = 2,   = 2 : distribution de Maxwell.
3. Lorsque ↵ = m,   = m   1 : distribution de Weibull dont la distribution de
Rayleigh est un cas particulier lorsque ↵ = 2.
La loi Gamma fait elle même partie du domaine d’attraction de Gumbel. On rap-
pelle la condition suffisante d’appartenance à ce domaine d’attraction énoncée par
Gnedenko (1943) [Gne43] :
Théorème 5.2.1. Si F est de classe C2, F appartient au domaine d’attraction de
Gumbel si
lim
x!1
(1  F (x))@2F (x)
(@F (x))2
=  1 (5.10)
Proposition 5.2.2. La loi de Rayleigh appartient au domaine d’attraction de Gum-
bel.
Démonstration. Soit (Xn) une suite de variables aléatoires distribuées selon une loi
de Rayleigh de paramètre   dont la fonction de répartition est définie par :
F (x) = 1  exp(  x
2
2⇢2
) (5.11)
Afin de vérifier l’appartenance de la loi de Rayleigh au domaine d’attraction de
Gumbel on calcule le rapport énoncé dans le théorème 5.2.1. On a :
@F (x) =
1
⇢2
x exp(  x
2
2⇢2
)
et,
@2F (x) =
1
⇢2
exp(  x
2
2⇢2
)  x
2
⇢4
exp(  x
2
2⇢2
)
donc,
(1  F (x))@2F (x)
(@F (x))2
=
exp(  x22⇢2 )
⇥
1
⇢2 exp(  x
2
2⇢2 )  x
2
⇢4 exp(  x
2
2⇢2 )
⇤ 
1
⇢2x exp(  x
2
2⇢2 )
 2 = ⇢2x2   1
On a bien la limite qui vaut  1 quand x tend vers l’infini et la condition est
vérifiée.
On pourra donc utiliser l’estimateur de quantile extrême dans le cas Gumbel pour
notre modèle d’analyse d’intégrité.
108 Chapitre 5 - Applications en lien avec les activités de la société HELILEO
5.3 Procédure automatique de choix du seuil u
On souhaite appliquer le modèle de mesure d’intégrité aux données que nous venons
de décrire. Le problème de mesure d’intégrité est ramené à un problème d’estima-
tion de quantile associé à des niveaux de probabilité très élevés. Cette raison nous
pousse à utiliser les estimateurs issus de la théorie des extrêmes présentés au cha-
pitre 2. On préfèrera la méthodologie POT (Peak Over Threshold) à la méthode
bloc maxima. En effet, nous avons montré au chapitre 2 que la méthode POT était
mieux adaptée au cadre de cette étude. Les paramètres de la loi des excès, ainsi que
le quantile recherché, sont estimés en fonction d’un seuil u. Les exemples du cha-
pitre consacré à l’étude des valeurs extrêmes ont mis en évidence l’impact du seuil
u sur la variabilité des estimateurs des paramètres, des quantiles extrêmes ainsi que
leurs intervalles de confiance associés. En effet, les valeurs théoriques des quantiles
recherchés étaient comprises dans les intervalles de confiances pour des plages de
seuils assez restreintes. Ainsi, le choix du seuil u est une étape déterminante pour
l’ajustement du modèle de la loi des excès aux données. Jusqu’ici un "contrôle hu-
main" était nécessaire pour dégager des zones de stabilité des estimateurs exprimés
en fonction du seuil u, afin de choisir un niveau u satisfaisant la bonne adéquation
du modèle aux données.
L’objectif final de cette étude est de développer un outil fonctionnel évitant tout
contrôle humain durant les analyses de performances des matériels. De plus, le
contexte d’une plateforme d’essais comme HELILEO, implique un très grand nombre
d’échantillons de données à analyser. Il peut alors devenir très couteux en terme
de temps, d’effectuer "à la main", une analyse de performances (positionnement ou
intégrité) sur l’ensemble des données à disposition. Cette partie a pour but de four-
nir une procédure automatique de choix de seuil construite à partir de l’estimation
des paramètres de la loi GPD et des quantiles extrêmes, en fonction du seuil.
5.3.1 Génération d’une séquence de seuils propres aux don-
nées
Le premier contrôle humain est le choix de la plage de seuils à parcourir pour les
estimation des paramètres de la loi des excès   et   ainsi que du quantile recher-
ché q(p)POT ou q(p) =0. On utilise la technique consistant à chercher des valeurs
de u pour lesquelles les estimateurs  ˆ,  ˆ et bq(p)POT sont stables. Cependant, afin
d’appliquer cette procédure à différents scénarios (erreurs horizontales ou verti-
cales, différents matériels, etc), on génère automatiquement une séquence de seuils
uauto. On construit un critère générique en considérant la valeur maximale Xn,n de
l’échantillon et en retenant la statistique d’ordre telle que 5% des données soient
supérieures à cette valeur. Il s’agit du quantile de niveau p = 1  0.05 que l’on note
X0.95.n,n et qui est estimé de façon empirique (annexe A, section A.1). On choisit
de conserver dix valeurs au dessus du seuil maximal noté Xn 10,n de manière à ne
pas bloquer la procédure par manque d’observations au dessus du seuil maximal.
La séquence de seuils générés parcours une plage de valeurs allant de X0.95.n,n à
Xn 10,n. Les figures 5.14a et 5.14b présentent des séquences ayant un pas de 0.1. Ce
faible pas implique un coût calculatoire important pour la procédure, et ne présente
pas de meilleur résultat qu’avec un pas plus large ; on fixe le pas à 0.5.
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On illustre les différentes phases de la procédure par un exemple transverse aux sec-
tions qui vont suivrent. On simule un échantillon de 360 000 observations distribuées
selon une loi de Rayleigh de paramètre ⇢ = 2.
Figure 5.14 – Génération automatique d’une séquence de seuils u
Figure 5.15 – Séquence de seuils u, pas = 0.5
5.3.2 Sélection d’une plage de stabilité
Pour un échantillon donné, les paramètres de la loi des excès sont estimés en fonc-
tion d’une plage de seuils u. Afin de répondre aux problématiques d’analyse de
performances (en terme de position ou d’intégrité), on doit fournir une valeur d’un
quantile ainsi que son intervalle de confiance associé. Il faut alors trouver le seuil u
parmi les seuils testés, qui mènera à la meilleure adéquation du modèle (GPD) aux
données. La seconde brique de la procédure de choix de seuil présentée dans cette
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section est destinée à la détection de plages de stabilité, continues ou discontinues,
au sein des estimateurs des paramètres de la loi des excès ainsi que sur l’estimateur
de quantile retenu.
On rappelle les expressions des estimateurs de quantile extrême bq(p)POT et bq(p) =0 :
bq(p)POT = Xn ne,n + b b 
⇣ ne
p n
⌘b    1  (5.12)
bq(p) =0 = Xn ne,n + b  log  nenp  (5.13)
où les paramètres de la loi des excès   et   sont estimés par la méthode du maximum
de vraisemblance qui a montré de bonnes propriétés sur les exemples théoriques du
chapitre 2.
La sélection d’une plage de stabilité est obtenue grâce à un algorithme développé à
cet effet. Cette algorithme utilise un calcul de gradient pour l’estimateur de quan-
tile extrême bq(p)POT (ou bq(p) =0 dans le cas Gumbel) en fonction de u(pobs), pour
ensuite stocker les valeurs de u(pobs) pour lesquelles le gradient est proche de 0.
Toutefois, seront stockées uniquement les valeurs formant une séquence continue
d’au moins trois valeurs. Ceci atteste que l’algorithme a décelé une zone de stabilité
et non une valeur isolée. Plusieurs séquences discontinues de ce type peuvent être
détectées. On obtient ainsi Nu valeurs de u(pobs) retenues.
La stabilité des estimateurs b , b  sur la séquence retenue u(pobs)i, i = 1, · · · , Nu sera
ensuite testée de la même manière par souci de validation. On précise que cette
procédure est valable pour les différents estimateurs de  ,   et q(p). Reste mainte-
nant à déterminer le seuil optimal u(pobs)opt pour lequel, la loi GPD sera la mieux
ajustée aux données considérées.
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Figure 5.16 – Séquence de seuils u, pas = 0.5
On remarque sur la figure 5.16 un plateau de stabilité pour les trois estimateurs
dans la partie centrale de la courbe. L’amplitude des valeurs des seuils retenus peut
paraître large mais pour des échantillons de très grandes tailles, les conditions d’un
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Figure 5.17 – Sélection automatique d’une plage de stabilité
u suffisamment grand pour assurer les propriétés asymptotiques du modèle, sont
remplies. On retient pour cet exemple l’estimateur du maximum de vraisemblance
qui a montré de bonnes propriétés sur les exemples précédents.
La figure 5.17 (à droite) permet d’identifier la plage de seuils retenus, satisfaisant
la condition suivante (figure 5.17 en bas à gauche) :
@
@pobs
bq(pobs) = 0±   (5.14)
On fixe le paramètre   à 0.25. Il pourra être modifié en cas d’un nombre trop faible
de seuils retenus. Reste à trouver parmi ces seuils, lequel correspond au modèle
GPD le mieux ajusté aux observations.
5.3.3 Adéquation du modèle aux observations et sélection de
seuil
Les Nu seuils retenus vont permettre de former autant de modèles GPD. Soit pj,
j 2 {1, · · · , Np} une suite de Np probabilités comprises entre 0.9 et 1. Np sera fonc-
tion du pas choisi pour la séquence.
Remarque : L’adéquation du modèle est évaluée dans les zones qui nous inté-
ressent : les queues de distributions. Pour de gros échantillons, on considère qu’en
dessous d’un niveau de probabilité p = 0.9 les observations sont suffisamment nom-
breuses pour que l’ajustement aux observations se fasse à l’aide de l’estimateur du
quantile empirique. On va alors combiner deux modèles pour caractériser la totalité
de la loi des observations. Il serait tout à fait envisageable d’utiliser un estimateur
de quantile paramétrique (ex : a priori gaussien, exponentiel, Rayleigh, ...) pour
ajuster la partie centrale de la loi des observations [Gar02].
La figure 5.18 présente deux ensembles de modèles testés pour deux échantillons
différents injectés dans la procédure. La courbe en noir est la fonction de répartition
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empirique des observations estimée entre 0 et 1.
Figure 5.18 – Modèles générés en fonction de u
On cherche le modèle qui sera le plus proche de la loi des observations. Ainsi, le seuil
optimal uopt cherché est celui qui minimise au sens des moindres carrés la somme
des écarts entre le quantile empirique estimé bq(p)emp et le quantile estimé bq(p)POT
par la méthode POT, pour chaque niveau de probabilité pj compris entre 0.9 et 1,
et pour chaque seuil ui, i = 1, · · · , Nu, issu de la sélection par calcul de gradient. Le
quantile empirique q(p)emp est estimé au moyen de la méthode non paramétrique
décrite en annexe A. On a le critère d’optimisation suivant :
uopt = argmin
ui
⇢ NpX
j=1
⇣bq(pj)emp   bq ui(pj)POT⌘2 , i 2 {1, · · · , Nu} (5.15)
Le modèle retenu (figure 5.19) correspond à un seuil égal à 7 pour cet exemple. La
valeur du quantile associé à un niveau p = 1 10 7, est estimée à bqoptPOT = 11.31 avec
l’estimateur du maximum de vraisemblance. L’intervalle de confiance, de niveau
↵ = 0.05, est obtenu avec la méthode Delta et vaut ICDM(qoptPOT) = [9.01 ; 13.59].
On rappelle la valeur théorique du quantile recherché : qth = 11.35 . La procédure
a aussi été implémentée pour l’estimateur de quantile q(p) =0 dans le cas où la
loi des observations appartient au domaine d’attraction de Gumbel. On obtient un
résultat similaire pour le même échantillon que précédemment : le seuil retenu est
8, le quantile de niveau 1  10 7 est bq opt =0 = 11.18 et l’intervalle de confiance corres-
pondant ICth(qopt =0) = [10.62 ; 11.74].
Il existe d’autres critères de choix de seuil optimaux. On trouvera dans [Bei04] et
dans [DVF06] deux critères construits sur la minimisation de l’erreur quadratique
moyenne asymptotique. Le premier implique l’estimation de nouveaux paramètres
en fonction du seuil difficiles à sélectionner pour une procédure automatique et le
second est dédié aux lois appartenant au domaine d’attraction de Fréchet.
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Figure 5.19 – Modèle retenu
Un deuxième critère de choix de modèle a été développé dans cette étude pour
le cas où la loi des observations appartient au domaine d’attraction de Gumbel. On
rappelle que lorsque l’on est dans ce cas particulier, la loi des excès tend vers une loi
exponentielle pour de grands échantillons (cf. théorème 2.4.1). Ainsi on a construit
un test sur l’exponentialité des excès et plus particulièrement sur la linéarité du QQ-
plot (figure 5.20) obtenu en traçant les quantiles de la loi exponentielle   ln(j/ne)
en fonction des excès ordonnés (Xn ne+j,ne  Xn ne,ne), pour j = 1, · · · , ne.
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Figure 5.20 – Exponentialité des excès
Chaque seuil ui engendre un nombre d’excès nie pour i = 1, · · · , Nu. Les nie pren-
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dront leurs valeurs dans [10, nmaxe ]. On cherche alors le nombre d’excès nopte corres-
pondant au seuil uopt tel que :
nopte = argmin
nie
⇢ NuX
i=1
⇣
  ln( j
nie
)  (Xn nie+j,nie  Xn nie,nie)
⌘2 
(5.16)
pour i 2 {1, · · · , Nu} et j 2 {1, · · · , ne}.
Sur un tirage différent de l’exemple précédent, toujours distribué suivant une loi de
Rayleigh de paramètre 2, le seuil retenu est uopt = 8, le quantile de niveau 1 10 7 estbq opt =0 = 11.75 et l’intervalle de confiance correspondant ICth(qopt =0) = [11.06 ; 12.43].
Le paragraphe suivant présente les performances des procédures décrites dans cette
section.
5.3.4 Evaluation de la procédure
On souhaite évaluer les performances de la procédure d’ajustement décrite précé-
demment. Pour cela, on réalise l = 100 tirages différents d’un échantillon de données
sur lequel on va appliquer la procédure afin d’estimer un quantile extrême. On fixe
le niveau de quantile recherché à p = 1 10 7 comme dans les exemples de la section
précédente. On évalue la procédure pour les deux estimateurs q(p)POT et q(p) =0.
On retiendra comme résultats les l valeurs des b  et bq estimées, dont les valeurs théo-
riques sont connues, ainsi que les intervalles de confiances (obtenus par la méthode
Delta) associés aux quantiles. Le niveau des intervalles est fixé à ↵ = 0.05. On ana-
lysera les seuils u retenus ainsi que la probabilité de réussite de la procédure. On
considère que l’estimation est un succès lorsque la valeur théorique qth du quantile
recherché est contenue dans l’intervalle de confiance, ce qui n’est pas toujours le
cas (voir chapitre 2 section 2.3.3). On réalise ce test pour trois lois appartenant au
domaine d’attraction de Gumbel : une loi de Rayleigh, une loi normale et une loi
exponentielle.
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5.3.4.1 Sur une loi de Rayleigh de paramètre 2
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Figure 5.21 – Paramètre b  estimé sur les l = 100 tirages et seuils retenus
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Figure 5.22 – Quantile bq(p)POT estimé sur les l = 100 tirages et probabilité de succès
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Estimateur dans le cas Gumbel :
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Figure 5.23 – Paramètre b  estimé sur les l = 100 tirages et seuils retenus
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Figure 5.24 – Quantile bq(p) =0 estimé sur les l = 100 tirages et probabilité de succès
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5.3.4.2 Sur une loi normale N(0, 1)
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Figure 5.25 – Paramètre b  estimé sur les l = 100 tirages
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Figure 5.26 – Quantile bq(p)POT estimé sur les l = 100 tirages et probabilité de succès
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Figure 5.27 – Quantile bq(p) =0 estimé sur les l = 100 tirages et probabilité de succès
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5.3.4.3 Sur une loi exponentielle
Estimateur POT :
0 20 40 60 80 100
-1
.0
-0
.5
0.
0
0.
5
1.
0
Gamma chap retenus
Nombre d expériences
G
am
m
a 
ch
ap
Estimateur du maximum de vraisemblance
Seuils retenus
2 3 4 5 6 7 8
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
Figure 5.28 – Paramètre b  estimé sur les l = 100 tirages et seuils retenus
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Figure 5.29 – Quantile bq(p)POT estimé sur les l = 100 tirages et probabilité de succès
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Figure 5.30 – Paramètre b  estimé sur les l = 100 tirages et seuils retenus
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Figure 5.31 – Quantile bq(p) =0 estimé sur les l = 100 tirages et probabilité de succès
La procédure démontre des performances très correctes pour les lois de Rayleigh et
exponentielle, que l’on utilise l’estimateur bq(p)POT ou bq(p) =0. En revanche, pour
une loi symétrique, comme la loi normale, les estimations sont plus sensibles et les
performances ne sont pas acceptables pour utiliser cette procédure de façon auto-
nome. Cependant, si on observe les courbes des figures 5.26 et 5.27 attentivement,
on note que les estimations évoluent non loin des valeurs théoriques. La non réus-
site du test provient alors du fait que les intervalles de confiance sont trop étroits.
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Pour pallier cette carence de réussite, on choisit d’étudier les valeurs absolues des
variables aléatoires distribuées selon des lois symétriques. Dans ce cas, le pourcen-
tage de réussite passe à 92% au lieu de 69%. Afin d’augmenter les performances
de réussite de la procédure, on peut élargir les intervalles de confiance en fixant
le niveau à ↵ = 0.01. Ainsi, la valeur théorique du quantile recherché aura plus
de chance d’être contenu dans l’intervalle et le pourcentage de réussite s’en verra
augmenté.
Cette procédure pourra être utilisée pour l’estimation de quantile extrême présent
dans le modèle de mesure d’intégrité. De plus, elle a fait l’objet d’un développement
logiciel au sein d’une plate forme d’analyse de données qui sera présentée en fin de
chapitre.
5.4 Analyse d’intégrité offline
On propose de faire une évaluation de performance d’intégrité suivant le modèle
de mesure d’intégrité présenté précédemment. On s’intéresse aux trois variables
xPE/xPL, xPE/xAL et xPL/xAL caractérisant les trois événements menant à une
perte d’intégrité. Cette analyse est faite dans une approche offline, une fois les
enregistrements terminés. Le protocole mis en place pour cette analyse est issu de
la partie théorique sur l’étude des valeurs extrêmes, et plus particulièrement de la
méthode POT. A titre d’exemple, les paramètres de la loi des excès sont estimés à
partir de la méthode du maximum de vraisemblance et le niveau des intervalles de
confiance est fixé à ↵ = 0.05. Ils seront calculés avec la méthode Delta. On présente
tout d’abord un cas statique où les erreurs de positionnement ont été calculées par
rapport à la position de référence de la station d’HELILEO. Un second cas d’étude
mettra en évidence un jeu de données provenant d’enregistrements en vol. Pour le
cas dynamique, les trajectoires de référence sont obtenues par des techniques de
positionnement différentiel RTK.
5.4.1 Cas statique
On considère un enregistrement de 14 jours sur la station d’HELILEO. On s’in-
téresse dans un premier temps à l’événement Misleading Information (MI) pour
lequel l’erreur de positionnement PE doit excéder le niveau de protection PL pour
une probabilité très faible. On fixe le risque d’intégrité à p = 1  2.10 7. Ce niveau
correspond au niveau maximal auquel on peut être confronté dans le cas d’une
approche de précision [DO96]. Les seuils d’alerte AL seront fixés à 40 mètres en
horizontal et 10 mètres en vertical.
On rappelle le modèle de mesure d’intégrité établi précédemment :
P(xPE
xPL
< q(p)) = p ; P(xPE
xAL
< q(p)) = p
où x est "H" ou "V" selon l’erreur considérée.
On veut estimer le quantile q(p) pour évaluer si l’intégrité est assurée ou non pour
ce jeu de données. On utilise la procédure de choix de seuil (cf. section précédente)
afin de déterminer le modèle d’extrêmes le mieux ajusté aux données. Cette pro-
cédure intègre la fonction de permutation aléatoire permettant d’obtenir un jeu de
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Figure 5.32 – Processus Misleading Information
données indépendantes. En effet, on voit sur la figure 5.33 de gauche que les obser-
vations restent fortement corrélées après 2 heures (lag = 7200) d’enregistrement.
Après permutation (courbe de droite), la structure de dépendance a complètement
disparu.
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Figure 5.33 – Fonctions d’autocorrélation avant et après permutation
Le nouvel échantillon décorrélé est illustré sur la figure 5.34.
La procédure de choix de seuil renvoie le résultat suivant :
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.17 bq(p)POT = 0, 316 ICoptDM = [0.311; 0.321]
Table 5.1 – Résultat MI, statique, horizontal
On vérifie le fonctionnement de la procédure sur des données réelles en regardant
l’estimation du quantile pour une plage de seuils et le modèle choisi automatique-
ment (figure 5.35). On observe que l’estimation du quantile selon la méthode du
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Figure 5.34 – Processus Misleading Information après permutation
maximum de vraisemblance est stable en fonction des différents seuils testés. De
plus, cette figure met en évidence la bonne approximation de la loi de notre échan-
tillon (en noir) par la loi des excès (en bleu).
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Figure 5.35 – Vérification
Pour le cas vertical, on obtient le résultat suivant :
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.08 bq(p)POT = 0, 273 ICoptDM = [0.259; 0.288]
Table 5.2 – Résultat MI, statique, vertical
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On s’intéresse maintenant à l’autre événement pouvant mener à une perte d’inté-
grité. Il s’agit de l’erreur de positionnement PE qui dépasse le seuil d’alerte AL avec
le risque d’intégrité p = 1  2.10 7.
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.70 bq(p)POT = 0, 191 ICoptDM = [0.189; 0.194]
Table 5.3 – Résultat HMI, statique, horizontal
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.40 bq(p)POT = 1.078 ICoptDM = [0.973; 1.184]
Table 5.4 – Résultat HMI, statique, vertical
Sur le plan horizontal, les quantiles estimés, c’est à dire le seuil sa du modèle, sont
inférieurs à 1 pour les deux événements MI et HMI, l’intégrité suivant notre modèle
est donc assurée pour ce jeu de données. Sur l’axe vertical, le quantile estimé pour
l’événement HMI est supérieur à 1. Cet événement mène à une perte d’intégrité.
L’intégrité sur l’axe vertical n’est donc pas validée.
On regarde maintenant l’événement pour lequel le niveau de protection PL dépasse
le seuil d’alarme AL. On dira dans ce cas que le système n’est plus disponible. Le
niveau de probabilité lié à cette disponibilité est de p = 1  10 5.
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.70 bq(p)POT = 1.403 ICoptDM = [1.385; 1.421]
Table 5.5 – Résultat disponibilité, statique, horizontal
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 5 bq(p)POT = 8.480 ICoptDM = [8.461; 8.500]
Table 5.6 – Résultat disponibilité, statique, vertical
Les quantiles estimés sont supérieurs à 1, les performances en terme de disponibilité
du système et de service d’intégrité ne sont pas atteintes sur cet enregistrement.
5.4.2 Cas dynamique
Nous étudions un jeu de données recueillies suite à des essais en vol (figure 5.36).
Cet échantillon est obtenu par la concaténation de fichiers enregistrés lors de 80
vols pour une durée totale de 314687 secondes. Afin de vérifier les résultats issus
de la procédure automatique qui vont suivre, les figures suivantes (5.37, 5.38, 5.39)
montrent les quantiles estimés en fonction d’une plage de seuils pour les trois évé-
nements MI, HMI et la perte de disponibilité, pour le cas horizontal puis vertical.
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Figure 5.36 – Echantillons pour les cas horizontal et vertical
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Figure 5.37 – Estimation de quantile pour l’événement MI, horizontal
Les résultats obtenus par la procédure automatique sont donnés dans les tables
suivantes. Les plages de stabilité des estimateurs ont correctement été isolées par
la procédure.
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.14 bq(p)POT = 0.592 ICoptDM = [0.532; 0.651]
Table 5.7 – Résultat MI, dynamique, horizontal
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Figure 5.38 – Estimation de quantile pour l’événement HMI, horizontal et vertical
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Figure 5.39 – Estimation de quantile pour l’événement disponibilité, horizontal et ver-
tical
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.35 bq(p)POT = 0.671 ICoptDM = [0.499; 0.842]
Table 5.8 – Résultat MI, dynamique, vertical
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Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.06 bq(p)POT = 0.685 ICoptDM = [ 2.312; 3.682]
Table 5.9 – Résultat HMI, dynamique, horizontal
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 0.60 bq(p)POT = 1.682 ICoptDM = [ 0.462; 3.828]
Table 5.10 – Résultat HMI, dynamique, vertical
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 1.8 bq(p)POT = 4.15 ICoptDM = [1.819; 6.482]
Table 5.11 – Disponibilité, dynamique, horizontal
Seuil retenu Quantile estimé Intervalle de confiance
uopt = 8.00 bq(p)POT = 40.302 ICoptDM = [ 216.9; 297.530]
Table 5.12 – Disponibilité, dynamique, vertical
Les résultats précédents montrent que pour ce jeu de données, l’intégrité suivant
notre modèle est assurée sur le plan horizontal, en revanche, elle ne l’est pas sur
l’axe vertical. Les performances de disponibilité ne sont pas atteintes non plus.
Nous avons fourni au travers de ce cas d’étude, un exemple d’application du modèle
de mesure d’intégrité ainsi que de la procédure automatique de sélection de seuil
dans le cadre de la méthodologie Peak Over Threshold (POT). On a pu constater
que l’algorithme de sélection isolait correctement des plages de stabilité au sein des
estimateurs et que l’adéquation à la loi des excès pour nos jeux de données était
souvent très bonne pour les modèles sélectionnés, ceci assurant que nous disposions
de suffisamment de données pour tirer de bonnes conclusions sur les quantiles à
estimer. De plus, nous avons évoqué une forte corrélation temporelle présente au
sein des données. Cette structure de dépendance pourrait altérer l’estimation de
quantile. C’est pourquoi, nous avons choisi d’injecter dans la procédure automa-
tique, l’heuristique destiné à briser la structure de dépendance d’un processus au
moyen de permutations aléatoires sur les indices temporels de ce dernier (chapitre
4).
Sur les deux exemples traités, nous avons mis en évidence que les performances
d’intégrité relatives au système GPS/EGNOS spécifiées par l’ICAO dans les normes
aéronautiques [DO96], n’étaient pas atteintes pour les cas les plus restrictifs comme
les approches de précision. Les spécifications de performances d’intégrité intègrent
une notion temporelle que nous n’avons pas abordé. En effet, le modèle doit être
validé par tranche de 150 secondes. Cette durée a été établie relativement aux temps
de vol des phases critiques (décollage, approche et atterrissage). Le modèle de me-
sure d’intégrité est construit à partir d’outils issus de la théorie des extrêmes. Or ces
outils ne sont valides et performants que pour des échantillons de grandes tailles.
Nous avons donc choisi de faire une analyse globale sur la durée totale des échan-
tillons à disposition.
La plate forme d’analyse de données (cf section 5.6) s’est avérée être un outil efficace
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Figure 5.40 – Exemple de recherche d’anomalie, décrochage récepteur
0 50 100 150
80
0
85
0
90
0
Comparaison Septentrio vs U-Blox vs Post Processing
Index
h[
15
08
0:
15
25
0]
SEPTENTRIO
U-BLOX
Post Processing
0 50 100 150
80
0
85
0
90
0
95
0
GPS,SBAS Mode
Index
h[
in
d]
vol 0075, RX-SEPT-0016
SBAS
GPS only
Figure 5.41 – Exemple de recherche d’anomalie 2, décrochage récepteur
pour mettre en place des démarches d’investigations de manière à comprendre les
raisons de ces pertes d’intégrité. Nous avons pu voir qu’elles étaient le plus souvent
dues à des mesures anormales résultant non pas d’une défaillance du système GPS
mais d’un dysfonctionnement au niveau des récepteurs embarqués. Nous avons alors
cherché à isoler et à caractériser ces phénomènes puis constitué une bibliothèque
d’anomalies recensées. Après avoir contacté les fabricants, cette base de données a
été d’une grande aide pour comprendre les comportements défaillants des capteurs
et donner naissance à des collaborations pour développer des mises à jour logicielles
éradiquant ces phénomènes anormaux.
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Figure 5.42 – Exemple de recherche d’anomalie 3, désynchronisation des horloges
5.5 Temps d’enregistrement nécessaire pour garan-
tir une performance
Un des critères majeurs de performance des récepteurs GNSS est la précision de
positionnement qu’ils fournissent. Cette précision est donnée suivant plusieurs cri-
tères statistiques : quantiles à 95%, CEP, 2drms, etc [DO96], [ION97]. Un point
fondamental est le temps d’enregistrement nécessaire pour justifier de la pertinence
et de la significativité de ces indicateurs. Il est dit dans les normes [ION97] que les
protocoles de test de précision doivent être réalisés sur une période d’au moins 24h
de manière à voir défiler la constellation de satellites au minimum deux fois. La
durée de ces tests est évaluée d’un point de vue système et permet dans le cas d’un
élément défaillant (panne satellite par exemple) de prendre en compte les mesures
erronées dans les échantillons recueillis. Les normes indiquent que la précision de
positionnement doit être fournie suivant un quantile de niveau p = 1  0.05, ou de
manière équivalente, à 95%. Dans la plupart des cas, les distributions des erreurs
n’ont pas eu le temps de converger en 24 heures (cf. section 5.2.3) ; il est alors pé-
rilleux d’annoncer une performance sans avoir capturé la totalité de la distribution
de la variable observée, au risque d’omettre certaines erreurs élevées.
Il est question dans cette section de fournir une méthodologie permettant de dé-
terminer les temps d’enregistrement minimal nécessaire pour calculer un critère de
précision de positionnement. Premièrement, on fournit une méthode générale pour
les critères ayant des niveaux de probabilité peu élevé : 50% pour l’indicateur CEP
(Circular Error Probable), et 95%. Dans un second temps, on propose de regarder
les temps de convergence pour des critères nécessitant la stationnarité des don-
nées ; on s’intéressera aux quantiles extrêmes du modèle de mesure d’intégrité de
la section précédente. Ainsi, on pourra répondre à la question : combien de temps
d’enregistrement faut-il afin de garantir une précision correspondant à des niveaux
de probabilité très élevés ?
La question précédente comporte plusieurs termes importants. Le fait que l’on sou-
haite étudier des quantiles à des niveaux de probabilité élevés nous oriente directe-
ment vers l’utilisation d’outils issus de la théorie des extrêmes. Le terme "garantir" a
son importance ; il renvoie le statisticien à la notion de confiance et ainsi d’intervalle
de confiance. Le critère de convergence que l’on regarde est alors la convergence des
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intervalles de confiance en fonction du temps. Ces intervalles de confiances seront
associés à l’estimateur de quantile extrême correspondant au niveau de probabilité
que l’on se fixe. On souhaite évaluer le temps nécessaire pour appliquer le mo-
dèle de mesure d’intégrité vu précédemment. On fixe alors le niveau de quantile à
p = 1  10 7 et le niveau des intervalles de confiance à ↵ = 0.01.
5.5.0.1 Enregistrement statique
Pour un enregistrement statique, les moments d’ordres 1 et 2 se stabilisent en moins
de 100 heures d’enregistrement (figure 5.43).
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Figure 5.43 – Convergence des moments d’ordre 1 et 2, statique
Cependant la largeur des intervalles de confiance du quantile extrême estimé en
fonction du temps, passe en dessous d’un seuil " = 0.5 (que l’on s’est fixé) et sans
le franchir à nouveau, à partir de 140 heures (figure 5.44). Ces résultats ont été
obtenus en utilisant la procédure de choix de seuil établie précédemment.
5.5.0.2 Enregistrement dynamique
Pour le cas dynamique, les moments d’ordre 1 et 2 mettent plus de temps à se
stabiliser. Sur l’exemple suivant, il faut attendre environ 300 heures pour que la
variance, moment d’ordre 2, converge (figure 5.45 en bas).
On observe sur la figure 5.46 que la convergence des intervalles de confiance n’est
pas atteinte après 90x5 heures d’enregistrement. Ceci s’explique par le fait que le
jeux de données observées provient de plusieurs échantillons obtenus après de mul-
tiples vols.
On considère plusieurs modèles de récepteurs identiques ayant enregistré plus d’une
centaine d’heures de vols chacun. Une analyse comportementale de chaque récepteur
a été menée et a montré que l’on pouvait considérer que tous les jeux de données
proviennent d’un seul et même récepteur. Attention, ceci est valable pour des mo-
dèles haute précision de récepteur dont le fabriquant ne sera pas cité, mais pas pour
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Figure 5.44 – Convergence des intervalles de confiance, statique
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Figure 5.45 – Convergence des moments d’ordre 1 et 2, dynamique
tout récepteur GNSS. Ainsi on constitue un échantillon de près de 3000 heures de
vols. Afin d’évaluer plusieurs cas et de garantir l’efficacité de la procédure de choix
de seuil, on effectue l’estimation du quantile extrême et des intervalles de confiance
pour une séquence de seuils retenus par l’algorithme de sélection de seuil (figure
5.47). Les pics vers le haut et vers le bas sont probablement dus à une défaillance
de la procédure qui a retenu une valeur trop élevée pour le seuil u. On rappelle
qu’il doit faire l’objet d’un compromis entre biais et variance de l’estimateur. La
conséquence est une mauvaise adéquation du modèle et une explosion de la variance
de l’estimateur. Les pics en bleu à droite de la courbe traduisent l’apparition d’un
biais important ; la valeur du seuil sélectionné par la procédure a dû être trop faible
132 Chapitre 5 - Applications en lien avec les activités de la société HELILEO
0 20 40 60 80
-3
0
-2
0
-1
0
0
10
20
30
IC THEORIQUES EN FONCTION DE n, p = 1e-07, pas = 5h
NOMBRE D'HEURES ENREGISTREES
Q
U
A
N
TI
LE
 E
S
TI
M
E
Figure 5.46 – Convergence non atteinte des intervalles de confiance, dynamique
(contradiction avec les propriétés asymptotiques du modèle POT impliquant un
seuil le plus grand possible).
Pour que chaque largeur d’intervalle de confiance passe en dessous du seuil " = 1,
il faut plus de 3x1000 heures de vol enregistrées (figure 5.48).
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Figure 5.47 – Convergence des intervalles de confiance, dynamique
Ces résultats de convergence ont aussi été évalués avec l’estimateur du cas Gumbel
et seront fournis en annexe.
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Figure 5.48 – Largeur des intervalles de confiance, dynamique
5.6 Plateforme d’analyse de données
La plate forme d’analyse de données a été développée afin de répondre à la demande
d’HELILEO qui devait présenter à la commission européenne des rapports d’essais
obtenus suite à une vaste campagne d’essais héliportés. Face à la quantité de données
à traiter à l’issue de cette campagne, HELILEO a souhaité se doter d’un outil
d’analyse statistique intégrant diverses fonctionnalités qui sont décrites dans cette
section.
Afin de fournir un outil complet regroupant les différents outils présentés dans ce
manuscrit, la fonction de mesure d’intégrité à partir de la théorie des extrêmes y
figure également. Cet outil logiciel a été entièrement implémentée avec le logiciel R.
5.6.1 Fonctionnalités
La plate forme se compose de deux blocs indépendants : le premier fournit une
génération automatique d’indicateurs, appelés KPI (Key Performance Indicators),
définis par la commission européenne. Le second est destiné à l’analyse d’intégrité.
La première fenêtre qui apparaît à l’ouverture de la plate forme permet de sélec-
tionner le bloc que l’utilisateur désire utiliser (figure 5.49).
Figure 5.49 – Choix de l’étude à réaliser
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5.6.1.1 Bloc 1 : génération des KPI
Le premier bloc de la plateforme est destiné à générer automatiquement les in-
dicateurs KPI pour un scénario sélectionné par l’utilisateur. La configuration du
scénario se fait à l’aide d’une suite de choix décrivant les différents tests réalisés
lors de la campagne d’essais.
La première étape est le choix de l’étude d’un vol isolé ou d’un ensemble de vols.
Les vols ont été numérotés, la sélection du vol s’effectue donc à partir d’une liste de
numéros correspondants aux vols effectués. Le menu des sélections de vols autorise
une sélection discontinue si l’utilisateur le souhaite.
L’étape suivante consiste à choisir le récepteur à étudier parmi l’ensemble des récep-
teurs embarqués. La gamme de récepteurs testés durant la campagne a été répartie
dans cinq H-box ; l’utilisateur devra donc choisir la H-box utilisée. Les compositions
des H-Box étant fixes, les listes des récepteurs présents dans les quatre H-box ont
été préalablement enregistrées dans le logiciel. Ainsi, lorsque l’utilisateur sélectionne
une H-box à étudier, une fenêtre comportant la liste des récepteurs correspondants
à cette H-box, s’ouvre en suivant.
Une fois la configuration du scénario achevée, l’utilisateur sélectionne le KPI à gé-
nérer. Une dernière fenêtre s’ouvre et permet un retour à toute étape antérieure.
La figure 5.51 présente la suite de choix successifs à réaliser pour obtenir la sortie
désirée.
Utilisation 2 :
Les fenêtres de choix vont alors apparaître
Figure 5.50 – Configuration de scénario
Description des KPI
Les KPI (Key Performance Indicators) sont un ensemble d’indicateurs décrivant
plusieurs variables témoignant des performances du système GPS/EGNOS pour
des essais héliportés. Ces indicateurs ont été définis par la commission européenne
et sont au nombre de 14 :
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– KPI 1 : Number of visible GEO.
Le KPI 1 décrit le nombre de satellites géostationnaires EGNOS visibles pendant
l’essai en vol. Ce nombre est censé être égal à 3 signifiant que le récepteur reçoit
les signaux de l’ensemble de la constellation EGNOS. Ce KPI est représenté par
un camembert sur lequel figurent les proportions de temps où le récepteur a eu
1, 2 ou 3 satellites en vue.
– KPI 2 : C/N0 per GEO.
Le KPI 2 décrit le niveau de signal sur bruit du signal reçu par le récepteur, pour
les trois satellites EGNOS.
– KPI 3 : C/N0 comparison.
Le KPI 3 décrit le niveau de signal sur bruit du signal reçu par le récepteur, pour
chacun des trois satellites EGNOS.
– KPI 4 : EGNOS message type comparison.
Le KPI 4 décrit la proportion des messages reçus contenant les informations
communiquées par les satellites EGNOS au récepteur.
– KPI 5 : Satellites in view.
Le KPI 5 donne le nombre de satellites vus par le récepteur.
– KPI 6 : Receivers computed position distance.
Le KPI 6 décrit les différences de coordonnées (sur les trois axes dans le repère
géodésique) entre le récepteur considéré et un récepteur de référence présent dans
la H-box à sélectionner.
– KPI 7 et 8 : HDOP, VDOP.
Les KPI 7 et 8 décrivent les DOP horizontaux et verticaux calculés par le récep-
teur pendant le(s) vol(s).
– KPI 9 et 11 : HPE, VPE per GEO.
Les KPI 9 et 11 décrivent les erreurs de positionnement horizontales et verticales
calculées à partir des positions estimées en utilisant les informations d’un des
satellites EGNOS au lieu des trois.
– KPI 10 et 12 : HPE, VPE.
Les KPI 10 et 12 décrivent les erreurs de positionnement horizontales et verticales.
– KPI 13 et 14 : Stanford plot
Les KPI 13 et 14 décrivent les performances d’intégrité suivant la représentation
Stanford Plot sur l’axe vertical et sur le plan horizontal.
En fonction de la nature des variables à étudier, les KPI sont illustrés de différentes
façons : on trouve des représentations sous forme de courbe temporelle, d’histo-
gramme ou de camembert. Afin de compléter la description des échantillons que
l’on veut étudier, les indicateurs statistiques suivants figurent sur les graphiques :
moyenne, écart-type, quantile à 95%, taille de l’échantillon et pourcentage de don-
nées valides. Un exemple de chaque KPI est donné en annexe B.
5.6.1.2 Bloc 2 : mesure d’intégrité
La seconde fonctionnalité de la plate forme est l’étude de la mesure d’intégrité selon
le modèle issu de la théorie des extrêmes. Ceci constitue l’application pratique de
l’étude présentée précédemment.
Le jeu de données à étudier peut être issu de la configuration d’un scénario comme
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dans le bloc 1 de génération des KPI ou être sélectionné indépendamment via une
boîte de dialogue spécifiant un chemin d’accès. L’estimateur de quantile extrême
utilisé est sélectionné parmi les modèles suivants :
– configuration automatique : méthode POT. Les paramètres de la loi des excès sont
alors estimés avec l’estimateur du maximum de vraisemblance, et l’adéquation du
modèle est faite avec la procédure automatique de choix de seuil. Les intervalles
de confiances fournis sont obtenus avec la méthode Delta.
– loi GEV et méthode bloc maxima : estimation de l’indice des valeurs extrêmes
avec l’estimateur de Hill et estimation du quantile avec l’estimateur présenté dans
la section 2.2.4.
– loi GPD : méthode POT. L’utilisateur a le choix pour estimer les paramètres de
la loi des excès entre la méthode des moments ou l’estimateur du maximum de
vraisemblance. Deux estimateurs de quantiles sont alors proposés : bq(p)POT etbq(p) =0.
Dans les exemples du chapitre consacré à la théorie des extrêmes, les intervalles
de confiance obtenus à l’aide de la méthode Delta avaient une largeur supérieure à
celle des intervalles de confiance asymptotiques. Ce comportement, avait pour effet
de contenir de manière plus sûre la valeur théorique du quantile à estimer. Pour
cette raison, nous avons choisi la méthode Delta pour le calcul des intervalles de
confiance dans la plate forme.
L’utilisateur doit ensuite donner le niveau de probabilité du quantile à estimer ainsi
que celui de l’intervalle de confiance associé via la boîte de dialogue suivante :
Figure 5.51 – Niveaux de probabilité
Les valeurs à rentrer dans ces champs sont p telle que q(p) = 1  p pour le niveau
de probabilité du quantile à estimer. ↵ tel que le niveau de l’intervalle soit 1  ↵.
La fenêtre de résultats (figue 5.52) est un résumé de l’analyse d’intégrité donnant
les différents choix de méthode d’estimation faits par l’utilisateur et les valeurs
associées. On trouvera les expressions théoriques menant à ces résultats dans le
chapitre consacré aux valeurs extrêmes.
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Figure 5.52 – Résumé de l’analyse
5.7 Conclusion
Ce cinquième et dernier chapitre constitue la partie pratique des travaux théoriques
réalisés au cours de cette étude. Nous avons mis en place un protocole d’analyse
afin d’appliquer le modèle de mesure d’intégrité aux données GPS. Ce protocole
comporte les étapes suivantes :
– visualisation et analyse des données : nous avons montré que les erreurs de posi-
tionnement étaient distribuées selon des lois proches des modèles paramétriques
cités dans la littérature. Toutefois, l’adéquation n’est pas satisfaite dans les queues
de distribution. Il est donc risqué de faire des hypothèses paramétriques sur la
loi des données lorsque l’on manipule des niveaux de probabilité élevés.
– vérification des hypothèses requises par les modèles employés : l’hypothèse d’in-
dépendance étant traitée dans le chapitre 4, nous nous sommes intéressés à la
stationnarité des données et nous avons montré que pour de grands échantillons,
la stationnarité asymptotique pouvait être atteinte selon trois critères (conver-
gence des moments d’ordre 1 et 2, et convergence des distributions).
– sélection du modèle, estimation des paramètres et adéquation du modèle aux don-
nées : au travers de ce cas d’étude, nous avons fourni un exemple d’application
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du modèle POT issu de la théorie des extrêmes appliquée aux données GPS. Le
problème de choix de seuil a été résolu par l’intermédiaire d’une procédure auto-
matique de sélection reposant sur plusieurs critères dont un critère d’optimisation
d’adéquation du modèle.
– estimation du quantile recherché et des intervalles de confiance associés : enfin,
cette procédure menant à l’estimation de quantile extrême a montré des perfor-
mances tout à fait correctes sur les cas théoriques. Les cas d’étude sur des données
réelles ont eux aussi mis en évidence de bonnes performances de la procédure aux
vues de la stabilité des résultats.
Une fois ce protocole établi et validé, il a alors été possible de répondre aux deux
questions posées au début de chapitre :
1. Est-ce que les exigences de fiabilité les plus strictes imposées par les normes
aéronautiques sont satisfaites pour un positionnement d’hélicoptère utilisant
les signaux GPS/EGNOS? Le tableau 5.13 ci-dessous regroupe les résultats
correspondant obtenus sur deux cas d’étude (statique et en vol) pour des ni-
veaux de fiabilité requis pour des approches de précision CAT 1.
Essai MI HMI Disponibilité
Horiz Vert Horiz Vert Horiz Vert
Statique ok ok ok proche de 1 pas ok pas ok
En vol ok ok ok pas ok pas ok pas ok
Table 5.13 – Résultats de l’analyse d’intégrité sur deux cas (statique et en vol)
On rappelle que l’on veut évaluer si les deux événements MI et HMI (ie.
PE<AL et PE<PL) sont assurés pour un risque de niveau 1  2.10 7. On ob-
serve aussi l’événement PL>AL correspondant à une indisponibilité du service
d’intégrité et menant aussi à une perte d’intégrité. Le risque dans ce cas est
fixé à 10 5.
Pour ce cas d’étude notre modèle montre que les conditions de fiabilité sont
remplies pour presque tous les cas concernant les événements MI et HMI. On
considère le cas HMI statique sur l’axe vertical comme validé car la valeur
de q(p) est très proche de 1 et l’intervalle de confiance associé est étroit. En
revanche, les performances correspondant à la disponibilité du service d’inté-
grité ne sont validées dans aucun des cas traités. On voit très nettement sur la
figure 5.36 que les bornes inférieures des niveaux de protections (en bleu foncé)
ne sont pas cohérentes avec les niveaux d’alerte (ligne horizontale rouge). Les
niveaux de protection sont issus d’un algorithme de contrôle autonome d’in-
tégrité (RAIM) [Mar08], [Fau11] implanté dans les récepteurs. Il se peut que
les récepteurs embarqués durant la campagne n’aient pas été configurés pour
satisfaire des niveaux de sécurité aussi élevés.
2. Nous avons fourni une méthodologie permettant d’évaluer le temps d’enregis-
trement nécessaire pour garantir une performance donnée. Cette méthodologie
s’appuie sur différents critères en fonction du niveau de performance que l’on
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souhaite caractériser. Pour les niveaux des indicateurs standards (ie. 50% et
95%) les critères choisis reposent sur la convergence des moments d’ordre 1 et 2
des variables observées (décorrélées) attestant que la stationnarité est atteinte.
Pour des niveaux de probabilités extrêmes, on s’intéresse à la convergence des
intervalles de confiance associés au quantile estimé. Cette convergence assure
que l’on a recueilli suffisamment d’observations pour caractériser correctement
la loi des données dans les queues de distribution.
Enfin, la dernière partie de ce chapitre était consacrée à la présentation d’un outil
fonctionnel d’analyse de données GPS ayant permis à la société HELILEO de ma-
térialiser ses campagnes de tests et ainsi analyser les performances accomplies par
les capteurs embarqués dans les hélicoptères.

Annexes

C H A P I T R E A
Estimation de quantile par des
méthodes classiques
Cette annexe présente les méthodes les plus couramment utilisées pour estimer un
quantile ainsi qu’une comparaison avec les deux estimateurs de quantiles issus de la
théorie des extrêmes utilisés dans le protocole d’analyse d’intégrité. Cette comparai-
son sera faite sur un échantillon distribué suivant une loi de Rayleigh de paramètre
⇢ = 2, comme dans les exemples de ce manuscrit. On estimera alors un quantile de
niveau p = 1  10 7 et le niveau des intervalles de confiance sera fixé à 0.05.
Parmi les techniques d’estimation dites "classiques", on recense trois familles dis-
tinctes :
– Les techniques de rééchantillonnage de type Monte-Carlo. Elles sont très déli-
cates à mettre en oeuvre pour des niveaux de probabilité aussi élevés tel que
p = 1  10 7. En effet le coût calculatoire serait beaucoup trop élevé et les tailles
d’échantillons dont on dispose trop faibles pour espérer une précision décente.
– La méthode non paramétrique du quantile empirique. La précision de cette tech-
nique dépend fortement de la taille de l’échantillon et peut avoir une grande
variance pour des valeurs de p proches de 0 ou de 1.
– La méthode paramétrique. On suppose a priori que l’échantillon observé suit
une loi paramétrique (par exemple une gaussienne ou une exponentielle). Cette
méthode est trop sensible au choix de la famille paramétrique.
Les deux sections qui suivent présentent les techniques d’estimation non paramé-
trique et paramétrique suivant deux a priori, gaussien et exponentiel. La troisième
et dernière section de cette annexe est consacrée à un tableau comparatif des esti-
mateurs évoqués dans cette partie.
A.1 Estimation non paramétrique
La méthode du quantile empirique est la plus commune et la plus simple des mé-
thodes d’estimation de quantile à laquelle on peut penser. Cette méthode consiste
à chercher la valeur pour laquelle, la proportion d’observations en-dessous de cette
valeur soit égale à 1  p. On considère un échantillon de taille n de variables aléa-
toires i.i.d. On note X1,n  · · ·  Xn,n le réordonnement croissant de l’échantillon.
On parlera de statistiques d’ordre. Pour tout p 2 [0, 1], l’estimateur du quantile
empirique est défini par qˆ(p)emp = Xp,n .
Le problème d’un tel estimateur est qu’il est fortement dépendant du nombre de
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données dont on dispose. En effet, si n < 1p , il n’y a pas assez d’observations pour
apprécier des évènements de probabilité d’occurrence p. De plus, la variance d’un
tel estimateur peut être importante. En effet, elle s’exprime par :
V ar(bq(p)emp) = p(1  p)
n[F 0(q(p))]2
(A.1)
L’intervalle de confiance d niveau 1  ↵ associé à cet estimateur est :
IC1 ↵(q(p)emp) =
h
qˆ(p)emp ±
p
p(1  p)p
nF 0(q(p))
z1 ↵/2
i
(A.2)
où z1 ↵/2 est le quantile d’ordre 1 ↵/2 d’une loi normale centrée réduite. On note
Fn la fonction de répartition empirique de la variable X et on estime F 0 par :
cF 0n(q(p)) ' Fn(q(p))  Fn(h)q(p)  h avec h très proche de q(p) (A.3)
A.2 Méthodes paramétriques
On suppose que la loi de la variable étudiée appartient à une famille paramétrique
de loi. Nous allons donner deux exemples suivant deux a priori pour nous rendre
compte que l’emploi de modèles paramétriques peut s’avérer très périlleux quand
la loi initiale de l’échantillon observé est inconnue.
A.2.1 A priori gaussien
"La loi normale prend une part très importante dans les méthodes de décisions sta-
tistiques. Ce modèle statistique a en effet l’intérêt incontestable de pouvoir décrire
avec simplicité un grand nombre de phénomènes aléatoires naturels. Son caractère
n’en est pas universel pour autant et on constate que bon nombre d’applications
statistiques ne peuvent se satisfaire de l’hypothèse de normalité."
On suppose tout d’abord que X suit une loi gaussienne de paramètres µ et  .
On exprime à l’aide d’un changement de variable le quantile d’ordre 1  p :
qˆ(p)gaussien = µˆ+  ˆz1 p (A.4)
où z1 p désigne le quantile d’ordre 1  p d’une loi normale centrée réduite. Dans ce
modèle on note que l’estimation du quantile se réduit à l’estimation des paramètres
µ et   que l’on estime par la moyenne et l’écart-type empiriques classiques :
µˆ =
1
n
nX
i=1
Xi et  ˆ2 =
1
n  1
nX
i=1
(Xi   µ)2 (A.5)
Pour un quantile gaussien, l’intervalle de confiance de niveau 1  ↵ est donné par :
IC1 ↵(q(p)gaussien) =
h
µˆ+  ˆz1 p ±  ˆp
n
z1 ↵/2
i
(A.6)
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A.2.2 A priori exponentiel
Lorsqu’on observe des échantillons à queues lourdes c’est à dire avec beaucoup de
données loin de la moyenne, dans les queues de distribution, on peut supposer que
la variable observée suit une loi exponentielle de paramètre   (loi à queue lourde).
Il s’agit alors de calibrer le paramètre   estimé par :
 ˆ 1 =
1
n
nX
i=1
Xi (A.7)
puis d’estimer le quantile d’ordre 1 p voulu avec l’expression suivante obtenue par
inversion de la fonction de répartition de la loi exponentielle :
qˆ(p)exp =   log(p)
 ˆ
(A.8)
L’intervalle de confiance de niveau 1  ↵ de cet estimateur est donnée par :
IC1 ↵(q(p)exp) =
h
qˆ(p)exp
 
1± z1 ↵/2p
n
 i
(A.9)
A.3 Résultats
On rappelle la valeur théorique du quantile à estimer pour un niveau p = 1 10 7 :
qth = 11.35. La taille de l’échantillon simulé est N = 360000.
estimation intervalle de confiance (5%) |erreur relative|
bqMLPOT = 11.32 ICth = [9.48; 12.76] 0.3%
bq =0 = 11.36 ICth = [10.87; 11.86] 0.08%
bqemp = 9.65 ICemp = [9.63; 9.67] 15%
bqgauss = 9.336 ICgauss = [9.332; 9.341] 18%
bqexp = 40.37 ICexp = [40.24; 40.50] 250%
Table A.1 – Comparaison avec des estimateurs classiques
Cet exemple montre bien que pour les niveaux de quantiles auxquels nous sommes
confrontés dans l’étude de l’intégrité, les méthodes dites classiques ne sont pas
appropriées.

C H A P I T R E B
Description et exemple des Key
Performance Indicators (KPI)
Cette annexe est une description illustrée des Key Performance Indicators (KPI)
mentionnés au chapitre 5. Ces indicateurs ont été définis par la commission eu-
ropéenne pour évaluer les performances du système GPS/EGNOS au moyen de
récepteurs embarqués dans des hélicoptères. On en compte 14.
– KPI 1 : Number of visible GEO.
Le KPI 1 décrit le nombre de satellites géostationnaires EGNOS visibles pendant
l’essai en vol. Ce nombre est censé être égal à 3 signifiant que le récepteur reçoit
les signaux de l’ensemble de la constellation EGNOS. Ce KPI est représenté par
un camembert sur lequel figurent les proportions de temps où le récepteur a eu
1, 2 ou 3 satellites en vue.
Figure B.1 – KPI 1
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– KPI 2 : C/N0 per GEO.
Le KPI 2 décrit le niveau de signal sur bruit du signal reçu par le récepteur, pour
les trois satellites EGNOS.
Figure B.2 – KPI 2-1 : satellite 1 EGNOS
Figure B.3 – KPI 2-2 : satellite 2 EGNOS
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Figure B.4 – KPI 2-3 : satellite 3 EGNOS
Figure B.5 – KPI 2-4
– KPI 3 : C/N0 comparison.
Le KPI 3 décrit le niveau de signal sur bruit du signal reçu par le récepteur, pour
chacun des trois satellites EGNOS.
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Figure B.6 – KPI 3-1 : satellite 1 EGNOS
Figure B.7 – KPI 3-2 : satellite 2 EGNOS
Figure B.8 – KPI 3-3 : satellite 3 EGNOS
– KPI 4 : EGNOS message type comparison.
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Le KPI 4 décrit la proportion des messages reçus contenant les informations com-
muniquées par les satellites EGNOS au récepteur.
Figure B.9 – KPI 4
– KPI 5 : Satellites in view.
Le KPI 5 donne le nombre de satellites vus par le récepteur.
Figure B.10 – KPI 5
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– KPI 6 : Receivers computed position distance.
Le KPI 6 décrit les différences de coordonnées (sur les trois axes dans le repère
géodésique) entre le récepteur considéré et un récepteur de référence présent dans
la H-box à sélectionner.
Figure B.11 – KPI 6-1 : Latitude, longitude
Figure B.12 – KPI 6-2 : Hauteur
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– KPI 7 et 8 : HDOP, VDOP.
Les KPI 7 et 8 décrivent les DOP horizontaux et verticaux calculés par le récep-
teur pendant le(s) vol(s).
Figure B.13 – KPI 7-1
Figure B.14 – KPI 7-2
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Figure B.15 – KPI 8-1
Figure B.16 – KPI 8-2
– KPI 9 et 11 : HPE, VPE per GEO.
Les KPI 9 et 11 décrivent les erreurs de positionnement horizontales et verticales
calculées à partir des positions estimées en utilisant les informations d’un des
satellites EGNOS au lieu des trois. Ces KPI n’ont finalement pas été utilisés
pour le rapport rendu à la commission.
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– KPI 10 et 12 : HPE, VPE.
Les KPI 10 et 12 décrivent les erreurs de positionnement horizontales et verti-
cales.
Figure B.17 – KPI 10-1
Figure B.18 – KPI 10-2
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Figure B.19 – KPI 10-3
Figure B.20 – KPI 12-1
Figure B.21 – KPI 12-2
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– KPI 13 et 14 : Stanford plot
Les KPI 13 et 14 décrivent les performances d’intégrité suivant la représentation
Stanford Plot [TST+07] sur l’axe vertical et sur le plan horizontal. Les erreurs
HPE et VPE sont sur les axes des abscisses tandis que les niveaux de protec-
tion HPL et VPL sont sur les ordonnées. Ainsi on peut voir graphiquement les
niveaux d’occurrence des événements MI et HMI. De plus, les niveaux d’alerte,
AL, figurent aussi sur le graphique, permettant de dissocier les opérations de type
CAT1 ou LPV.
Figure B.22 – KPI 13
Figure B.23 – KPI 14
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Résumé
Parmi les applications GNSS (Global Navigation Satellite System) existantes ou
en développement, certaines dont l’aviation, nécessitent de hautes performances
en termes de précision de positionnement et de fiabilité.
Ces performances critiques sont évaluées à l’aide d’outils probabilistes et le pro-
blème d’appréciation de la précision ou de la fiabilité du système (intégrité)
peut être vu comme une estimation de quantile. Ce problème inverse nécessite la
connaissance de la fonction de répartition des observations, ce qui n’est pas le cas
lorsque l’on travaille sur des données réelles. Il faut alors utiliser des techniques
statistiques pour l’estimer.
Les exigences spécifiques à certaines applications, comme par exemple l’atterris-
sage d’un avion, nécessitent des niveaux de quantiles très élevés atteignant des
probabilités de l’ordre de 10 7. Ces probabilités correspondent à des fréquences
d’occurrence d’événements rares, situés dans les queues de distribution. Les quan-
tiles associés à de tels niveaux de probabilité sont qualifiés de quantiles extrêmes
et se situent le plus souvent au-delà du domaine des observations.
Nous proposons dans cette thèse deux méthodes d’estimation de quantiles ex-
trêmes peu employées dans le domaine du GNSS. La première est une application
des modèles issus de la théorie des extrêmes et plus particulièrement du modèle
à dépassement de seuil POT (Peak Over Threshold). Cette théorie fournit une
classe de modèles permettant l’extrapolation de l’observé vers le non observé et
ainsi la caractérisation des événements rares qui peuvent ne jamais avoir été ob-
servés. La deuxième méthode fournit une approximation de la décroissance de la
queue d’une distribution au moyen de techniques analytiques adaptées à un cadre
statistique : il s’agit de la méthode du point selle.
Ces deux techniques de caractérisation des fonctions de répartition sont valables
sous certaines hypothèses de stationnarité et d’indépendance des observations ;
or les données GPS ne vérifient pas toujours ces conditions. Dans ce travail, nous
proposons des méthodes statistiques pour stationnariser les données afin d’utili-
ser les modèles d’estimation de quantiles extrêmes dans un cadre adéquat.
A partir des outils décrits dans cette thèse, nous fournissons un protocole d’ana-
lyse statistique d’intégrité. Les problématiques de calibration de ces outils sont
traitées par des processus automatisés dans une plateforme d’analyse de données,
support logiciel développé pour cette étude.
Mots-clefs : GNSS, GPS, intégrité, théorie des valeurs extrêmes, quantile ex-
trême, dépendance temporelle, approximation point selle.
