Jacobi fields along harmonic 2-spheres in ${\bf C}P^2$ are integrable by Lemaire, Luc & Wood, John C.
ar
X
iv
:m
at
h/
01
04
22
0v
2 
 [m
ath
.D
G]
  1
7 D
ec
 20
01 Jacobi fields along harmonic 2-spheres in CP
2 are
integrable
Luc Lemaire and John C. Wood
Abstract
We show that any Jacobi field along a harmonic map from the 2-sphere to the
complex projective plane is integrable (i.e., is tangent to a smooth variation through
harmonic maps). This provides one of the few known answers to this problem of
integrability, which was raised in different contexts of geometry and analysis. It
implies that the Jacobi fields form the tangent bundle to each component of the
manifold of harmonic maps from S2 to CP 2 thus giving the nullity of any such
harmonic map; it also has bearing on the behaviour of weakly harmonic E-minimizing
maps from a 3-manifold to CP 2 near a singularity and the structure of the singular
set of such maps from any manifold to CP 2.
1 Introduction
Throughout this paper, (M, g) and (N, h) will denote smooth compact Riemannian mani-
folds without boundary, and ϕ :M → N a smooth map. Then ϕ is said to be harmonic if
it is an extremal of the energy functional
E(ϕ) = 1
2
∫
M
|dϕ|2vg,
i.e., if for every smooth variation ϕt with ϕ0 = ϕ we have
d
dt
E(ϕt)
∣∣
t=0
= 0. Equivalently, ϕ
satisfies the Euler-Lagrange equation for the problem: τ(ϕ) = 0, where τ(ϕ) is the tension
field given by
τ(ϕ) = trace (∇dϕ) . (1.1)
Indeed,
dE(ϕt)
dt
∣∣∣
t=0
= −
∫
M
〈
τ(ϕ),
∂ϕt
∂t
∣∣∣
t=0
〉
vg . (1.2)
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Here and in the sequel, 〈 , 〉 and ∇ denote the inner product and connection induced on the
relevant bundle by the metrics and Levi-Civita connections on M and N . In particular, in
(1.2), 〈 , 〉 is the inner product on ϕ−1TN and, in (1.1), ∇ is the connection induced on the
bundle T ∗M ⊗ ϕ−1TN of which dϕ is a section (see, for example, [12] for this formalism).
The second variation of the energy is described as follows. For a smooth two-parameter
variation ϕt,s of ϕ with
∂ϕt,s
∂t
∣∣∣
(0,0)
= v and
∂ϕt,s
∂s
∣∣∣
(0,0)
= w, the Hessian of ϕ is defined by
Hϕ(v, w) =
∂2E(ϕt,s)
∂t∂s
∣∣∣
(0,0)
.
We have
Hϕ(v, w) =
∫
M
〈
Jϕ(v), w
〉
vg
where
Jϕ(v) = ∆v − traceRN(dϕ, v) dϕ
is called the Jacobi operator, a self-adjoint linear elliptic differential operator. Here ∆
denotes the Laplacian induced on ϕ−1TN and the sign conventions on ∆ and the curvature
R are those of [12].
Let v be a vector field along ϕ, i.e. a smooth section of ϕ−1TN . Then v is called
a Jacobi field (for the energy) if Jϕ(v) = 0. The space of Jacobi fields, ker Jϕ , is finite
dimensional, its dimension is called the (E)-nullity of ϕ.
The following proposition expresses the standard fact that the Jacobi operator is the
linearisation of the tension field (up to a sign coming from the choice of conventions).
Proposition 1.1 Let v be a vector field along a smooth map ϕ : M → N . Then for any
one-parameter family ϕt of smooth map with ϕ0 = ϕ and
∂ϕt
∂t
∣∣∣
t=0
= v we have
Jϕ(v) = − ∂
∂t
τ(ϕt)
∣∣∣
t=0
. (1.3)
Proof. Choose a two-parameter variation ϕt,s with ϕt,0 = ϕt. We compare
Hϕ(v, w) =
∂2E
∂t∂s
(ϕt,s)
∣∣∣
(0,0)
=
∫
M
〈
Jϕ(v), w
〉
vg
with
Hϕ(v, w) =
d
dt
(∇wE(ϕt,0))∣∣∣
t=0
= − d
dt
∫
M
〈
τ(ϕt,0), w
〉
vg
∣∣∣
t=0
=
∫
M
〈− ∂
∂t
τ(ϕt,0), w
〉
vg
∣∣∣
t=0
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and obtain the statement.
In particular when ϕt is a smooth family of harmonic maps, the vector field v =
∂ϕt
∂t
∣∣∣
t=0
is a Jacobi field along ϕ0. Indeed, τ(ϕt) = 0 for all t, so this follows from (1.3).
This suggests the following definition.
Definition 1.2 A Jacobi field v along a harmonic map ϕ is said to be integrable if there
is a smooth family ϕt of harmonic maps such that ϕ0 = ϕ and v =
∂ϕt
∂t
∣∣∣
t=0
.
It is natural to ask whether all Jacobi fields along harmonic maps between given Rie-
mannian manifolds are integrable, or to determine those which are. As we shall see shortly,
only very few cases are known, and the main result of the present paper is the following,
where we takeM to be the 2-sphere S2 with its unique conformal structure and N the com-
plex projective space CP 2 with the standard Fubini-Study metric of holomorphic sectional
curvature 1:
Theorem 1.3 Any Jacobi field along a harmonic map from S2 to CP 2 is integrable.
This tells us the nullity of any harmonic map from S2 to CP 2, see Corollary 2.3.
In the remainder of this section we shall describe (i) another interpretation of integra-
bility, (ii) the present state of knowledge on this question, (iii) motivation for the study of
the problem (in particular for these special manifolds).
Consider a (fixed) harmonic map ϕ0 :M → N . In [36], T. Sunada showed that the set
of harmonic maps C2,α-close to ϕ0 is a subset of a ball in a finite dimensional manifold of
maps whose tangent space at ϕ0 is precisely the kernel of Jϕ0 . In other words, all harmonic
maps close to ϕ0 form a subset of the image I of a projection of ker Jϕ0 to the space of
maps (see [36, Prop. 2.1]). In general, this subset need not be a manifold and can be
strictly contained in I.
In [1, Lemma 1], D. Adams and L. Simon proved the following:
Proposition 1.4 Let ϕ0 : (M, g)→ (N, h) be a harmonic map between real-analytic man-
ifolds. Then all Jacobi fields along ϕ0 are integrable if and only if the space of harmonic
maps (C2,α-)close to ϕ0 is a smooth manifold, whose tangent space at ϕ0 is ker Jϕ0.
It follows that for two real-analytic manifolds, all Jacobi fields along all harmonic maps
are integrable if and only if the space of harmonic maps is a manifold whose tangent bundle
is given by the Jacobi fields.
It is easy to construct an example where these conditions are not satisfied, as follows:
Recall that a map ϕ from a circle S1 to a manifold N is harmonic if and only if it is
a closed geodesic. Start from such a geodesic in a flat 2-torus. The space of Jacobi fields
is two dimensional and is tangent to the two-dimensional space of geodesics obtained by
3
rotations and translations of the given one. Say that the torus is a quotient of the cylinder
in R3 obtained by revolution of the curve f(t) = 1, and the geodesic is the circle generated
by revolution of the point t = 0, f(t) = 1. Now modify the cylinder by replacing f(t) by
f˜(t) = 1+sin4 t. The circle remains a geodesic and the Jacobi fields are unchanged, because
the curvature of the surface is zero along the circle. However, translations of the curve are
not geodesics anymore, so the space of closed geodesics has become one-dimensional. Note
that the modified torus has real-analytic metric, and that the curvature is negative near
the geodesic and zero along it. (A similar example was mentioned by F.J. Almgren in the
seventies.)
In [29], M. Mukai obtains a remarkable description of the integrability question for a
one-parameter family of Clifford tori, which are harmonic maps from the flat 2-torus to
the Euclidean 3-sphere. Explicitly, she considers the family of maps
ϕt(e
ix, eiy) = (cos t · eix, sin t · eiy)
where t ∈ [0, π/4], x, y ∈ R and S3 ⊂ R4 ≃ C2. Her results are as follows:
– For t 6= 0, π/6, the space of harmonic maps around ϕt is a 7-dimensional manifold,
whose tangent space is ker Jϕt .
– For t = π/6, the space is still a 7-dimensional manifold but dim ker Jϕt = 9 .
– For t = 0, the space of harmonic maps is not a manifold around ϕt .
So even in small dimensions and for very simple manifolds, all possible cases occur.
Concerning the pairs of manifolds such that all Jacobi fields are integrable, so far only
the following cases are known:
a) M is the circle and N is a globally symmetric space [38, Theorem 2].
b) M is the circle and N a manifold all of whose geodesics are closed (i.e. periodic) and
of the same length [2, Proposition 2.13].
c) N is a locally symmetric space of non-positive sectional curvature [36, Prop. 3.2].
d) M = N = S2, the 2-sphere [20, Lemmas 2 and 3]. In this case, all harmonic maps
are holomorphic or antiholomorphic.
Theorem (1.3) above concludes this short list at the present time.
Note that the case of maps from S2 to CP n (n ≥ 3) seems much more difficult to handle
and does not appear to follow from the present methods.
The case of maps from S2 to Sn for n ≥ 3 is also unsolved; some results on the space of
harmonic maps have been obtained in a series of papers by J. Bolton and L.M. Woodward
(see, for example, [3] and [4]).
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To motivate the search for situations where all Jacobi fields are integrable, we refer to
their appearance in two aspects of the study of singularities of weakly harmonic maps.
Recall ([30], and [15], [16] for a special case) that an energy minimizing map ϕ :M → N
from an m-dimensional manifold can have a singular set of Hausdorff dimension at most
m−3, and that a singular point is characterized by the appearance of a minimizing tangent
map from Rm \ {0} to N , which is the composition of the projection of Rm \ {0} to Sm−1
(given by x 7→ x/|x|) and a harmonic map from Sm−1 to N . If M and N are real-analytic,
the minimizing tangent map is unique (L. Simon [31] and [32]). As shown by A. Adams
and L. Simon [1], and R. Gulliver and B. White [20], the convergence of a sequence of
blow-ups of a harmonic map at a singular point to its minimizing tangent map is fast (in
a precisely defined sense) if and only if all Jacobi fields for harmonic maps from Sm−1 to
N are integrable.
Theorem (1.3) implies that this is the case for maps from a 3-dimensional manifold M
to CP 2.
In a second direction, L. Simon has analysed the structure of the (m− 3)-dimensional
part Sm−3 of the singular set for a minimizing map from an m-dimensional manifold M to
N .
When M and N are real analytic, he showed that Sm−3 is contained in a countable
union of C1-submanifolds of M (see [34] and [35, Chapter 4, Theorems 1 and 2]).
Whether M and N are analytic or not, but with the supplementary hypothesis that
Jacobi fields along harmonic maps from S2 to N form the tangent space to the manifold
of harmonic maps, he gets the stronger assertion that Sm−3 is C
1,α. As he explained to us
in private communication, the proof of this result parallels step by step the proof of the
analogous result for minimal submanifolds, which can be found in [33, Theorem 4].
We stress the fact that this result, valid for manifolds M of any dimension m, always
involves maps of S2 to N . This is because the method involves a blow up in the transversal
direction to Sm−3, i.e. in a three dimensional vector space.
Thus, Theorem (1.3) implies:
Corollary 1.5 LetM be a Riemannian manifold of dimensionm and ϕ a weakly harmonic
energy minimizing map from M to CP 2. Then the singular set of ϕ is contained in a
countable union of (m− 3)-dimensional C1,α-manifolds together with a locally compact set
of Hausdorff dimension ≤ m− 4.
In fact, the singular set also has locally finite (m − 3)-dimensional Hausdorff measure
in the neighbourhood of each of its points.
Notice that this is exactly the statement of [34] Theorem 1 and [35] Chapter 4, Theorem
1, without change in the proof since our integrability theorem guarantees the required
 Lojasiewicz inequality.
Another motivation for this work is to extend the intense research done in the topolog-
ical framework on the space of harmonic maps from S2 to Sn and CP n (see, for example,
M. Guest and Y. Ohnita [18]).
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The remainder of this paper is organized as follows. In Section 2, we describe the
construction of all harmonic maps from S2 to CP 2, gathering together the aspects of
the construction that we shall use. Section 3 gives an overview of the proof, the case of
holomorphic maps being treated in Section 4, and the detailed computations required for
various steps postponed to Section 5.
In Section 6, we relate energy- and area-integrability, and in Section 7 note that every
Jacobi field is locally integrable.
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2 Gauss transforms
Following work of others [10] [17], see also [5], J. Eells and the second author [14] classified
all harmonic maps from S2 to CP n. Later, F.E. Burstall and the second author gave
another interpretation of this construction [6].
We now describe the aspects of this construction which will be of use in the proof, for
the case of CP 2.
We view CP 2 as usual as the quotient of C3 \ {0} by the equivalence relation z ∼ λz
(λ ∈ C \ {0}). Each point V ∈ CP 2 is thus identified with a complex line in C3. The
tautological bundle T over CP 2 is the subbundle of the trivial bundle CP 2 × C3 whose
fibre at V is the line V in C3.
Using the complex structure on CP 2, we can decompose its complexified tangent bundle
TCCP 2 = TCP 2 ⊗R C into (1, 0) and (0, 1) parts:
TC(CP 2) = T ′CP 2 ⊕ T ′′CP 2;
there is a well-known connection-preserving isomorphism
h : T ′CP 2 → L(T, T⊥) ≃ T ∗ ⊗ T⊥, (2.1)
where T⊥ denotes the orthogonal complement of T with respect to the standard Hermitian
inner product on the trivial bundle CP 2 × C3, given by
h(Z) =
[
σ 7→ πT⊥(Z · σ)
]
(Z ∈ T ′CP 2) (2.2)
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where σ is a local section of T ; see [6, §0], and [14, page 223] for an alternative description.
Consider now a smooth map ψ : S2 → CP 2. The complex extension of its differential
dCψ : TCS2 → TCCP 2 induces by inclusion and projection the maps
∂ψ : T ′S2 → T ′CP 2
and
∂¯ψ : T ′′S2 → T ′CP 2.
It will frequently be convenient to work in a complex chart (U, z) for S2; our construc-
tions will be independent of choice of chart. Given such a complex chart we introduce the
notations
∂ψ
∂z
= ∂ψ
(
∂
∂z
)
,
∂ψ
∂z¯
= ∂¯ψ
(
∂
∂z¯
)
and, for any connection ∇,
∇′ = ∇ ∂
∂z
, ∇′′ = ∇ ∂
∂z¯
.
Then, with ∇ the (pull-back) connection on ϕ−1T ′CP 2, the map ψ is harmonic if and only
if
∇′′∂ψ
∂z
= 0 , equivalently ∇′∂ψ
∂z¯
= 0 . (2.3)
Indeed these expressions essentially give the (1, 0) part τ ′(ψ) of the tension field of ψ.
Now to each map ψ : S2 → CP 2, we associate the bundle ψ = ψ−1T , the pull-back
of the tautological bundle. Thus ψ is the complex line subbundle of the trivial bundle
C
3 = S2 × C3 over S2 whose fibre at z is the line ψ(z). Conversely, to each complex line
subbundle of C3 is associated a map from S2 to CP 2.
In the following description, all the bundles are subbundles of C3 over S2 or over a
complex chart (U, z) of S2.
Let ψ be a subbundle of C3. The standard derivation on C3 induces a connection ∇ψ
on ψ by composing with orthogonal projection πψ on ψ : for a section v in ψ ,
∇′ψv = πψ∂′v
where we write ∂′ for
∂
∂z
. On the other hand, given two mutually orthogonal subbundles
ϕ and ψ, we can define the ∂′-second fundamental form A′ϕ,ψ : ϕ→ ψ of ϕ in ϕ⊕ ψ by
A′ϕ,ψ(v) = πψ∇′ϕ+ψv
= πψ∂
′v,
where v is a section of ϕ .
One can check that A′ϕ,ψ is tensorial (it is similar to the second fundamental form of a
submanifold).
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We make similar definitions for A′′, using ∂′′ =
∂
∂z¯
in place of ∂′. As remarked on page
260 of [6], it is easy to check that the adjoint of A′ϕ,ψ is −A′′ψ,ϕ.
As a special case, we set
A′ψ = A
′
ψ,ψ⊥ : ψ → ψ⊥ and A′′ψ = A′′ψ,ψ⊥ : ψ → ψ⊥ ;
explicitly, for any smooth nowhere-zero section Ψ of ψ ,
A′ψ(Ψ) = ∂
′Ψ− 〈∂
′Ψ,Ψ〉
〈Ψ,Ψ〉 Ψ , A
′′
ψ(Ψ) = ∂
′′Ψ− 〈∂
′′Ψ,Ψ〉
〈Ψ,Ψ〉 Ψ . (2.4)
Now the pull-back over S2 of the isomorphism (2.1) yields a connection-preserving
isomorphism of bundles over S2 :
ψ−1T ′(CP 2) ≃ L(ψ, ψ⊥) (2.5)
which we use to identify
∂ψ
∂z
= ∂ψ
(
∂
∂z
)
with A′ψ : ψ → ψ⊥
and
∂ψ
∂z¯
= ∂¯ψ
(
∂
∂z¯
)
with A′′ψ : ψ → ψ⊥.
We have then [6, Lemma 1.3]:
Lemma 2.1 a) ψ is holomorphic (resp. antiholomorphic) if and only if A′′ψ = 0 (resp.
A′ψ = 0);
b) ψ is harmonic if and only if A′ψ : ψ → ψ⊥ is holomorphic, i.e.
∇′′L(ψ,ψ⊥)A′ψ = 0 , (2.6)
and this holds if and only if A′′ψ : ψ → ψ⊥ is antiholomorphic, i.e. ∇′L(ψ,ψ⊥)A′′ψ = 0 .
Indeed, a) is immediate from the above isomorphism and b) follows from (2.3).
Now let ψ : S2 → CP 2 be a harmonic map. By a theorem of Koszul-Malgrange [25], we
can interpret (2.6) as saying that A′ψ is a holomorphic section of the holomorphic bundle
L(ψ, ψ⊥), see [6, Theorem 1.1]. In particular, provided ψ is not antiholomorphic (in which
case A′ψ ≡ 0), the zeros of ∂ψ
∂z
= A′ψ form a finite set Σ
′, and, in any local complex
coordinate z centred on a point x ∈ Σ′, we can write
A′ψ(z) = z
tξ(z) (2.7)
8
where ξ is a smooth section of L(ψ, ψ⊥), non-zero at x, and t is a positive integer called
the ∂′-ramification index of ψ at x.
For any x ∈M \ Σ′, set G′(ψ)x = Im (A′ψ)x ⊂ ψ⊥x . This defines a smooth subbundle of
ψ⊥ over S2 \Σ′. By (2.7), it can be extended to a smooth subbundle G′(ψ) = ImA′ψ called
the ∂′-Gauss bundle of ψ; this corresponds to a smooth map G′(ψ) : S2 → CP 2 called the
∂′-Gauss transform of ψ. (If ψ is antiholomorphic, G′(ψ) = 0 and does not define a map).
Similarly, if ψ : S2 → CP 2 is harmonic but not holomorphic, the set Σ′′ of zeros of
∂ψ
∂z¯
= A′′ψ is finite and, in any local complex coordinate z centred on a point x of Σ
′′, we
can write A′′ψ(z) = z¯
t · ξ(z) with ξ and t as above, t now being called the ∂′′-ramification
index of ψ at x. This allows us to define a smooth subbundle G′′(ψ) = ImA′′ψ called
the ∂′′-Gauss bundle and the corresponding smooth map G′′(ψ) : S2 → CP 2 called the
∂′′-Gauss transform of ψ.
Then G′ and G′′ transform harmonic maps to harmonic maps and are inverse; precisely,
from [6, Prop. 2.3] we have
Lemma 2.2 Let ψ : S2 → CP 2 be harmonic. If ψ is not antiholomorphic then G′(ψ)
is harmonic and G′′
(
G′(ψ)
)
= ψ. If ψ is not holomorphic then G′′(ψ) is harmonic and
G′(G′′(ψ)) = ψ.
We now describe all harmonic maps from S2 to CP 2, following [14] and [6].
We first recall that all holomorphic or antiholomorphic maps are harmonic (we refer to
those as ±-holomorphic maps).
A map is called full if its image is not contained in a projective line CP 1 of CP 2. Note
that a non-full harmonic map reduces to a harmonic map from CP 1 to itself, which is
necessarily ±-holomorphic.
Thus, a non-±-holomorphic harmonic map is necessarily full.
Following [14, Definition 5.5], a map ϕ : S2 → CP 2 is called (complex ) isotropic if
〈
∇′α∂ϕ
∂z
,∇′′β ∂ϕ
∂z¯
〉
≡ 0 (2.8)
for all α, β ≥ 0. Here, 〈 , 〉 denotes the extension of the inner product on ϕ−1TCP 2 to a
Hermitian inner poduct on ϕ−1TCCP 2 (here restricted to ϕ−1T ′CP 2).
The case α = β = 0 in (2.8) is the condition of weak conformality.
In [14] it is shown that any harmonic map from S2 to CP 2 is isotropic. So in their
description of harmonic isotropic maps from a surface to CP 2, the word ‘isotropic’ can be
omitted when the surface is the sphere.
Now, following [14] and [6], all non±-holomorphic harmonic maps ϕ from S2 to CP 2
occur in a triple (f, ϕ, g) where f is full and holomorphic and g is full and antiholomorphic,
the associated bundles form an orthogonal decomposition
C
3 = f ⊕ ϕ⊕ g ,
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and each map f, ϕ, g determines the other two by the formulae ϕ = G′(f), g = G′(ϕ),
f = G′′(ϕ) and ϕ = G′′(g) .
For a more explicit description of the construction ϕ = G′(f), see [26, §2].
In particular, the maps A′f and A
′
ϕ which define G
′(f) and G′(ϕ) can be included in
the following diagram of ∂′-second fundamental forms:
f −−−→
A′f
ϕ −−−→
A′ϕ
g (2.9)
We note that by definition of ϕ and g, A′f,g = 0 and A
′
ϕ,f = 0. Furthermore, since g is
antiholomorphic, A′g = 0, i.e. A
′
g,ϕ = A
′
g,f = 0. This can be expressed by saying that the
∂′-second fundamental forms not shown in the diagram (2.9) are zero.
Likewise, we have a diagram showing the only non-zero ∂′′-second fundamental forms:
f ←−−−
A′′ϕ
ϕ ←−−−
A′′g
g
In [26, Propositions 2.5 and 2.6], it is shown that the assignments ϕ = G′(f), g = G′(ϕ)
with inverses f = G′′(ϕ), ϕ = G′′(g) define smooth bijections between:
– Hol∗k,r, the space of full holomorphic maps f of degree k and total ramification index
r ;
– Harmd,E , the space of harmonic non-±-holomorphic maps of degree d and energy
4πE ;
– Hol
∗
k′,r′, the space of antiholomorphic maps of degree k
′ and total ramification index
r′; where
d = k − r − 2 ,
E = 3k − r − 2 ,
k′ = 2k − r − 2 ,
r′ = 3k − 2r − 6 ,
(2.10)
with k ≥ 2, 0 ≤ r ≤ 3
2
k − 3 .
The components of the space of harmonic maps from S2 to CP 2 consist of (i) the spaces
of ±-holomorphic maps (not necessarily full) of degree d ∈ Z, these have energy 4πE where
E = |d|; (ii) the spaces Harmd,E for integers d and E where E = 3|d| + 4 + 2r for some
non-negative integer r. In [26], we showed that these components are smooth submanifolds
of the space of all C2 (or C2,α) maps from S2 to CP 2, of dimension 6E + 4 in case (i) and
2E + 8 in case (ii). Theorem 1.3 and Proposition 1.4 show that the tangent bundles are
given precisely by the Jacobi fields. Hence
Corollary 2.3 The nullity of the E-Jacobi operator of a harmonic map from S2 to CP 2 of
energy 4πE is 6E+4 if the map is holomorphic or antiholomorphic, and 2E+8 otherwise.
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3 Proof of the main result
We shall now present the outline of the proof of Theorem 1.3, deferring to Sections 4 and
5 the detailed proofs of the various steps.
First, we consider the case of holomorphic maps. Extending in a straightforward manner
the results of [20], we show that any Jacobi field along a holomorphic map between Ka¨hler
manifolds is a holomorphic vector field (Proposition 4.1) and that every holomorphic vector
field along a holomorphic map from S2 to CP n is integrable by means of holomorphic maps
(Proposition 4.2). Of course the corresponding statement applies to antiholomorphic maps.
There remains to consider the case of non-±-holomorphic harmonic maps ϕ : S2 → CP 2,
recall that these are necessarily full.
The idea of the proof is as follows. We use the map
G′ : Hol∗k,r → Harmd,E , f 7→ ϕ
and its inverse
G′′ : Harmd,E → Hol∗k,r, ϕ 7→ f.
Given a Jacobi field v along ϕ, we would like to assert that dG′′ϕ(v) = u is a Jacobi field
along the holomorphic map f , therefore integrable through a family ft of holomorphic maps.
Setting ϕt = G
′(ft) would then provide a family of harmonic maps with
∂ϕt
∂t
∣∣∣
t=0
= v.
However, the map G′′ is only defined on harmonic and isotropic maps, because its
definition requires extension of sections through branch points.
So, since we don’t know that v is tangent to Harmd,E (that is what we want to prove!),
dG′′φ is not defined on v. An additional problem is that G
′ is not continuous on the
connected components Holk of the space of holomorphic maps, so that the family G
′(ft)
may be discontinuous at t = 0.
To get around these problems, we work away from the branch points, so that we get
explicit formulae for the constructions, and verify that we can extend these over the branch
points.
So let ϕ : S2 → CP 2 be a fixed harmonic non-±-holomorphic map, v a Jacobi field
along ϕ and set f = G′′(ϕ), g = G′(ϕ).
As in §2, write
Σ′′ = {x ∈ S2 : (∂′′ϕ)x = 0}
= {x ∈ S2 : (∂′f)x = 0} .
To verify that these two sets are indeed equal, note first that, as mentioned in Section 2,
A′
f,f⊥
is minus the adjoint of A′′
f⊥,f
, but taking into account the remarks following (2.9)
this means that A′f : f → ϕ is minus the adjoint of A′′ϕ : ϕ → f . So the zero sets of these
operators coincide, and are precisely the set Σ′′.
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Likewise, write
Σ′ = {x ∈ S2 : (∂′ϕ)x = 0}
= {x ∈ S2 : (∂′′g)x = 0} ,
and set Σ = Σ′ ∪ Σ′′. Note that Σ is a finite set in S2.
Starting from a given Jacobi field v, choose a smooth one-parameter variation ϕt of ϕ
such that
∂ϕt
∂t
∣∣∣
t=0
= v. Note that the maps ϕt are not in general harmonic or isotropic for
t 6= 0.
Let x ∈ S2 \ Σ′′. Since ∂ϕ
∂z¯
(x) 6= 0, there exists ǫ(x) > 0 such that ∂ϕt
∂z¯
(x) 6= 0 for
|t| < ǫ(x), so that ft(x) = span
{
∂ϕt
∂z¯
(x)
}
= Im (A′′ϕt)x is well-defined, non-zero and
smooth in (x, t) for x ∈ S2 \ Σ′′, |t| < ǫ(x). Set
u(x) =
∂ft
∂t
(x)
∣∣∣
t=0
,
so that u is a smooth section of f−1TCP 2|S2\Σ′′ . Let u′ denote the (1, 0)-part of u.
We shall prove successively:
Step 1: u′ is a smooth section of f−1T ′CP 2 = L(f, f⊥) over S2 \Σ′′, which depends only
on v and not on the choice of ϕt.
Step 2: u′ is a holomorphic section of L(f, f⊥) over S2 \ Σ′′.
Step 3: u′ extends to a holomorphic section of L(f, f⊥) on the whole of S2.
Step 4: For any smooth one-parameter family of maps ft with f0 = f and
∂ft
∂t
∣∣∣
t=0
= u,
there exists ǫ′(x) > 0 such that ϕ˜t(x) = span
{
∂ft
∂z
(x)
}
= Im (A′ft)x is well-defined and
smooth for x ∈ S2 \ Σ′′, |t| < ǫ′(x). Furthermore, ∂ϕ˜t
∂t
∣∣∣
t=0
= v on S2 \ Σ′′.
Step 5: If f ∈ Hol∗k,r, then u is tangent to Hol∗k,r.
Step 6: There is a smooth one-parameter family f
(2)
t in Hol
∗
k,r (|t| < ǫ) with f (2)0 = f
and
∂f
(2)
t
∂t
∣∣∣
t=0
= u. Therefore ϕ
(2)
t = G
′(f
(2)
t ) is a smooth variation of ϕ through harmonic
maps with
∂ϕ
(2)
t
∂t
∣∣∣
t=0
= v, showing that v is integrable.
4 Jacobi fields along holomorphic maps
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Proposition 4.1 Let ϕ : M → N be a holomorphic map between Ka¨hler manifolds, with
M compact, and let v be a Jacobi field along ϕ. Then v is holomorphic, i.e. ∇ ∂
∂z¯j
v′ = 0
∀j, where v′ denotes the (1, 0)-components of v, ∇ the connection on ϕ−1T ′N , and (zj)
are local complex coordinates on M .
Proof. Straightforward computations show that for a holomorphic map ϕ and a variation
ϕt such that
∂ϕt
∂t
= v, we have
0 =
d2
dt2
E(ϕt)
=
d2
dt2
E ′′(ϕt)
=
∫
M
g i¯j
〈∇ ∂
∂z¯i
v′,∇ ∂
∂z¯j
v′
〉
dvg
(see, for example, [12, §8] for properties of E ′′).
Therefore ∇ ∂
∂z¯i
v′ = 0 ∀i, and v is holomorphic.
Proposition 4.2 Let f : S2 → CP n be a holomorphic map and let v ∈ C∞(f−1TCP n)
be a holomorphic vector field along f . Then f is integrable by a one-parameter family
of holomorphic maps, i.e., there is a smooth one-parameter family of holomorphic maps
ft : S
2 → CP n with f0 = f and ∂ft
∂t
∣∣∣
t=0
= v.
Proof. Consider a standard chart Cn → CP n given by
(z1, . . . , zn) 7→ [1, z1, . . . , zn].
Then the holomorphic map f has the form f = (f 1, . . . , fn) where f i = P i/Qi for
coprime polynomials P i and Qi. In the same chart, v =
n∑
j=1
vj
∂
∂zj
, for some meromorphic
functions vj.
We now show that each vj can be written in the form vj = Rj
/
(Qj)2 for some poly-
nomial Rj. To see that, consider a second chart (w1, . . . , wn), where w1 = 1/z1 and
wj = zj/z1 for j = 2, . . . , n, in other words, [w1, 1, w2, . . . , wn] = [1, z1, . . . , zn].
Then,
v = Σvj
∂
∂zj
= Σvj
∂wk
∂zj
∂
∂wk
= − v
1
(z1)2
∂
∂w1
+ . . . .
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Now suppose that Q1 has a zero at z0 so that f
1 has a pole there.
In the w coordinates, w1 =
1
f 1
is therefore smooth at z0 and so is − v
1
(f 1)2
= −v
1(Q1)2
(P 1)2
.
Thus v1(Q1)2 must be smooth.
If f 1 has no pole at z0, then v
1 must be smooth there, and again v1(Q1)2 is smooth.
The same reasoning applies at z0 = ∞, and we see that v1 can be at most as singular
as
1
(Q1)2
. Thus v1 =
R1
(Q1)2
for some polynomial R1.
Finally, we shall construct the variation ft by choosing ft of the form
ft = [1, f
1
t , . . . , f
n
t ]
where
f jt =
P j + tAj
Qj + tBj
with Aj , Bj two polynomials.
Then
∂f jt
∂t
∣∣∣
t=0
=
AjQj − BjP j
(Qj)2
,
and this equals v if and only if AjQj −BjP j = Rj ∀j. Since P j and Qj are coprime, these
equations have solutions Aj , Bj by the Euclidean algorithm in the ring of polynomials.
Note
(1) As already mentioned, this is a direct extension of a result of [20], who considered
only maps from S2 to S2.
(2) We do not require f to be full in this result.
5 Proof of steps 1 to 6
Step 1 u′ is a smooth section of f−1T ′CP 2 = L(f, f⊥) over S2 \ Σ′′, which depends only
on v and not on the choice of ϕt.
Proof. This follows from the fact that over S2 \ Σ′′, ft is obtained by an explicit for-
mula involving only ϕt and
∂ϕt
∂z¯
. Indeed, from (2.4), it follows that, for any smooth
nowhere-zero family of sections Φt of ϕt , the subbundle f t is spanned by A
′′(Φt) =
∂′′Φt − 〈∂′′Φt,Φt〉Φt
/〈Φt,Φt〉 . Taking a derivative with respect to t and setting t = 0
gives an explicit formula for u involving only ϕ ,
∂ϕ
∂z¯
, v and
∂v
∂z¯
.
Step 2 u′ is a holomorphic section of L(f, f⊥) over S2 \ Σ′′.
Proof. As we have already mentioned, ϕt is in general neither harmonic nor isotropic for
t 6= 0. However, by Remark 1.1, it is harmonic ‘up to first order in t’ in the sense that
τ(ϕ0) = 0,
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∂∂t
τ(ϕt)
∣∣∣
t=0
= 0.
We shall express this by τ(ϕt) = o(t). We now show that ϕt is also isotropic up to first
order in t.
Lemma 5.1 Let ϕt : M
2 → CP 2 be a one-parameter family of smooth maps from a
Riemann surface with ϕ0 = ϕ harmonic and
∂ϕt
∂t
∣∣∣
t=0
= v a Jacobi field along ϕ. Then, on
any complex chart (U, z),
(i)
∂
∂z¯
〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
= o(t) ;
(ii) if M2 = S2, then
〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
= o(t) ;
(iii) for arbitrary M2, if (ii) holds, then
∂
∂z¯
〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
= o(t) and
∂
∂z¯
〈∂ϕt
∂z
,∇′′∂ϕt
∂z¯
〉
= o(t) ;
(iv) if M2 = S2, then〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
= o(t) and
〈∂ϕt
∂z
,∇′′∂ϕt
∂z¯
〉
= o(t) .
Remark 5.2 It is further shown in [37] that, when M2 = S2,〈
∇′α∂ϕt
∂z
,∇′′β ∂ϕt
∂z¯
〉
= o(t) for all α, β ≥ 0 ;
in fact, this is shown for harmonic maps from S2 to CP n for any n.
Proof [of lemma (5.1)]. (i) Since ∇′′∂ϕt
∂z
= ∇′∂ϕt
∂z¯
is essentially the (1, 0) part τ ′(ϕt) of
the tension field of ϕt , we have
∂
∂z¯
〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
=
〈
τ ′(ϕt),
∂ϕt
∂z¯
〉
+
〈∂ϕt
∂z
, τ ′(ϕt)
〉
which is o(t) since
∂
∂t
τ(ϕt)
∣∣∣
t=0
= −Jϕ(v) = 0 .
(ii) Hence
〈∂ϕ
∂z
,
∂ϕ
∂z¯
〉
dz2 and
∂
∂t
〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉∣∣∣
t=0
dz2 are well-defined holomorphic
quadratic differentials on S2, so they must vanish identically.
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(iii) We have
∂
∂z¯
〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
=
〈
∇′′∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
+
〈
∇′∂ϕt
∂z
, τ ′(ϕt)
〉
=
〈
R
(
∂cϕt
∂z
,
∂cϕt
∂z¯
)
∂ϕt
∂z
,
∂ϕt
∂z¯
〉
+
〈
∇′τ ′(ϕt), ∂ϕt
∂z¯
〉
+
〈
∇′∂ϕt
∂z
, τ ′(ϕt)
〉
where R denotes the curvature of CP 2 and
∂cϕ
∂z
= dCϕ
(
∂
∂z
)
=
∂ϕ
∂z
+
∂ϕ
∂z¯
∈ T ′CP 2 ⊕ T ′′CP 2 = TCCP 2.
Using the explicit formula for the curvature of CP 2 (see [24, p. 166]), we get
〈
R
(
∂cϕt
∂z
,
∂cϕt
∂z¯
)
∂ϕt
∂z
,
∂ϕt
∂z¯
〉
= 2
〈∂cϕt
∂z¯
,
∂ϕt
∂z
〉〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
− 2
〈∂cϕt
∂z
,
∂ϕt
∂z
〉〈∂ϕt
∂z¯
,
∂ϕt
∂z¯
〉
− 2i
〈∂cϕt
∂z¯
, J
∂cϕt
∂z
〉〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
.
Each of these terms contains the factor
〈∂ϕt
∂z
,
∂ϕt
∂z¯
〉
and is therefore o(t). All terms
in the expression for
∂
∂z¯
〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
are therefore o(t).
That
∂
∂z¯
〈∂ϕt
∂z
,∇′′∂ϕt
∂z¯
〉
is o(t) can be proven similarly.
(iv)
〈
∇′∂ϕ
∂z
,
∂ϕ
∂z¯
〉
dz3 and
∂
∂t
〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉∣∣∣
t=0
dz3 are well-defined holomorphic cubic
differentials on S2, and are therefore zero. Hence
〈
∇′∂ϕt
∂z
,
∂ϕt
∂z¯
〉
is o(t). Similarly,〈∂ϕt
∂z
,∇′′∂ϕt
∂z¯
〉
is o(t).
Proof [of the end of step 2]. Given ϕt and v =
∂ϕt
∂t
∣∣∣
t=0
along ϕ0, we associate to any family
of sections Φt of the bundles ϕt the vector field
V = πϕ⊥
(
∂Φt
∂t
) ∣∣∣
t=0
.
Using the isomorphism (2.5), we can see v′ (the (1, 0)-component of v) as a section of
L(ϕ, ϕ⊥); by applying the formula (2.2) to the pull-back of T ′CP 2 to S2 × R by the map
(x, t) 7→ φt(x) we see that
V = v′(Φ) .
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Let x ∈ S2 \ Σ. Since ∂ϕt
∂z¯
(x) 6= 0 and ∂ϕt
∂z
(x) 6= 0 for t = 0, there exists ǫ(x) > 0 such
that those functions are non-zero for |t| < ǫ(x), so that
ft(x) = span
{∂ϕt
∂z¯
(x)
}
= Im (A′′ϕt)x and gt(x) = span
{∂ϕt
∂z
(x)
}
= Im(A′ϕt)x
are well-defined, non-zero and smooth in (x, t) for x ∈ S2 \ Σ, |t| < ǫ(x). We set u(x) =
∂ft
∂t
(x)
∣∣∣
t=0
, so that u is a smooth section of f−1TCP 2|S2\Σ . We denote by u′ its (1, 0)-part.
We shall show that u′ is holomorphic in a neighbourhood A of any point x ∈ S2 \ Σ.
To do this, choose on A a nowhere zero section Ft of f t, with F = F0 holomorphic. We
set
U = πf⊥
(
∂Ft
∂t
) ∣∣∣
t=0
,
so that U = u′(F ).
Likewise, we denote by Φt a nowhere zero section of ϕt over A and by Gt a nowhere
zero section of g
t
over A .
Then (∇′′
L(f ,f⊥)
u′
)
(F ) = ∇′′
f⊥
U − u′(∇′′fF ) = ∇
′′
f⊥
U ,
so that u′ is holomorphic if and only if U is.
Now U is a section of f⊥ = ϕ⊕ g , and we shall show that it is holomorphic by proving
that ∂′′U is perpendicular to ϕ and g.
By construction of ϕt, we have 〈Ft,Φt〉 = 0, taking the derivative with respect to z¯
gives 〈
∂′′Ft,Φt
〉
+
〈
Ft, ∂
′Φt
〉
= 0 .
Now 〈Ft, ∂′Φt〉 is a non-zero multiple of 〈A′′ϕt(Φt), ∂′Φt〉 which itself equals 〈A′′ϕt(Φt), A′ϕt(Φt)〉
since, by definition of A′, we have ∂′Φt = A
′
ϕt
(Φt) + a multiple of Φt .
This last expression is a multiple of the conjugate of
〈A′ϕt , A′′ϕt〉 =
〈∂ϕ
∂z
,
∂ϕ
∂z¯
〉
which is o(t) by Lemma 5.1.
Hence 〈∂′′Ft,Φt〉 = o(t). Taking the derivative with respect to t and setting t = 0 yields
〈∂′′U,Φ〉+ 〈∂′′F, V 〉 = 0 ,
so that 〈∂′′U,Φ〉 = 0, since F is holomorphic.
Next, note that 〈∂′′Ft, Gt〉 is a multiple of 〈∂′′Ft, A′ϕt(Φt)〉. Since Ft is a multiple of
A′′ϕt(Φt) and ∂
′′Ft a multiple of A
′′
ft
A′′ϕt(Φt) (modulo a section of f t) we see that 〈∂′′Ft, Gt〉
is a multiple of 〈A′′ftA′′ϕt(Φt), A′ϕt(Φt)〉. Up to complex conjugation, this is a multiple of〈
A′ϕt , A
′′
ft
◦A′′ϕt
〉
=
〈∂ϕt
∂z
,∇′′∂ϕt
∂z¯
〉
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which is o(t) by Lemma 5.1.
So 〈∂′′Ft, Gt〉 = o(t). Differentiating as before yields 〈∂′′U,G〉 = 0.
We conclude that U is holomorphic on S2 \ (Σ′∪Σ′′), and since it is smooth on S2 \Σ′′,
it is holomorphic on that larger set.
Step 3 u′ extends to a holomorphic section of L(f, f⊥) on the whole of S2.
Proof. Consider a point x0 ∈ Σ′′, and a small neighbourhood A of x0 with A∩Σ′′ = {x0}.
On A, consider v, ϕt, ft, u, U,Φt and Ft as above. Since u
′ and F are holomorphic
sections of L(f, f⊥)|A\Σ and f |A respectively, U is a holomorphic section of f⊥ on A \ Σ.
Decompose U = Uϕ + Ug ∈ C∞(ϕ) + C∞(g) .
We shall prove that both Uϕ and Ug extend to smooth sections across x0 .
(a) Since by construction f
t
⊥ ϕ
t
, we have 〈Ft,Φt〉 = 0, and taking the derivative,
〈∂Ft
∂t
,Φt
〉
+
〈
Ft,
∂Φt
∂t
〉
= 0 .
Putting t = 0 and using the fact that Φ ∈ C∞(f⊥) and F ∈ C∞(ϕ⊥), we get
〈
πf⊥
∂Ft
∂t
∣∣∣
t=0
,Φ
〉
+
〈
F, πϕ⊥
∂Φt
∂t
∣∣∣
t=0
〉
= 0 ,
i.e.
〈U,Φ〉+ 〈F, V 〉 = 0 .
It follows that
Uϕ = −〈F, V 〉|Φ|2 Φ ,
which extends smoothly across x0 .
(b) Since U is holomorphic on A \ {x0}, we have, on that domain,
0 = ∇′′f⊥(U) = πf⊥(∂′′U)
= πf⊥(∂
′′Uϕ) + πf⊥(∂
′′Ug)
= ∇′′ϕUϕ + A′′ϕ,gUϕ +∇′′gUg + A′′g,ϕUg.
However, as noted in Section 2, A′′ϕ,g = 0, so that, on taking components in g and ϕ,
the above equation yields the pair of equations
∇′′gUg = 0 , (5.1)
A′′g,ϕUg = −∇′′ϕUϕ . (5.2)
Equation (5.1) tells us that Ug is a holomorphic section of g on A \ {x0}. Next, since
g is harmonic, Lemma 2.1 implies that A′′g,ϕ = A
′′
g,g⊥
is antiholomorphic.
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Therefore, with respect to a complex coordinate z centred on x0, A
′′
g,ϕ can be written
locally in the form z¯s times an antiholomorphic section which is nonzero at x0, and
z¯s · Ug extends smoothly across x0 since the right hand side of (5.2) is smooth on A.
Now, Ug could at worst have a pole or an isolated essential singularity at x0. But
this is not possible with z¯s · Ug smooth, hence Ug has a removable singularity at x0
and so extends to a smooth section on A.
Putting a) and b) together, U = Uϕ + Ug and therefore u
′ extend smoothly over x0,
yielding holomorphic sections on the whole of S2.
Step 4 For any smooth one-parameter family of maps ft with f0 = f and
∂ft
∂t
∣∣∣
t=0
= u,
there exists ǫ′(x) > 0 such that ϕ˜t(x) = span
{
∂ft
∂z
}
= Im (A′ft)x is well-defined and
smooth for x ∈ S2 \ Σ′′, |t| < ǫ′(x). Furthermore, ∂ϕ˜t
∂t
∣∣∣
t=0
= v on S2 \ Σ′′.
Proof. The construction of ϕ˜t from ft is similar to that of ft from ϕt, and ϕ˜t is likewise
well-defined and smooth. To compute
∂ϕ˜t
∂t
∣∣∣
t=0
, start again with ϕt. We have ImA
′′
ϕt
= f
t
on S2 \ Σ′′. Since ϕ0 is harmonic and v is a Jacobi field, we have by Lemma 2.1(b)
∇′A′′ϕt ≡ ∇′L(ϕt,ϕ⊥t )A
′′
ϕt
= ∇ ∂
∂z
∂ϕt
∂z¯
= o(t) .
Therefore,
∇′
ϕ⊥t
(
A′′ϕt(Φt)
)
=
(
∇′L(ϕt,ϕ⊥t )A
′′
ϕt
)
(Φt) + A
′′
ϕt
(∇′ϕtΦt)
= o(t) mod f
t
,
since A′′ϕt has image in f t by construction. Thus,
A′ftA
′′
ϕt
(Φt) = o(t) mod ϕt ,
hence G′ft ◦G′′ϕt(ϕt) = ϕt + o(t) .
Taking the derivative with respect to t, we see that u — tangent to G′′φt(φt) at t = 0 —
is mapped to v by the directional derivative of G′f , i.e. dG
′
f(u) = v on S
2 \ Σ′′.
Step 5 If f ∈ Hol∗k,r, then u is tangent to Hol∗k,r .
Proof. u is a holomorphic vector field along the holomorphic map f . By Proposition (4.2),
there exists a family of holomorphic maps f
(1)
t such that
∂f
(1)
t
∂t
∣∣∣
t=0
= u. When f is full and
f ∈ Hol∗k,r, for t small enough ft remains full and in the component Holk (but not in Hol∗k,r
in general). Set ϕ
(1)
t = G
′(f
(1)
t ). Then ϕ
(1)
t is harmonic for each t and along t = 0 it is
smooth on S2 \ Σ′′, in the (x, t) variables.
By step 4,
∂ϕ
(1)
t
∂t
∣∣∣
t=0
= v on S2 \ Σ′′.
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Since Σ′′ is a finite set, E ′(ϕ
(1)
t ) = E
′(ϕ
(1)
t ;S
2 \ Σ′′) so that
d
dt
E ′(ϕ
(1)
t )
∣∣∣
t=0
=
d
dt
∫
S2\Σ′′
〈∂ϕ(1)t
∂z
,
∂ϕ
(1)
t
∂z
〉
i dz ∧ dz¯
∣∣∣
t=0
=
∫
S2\Σ′′
{〈
∇′v′, ∂ϕ
(1)
0
∂z
〉
+
〈∂ϕ(1)0
∂z
,∇′v′
〉}
i dz ∧ dz¯
Since the integrand is smooth this integral can be taken over S2 and integration by parts
yields
d
dt
E ′(ϕ
(1)
t )
∣∣∣
t=0
= −
∫
S2
{〈
v′, τ ′(ϕ
(1)
0 )
〉
+
〈
τ ′(ϕ
(1)
0 ), v
′
〉}
i dz ∧ dz¯
= 0 .
Similarly,
d
dt
E ′′(ϕ
(1)
t )
∣∣∣
t=0
= 0 .
Since E(ψ) = E ′(ψ) + E ′′(ψ) and 4πd(ψ) = E ′(ψ)− E ′′(ψ), we deduce that
d
dt
E(ϕ
(1)
t )
∣∣∣
t=0
= 0
and
d
dt
d(ϕ
(1)
t )
∣∣∣
t=0
= 0,
where d(ϕ
(1)
t ) denotes the degree of the map ϕt : S
2 → CP 2.
Using formulae (2.10), we see that
d
dt
k(f
(1)
t )
∣∣∣
t=0
= 0 and
d
dt
r(f
(1)
t )
∣∣∣
t=0
= 0, so that u is
tangent to Hol∗k,r.
Step 6 There is a smooth one-parameter family f
(2)
t in Hol
∗
k,r (|t| < ǫ) with f (2)0 = f ,
∂f
(2)
t
∂t
∣∣∣
t=0
= u, and therefore ϕ
(2)
t = G
′(f
(2)
t ) is a smooth variation of ϕ with
∂ϕ
(2)
t
∂t
∣∣∣
t=0
= v.
Proof. Since Hol∗k,r is a smooth submanifold of Hol
∗
k [9, Theorem 1.4], we can project the
family f
(1)
t to a family f
(2)
t in Hol
∗
k,r which is also tangent to u.
Then, by [26], ϕ
(2)
t is a smooth family of harmonic maps, and by step 4,
∂ϕ
(2)
t
∂t
∣∣∣
t=0
= v
on S2 \ Σ′′.
By continuity of both sides,
∂ϕ
(2)
t
∂t
∣∣∣
t=0
= v on S2, and we are done.
6 Energy and area
Any harmonic map ϕ : S2 → N is weakly conformal, and hence is precisely the same as a
minimal branched immersion of S2 in N in the sense of [19]. The question of integrability
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of Jacobi fields can therefore be asked in the setting of the first and second variation of
the area, rather than energy.
As proven by N. Ejiri and M. Micallef (private communication), for any harmonic map
ϕ : S2 → N , the map v 7→ the normal component of v is a surjective linear map from the
space of E-Jacobi fields (i.e. Jacobi fields for the energy) to the space of A-Jacobi fields,
with kernel the tangential conformal fields. Our result translates immediately to show that
each A-Jacobi field along a minimal branched immersion ϕ : S2 → CP 2 is integrable.
In the case of immersions, the space of tangential conformal fields is 6-dimensional,
so that Corollary 2.3 implies that the A-nullity of ϕ, i.e. the dimension of the space of
A-Jacobi fields, for a non-±-holomorphic harmonic immersion of S2 in CP 2 with energy
4πE is 2E + 2. This was proved in the framework of minimal surfaces by S. Montiel and
F. Urbano [28, Corollary 8], using a different method that does not seem to extend easily
to branched immersions.
7 Local integrability
The question treated above is global: to find a variation of a harmonic map generating a
Jacobi field on the whole manifold. The analogous local question always has the following
positive answer:
Proposition 7.1 Let ϕ : M → N be a harmonic map between Riemannian manifolds.
For each x ∈ M , there is a neighbourhood Ux of x such that the restriction of any Jacobi
field v to Ux is integrable.
Proof. This can be deduced from the general results of [27], but we show here how it
follows from familiar results in the theory of harmonic maps.
We restrict ϕ and v to a closed ball D such that ϕ(D) is contained in a ball whose radius
is half that of a ‘geodesically small ball’ of N as defined in [22]. Recall that a geodesically
small ball is disjoint from the cut locus of its centre and has radius < π/2
√
BN , where the
sectional curvature of N ≤ BN with BN > 0.
Consider then a smooth variation ϕt of ϕ|D such that ∂ϕt
∂t
∣∣∣
t=0
= v. For t small enough,
ϕt(D) remains in the geodesically small ball.
Consider for each t the Dirichlet problem of finding ψt : D → N with ψt harmonic and
ψt|∂D = ϕt|∂D. By [22], it has a solution, which is unique, and has non-degenerate Hessian
by [23]. By [11, (4.4)], ψt depends smoothly on t, so that
∂ψt
∂t
∣∣∣
t=0
defines a Jacobi field
along ϕ equal to v along ∂D. By [23], this Jacobi field must coincide with v, and so v is
integrable.
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