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7 TOWARDS A DETERMINISTIC KPZ EQUATION WITH FRACTIONALDIFFUSION: THE STATIONARY PROBLEM
BOUMEDIENE ABDELLAOUI AND IRENEO PERAL
Abstract. In this work we analyze the existence of solution to the fractional quasilinear prob-
lem, 

(−∆)su = |∇u|p + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω,
where Ω ⊂ IRN is a bounded regular domain (C2 is sufficient), s ∈ ( 1
2
, 1), 1 < p and f is a
measurable nonnegative function with suitable hypotheses.
The analysis is done separately in three cases, subcritical, 1 < p < 2s, critical, p = 2s, and
supercritical, p > 2s.
1. Introduction.
The aim of this paper is to discuss the existence of a weak solution of the following nonlocal
elliptic problem, with a gradient term,
(1.1)

(−∆)su = |∇u|p + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω,
where Ω ⊂ IRN is a bounded regular domain (C2 is sufficient), s ∈ (12 , 1), 1 < p and f is a
measurable nonnegative function. Here (−∆)s means the classical fractional Laplacian operator
of order 2s defined by
(1.2) (−∆)su(x) := aN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy, s ∈ (0, 1),
where
aN,s := 2
2s−1π−
N
2
Γ(N+2s2 )
|Γ(−s)|
,
is the normalization constant to have the identity
(−∆)su = F−1(|ξ|2sFu), ξ ∈ RN , s ∈ (0, 1),
in S(RN ), the class of Schwartz functions.
Our goal is to find natural conditions on f in order to obtain the existence of positive solution.
The problem (1.1) can be seen as a Kardar-Parisi-Zhang stationary equation with fractional
diffusion. See [27] for the derivation of the model in the local case.
In this sense, since the model KPZ assume the growth of the interface in the direction of the its
normal, it is natural to assume s > 12 .
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The local problem was widely studied by many authors, see for instance [4], [5], [6], [7], [8],
[9], [23], [25], [2], [18], [19] and the references therein. The recent paper [24] gives a deep analysis
of the stochastic case. They consider precisely the case p ≤ 2 (subcritical and critical growth).
The existence of solution is obtained using a priori estimates, that are proved using suitable test
functions, and comparison principles. In the last three references some sharp regularity results are
obtained and, as a consequence, the authors are able to prove the characterization of the solutions
and, as a consequence, a wild non uniqueness result.
The supercritical case, p > 2, has been studied, for instance, in the references [25], [35] and
[34]. The existence of solution is obtained using Potential Theory and some fixed point arguments.
Of course, in any case, the existence results are guaranteed under regularity hypotheses on f and
smallness condition on λ.
The aim of this article is the analysis of the nonlocal case. We refer to [26, 39] for some physical
motivations and results for the corresponding evolutionary problem.
There are significative differences with the local case. First at all it is necessary to identify the
critical growth in the fractional setting. By homogeneity, the critical power seems to be p = 2s
and in fact, this is the threshold to use the comparison techniques when q < 2s. It is worthy to
point out that in a such critical growth there is not known a change of variables similar to the
Hopf-Cole change in the local case. Moreover the techniques of nonlinear test functions, in general,
are difficult to adapt in the nonlocal problem.
One of the main tools in our analysis are sharp estimates on the Green function of the fractional
laplacian obtained in [12]. Some interesting results by using such estimates, appear in the papers
by Chen-Veron [15] and [16]. They consider nonlinearities with p < p∗ :=
N
N−2s+1 and obtain
sharp existence results for f a Radon measure.
We will concentrate to cover the range p ≥ p∗, it seems that the argument used in [15, 16]
can not be extended directly to this range and then we need to use a different approach. To deal
with the subcritical case p < 2s, we will prove a new comparison principles in the spirit of [3]
[36]. This comparison result allow us to prove the existence and the uniqueness of nice solution to
problem (4.1). In the case q < p∗, we are able to prove the uniqueness of solution for all datum in
L1. The techniques based on the comparison principe has a serious limitation in the critical and
supercritical cases, that is, for p ≥ 2s, such difficulties drive us to only get a super-solution when
we start from an ordered family of approximated problems in order to solve the problem (1.1). To
overcame the lack of compactness, we will use estimates from potential theory and we will apply
fixed point argument inspired from the papers [35] and [34] in the local case.
The paper is organized as follows.
In Section 2 we begin by some basic results about problem with general datum in L1 or in the
space of Radon measures. As it was observed in the local case, existence of solution to problem
(1.1) is strongly related to the regularity of the solution to problem
(1.3)
{
(−∆)sv = f in Ω,
v = 0 in RN \Ω.
In this section we will also precise the sense in which the solutions are understood and, for s > 12 ,
we will establish the regularity of the solution v to problem (1.3) according to the regularity of
the datum f . In Section 3 we state the comparison principe to be used in the subcritical case.
The proof relies on a Harnack type inequality of the fractional operator perturbed by a first order
linear term. Once obtained the comparison principle, we are able to prove existence and uniqueness
results for approximated problems and to obtain the uniqueness result for the problem studied in
[16], that is, for p < p∗. Problem (1.1) with p < 2s is treated in Section 4. The proof of existence
KPZ WITH FRACTIONAL DIFFUSION 3
of solution uses the comparison principe and the construction of a suitable supersolution and, as
in the local framework, the existence of a solution will be guaranteed under additional hypotheses
on f and smallness condition on λ. The compactness argument used in this section can not be
used to treat the critical and the supercritical cases, for this reason the analysis of these two cases
will be performed in Section 5 by using suitable estimates from Potential Theory and the classical
Schauder fixed point theorem. Finally, in the last Section we collect some open problems that seem
to be interesting to solve.
2. Preliminaries and auxiliary results.
In this section we present some useful results about the problem
(2.1)
{
(−∆)sv = ν in Ω,
v = 0 in RN \ Ω,
where ν is a bounded Radon measure. We give some definitions about the set of Radon measures
and the sense in which a solution to problem (2.1) is considered (see [15] and [16]).
Definition 1. Let µ be a bounded Radon measure and β > 0. We say that µ ∈M(Ω, dβ) if∫
Ω
dβ(x)d|µ| < +∞,
with d(x) = dist(x, ∂Ω).
In the same way, if f is a locally integrable function, then f ∈M(Ω, dβ) if∫
Ω
|f(x)|dβ(x)dx < +∞.
It is clear that if f ∈ L1(Ω), then f ∈M(Ω, dβ) for all β > 0.
Next we precise the sense in which solutions are defined for this general class of data.
Definition 2. We say that u is a weak solution to problem (2.1) if u ∈ L1(Ω), and for all φ ∈ Xs,
we have ∫
Ω
u(−∆)sφdx =
∫
Ω
φdν,
where
Xs ≡
{
φ ∈ C(IRN ) | supp(φ) ⊂ Ω, (−∆)sφ(x) is pointwise defined and |(−∆)sφ(x)| < C in Ω
}
.
The functional framework to obtain solution to truncated problem is the fractional Sobolev
space given in the next definition. See [17] and [29].
Definition 2.1. For 0 < s < 1, we define the fractional Sobolev space of order s as
Hs(RN ) := {u ∈ L2(RN ) |
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dxdy < +∞}.
We define now the spaceHs0(Ω) as the completion of C
∞
0 (Ω) with respect to the norm ofH
s(IRN ).
Notice that if u ∈ Hs0(Ω), we have u = 0 a.e. in IR
N \ Ω and we can write∫
IRN
∫
IRN
|u(x)− u(y)|2
|x− y|N+2s
dx dy =
∫∫
DΩ
|u(x)− u(y)|2
|x− y|N+2s
dx dy
where
DΩ := IR
N × IRN \
(
CΩ× CΩ
)
.
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Definition 3. For σ ∈ R we define
Tk(σ) = max(−k,min(k, σ)) and Gk(σ) = σ − Tk(σ).
From [29] and [1] the following result holds.
Theorem 2.2. Assume that f ∈ L1(Ω), then problem (2.1) has a unique weak solution u that
is obtained as the limit of {un}n∈N, the sequence of the unique solutions to the approximating
problems
(2.2)
{
(−∆)sun = fn(x) in Ω,
un = 0 in IR
N\Ω,
with fn = Tn(f). Moreover,
(2.3) Tk(un)→ Tk(u) strongly in H
s
0 (Ω), ∀k > 0,
(2.4) u ∈ Lq , ∀ q ∈
(
1,
N
N − 2s
)
and
(2.5)
∣∣(−∆) s2 u∣∣ ∈ Lr , ∀ r ∈ (1, N
N − s
)
.
Remarks 2.3. In [1], the more general framework of the fractional p-Laplacian operator with
nonnegative datum is studied. The uniqueness of nonnegative solution in the entropy setting is
proved. Since in this work we are considering the linear case p = 2, then existence and uniqueness
of weak solutions are obtained without any sign condition on the datum.
Let Gs be the Green kernel of (−∆)
s, using a probabilistic approach the authors in [10], [11]
and [12] prove the next estimates on Gs and its gradient.
Lemma 2.4. Assume that s ∈ (12 , 1), then
(2.6) Gs(x, y) ≤ C1min{
1
|x− y|N−2s
,
ds(x)
|x− y|N−s
,
ds(y)
|x− y|N−s
},
and
(2.7) |∇xGs(x, y)| ≤ C2Gs(x, y)max{
1
|x− y|
,
1
d(x)
}.
In particular
|∇xGs(x, y)| ≤
C
|x− y|N−2s+1
.
As a consequence of the estimates in Lemma 2.4, the authors in [16] obtain the following result.
Theorem 2.5. Suppose that s ∈ (12 , 1) and let f ∈M(Ω), a Radon measure. Then the problem
(2.8)
{
(−∆)sv = f in Ω,
v = 0 in RN \ Ω,
has a unique weak solution in the sense of Definition 2 such that,
(1) |∇v| ∈ Mp∗(Ω), the Marcinkiewicz space, with p∗ =
N
N−2s+1 and as a consequence v ∈
W
1,q
0 (Ω) for all q < p∗. Moreover
(2.9) ||v||W 1,q0 (Ω)
≤ C(N, q,Ω)||f ||M(Ω).
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(2) For f ∈ L1(Ω), setting T : L1(Ω) → W 1,q0 (Ω), with T (f) = v, then T is a compact
operator.
Remark 1. If f ∈ L1(Ω, dβ) with 0 ≤ β ≤ s, then for p ∈ (1,
N
N + β − 2s
) there exists cp > 0
such that
||u||W 2s−γ,p ≤ ||f ||L1(Ω,dβ),
where γ = β + N
p′
if β > 0 and γ > N
p′
if β = 0.
We will use Theorems 2.2 and 2.5 as a starting point of our analysis.
2.1. Some classical inequalities. We recall two results involving Riesz potentials that will be
used.
Lemma 2.6. Let 0 < λ < N , 1 ≤ p < l <∞ be such that
1
q
+ 1 =
1
p
+
λ
N
. For g ∈ Lp(IRN ), we
define
Jλ(g)(x) =
∫
IRN
g(y)
|x− y|λ
dy.
a) Jλ is well defined in the sense that the integral converges absolutely for almost all x ∈ R
N .
b) If p > 1, then ||Jλ(f)||q ≤ cp,q||f ||p.
c) If p = 1, then |{x ∈ RN |Jλ(f)(x) > σ}| ≤
(A||f ||1
σ
)l
.
See for instance Section 1.2 of Chapter V in [38] for the proof. We will use also the classical
Hardy-Littlewood-Sobolev inequality.
Lemma 2.7. Let 0 < λ < N , θ, γ > 1 with
1
θ
+
1
γ
+
λ
N
= 2. Assume that g ∈ Lθ(IRN ) and
k ∈ Lγ(IRN ), then ∣∣∣ ∫∫
IRN×IRN
g(x)k(y)
|x− y|λ
dxdy
∣∣∣ ≤ C(N, λ, θ)||k||Lγ (IRN )||g||Lθ .
For the proof we refer, for instance, to Section 4.3 in [31] or to the paper [30].
2.2. A technical result. In what follows we will assume that s ∈ (12 , 1).
In the local case, s = 1, if v is the solution to the corresponding problem (2.8), it is known that
Tk(v) ∈ W
1,2
0 (Ω) for all k > 0. This follows using Tk(v) as a test function in (2.8). To prove a
similar result in the fractional setting in the next subsection we need the following result.
Lemma 2.8. Let Ω be a bounded smooth domain. Assume
1
2
< s < 1 and α ∈ IR verifying
1 < α < 2s. Then the problem
(2.10)
 (−∆)sρ =
1
dα(x)
in Ω,
ρ = 0 in RN \ Ω,
has a positive solution ρ such that ρ ∈ L∞(Ω) and ρβ ∈ Hs0(Ω) for all β > max{
s
2s−α , 1}.
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Proof. Recall that Ω is a regular domain, since s >
1
2
, the following Hardy type inequality was
obtained in [32],
(2.11) C
∫
Ω
φ2
d2s(x)
dx ≤ ||φ||2Hs0 (Ω) for all φ ∈ H
s
0 (Ω),
where C > 0 depend only on s, N and Ω.
Define ρn to be the unique solution to the approximating problem
(2.12)
 (−∆)sρn =
1
dα(x) + 1
n
in Ω,
ρn = 0 in R
N \ Ω.
It is clear that ρn ∈ L
∞(Ω) ∩Hs0 (Ω), ρ > 0 in Ω and ρn ≤ ρn+1 for all n.
Since α < 2s, we can pick-up β > 1 such that α <
2sβ
β + 1
.
Taking ρβn as a test function in (2.12) and by using the numerical inequality,
(2.13) (a− b)(aγ − bγ) ≥ c|a
1+γ
2 − b
1+γ
2 |2 for all a, b ∈ IR+ and γ > 0,
(see [28]), it follows that
(2.14) C||ρ
β+1
2
n ||
2
Hs0 (Ω)
≤
∫
Ω
ρβn
dα(x)
dx.
Thus using the Ho¨lder inequality, it holds∫
Ω
ρβn
dα(x)
dx ≤
(∫
Ω
ρβ+1n
d2s(x)
dx
) β
β+1
( ∫
Ω
1
d(β+1)(α−
2sβ
β+1 )(x)
dx
) 1
β+1
.
Notice that, since α <
2sβ
β + 1
, then (β + 1)(α−
2sβ
β + 1
) < 0,∫
Ω
1
d(β+1)(α−
2sβ
β+1 )(x)
dx <∞.
Therefore, by the Hardy inequality (2.11),
(2.15)
∫
Ω
ρβn
dα(x)
dx ≤ C
( ∫
Ω
ρβ+1n
d2s(x)
dx
) β
β+1
≤ C||ρ
β+1
2
n ||
β
β+1
Hs0 (Ω)
.
Hence, from (2.14) and (2.15), we have ||ρ
β+1
2
n ||Hs0(Ω) ≤ C for all n ∈ N. Then, there exists ρ such
that ρ
β+1
2 ∈ Hs0 (Ω), ρn ↑ ρ strongly in L
2∗s (β+1)
2 (Ω) and ρ
β+1
2
n ⇀ ρ
β+1
2 weakly in Hs0 (Ω).
It is not difficult to show that ρ is a solution to problem (2.10) in the sense of distribution and
that
ρβ+1n
dα(x)
→
ρβ+1
dα(x)
strongly in L1(Ω). In the same way we can show that ρ ∈ Lσ(Ω) for all
σ > 0.
To prove that ρ ∈ L∞(Ω), we follows [29] where the classical Stampacchia argument in [37] is
adapted to the fractional setting. For the reader convenience we give some details, mainly the
estimates involving the Hardy inequality .
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Take Gβk (ρn)), with k > 0, as a test function (2.12). Notice that by using (2.13), we have
(ρn(x)− ρn(y))
(
G
β
k (ρn)−G
β
k (ρn) ≥ C|G
β+1
2
k (ρn(x)) −G
β+1
2
k (ρn(y)|
2,
then,
C
∫ ∫
DΩ
|G
β+1
2
k ρn(x) −G
β+1
2
k ρn(y)|
2
|x− y|N+2s
dxdy ≤
∫
Ω
G
β
k (ρn(x))
dα(x)
dx
≤
(∫
Ω
G
β+1
k (ρn)
d2s(x)
dx
) β
β+1
(∫
Ak
d(β+1)(
2sβ
β+1−α)(x)dx
) 1
β+1
.
Letting n→∞ it follows that∫ ∫
DΩ
|G
β+1
2
k ρ(x)−G
β+1
2
k ρ(y)|
2
|x− y|N+2s
dxdy ≤
(∫
Ω
G
β+1
k (ρ)
d2s(x)
dx
) β
β+1
|Ak|
1
β+1 ,
where Ak = {x ∈ Ω : |u(x)| ≥ k}. Hence by Hardy inequality,
||G
β+1
2
k (ρ)||
1
β+1
Hs0 (Ω)
≤ C|Ak|
1
β+1 ,
and by using the Sobolev Inequality, there results that
S||G
β+1
2
k (ρ)||L2∗s (Ω) ≤ C|Ak|.
Let h > k, since Ah ⊂ Ak, we obtain that
(h− k)
β+1
2 |Ah|
1
2∗s ≤ C|Ak|,
that is,
|Ah| ≤
C|Ak|
2∗s
(h− k)
2∗s (β+1)
2
.
Since 2∗s > 1, by the classical numerical lemma by Stampacchia in [37], there exists a k0 > 0 such
that |Ah| = 0 for all h ≥ k0. Thus ρ is bounded. 
2.3. Some regularity results. We start by proving the following regularity result of Tk(v) that
will be a useful tool in the subsequent arguments.
Theorem 2.9. Assume that f ∈ L1(Ω) and define v to be the unique weak solution to problem
(2.8), then Tk(v) ∈W
1,α
0 (Ω) ∩H
s
0(Ω) for any 1 < α < 2s, moreover∫
Ω
|∇Tk(v)|
α ≤ Ckα−1||f ||L1(Ω).
Proof. Without loss of generality, we can assume that f ≥ 0. By Theorem 2.2, Tk(v) ∈ H
s
0(Ω).
Let Gs be the Green kernel of (−∆)
s, then
(2.16) v(x) =
∫
Ω
Gs(x, y)f(y)(y)dy.
Thus
|∇Tk(v)| = |∇v(x)|χ{|v(x)|<k} ≤
(∫
Ω
|∇xGs(x, y)|f(y)dy
)
χ{|v(x)|<k}.
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Fix 1 < α < 2s, then using Ho¨lder inequality, it follows that
|∇Tk(v)|
α ≤
(∫
Ω
|∇xGs(x, y)|f(y)dy
)α
χ{|v(x)|<k}
≤
(∫
Ω
|∇xGs(x, y)|
Gs(x, y)
Gs(x, y)f(y)dy
)α
χ{|v(x)|<k}
≤
(∫
Ω
[
|∇xGs(x, y)|
Gs(x, y)
]α
Gs(x, y)f(y)dy
)( ∫
Ω
Gs(x, y)f(y)dy
)α−1
χ{|v(x)|<k}
≤
(∫
Ω
[
|∇xGs(x, y)|
Gs(x, y)
]α
Gs(x, y)f(y)dy
)
uα−1(x)χ{|v(x)|<k}
≤ kα−1
(∫
Ω
[
|∇xGs(x, y)|
Gs(x, y)
]α
Gs(x, y)f(y)dy
)
χ{|v(x)|<k}.
From [10] and [14], we know that
Gs(x, y) ≤ C1min
{
1
|x− y|N−2s
,
ds(x)
|x− y|N−s
,
ds(y)
|x− y|N−s
}
,
and
|∇xGs(x, y)| ≤ C2Gs(x, y)max
{
1
|x− y|
,
1
d(x)
}
.
Thus, setting h(x, y) =
|∇xGs(x, y)|
Gs(x, y)
, we reach that∫
Ω
|∇Tk(v)|
αdx ≤ kα−1
∫
Ω
f(y)
( ∫
Ω
h(x, y)αGs(x, y)dx
)
dy.
It is clear that h(x, y)α ≤ C
(
1
|x−y|α +
1
dα(x)
)
. Therefore, we conclude that∫
Ω
|∇Tk(v)|
αdx ≤ Ck
α
α′
{∫
Ω
f(y)
(∫
Ω
1
|x− y|α
Gs(x, y)dx
)
dy +
∫
Ω
f(y)
(∫
Ω
1
dα
Gs(x, y)dx
)
dy
}
≤ Ckα−1(I1 + I2).
Respect to I1, using the fact that Gs(x, y) ≤
C
|x−y|N−2s , it holds
I1 ≤ C
∫
Ω
f(y)
∫
Ω
(
1
|x− y|α
Gs(x, y)dx
)
dy ≤ C
∫
Ω
f(y)
(∫
Ω
1
|x− y|N−2s+α
dx
)
dy.
Since α < 2s, then, for R >> 2diam (Ω),∫
Ω
1
|x− y|N−2s+α
dx ≤
∫
BR(y)
1
|x− y|N−2s+α
dx ≤ CR2s−α.
We deal now with I2. Consider ρ, the unique solution to problem (−∆)sρ =
1
dα(x)
in Ω,
ρ = 0 in RN \ Ω,
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obtained in Lemma 2.8. Since α < 2s, by Lemma 2.8, ρ ∈ L∞(Ω) . Thus
I2 ≤ C
∫
Ω
f(y)
(∫
Ω
1
dα
Gs(x, y)dx
)
dy = C
∫
Ω
f(y)ρ(y)dy ≤ C||f ||L1(Ω).
Combining the above estimates, it follows that∫
Ω
|∇Tk(v)|
αdx ≤ Ckα−1||f ||L1(Ω).
Hence we conclude. 
We next precise some results in order to find the regularity of v when f is assumed to be more
regular.
Lemma 2.10. Suppose that f ∈ Lm(Ω) with m ≥ 1 and define v to be the unique solution to
problem
(2.17)
{
(−∆)sv = f in Ω,
v = 0 in RN \ Ω,
with s > 12 . Then for all p <
mN
N−m(2s−1) , there exists a positive constant C ≡ C(Ω, N, s, p) such
that
(2.18) ||∇v||Lp(Ω) ≤ C||f ||Lm(Ω).
Moreover,
(1) If m = N2s−1 , then |∇v| ∈ L
p(Ω) for all p <∞.
(2) If m > N2s−1 , then v ∈ C
1,α(Ω) for some α ∈ (0, 1).
To prove the previous Lemma, we need the following elementary result.
Lemma 2.11. Suppose that the same hypotheses as above hold. Let φ ∈ C10(Ω) and define ψ to be
the unique solution to problem
(2.19)
 (−∆)sψ =
∂φ
∂xi
in Ω,
ψ = 0 in RN \ Ω,
then for β <
N
2s− 1
and for all r < βN
N−β(2s−1) , there exists a positive constant C ≡ C(N, β, r,Ω)
such that
(2.20) ||ψ||Lr(Ω) ≤ C||φ||Lβ(Ω).
Proof. Let Gs be the Green kernel of (−∆)
s, then
ψ(x) =
∫
Ω
Gs(x, y)
∂φ
∂yi
(y)dy.
Hence, using an integration by part,
|ψ(x)| ≤
∫
Ω
|
∂Gs(x, y)
∂yi
||φ(y)|dy.
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By using Hardy-Littlewood-Sobolev inequalities in Lemma 2.7, and since
|
∂Gs(x, y)
∂yi
| ≤
C
|x− y|N−2s+1
(see Lemma 2.4 above), it follows that
||ψ||Lr(Ω) ≤ C||φ||Lβ(Ω),
where
1
r
=
1
β
+
N − 2s+ 1
N
− 1. Hence we conclude. 
Notice that if β ր
N
2s− 1
then r →∞. We are now able to prove Lemma 2.10.
Proof of Lemma 2.10. As a consequence of Theorem 2.5 (see [16]) we have that v ∈ W 1,q0 (Ω)
for all q < p∗. Let φ ∈ C
1
0(Ω), then
〈
∂v
∂x1
, φ〉 = −
∫
Ω
v
∂φ
∂y1
dy
Hence, if ψ is the solution of problem (2.19), it follows that
|〈
∂v
∂x1
, φ〉| = |
∫
Ω
v(−∆)sψdy| = |
∫
Ω
fψdy|
Thus, using Ho¨lder inequality,
|〈
∂v
∂x1
, φ〉| ≤ ||f ||m||ψ||m′ ,
and by Lemma 2.11, setting r = m′, we reach that
|〈
∂v
∂x1
, φ〉| ≤ C||f ||m||φ||β for
1
β
+
N − 2s+ 1
N
< 1 +
1
m′
.
Therefore, by duality,
∂v
∂x1
∈ Lβ
′
(Ω) and
||
∂v
∂x1
||Lβ′(Ω) ≤ C||f ||Lβ(Ω).
Since m′ < βN
N−β(2s−1) , then β
′ < pN
N−p(2s−1) and the result follows. It is clear that if m =
N
2s−1 ,
then we can take β′ any positive constant and then |∇v| ∈ Lp(Ω) for all p <∞.
We prove now the point 2).
Notice that if m > N2s−1 then |∇v| ∈W
2s−γ−1,l(Ω) where 0 < γ < 2s− 1 and (2s−γ− 1)l > N .
Indeed, we proceed with similar duality arguments to those in the proof of Theorem 2.5 in [15].
Let φ ∈ C∞0 (Ω), then
|
∫
Ω
φ(−∆)svdx| = |
∫
Ω
fφdx| ≤ ||f ||Lm ||φ||Lm′ .
Putting l =
Nm
N − γm
with γ ∈ [0, 1] is such that γ < min{(2s − 1), N
m
}, then m′ = l
′N
N−l′γ . It is
clear that N2s−1 < m < l.
Now, using the definition of q and by Sobolev inequality, it follows that
|
∫
Ω
φ(−∆)svdx| ≤ ||f ||Lm ||φ||
L
l′N
N−l′γ
≤ C||f ||Lm ||φ||Wγ,l′0 (Ω)
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Thus (−∆)sv ∈W−γ,l(Ω) and
||(−∆)sv||W−γ,l(Ω) ≤ C||f ||Lm .
Recalling that (−∆)s realize an isomorphism between W 2s−γ,l(Ω) and W−γ,l(Ω), hence we con-
clude that v ∈ W 2s−γ,l(Ω) and
||v||W 2s−γ,l(Ω) ≤ C||f ||Lm .
Since 2s− γ > 1, then |∇v| ∈ W 2s−γ−1,l(Ω). Now, using the definition of l, we reach easily that
(2s − γ − 1)l > N . Thus by the fractional Morrey inequality, |∇v| ∈ C0,α(Ω) whit α = N(2s−γ−1)l
and
||v||C1,α(Ω) ≤ C||f ||Lm .

3. Comparison principle and applications
In this section we will prove a comparison principle that extend the one proved in [3] in the
local case. More precisely, we will prove the following result.
Theorem 3.1. (Comparison Principle). Let g ∈ L1(Ω) be a nonnegative function. Assume that
for all ξ1, ξ2 ∈ R
N ,
H : Ω× RN → R+ verifies |H(x, ξ1)−H(x, ξ2)| ≤ Cb(x)|ξ1 − ξ2|
where b ∈ Lσ(Ω) for some σ > N2s−1 . Consider w1, w2 two positive functions such that w1, w2 ∈
W 1,p(Ω) for all p < p∗, (−∆)
sw1, (−∆)
sw2 ∈ L
1(Ω), w1 ≤ w2 in IR
N \ Ω and
(3.1)
{
(−∆)sw1 ≤ H(∇w1) + g in Ω,
(−∆)sw2 ≥ H(∇w2) + g in Ω.
Then, w2 ≥ w1 in Ω.
In order to prove Theorem 3.1 we will follow the arguments used by Porretta in [36] for differ-
ential equations and for that we need some results on problems with first order term.
In first place the following Harnack inequality proved in [12].
Proposition 3.2. (Harnack inequality). Assume that B ∈ (Lσ(Ω))N with σ > N2s−1 and let
w ∈ C1,α(Ω) be a nonnegative function in IRN such that
(−∆)sw − 〈B(x),∇w〉 = 0 in BR
with BR ⊂⊂ Ω. Then
sup
BR
w ≤ C inf
BR
w
where C ≡ C(Ω, BR).
3.1. A uniqueness result for a related problem. We prove the following uniqueness result.
Lemma 3.3. Let B be a vector field in Ω. Assume that B ∈ (Lσ(Ω))N with σ > N2s−1 and let w
be a solution to the problem
(3.2)
{
(−∆)sw = 〈B(x),∇w〉 in Ω,
w = 0 in RN \ Ω,
with |∇w| ∈Mp∗,∞(Ω), the Marcinkiewick space, then w = 0.
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Proof. We claim that w ∈ C1,α(Ω) for some α ∈ (0, 1).
We divide the proof of the claim into two steps:
First step. Suppose that |∇w| ∈ Lm(Ω) withm = Nσ(2s−1)σ−N , then setting h(x) = |〈B(x),∇w〉|
and taking into account the regularity of B, it follows that h ∈ L
N
2s−1 (Ω). Going back to (3.2) and
by the first point in Lemma 2.10, we conclude that |∇w| ∈ Lp(Ω) for all p <∞. Thus h ∈ Lσ(Ω).
Since σ > N2s−1 , by the second point in Lemma 2.10, we conclude that |∇w| ∈ C
0,α(Ω) for some
α ∈ (0, 1) and the result follows.
Second step. We prove the regularity result of the first step, namely that |∇w| ∈ L
Nσ
(2s−1)σ−N (Ω).
We will use a bootstrapping argument.
Since |∇w| ∈ Mp∗(Ω), then h ∈ Ll1(Ω) for 1 < l1 <
p∗σ
σ + p∗
. Fix l1 as above, then using
Lemma 2.11, it follows that |∇w| ∈ Lr1(Ω) with r1 =
l1N
N − l1(2s− 1)
. Hence by the Ho¨lder
inequality we conclude that h ∈ Ll2(Ω) with l2 =
r1σ
σ + r2
. Using again Lemma 2.11 , it follows
that |∇w| ∈ Lr2(Ω) with r2 =
l2N
N − l2(2s− 1)
.
It is clear that r2 > r1. Define by iteration the sequence {rn}n by
rn+1 =
Nσrn
Nσ − rn(σ(2s− 1)−N)
.
If for some n0, rn0 ≥
σN
(2s− 1)σ −N
, then the result follows.
We argue by contradiction. Assume that rn <
σN
(2s−1)σ−N for all n. It is easy to show that
{rn}n is an increasing sequence. Hence there exists r¯ such that rn ↑ r¯ ≤
σN
(2s−1)σ−N . Thus
r¯ = Nσr¯
Nσ−r¯(σ(2s−1)−N) , hence r¯ = 0, a contradiction with the fact that {rn}n is an increasing
sequence.
Therefore there exists a n0 such that rn0 ≥
σN
(2s−1)σ−N and the claim follows.
Let us prove now that w ≤ 0. If by contradiction, C = maxx∈Ωw(x) > 0, then there exists
x0 ∈ Ω such that w(x0) = C. We set w1 = C − w, then w1 ≥ 0 in IR
N , w1(x0) = 0 and
(−∆)sw1 −B(x)∇w1 = 0 in Ω.
Consider BR = Br(x0) ⊂⊂ Ω. By applying the Harnack inequality in Proposition 3.2 to w1,
we conclude that supBr(x0) w1 ≤ C(Ω, Br) infBr(x0) w1 = 0. Thus w1 ≡ 0 in Br(x0). Since Ω is a
bounded domain, then, applying Harnack inequality a finite number of steps, we prove that w1 = 0
in Ω. Thus C ≤ 0 and then w ≤ 0.
The linearity of the problem permits to apply similar arguments to −w (is also a solution to
(3.2)), that is, we reach that w ≡ 0 and the result follows. 
3.2. Existence for an auxiliary problem. Let us prove now the following existence result for
an auxiliary problem.
Lemma 3.4. Assume that B ∈ (Lσ1(Ω))N with σ1 >
N
2s−1 and 0 ≤ f ∈ L
σ2(Ω) with σ2 >
N
2s ,
then the problem
(3.3)
{
(−∆)sw = 〈B(x),∇w〉 + f in Ω,
w = 0 in RN \ Ω,
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has a unique nonnegative bounded solution w such that |∇w| ∈ Lp(Ω) for all p <∞. In addition,
if σ2 >
N
2s−1 , then ∇w ∈ (C
0,α(Ω))N for some α ∈ (0, 1).
Proof. It is clear that the regularity of the solution follows using the same iteration argument as
in the proof of the regularity result in Lemma 3.3. Let us prove the existence part.
Fix p < p∗ be such that p
′ < σ1 and define the operator T : W
1,p
0 (Ω) → W
1,p
0 (Ω) by setting
w = T (u) where w solves
(3.4)
{
(−∆)sw = 〈B(x),∇u+〉+ f in Ω,
w = 0 in RN \ Ω.
Since u ∈ W 1,p0 (Ω), then the existence and the uniqueness of w follows by using approximating
argument and the results of [16]. It is clear that if w is a fixed point of T , then w is a nonnegative
solution to (3.3). To show that T has a fixed point, we will use the Schauder fixed point theorem
( see Theorem 11.3 in [22]).
From the result of [16], we conclude that T is a compact operator.
We claim that there exists M > 0 such that it u = λT (u) with λ ∈ [0, 1], then ||u||W 1,p0 (Ω)
≤M .
To prove the claim we argue by contradiction.
Assume that there exists sequences {λn} ⊂ [0, 1] and {un}n such that un = λnT (un) and
||u||W 1,p0 (Ω)
→∞ as n→∞. Define vn =
un
||un||W 1,p0 (Ω)
, then ||vn||W 1,p0 (Ω)
= 1 and vn solves
(3.5)
 (−∆)svn = 〈B(x),∇(vn)+〉+ λn
f
||un||W 1,p0 (Ω)
in Ω,
vn = 0 in R
N \ Ω.
It is clear that vn ≥ 0 and ||〈B(x),∇(vn)+〉||L1(Ω) ≤ C, thus
||vn||W 1,l0 (Ω)
< C(l) for all l < p∗
and
||∇vn||W 2s−1−γ,l0 (Ω)
≤ C for all l < p∗ with γ =
N
l
.
Up to a subsequence, we find that vn ⇀ v weakly in W
1,l
0 (Ω) for all l < p∗, v ∈ W
1,l
0 (Ω), v ≥ 0
and v solves {
(−∆)sv = 〈B(x),∇v〉 in Ω,
v = 0 in RN \ Ω.
From Lemma 3.3 we obtain that v = 0 and from the compactness result of [16] we obtain that
vn → v strongly in W
1,l
0 (Ω) for all l < p∗, in particular for l = p and then ||v||W 1,p0 (Ω)
= 1 which is
a contradiction. Hence the claim follows.
Thus T has a fixed point and then problem (3.3) has a nonnegative solution.
The uniqueness immediately follows. Indeed, if w1 and w2 are two solution to problem (3.3),
then w˜ = w1 − w2 solves {
(−∆)sw˜ = 〈B(x),∇w˜〉 in Ω,
w˜ = 0 in RN \ Ω.
By Lemma 3.3, we know that w˜ = 0, thus w1 = w2. 
Remark 2. We are able to prove the existence result in Lemma 3.4 without the positivity condition
on f , in fact, consider w1 and w2 the solutions to problem (3.3) with datum f+ and f− respectively.
Setting w = w1 − w2, then w solve
(−∆)sw = 〈B(x),∇w〉 + f in Ω,
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with the same regularity.
A remarkable result derives of the following observations.
Since s > 12 , we set E = W
2s,2(Ω) ∩Hs0(Ω). Then if w ∈ E, it holds that |∇w| ∈ W
2s−1,2(Ω),
hence |∇w| ∈ L
2N
N−2(2s−1) (Ω). By hypothesis B ∈ (Lσ1(Ω))N with σ1 >
N
2s−1 , then |〈B(x),∇w〉| ∈
L2(Ω) for all w ∈ E.
Define L(w) = (−∆)sw − 〈B(x),∇w〉; then
L : L2(Ω)→ L2(Ω), with Dom(L) = E.
By Lemma 3.3 we have that Ker(L) = {0}. Thus L−1 : L2(Ω) → E is a well defined compact
operator. Therefore by the Fredholm alternative theorem we conclude that for all f ∈ L2(Ω), the
problem (3.4) has a unique solution u ∈ E.
Now, observe that for u, v ∈ E, we have
〈L(u), v〉 =
∫
Ω
(−∆)su vdx−
∫
Ω
〈B(x),∇u〉v
=
∫
Ω
u(−∆)svdx−
∫
Ω
div(B(x)v)udx
=
∫
Ω
u
(
(−∆)sv − div(B(x)v)
)
udx.
Hence, by defining
K(v) = (−∆)sv − div(B(x)v),
then we have,
〈K(v), u〉 = 〈v, Lu〉,
that is K is the adjoint operator of L. Since 0 = dim Ker(L) = dim Ker(K), then for all f ∈ L2(Ω)
the problem
(3.6)
{
(−∆)sv − div(B(x)v) = f in Ω,
v = 0 in RN \ Ω,
has a unique solution u ∈ E. In particular, using the same regularity techniques as in Lemmas
2.11, and 3.3, we find the following consequence.
Corollary 3.5. For all f ∈ Lσ2(Ω) with σ2 >
N
2s , there exists a unique solution v to problem (3.6)
with |∇v| ∈ Lp(Ω) for all p <∞. If f ≥ 0, then v ≥ 0.
3.3. Proof of Theorem 3.1. We are now able to prove the comparison principle in Theorem 3.1.
Consider w = w1 − w2, then w ∈ W
1,p(Ω) for all p < p∗ and (−∆)
sw ∈ L1(Ω).
We have just to show that w+ = 0. It is clear that w ≤ 0 in RN \ Ω. By (3.1), it follows that
(−∆)sw ≤ H(x,∇w1)−H(x,∇w2) ≤ b(x)|∇w|.
Now, using Kato’s inequality (see for instance [29]) we get
(3.7) (−∆)sw+ ≤ b(x)|∇w+|, w+ = max{w, 0} ∈W
1,q
0 (Ω) for all q < p∗.
Let v be the unique positive bounded solution to problem
(3.8)
{
(−∆)sv + div(F(x)v) = 1 in Ω,
v = 0 in RN \ Ω,
KPZ WITH FRACTIONAL DIFFUSION 15
where
F(x) =
 b(x)
∇w+(x)
|∇w+(x)|
if |∇w+(x)| 6= 0
0 in |∇w+(x)| = 0.
Taking v as a test function in (3.7), it follows that∫
Ω
(−∆)sw+vdx ≤
∫
Ω
b(x)|∇w+(x)|v(x)dx.
On the other hand we have∫
Ω
(−∆)sw+vdx =
∫
Ω
w+(−∆)
svdx
=
∫
Ω
w+(−divF(x)v)dx +
∫
Ω
w+dx
=
∫
Ω
b(x)|∇w+(x)|v(x)dx +
∫
Ω
w+dx.
Hence
∫
Ω
w+ ≤ 0 and then w ≤ 0 in Ω. Thus we conclude. 
As a byproduct of the previous result we obtain the following uniqueness results.
Corollary 3.6. Let g ∈ L1(Ω) be a nonnegative function. Suppose that q ≥ 1 and a > 0, then the
problem
(3.9)
 (−∆)sw =
|∇w|q
a+ |∇w|q
+ g in Ω,
w = 0 in RN \ Ω,
has a unique nonnegative solution w such that w ∈ W 1,p0 (Ω) for all p < p∗ and Tk(w) ∈ H
s
0(Ω) ∩
W 1,α(Ω) for all α < 2s.
Corollary 3.7. Consider the problem
(3.10)
{
(−∆)sw = |∇w|q + λg in Ω,
w = 0 in RN \Ω,
with 1 < q < p∗ and g ∈ L
1(Ω), g ≥ 0. Then there exist λ∗ such if λ < λ∗, problem (3.10) has a
unique positive solution w such that w ∈W 1,p0 (Ω) for all p < p∗ and Tk(w) ∈ H
s
0(Ω) for all k > 0.
Proof. The existence and regularity can be seen in [16]. We prove the uniqueness. Indeed if w1
and w2 are two positive solution to problem (3.10) with the above regularity, defining w¯ = w1−w2,
then (−∆)sw¯ ∈ L1(Ω), w¯ ∈W 1,p0 (Ω) for all p < p∗, Tk(w¯) ∈ H
s
0 (Ω) for all k > 0 and
(−∆)sw¯ ≤ H(x,∇w1)−H(x,∇w2) ≤ b(x)|∇w¯|
where b(x) = q
(
|∇w1| + |∇w2|
)q−1
and since q < p∗ then q
′ > p′∗, that is b ∈ L
σ(Ω) for some
σ > N2s−1 . Thus using the comparison principle in Lemma 3.1, we conclude that w¯+ = 0. In the
same way and setting ŵ = w2 − w1, we obtain that ŵ+ = 0. Thus w1 = w2. 
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4. The subcritical problem: Existence results via comparison arguments.
In this section we consider the problem
(4.1)

(−∆)su = |∇u|q + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω,
where s ∈ (
1
2
, 1), q < 2s and f ∈ Lσ(Ω) for some convenient σ > 1. The main goal of this section
is to show that, under additional hypotheses on f , we are able to build a suitable supersolution
and then the comparison principles in Theorem 3.1 allows us to use a monotony argument in order
to prove the existence of a minimal positive solution.
Remark 3. Notice that in the local case, the existence of a solution is guaranteed under the
condition
(4.2) inf
φ∈C∞0 (Ω)
∫
Ω
|∇φ|q
′
dx
∫
Ω
f |φ|q
′
dx
> 0.
By using the spectral theory, it is clear that the above condition holds if f ∈ Lσ(Ω) for some σ > N
q′
.
4.1. A radial supersolution. We will star by building a radial supersolution with the required
regularity.
Define w(x) = (1 − |x|α)+ where 1 < α < 2s. Since w is a radial function and by using the
results in [20], it follows that
(−∆)sw(x) = r−2s
∫ ∞
1
(
(w(r) − w(σr)) + (w(r) − w(
r
σ
))σ2s−N
)
σ(σ2 − 1)−1−2sH(σ)dσ
where r = |x| and H is a continuous positive function defined in [1,∞) with H(σ) ⋍ σ2s as σ →∞.
Fix r < r0 < 1 to be chosen later, then
(−∆)sw(x) = r−2s
∫ 1
r
1
(
rα(σα − 1) + rα(
1
σα
− 1)σ2s−N
)
σ(σ2 − 1)−1−2sH(σ)dσ
+ r−2s
∫ ∞
1
r
(
(1 − rα) + rα(
1
σα
− 1)σ2s−N
)
σ(σ2 − 1)−1−2sH(σ)dσ
= rα−2s
∫ 1
r
1
(σα − 1)(1− σ2s−N−α)σ(σ2 − 1)−1−2sH(σ)dσ
+ rα−2s
∫ ∞
1
r
(
(
1
rα
− 1)− (1−
1
σα
)σ2s−N
)
σ(σ2 − 1)−1−2sH(σ)dσ
= rα−2sF (r)
with
F (r) =
∫ 1
r
1
(σα − 1)(1− σ2s−N−α)σ(σ2 − 1)−1−2sH(σ)dσ
+
∫ ∞
1
r
(
(
1
rα
− 1)− (1−
1
σα
)σ2s−N
)
σ(σ2 − 1)−1−2sH(σ)dσ.
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We claim that F (r) ≥ C(r0) > 0 for all r ∈ (0, r0). By a direct computation we find that F
′(r) < 0,
hence to conclude, we have just to show that F (r0) ≥ C(r0) for suitable r0 < 1.
Notice that (σα − 1)(1 − σ2s−N−α)σ(σ2 − 1)−1−2sH(σ) > 0 for all σ > 1. On the other hand
we have (1− 1
σα
)σ2s−N ≤ (1 − 1
σα0
)σ2s−N0 where σ0 = (
N+α−2s
N−2s )
1
α . Thus for σ > 1
r
we have
(
1
rα
− 1)− (1−
1
σα
)σ2s−N ≥ (
1
rα
− 1)− (1−
1
σα0
)σ2s−N0 .
Defining r0 ≡
(
N+α−2s
N+α−2s+σ2s−N0
) 1
α
< 1, for r ≤ r0 and σ ≥
1
r
, it holds that
(
1
rα
− 1)− (1−
1
σα
)σ2s−N ≥ 0.
Combining the above estimate we reach that F (r) ≥ C(r0) > 0 for all r ≤ r0. Notice that
|∇w| = α|x|α−1χ{|x|<1}. Since 1 < α < 2s, setting w1 = Cw for some C > 0, we obtain that w1
satisfies
(4.3)

(−∆)sw1 ≥ |∇w1|
q + λ
1
|x|2s−α
in Br(0),
w1 ≥ 0 in R
N \Br(0),
w1 > 0 in Br(0),
for some λ > 0.
It is clear that, modulo a rescaling argument, the above construction holds in any bounded
domain.
In the case p∗ < q < 2s, we can guess a positive supersolution in the form
S(x) = A|x|−α, A, 0 < α < N − 2s.
By direct calculation we obtain
(−∆)sS(x) = CN,s(α)A|x|
−α−2s, CN,s(α) > 0,
and |∇S(x)| ≤ Aα|x|−(α+1).
Therefore to have a radial solution in the whole RN , the following identity must be verified,
CN,s(α)|x|
−α−2s ≥ αqAq−1|x|−(α+1) for all x ∈ RN ,
that is, necessarily α =
2s− q
q − 1
and the condition q < 2s appears in a natural way.
Hence, it is sufficient to pick-up A such that αqAq−1 ≤ CN,s(α).
If the source term f ∈ L∞(Ω), then we just have to chose λ > 0 small enough in order to have a
supersolution S in Ω.
Since q > N
N−2s+1 ≡ p∗, then S ∈ W
1,q
loc (R
N ) and any translation S˜(x) = S(x − x0) is also a
supersolution, thus choosing x0 ∈ IR
N\Ω, S˜(x) is a bounded supersolution.
4.2. A first result on existence of weak solution. Thus we have the next existence result.
Theorem 4.1. Assume f ∈ L∞(Ω). Let w be a bounded supersolution to (4.1) such that w ∈
W
1,q
0 (Ω) ∩ L
∞(Ω). Then problem (4.1) has a solution u such that w ∈W 1,α0 (Ω) for all α < 2s.
Proof. Let un be the unique solution to the approximating problem
(4.4)
 (−∆)sun =
|∇un|
q
1 + 1
n
|∇un|q
+ λf in Ω,
un = 0 in R
N \ Ω.
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By the comparison principle in Theorem 3.1, it follows that un ≤ un+1 ≤ w for all n. Hence, there
exists u such that un ↑ u strongly in L
q∗(Ω). Let gn(x) =
|∇un|
q
1 + 1
n
|∇un|q
+ λf and define ρ to be
the unique solution to the problem
(4.5)
{
(−∆)sρ = 1 in Ω,
ρ = 0 in RN \ Ω.
Using ρ as a test function in (4.4) and since un ≤ w, it follows that∫
Ω
gn(x)ρ ≤ C for all n.
We claim that the sequence {un}n is bounded in W
1,a
0 (Ω) for all a < 2s. We follow closely the
same ideas as in the proof of Theorem 2.9. We have that
un(x) =
∫
Ω
Gs(x, y)gn(y)dy.
Hence
|∇un(x)| ≤
∫
Ω
|∇xGs(x, y)|gn(y)dy.
Fix 1 < α < 2s and define h(x, y) = max
{
1
|x− y|
,
1
d(x)
}
, it holds
|∇un(x)|
α ≤
( ∫
Ω
|∇xGs(x, y)|gn(y)dy
)α
≤
(∫
Ω
h(x, y)Gs(x, y)gn(y)dy
)α
≤
( ∫
Ω
(h(x, y))αGs(x, y)gn(y)dy
)(∫
Ω
Gs(x, y)gn(y)dy
)α−1
≤
( ∫
Ω
(hα(x, y)Gs(x, y)gn(y)dy
)
uα−1n (x)
≤
∫
Ω
(
hα(x, y)Gs(x, y)gn(y)dy
)
wα−1(x)
≤
∫
Ω
(
hα(x, y)Gs(x, y)|∇un(y)|
qdy
)
wα−1(x) + λ
∫
Ω
(
hα(x, y)Gs(x, y)f(y)dy
)
wα−1(x).
Thus ∫
Ω
|∇un|
αdx ≤
∫
Ω
|∇un(y)|
q
(∫
Ω
hα(x, y)Gs(x, y)w
α−1(x)
)
dy
+ λ
∫
Ω
f(y)
(∫
Ω
hα(x, y)Gs(x, y)w
α−1(x)dx
)
dy
≡ J1 + J2.
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Since w ∈ L∞(Ω) and α < 2s, following the same computations as in the proof of Theorem 2.9,
we reach that
J1 ≤ C
∫
Ω
|∇un(y)|
q
(∫
Ω
hα(x, y)Gs(x, y)dx
)
dy ≤ C
∫
Ω
|∇un(y)|
qdy
and
J2 ≤ C
∫
Ω
f(y)dy.
Therefore we conclude that∫
Ω
|∇un(x)|
αdx ≤ C1
∫
Ω
|∇un(x)|
qdx+ C2.
Choosing α > q and by Ho¨lder inequality, we obtain that∫
Ω
|∇un(x)|
αdx ≤ C for all n.
As a consequence we get that {gn}n is bounded in L
1+ε(Ω) for some ε > 0. By the compactness
result in Proposition 2.5, we obtain that, up to a subsequence, un → u strongly in W
1,r
0 (Ω) for all
r < p∗ and |∇un| → |∇u| a. e. in Ω. Hence by Vitali lemma we reach that un → u strongly in
W
1,α
0 (Ω) for all α < 2s, in particular, for α = q. Thus u is a solution to (4.1) with u ∈ W
1,α
0 (Ω)
for all a < 2s. 
As a consequence of the above Theorem and the construction of the supersolution at the begin-
ning of this subsection, we get the following result.
Corollary 4.2. Assume that q < 2s and that f ∈ L∞(Ω) with f  0. Then there exists λ∗ > 0
such that for all λ < λ∗, problem (4.1) has a bounded positive solution u such that u ∈ W 1,α0 (Ω)
for all α < 2s.
4.3. A second existence result. Now, as in the local case, we assume that f ∈ Lγ(Ω) for some
γ >
N
q′(2s− 1)
, q′ =
q
q − 1
. In order to obtain a solution, we need some extra condition on the
supersolution. We obtain the following result.
Theorem 4.3. Assume that f ∈ Lγ(Ω) for some γ > N
q′(2s−1) . Let w be a nonnegative superso-
lution to (4.1) such that w ∈ W 1,σ(Ω) for some q < σ ≤ 2s. Suppose that the following estimate
holds,
(4.6) sup
x∈Ω
∫
Ω
wσ−1(x)Gs(x, y)
|x− y|σ
dx ≤ C.
Then problem (4.1) has a solution u such that u ∈W 1,σ0 (Ω) and Tk(u) ∈ H
s
0(Ω) ∩W
1,α
0 (Ω) for all
α < 2s.
Proof. Define ψ, to be the solution to problem
(4.7)
 (−∆)sψ =
wσ−1(x)
dσ(x)
in Ω,
ψ = 0 in RN \ Ω.
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Therefore ψ ∈ Lθ(Ω) for θ > max{ α
q−σ ,
N
N−q′(2s−1)} if q
′(2s− 1) < N , i.e., q > p∗, and ψ ∈ L
∞(Ω)
if q ≤ p∗.
Let un be the unique solution to the approximating problem (4.4), then un ≤ un+1 ≤ w for all
n. Since w ∈ W 1,σ(Ω), hence there exists u such that un ↑ u strongly in L
σ∗(Ω). As in the proof
of the Theorem 4.1, setting gn(x) =
|∇un|
p
1
n
+ |∇un|p
+ λf , it follows that
un(x) =
∫
Ω
Gs(x, y)gn(y)dy and then |∇un(x)| ≤
∫
Ω
|∇xGs(x, y)|gn(y)dy.
Therefore,
|∇un(x)|
σ ≤
(∫
Ω
|∇xGs(x, y)|gn(y)dy
)σ
≤
( ∫
Ω
h(x, y)Gs(x, y)gn(y)dy
)σ
≤
(∫
Ω
(h(x, y))αGs(x, y)gn(y)dy
)( ∫
Ω
Gs(x, y)gn(y)dy
)σ−1
≤
(∫
Ω
(hσ(x, y)Gs(x, y)gn(y)dy
)
uσ−1n (x)
≤
∫
Ω
(
hσ(x, y)Gs(x, y)gn(y)dy
)
wσ−1(x)
≤
∫
Ω
(
hσ(x, y)Gs(x, y)|∇un(y)|
qdy
)
wσ−1(x) + λ
∫
Ω
(
hσ(x, y)Gs(x, y)f(y)dy
)
wσ−1(x).
Thus ∫
Ω
|∇un|
σdx ≤
∫
Ω
|∇un(y)|
q
(∫
Ω
hσ(x, y)Gs(x, y)w
σ−1(x)
)
dy
+ λ
∫
Ω
f(y)
(∫
Ω
hσ(x, y)Gs(x, y)w
σ−1(x)dx
)
dy ≡ J1 + J2.
Recall that h(x, y) = max{ 1|x−y| ,
1
d(x)}, then
J1 ≤
∫
Ω
|∇un(y)|
q
( ∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx
)
dy +
∫
Ω
|∇un(y)|
q
( ∫
Ω
wσ−1(x)G(x, y)
dσ(x)
dx
)
dy
≤
∫
Ω
|∇un(y)|
q
( ∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx
)
dy +
∫
Ω
|∇un(y)|
qψ(y)dy.
By using the hypothesis on w, we reach that
J1 ≤ C
∫
Ω
|∇un(y)|
qdy +
(∫
Ω
|∇un(y)|
σdy
) q
σ
(∫
Ω
ψ
σ
q−σ dy
) σ−q
σ
≤ C1
∫
Ω
|∇un(y)|
qdy + C2
(∫
Ω
|∇un(y)|
σdy
) q
σ
.
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For J2, we have
J2 ≤
∫
Ω
f(y)
( ∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx
)
dy +
∫
Ω
f(y)ψ(y)dy.
Hence
J2 ≤ C
∫
Ω
f(y)dy +
( ∫
Ω
f
N
q′(2s−1) dy
) q′(2s−1)
N
(∫
Ω
ψ
N
N−q′(2s−1) dy
)N−q′(2s−1)
N
≤ C.
Thus ∫
Ω
|∇un(x)|
σdx ≤ C1
∫
Ω
|∇un(x)|
qdx+ C2
(∫
Ω
|∇un(y)|
αdy
) q
α
+ C3.
Since σ > q, using Ho¨lder inequality, it holds∫
Ω
|∇un(x)|
σdx ≤ C for all n.
Hence, up to a subsequence, un ⇀ u weakly in W
1,σ
0 (Ω). By the compactness result in Proposition
2.5, up to a subsequence, we obtain that |∇un| → |∇u| a.e. in Ω. Hence by Vitali lemma, taking
into account that q < σ, we reach that un → u strongly in W
1,q
0 (Ω). Thus u is a solution to (4.1)
with u ∈ W 1,σ0 (Ω). Define F ≡ |∇u|
q + λf , then F ∈ L1(Ω), hence using Theorem 2.9 it holds
that Tk(u) ∈ H
s
0(Ω) ∩W
1,σ
0 (Ω) for all σ < 2s. Hence we conclude. 
As a consequence of the Theorem 4.3, we get the following application in a concrete case.
Theorem 4.4. Assume that p∗ < q < 2s and let f(x) =
1
|x|θ
with 0 < θ < q′(2s − 1) < N .
Then there exists λ∗ such that for all λ < λ∗, problem (4.1) has a solution u with u ∈W 1,σ0 (Ω) for
q < σ < min{ N
θ−2s+1 , 2s} and Tk(u) ∈ H
s
0 (Ω) ∩W
1,α
0 (Ω) for all α < 2s.
Proof. From Theorem 4.3, we have just to build a supersolution w such that w ∈ W 1,σ(Ω) for
some q < σ ≤ 2s. It is clear that f ∈ Lγ(Ω) for some γ > N
q′(2s−1) . Without loss of generality, we
can assume that θ > 2s. Define w1(x) =
1
|x|θ−2s
, then
(−∆)sw1 =
C
|x|θ
≥ C1(Ω)|∇w1|
q + C2f in Ω.
Hence setting w = cw1, we reach that, for small λ,
(−∆)sw ≥ |∇w|q + λf in Ω.
It is clear that w ∈ W 1,β(Ω) for all β < N
θ−2s+1 . Since q > p∗, then q <
θ
θ−2s+1 <
N
θ−2s+1 . Hence
there exists q < σ < min{ N
θ−2s+1 , 2s} such that w ∈ W
1,σ(Ω). Moreover, condition (4.6) holds.
Indeed, ∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx ≤ C
∫
Ω
1
|x|(θ−2s)(σ−1)|x− y|N−2s+α0
dx.
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Since 0 < θ < q′(2s − 1), then we can choose q < σ < 2s such that σ < θ
θ−2s+1 . That is,
1
|x|(θ−2s)(σ−1)
∈ Lγ(Ω) for some γ > N2s−1 . Therefore, using Ho¨lder inequality, we obtain that∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx ≤ C
(∫
Ω
1
|x|(θ−2s)(σ−1)
)σdx
) 1
γ
( ∫
Ω
1
|x− y|σ′(N−2s+σ)
dx
) 1
γ′
.
Since γ′(N − 2s+ σ) < N , then ∫
Ω
wσ−1(x)G(x, y)
|x− y|σ
dx ≤ C.
Define now ψ to be the unique solution to the problem
(4.8)
 (−∆)sψ =
wσ−1(x)
dσ(x)
=
1
|x|(θ−2s)(σ−1)dσ(x)
in Ω,
ψ = 0 in RN \ Ω.
Since (θ− 2s)(σ− 1) < 2s, we prove that ψ ∈ L∞(Ω). Fix Br(0) ⊂⊂ Ω and taking ψ1 and ψ2, the
solutions to problems
(4.9)
 (−∆)sψ1 =
1
|x|(θ−2s)(σ−1)dσ(x)
χBr(0) in Ω,
ψ1 = 0 in R
N \ Ω,
and
(4.10)
 (−∆)sψ2 =
1
|x|(θ−2s)(σ−1)dσ(x)
χ{Ω\Br(0)} in Ω,
ψ2 = 0 in R
N \ Ω,
it is clear that ψ = ψ1 + ψ2. Since (θ − 2s)(σ − 1) < 2s, then there exists σ1 >
N
2s such that
1
|x|(θ−2s)(σ−1)dσ(x)
χBr(0) ∈ L
σ1(Ω). Therefore, ψ1 ∈ L
∞(Ω). Respect to ψ2, it is clear that
1
|x|(θ−2s)(σ−1)dσ(x)
χ{Ω\Br(0)} ≤
C
dσ(x)
. Then, since σ < 2s, using similar arguments as in the
proof of Lemma 2.8, we reach that ψ2 ∈ L
∞(Ω). Thus ψ ∈ L∞(Ω) and the claim follows.
Hence we conclude that all conditions of Theorem 4.3 hold and therefore there exists u a solution
to problem (4.1) with u ∈W 1,σ0 (Ω) and Tk(u) ∈ H
s
0(Ω) ∩W
1,α
0 (Ω) for all α < 2s. 
Remark 4. We do not reach the extremal case α = 2s. It is clear that by the previous monotonicity
method we can not reach the case q ≥ 2s. However, in the next section and using some arguments
from Potential Theory we will show the existence of a solution if q ≥ 2s.
5. Existence result using potential theory
In this section we will complete the above existence results for all q > p∗. We will use some
techniques from potential theory. The key is to construct a suitable supersolution using hypotheses
on f that allow us to use potential theory estimates. In [25] the authors prove the existence of
solution under potential type hypothesis on f and for any q ≥ 1 in the local setting. The hypothesis
on f is equivalent to the condition (4.2). This type of arguments was also used in [13] for s = 1,
for some potentials instead of a gradient term.
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In what follows we will assume that f ∈ Lm(Ω) with m > N
q′(2s−1) and then according with the
ideas of [13] and [25], we will build a suitable supersolution to problem (4.1) in the whole space
IRN under natural conditions on f .
Consider the Riez potential J(N−α) defined in Lemma 2.6. We call Iα = J(N−α), that is
Iα(g)(x) =
∫
IRN
g(y)
|x− y|N−α
dy.
Notice that if 0 < α < 2, then Iα = ((−∆)
α
2 )−1 and Gα(x, y) ≡
1
|x− y|N−α
is a constant multiple
of the fundamental solution associated to the operator (−∆)
α
2 .
For f ∈ Lm(Ω), we consider its extension by 0 to the whole RN , namely,
(5.1) f0(x) =
{
f(x) if x ∈ Ω,
0 if x ∈ RN \ Ω.
If q is the exponent in the problem (4.1), we define
F0(x) =
(
I2s−1(f0)(x)
)q
.
Then the key hypothesis on f is that the inequality
(5.2) I2s−1(F0) ≤ C1I2s−1(f0)
holds.
The first result of this Section is the following.
Theorem 5.1. Assume that the hypothesis (5.2) holds, then problem (4.1) has a positive superso-
lution u¯ such that u¯ ∈ D1,γ(IRN ) where γ = mN
N−m(2s−1) ≥ q. In particular u ∈W
1,q
loc (IR
N ).
Proof. For the precise definition of the space D1,γ(IRN ), the reader can consult Section 8.2 in [31].
Assume that (5.2) holds and define u¯ = u1 + u2 where u1, u2 solve the problems
(5.3) (−∆)su1 = λf0 in IR
N , (−∆)su2 = C2F0(x) in IR
N , respectively.
It is clear that
u¯(x) = I2s(λf0 + C2F0)(x),
thus
|∇u¯| ≤ (N − 2s)
(
I2s−1(λf0 + C2F0
)
.
Hence using (5.2), we reach that
|∇u¯|q ≤
(
(N − 2s)(λ+ C2C1
)q(
I2s−1(f0)
)q
≤
(
(N − 2s)(λ+ C2C1)
)q
F0.
Therefore we conclude that
(−∆)su¯ = λf0 + C2F0 ≥ λf0 +
C2|∇u¯|
q(
(N − 2s)(λ+ C2C1)
)q .
Let uˆ = au¯, where a =
C
1
q−1
2(
(N−2s)(λ+C2C1)
) q
q−1
, then
(5.4) (−∆)suˆ ≥ |∇uˆ|q + λ∗f0 with λ
∗ = aλ.
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Since |∇uˆ| ≤ CI2s−1(f0), f0 ∈ L
m(IRN ) with m > N
q′(2s−1) and q > p∗, by using Lemma 2.6 and
the Dominated Convergence Theorem, it follows that |∇uˆ| ∈ Lγ(IRN ) where γ = mN
N−m(2s−1) ≥ q.
Hence the result follows. 
In the next proposition we analyze the regularity of the solution uˆ obtained above.
Proposition 1. Let uˆ the supersolution obtained in Theorem 5.1.
(1) If m > N2s , then uˆ ∈ L
∞(IRN ).
(2) If N
q′(2s−1) < m ≤
N
2s , then uˆ ∈ L
mN
N−2sm (IRN ), in particular for any α verifying
1 < α < α0 ≡
N
N −m(2s− 1)
< 2s,
and for any bounded domain Ω, we have
(5.5) sup
{y∈Ω}
∫
Ω
uˆα−1(x)
|x− y|N−2s+α
dx ≤ C.
Proof. Consider u1 and u2 defined in the proof of Theorem 5.1.
Assume first that m > N2s−1 , then we get easily that u1 ∈ L
∞(IRN ). Since
F0(x) =
( ∫
Ω
f0(y)
|x− y|N−2s+1
dy
)q
,
using Ho¨lder inequality, we reach that F0 ∈ L
∞(IRN ). Moreover, as a consequence of Lemma 2.6,
F0 ∈ L
1(IRN ). Thus F0 ∈ L
1(IRN ) ∩ L∞(IRN ). Hence u2 ∈ L
∞(IRN ) and then the result follows
in this case.
If N2s < m ≤
N
2s−1 then u1 ∈ L
∞(IRN ).
Respect to u2, we have F0 ∈ L
γ1(IRN ) with γ1 =
mN
q(N−m(2s−1) . A direct computation shows
that for N2s < m ≤
N
2s−1 , we have γ1 >
N
q
.
Using again Lemma 2.6, it holds that F0 ∈ L
2N
N+2s (IRN ). Thus F0 ∈ L
σ(IRN ) for all σ ∈
[ 2N
N+2s , γ1]. Hence u2 ∈ L
∞(IRN ) and then uˆ ∈ L∞(IRN ).
Let consider the hypothesis (2), namely, N
q′(2s−1) < m ≤
N
2s .
Since |∇uˆ| ∈ Lγ(IRN ) with γ = mN
N−m(2s−1) , by using the Sobolev inequality we conclude that
uˆ ∈ L
mN
N−2sm (IRN ).
Let us prove now inequality (5.5). Fix 1 < α < α0 and define
K1(y) =
∫
Ω
uα−11 (x)
|x− y|N−2s+α
dx and K2(y) =
∫
Ω
uα−12 (x)
|x− y|N−2s+α
dx.
Using Ho¨lder’s inequality, we obtain
Ki(y) ≤
( ∫
Ω
u
(α−1)σ
i (x)dx
) 1
σ
( ∫
Ω
1
|x− y|(N−2s+α)σ′
dx
) 1
σ′
for i = 1, 2.
Since Ω is a bounded domain, then
∫
Ω
1
|x− y|(N−2s+α)σ′
dx ≤ C(Ω) if (N − 2s + α)σ′ < N , that
means σ > N2s−α . Since α < α0, we can find σ >
N
2s−α such that (α − 1)σ ≤
mN
N−2sm . Hence
K1(y) ≤ C(u1,Ω) for all y ∈ Ω.
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We deal now with K2. By Lemma 2.6, we get F0 ∈ L
θ(IRN ) for θ = mN
q(N−m(2s−1)) . Therefore,
using again Lemma 2.6, we find that u2 ∈ L
θ1(IRN) where θ1 =
mN
q(N−m(2s−1))−2sm . Since Ω is
bounded and α < α0, we can find a σ such that σ >
N
2s−α and θ1 > (α− 1)σ. Hence∫
Ω
u
(α−1)σ
2 (x)dx ≤ C.
Finally, as uˆ = u1 + u2, we conclude. 
As in [25], we can prove the following existence result.
Theorem 5.2. Under the general hypotheses on s and q, assume that Ω ≡ RN . There exists a
constant C1 depending on q and N such that if (5.2) holds with constant C1, then there exist a
positive weak solution u ∈ W 1,qloc (IR
N ) to the equation
(5.6) (−∆)su = |∇u|q + λf, f ≥ 0 in RN .
Proof. Take u1 as the solution to problem
(−∆)su1 = λf in IR
N .
and define by recurrence uk+1 by setting
uk+1 = I2s(|∇uk|
q) + I2s(λf).
Then
(−∆)suk+1 = |∇uk|
q + λf in IRN .
We claim that
(5.7) |∇uk| ≤ C1I2s−1(λf),
(5.8) |∇uk+1 −∇uk| ≤ C2δ
kI2s−1(λf) for some δ < 1,
and the sequence {uk}k is a Cauchy sequence in the space D
1,γ(IRN ) where γ = mN
N−m(2s−1) ≥ q.
We prove first (5.7) arguing by induction. It is clear that (5.7) holds for k = 1. Assume that
|∇uk| ≤ akI2s−1(f),
then we know that
|∇uk+1| = |∇(I2s(|∇uk|
q)) +∇(I2s(f))|
≤ C
(
I2s−1(|∇uk|
q) + I2s−1(f)
)
≤ C
(
a
q
kI2s−1((f0)
q) + I2s−1(f)
)
.
Now using (5.2) we conclude that
|∇uk+1| ≤ ak+1I2s−1(f)
where
ak+1 = C(C1a
q
k + 1).
Then, if C1 ≤
q′1−q
qCq
,
lim
k→∞
ak = a ≤ Cq
′,
where a the smaller root to the equation x = C(C1x
q + 1). Hence (5.7) follows.
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As a conclusion and using the same computation as in the last part of the proof of Theorem
5.1 we reach that the sequence {uk}k is bounded in the space D
1,γ(IRN ) where γ = mN
N−m(2s−1) .
Now using estimate (5.7) we reach that {uk}k is a Cauchy sequence in D
1,γ . Hence we get the
existence of u ∈ D1,γ such that uk → u strongly in D
1,γ(IRN ). Since q < γ, then uk → u strongly
in W 1,qloc (IR
N ) and then u solves (4.1) at least in the sense of distributions. 
5.1. The subcritical case q < 2s. In this subsection we consider the case q < 2s. We will
combine the above ideas in order to show the existence of a suitable supersolution under natural
condition on f . Then using the comparison principle and the representation formula, as in the
previous section, we show the existence of a minimal solution. More precisely we have the next
result.
Theorem 5.3. Assume that q < 2s. Suppose that f ∈ Lm(Ω) where m > N
q′(2s−1) and the
hypothesis (5.2) holds. There there exists λ∗ > 0 such that for all 0 < λ < λ∗ problem (4.1) has a
solution u such that u ∈W 1,q0 (Ω) and Tk(u) ∈ H
s
0(Ω) ∩W
1,σ
0 (Ω) for all σ < 2s.
Proof. We follow closely the argument used in the proof of Theorem 4.3. Let un to be the unique
solution to the approximated problem (4.4), then un ≤ un+1. Fix λ < λ
∗ defined in (5.4) and let
uˆ be the supersolution obtained in Theorem 5.1. It is clear that uˆ is a supersolution to problem
(4.4). Hence by the comparison principle in Theorem (3.1) we reach that un ≤ uˆ for all n. Hence
following the same computation as in the proof of Theorem 4.1, we obtain that
(5.9)
∫
Ω
|∇un|
α ≤
∫
Ω
|∇un(y)|
q
(∫
Ω
hα(x, y)Gs(x, y)uˆ
α−1(x)dx
)
dy
+ λ
∫
Ω
f(y)
( ∫
Ω
hα(x, y)Gs(x, y)uˆ
α−1(x)dx
)
dy.
Now, we divide the proof into two cases, according to the value of m and the regularity of uˆ.
The first case: N2s < m. In this case, using Proposition 1 we know that uˆ ∈ L
∞(Ω). Hence
following again the proof of Theorem 4.1 and taking into consideration (5.9), we conclude that∫
Ω
|∇un|
α ≤ C for all n provided that α < 2s. Now the rest of the proof follows exactly as in the
proof of Theorem 4.1.
The second case: N
q′(2s−1) < m ≤
N
2s . Since q ≥ p∗, then using Lemma 2.6, we obtain that
|∇uˆ| ∈ Lγ(Ω) where γ = mN
N−m(2s−1) > q.
We set
K(y) =
∫
Ω
hα(x, y)Gs(x, y)uˆ
α−1(x)dx,
then by (5.9) we have
(5.10)
∫
Ω
|∇un|
α ≤
∫
Ω
|∇un(y)|
qK(y)dy + λ
∫
Ω
f(y)K(y)dy.
We claim that for q < α < α0 defined in Proposition 1, we have K ∈ L
∞(Ω). Notice that
K(y) ≤
∫
Ω
uˆα−1(x)G(x, y)
|x− y|α
dx+
∫
Ω
uˆα−1(x)G(x, y)
dα(x)
dx = J1 + J2.
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It is clear that
J1 ≤
∫
Ω
uˆα−1(x)
|x− y|N−2s+α
dx.
Hence by second point in Proposition 1 we obtain that
∫
Ω
uˆα−1(x)
|x− y|N−2s+α
dx ≤ C. Thus J1(y) ≤ C.
To analyze J2, we follow the same computation as in the proof of Theorem 4.1. As a consequence
we reach that J2 ≤ C. Therefore we conclude that K(y) ≤ C for all y ∈ Ω and the claim follows.
Following again the last part of the proof of Theorem 4.1, we get the existence of a solution u
to problem (4.1) such that u ≤ uˆ, u ∈ W 1,α0 (Ω) for all α < α0 and Tk(u) ∈ H
s
0(Ω) ∩W
1,σ
0 (Ω) for
all σ < 2s. It is clear that u is a minimal solution to (4.1). 
We give now a capacity-based condition on f in order to show that condition (5.2) holds. Let
recall the following result proved in [33].
Theorem 5.4. Assume that f ∈ L1(IRN ) is a nonnegative function. For any compact set E ⊂ IRN ,
we define |E|f =
∫
E
f(y)dy.
Then f satisfies the condition (5.2), if and only if, for any compact set E ⊂ IRN ,
(5.11) |E|f ≤ C cap2s−1,q′ (E)
where
cap2s−1,q′ (E) ≡ inf
{∫
IRN
∫
IRN
|φ(x) − φ(y)|q
′
|x− y|N+q′(2s−1)
dxdy where φ ∈ C∞0 (IR
N ) and φ ≥ χE
}
.
As a consequence we have the following result.
Theorem 5.5. Let f ∈ Lm(Ω) with m ≥ N
q′(2s−1) and define f0 as in (5.1). Then the condition
(5.2) holds for f0.
Proof. We have just to show that the condition (5.11) holds. Let E be a compact set and consider
φ ∈ C∞0 (IR
N ) be such that φ ≥ χE . Using Ho¨lder inequality
|E|f0 ≤
∫
E
f0|φ|
q′dx ≤
( ∫
IRN
f
p∗s1
p∗s1
−p
0
) p∗s1−p
p∗s1
(∫
IRN
|φ(x)|p
∗
s1
) p
p∗s1
where p = q′, s1 = 2s− 1 and p
∗
s1
= pN
N−ps1
. It is clear that
p∗s1
p∗s1
−p =
N
q′(2s−1) . Since m ≥
N
q′(2s−1) ,
then
|E|f0 ≤ C(Ω)||f ||Lm(Ω)cap2s−1,q′(E).
Hence we conclude. 
5.2. The critical case q = 2s. In this case there are difficulties to use the comparison arguments.
It is possible to find a supersolution but it is not clear how to pass to the limit in the gradient
term when dealing with the family of approximating problems.
In the local case this difficulty is overpassed by using convenient nonlinear test functions and
a suitable change of variable. In the nonlocal framework it seems to be necessary to change this
point of view and to adapt a different approach. We will use in a convenient way the Schauder
fixed point theorem following the strategy used recently in [35] and [34] for the local case.
Theorem 5.6. Suppose that Ω is a bounded regular domain and that f ∈ Lm(Ω) where m > N2s .
Then there exists λ∗(f) > 0 such that for all λ < λ∗, problem (4.1) has a solution u ∈ W 1,2s0 (Ω).
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Proof. Suppose that f ∈ Lm(Ω) where m > N2s . We know by Lemma 2.10 that if v is a solution to
problem (2.17), then for all p < mN
N−m(2s−1) , there exists a positive constant C0 such that
(5.12) ||∇v||Lp(Ω) ≤ C0||f ||Lm(Ω).
Since m > N2s , then σ0 ≡ 2sm <
mN
N−m(2s−1) . Now, taking into account that 2s > 1, we can chose
λ∗ > 0 such that for some l > 0, we have
C0(l + λ
∗||f ||Lm(Ω)) = l
1
2s .
Fix δ > 0 small enough to be chosen later, λ < λ∗ and l > 0 as above. We define the set
(5.13) E = {v ∈ W 1,10 (Ω) : v ∈W
1,2s(1+δ)
0 (Ω) and ||∇v||L2sm ≤ l
1
2s }.
It is easy to check that E is a closed convex set of W 1,10 (Ω). Consider the operator
T : E → W 1,10 (Ω)
v → T (v) = u
where u is the unique solution to problem
(5.14)

(−∆)su = |∇v|2s + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω.
Since |∇v|2s+λf ∈ L1(Ω), then the existence of u is a consequence of Theorem 2.5. and moreover
|∇u| ∈ Lq(Ω) for all q < p∗ =
N
N−2s+1 . Hence T is well defined.
We claim that:
(1) For δ > 0 small enough, T (E) ⊂ E,
(2) T is a continuous and compact operator on E.
Proof of (1). Since σ0 = 2sm <
mN
N−m(2s−1) , by using Lemma 2.10, it follows that
||∇u||Lσ0(Ω) ≤ C0
∥∥∥∥|∇v|2s + λf∥∥∥∥
Lm(Ω)
.
Thus
||∇u||Lσ0(Ω) ≤ C0
(∥∥∥∥|∇v|2s∥∥∥∥
Lm(Ω)
+ λ||f ||Lm(Ω)
)
≤ C0(||∇v||
2s
L2sm(Ω) + λ||f ||Lm(Ω))
≤ C0(l + λ
∗||f ||Lm(Ω)) = l
1
2s .
It is clear that for δ small, 2s(1 + δ) < 2sm. Hence u ∈ E.
Proof of (2). To show the continuity of T respect to the topology of W 1,10 (Ω), we consider
{vn}n ⊂ E such that vn → v strongly in W
1,1
0 (Ω). Define un = T (vn), u = T (v).
We have to show that un → u strongly in W
1,1
0 (Ω); to do this we prove that
||∇vn −∇v||L2s(Ω) → 0 as n→∞.
Recall that {vn}n ⊂ E and ||vn − v||W 1,10 (Ω)
→ 0 as n → ∞, then ∇vn → ∇v strongly in
(L1(Ω))N and ||∇vn||L2sm(Ω) ≤ l
1
2s .
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Since 2sm > 1, then setting a = 2s(m−1)2sm−1 < 1, it follows that
2s−a
1−a = 2sm. Hence by Ho¨lder
inequality, we conclude that
||∇vn −∇v||L2s(Ω) ≤ ||∇vn −∇v||
a
2s
L1(Ω)||∇vn −∇v||
2s−a
2s
L
2s−a
1−a (Ω)
≤ C||∇vn −∇v||
a
2s
L1(Ω) → 0 as n→∞.
Now, using the definition of un and u, there results that un → u strongly in W
1,1
0 (Ω). Thus T is
continuous.
To finish we have just to show that T is compact respect to the topology of W 1,10 (Ω).
Let {vn}n ⊂ E be such that ||vn||W 1,10 (Ω)
≤ C. Since {vn}n ⊂ E, then ||∇vn||L2s(1+δ)(Ω) ≤ C
and therefore up to a subsequence, vnk ⇀ v weakly in W
1,2s(1+δ)
0 (Ω).
Define
Fn = |∇vn|
2s + λf, F = |∇v|2s + λf,
it is clear that Fn is bounded in L
1+δ(Ω) and Fn ⇀ F weakly in L
1+δ(Ω). Using the compactness
result of [15], we conclude that, up to a subsequence, unk → u strongly in W
1,1
0 (Ω), hence the
claim follows.
As a conclusion and using the Schauder Fixed Point Theorem, there exists u ∈ E such that
T (u) = u, then u ∈W 1,2s0 (Ω) and u solves (4.1). 
Remark 5.
(1) The solution obtained above is the unique solution in E. Indeed, assume u1 and u2 ∈ E
solutions to problem (4.1). Therefore, in particular, ||∇u1||L2sm < ∞ and ||∇u2||L2sm <
∞. Define w = u1 − u2, then ||∇w||L2sm <∞ and w solves the problem{
(−∆)sw = |∇u1|
2s − |∇u2|
2s in Ω,
w = 0 in RN \ Ω.
Setting b(x) = |∇u1|
2s−1 + |∇u2|
2s−1, the following inequality holds
(−∆)sw ≤ 2sb(x)|∇w| in Ω.
Since m > N2s , then b ∈ L
σ(Ω) for σ > N2s−1 . By using the comparison principle in
Theorem 3.1, it follows that w+ = 0. Thus u1 ≤ u2. In a similar way we get u2 ≤ u1.
Hence u1 = u2.
(2) The solution u ∈ E is the minimal solution to problem (4.1). Assume that v is an other
solution to (4.1), then v ∈W 1,q0 (Ω) and (−∆)
sv ∈ L1(Ω). As above, setting w = u− v and
using the fact that for all ξ1, ξ2 ∈ IR
N , for all α > 1, we have
|ξ1|
α − |ξ2|
α ≤ α|ξ1|
α−2〈ξ1, ξ1 − ξ2〉,
it follows that{
(−∆)sw = |∇u|2s − |∇v|2s ≤ 2s|∇u|2s−1|∇w| in Ω,
w = 0 in RN \ Ω.
Setting b(x) = |∇u|2s−1 and using the fact that u ∈ E, there results that b ∈ Lσ(Ω) for
σ = 2sm2s−1 >
N
2s−1 . As above, using the comparison principle in Theorem 3.1, we conclude
that w+ = 0. Hence u ≤ v.
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5.3. The supercritical case q > 2s. In a similar way as in the critical case, we can handle the
supercritical case, q > 2s and prove the following result.
Theorem 5.7. Suppose that Ω is a bounded regular domain and that f ∈ Lm(Ω) where m >
N
q′(2s−1) . Then there exists λ
∗(f) > 0 such that for all λ < λ∗, problem (4.1) has a solution
u ∈W 1,q0 (Ω).
Proof. In this case we choose l > 0 and σ0 such that
σ0 ≡ 2sm <
mN
N −m(2s− 1)
and C0(l + λ
∗||f ||Lm(Ω)) = l
1
q .
Define the set
(5.15) E = {v ∈W 1,10 (Ω) : v ∈W
1,q(1+δ)
0 (Ω) and ||∇v||Lqm ≤ l
1
q }.
As in the proof of Theorem 5.6 we consider Tq : E →W
1,1
0 (Ω) defined by u = Tq(v) where u is the
unique solution to problem
(5.16)

(−∆)su = |∇v|q + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω.
By similar computations as in the proof of Theorem 5.6 and for λ < λ∗(f) fixed, we can prove that
Tq has a fixed point in Eq and then problem (4.1) has a solution u ∈ Eq. 
Remark 6. As in the case q = 2s, since m > N
q′(2s−1) , by the same kind of arguments as in
Remark 5, it holds that problem (4.1) has a unique positive solution in the convex set Eq that is
the minimal solution of (4.1).
6. Some open problems
The regularity result proved in Lemma 2.10 is the key in order to show the existence results and
it is worthy point out that it depends directly on the representation formula given in (2.16) and
in the pointwise estimates on the Green function Gs.
With the previous remark in mind we can formulate the following open problems that should
be interesting to solve.
(1) Let consider the operator Lk defined by
Lk(u) = P.V
∫
IRN
(u(x) − u(y))k(x, y) dy,
where k is a suitable symmetric function. Consider the problem
Lk(u) = |∇u|
p + λf in Ω,
u = 0 in RN \ Ω,
u > 0 in Ω,
It seems to be interesting to find conditions on Lk in order to find the same kind of regularity
results, for instance, getting estimates without the explicit representation formula.
(2) In the local case s = 1 and for the critical exponent q = 2, an exponential regularity is
obtained for any solution to problem (4.1). See [2]. Precisely the result is that any positive
solution satisfies eαu−1 ∈ W 1,20 for all α <
1
2 . It seems to be natural to ask for the optimal
regularity in the fractional case.
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(3) Consider the nonlinear operator
(−∆sp)u(x) := P.V
∫
IRN
|u(x)− u(y)|p−2(u(x)− u(y))
|x− y|N+ps
dy
with 1 < p < N and s ∈ (0, 1), then as it was proved in [1], the problem{
(−∆sp)u = f(x) in Ω,
u = 0 in IRN \ Ω,
has a unique entropy solution for nonnegative datum. It seems to be interesting to show
the regularity of |∇u| if sp′ > (2−p)N
p−1 +1 and to consider the nonlinear nonlocal version of
problem (1.1).
(4) A problem with nonlocal diffusion and nonlocal growth term could be formulated for all
s ∈ (0, 1) and it should be interesting to analyze it in detail.
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