Abstract. Preconditioned conjugate gradient (PCG) methods have been widely used for computing a few extreme eigenvalues of large-scale linear Hermitian eigenproblems. In this paper, we study PCG methods to compute extreme eigenvalues of nonlinear Hermitian eigenproblems of the form T (λ)v = 0 that admit a nonlinear variational principle. We investigate some theoretical properties of a basic CG method, including its global and asymptotic convergence. We propose several variants of single-vector and block PCG methods with deflation for computing multiple eigenvalues, and compare them in arithmetic and memory cost. Variable indefinite preconditioning is shown to be effective to accelerate convergence when some desired eigenvalues are not close to the lowest or highest one. Efficiency of these algorithms is illustrated by numerical experiments.
1. Introduction. Nonlinear Hermitian algebraic eigenproblems of the form T (λ)v = 0 arise naturally in a variety of scientific and engineering applications, such as simulations of the sound radiation from rolling tires [6] , time-harmonic acoustic wave equation in bounded domains [8] , delay differential equations [19] , and modeling of vibrations of certain fluid-solid structures [9] , loaded strings [29] , and wiresaws [32] . Most of these nonlinear eigenproblems, similar to their linear counterparts, allow for a variational characterization (min-max principle) of some eigenvalues on certain intervals. Many desirable properties of these eigenvalues can be derived from the variational principle, and special numerical methods can be developed to compute them efficiently. In Part I of this study, we explore several variants of preconditioned conjugate gradient (PCG) methods for fast computation of a few extreme eigenvalues of large-scale nonlinear Hermitian eigenproblems that follow a nonlinear variational principle.
PCG methods are very efficient and widely used for solving unconstrained optimization of generic smooth functions, Hermitian positive definite linear systems, and linear Hermitian eigenproblems; see, e.g., [3, 10, 13, 14, 15, 18, 22, 23, 24] , and many references therein. For linear Hermitian eigenproblems Av = λBv, these algorithms are directly based on the variational principle that characterizes the extreme eigenvalues as minimizers (or maximizers) of the Rayleigh quotient ρ(x) = x * Ax x * Bx over certain subspaces of proper dimensions. Inspired by the success of PCG methods for solving linear Hermitian eigenproblems, our motivation here is to extend the efficiency of these methods to the setting of solving nonlinear Hermitian eigenproblems of the form T (λ)v = 0 for extreme eigenvalues.
In particular, PCG methods are expected to outperform linearization-based methods for large hyperbolic or definite Hermitian polynomial eigenproblems [1] . Consider a hyperbolic Hermitian polynomial eigenproblem P (λ)v = 0, where P : R → C n×n is a Hermitian matrixvalued polynomial of degree m. There are m intervals on which the real eigenvalues of P (·) are characterized by a variational principle. Structure-preserving linearization of P (·) leads to a linear eigenproblem m times larger in dimension; in addition, most extreme eigenvalues on each of the m intervals, except for those on the outer ends of the left-most and right-most ones, become interior eigenvalues of the linearized eigenproblem, and they are thus more difficult to compute than extreme ones. Moreover, development of preconditioners for the linearized eigenproblem with block structures compatible with the companion forms necessarily involves considerable complications. By contrast, PCG methods are more competitive in this setting since they work on the original form of the problem of order n, for which preconditioners are typically easier to develop, and all extreme eigenvalues can be computed efficiently thanks to the variational principle. Moreover, PCG methods can solve truly nonlinear Hermitian eigenproblems that cannot be directly tackled by linearization.
In this paper, we obtain a new understanding of the global and asymptotic convergence of a basic CG method for computing one extreme eigenvalue of T (λ)v = 0, and we develop several variants of PCG methods for computing multiple extreme eigenvalues. We shall see that the global convergence of CG towards an eigenvalue can be guaranteed under mild assumptions. In addition, asymptotically, the behavior of CG for solving the lowest eigenpair is similar to that of CG for solving a corresponding semi-definite linear system of equations. This observation suggests that the well-known convergence rate of CG for positive definite linear systems could be descriptive of CG for solving Hermitian eigenproblems. In terms of efficiency, the standard PCG methods generally require more iterations to converge than the locally optimal variants. Moreover, we show that the use of variable indefinite preconditioning can accelerate the convergence considerably if a majority of the wanted extreme eigenvalues are not very close to the lowest or highest one of interest.
If many extreme eigenvalues are desired, PCG methods become less attractive since they are based on variational principles and thus require full deflation of all converged eigenvectors. Therefore, the storage cost of PCG is proportional to p, and the total arithmetic cost is proportional to p 2 (hard deflation) or p 4 (soft deflation), where p is the number of desired eigenvalues. To keep the costs under control for large p, we will investigate alternative preconditioned eigensolvers to compute interior eigenvalues using partial deflations. If one is interested in eigenvalues alone, these solvers require a fixed amount of memory, and the arithmetic cost is proportional to p. This work is to be completed in Part II of our study.
The rest of this paper is organized as follows. In Section 2, we review the basics of the nonlinear Hermitian eigenproblem, and a nonlinear variational principle in particular. In Section 3, we prove the global convergence of a CG method, and we explore the asymptotic behavior of CG for computing the lowest eigenvalue. In Section 4, we propose variants of PCG for computing multiple eigenvalues, and we highlight the implementation of deflation and the use of variable indefinite preconditioning. Numerical results are given in Section 5 to illustrate the efficiency of PCG methods. Section 6 is the conclusion of this paper.
Problem description and the variational principle.
In this section, we describe the nonlinear Hermitian eigenproblem of interest and its basic properties. These preliminary results are used later to develop variants of PCG methods and to obtain insight into their numerical behavior. Consider the nonlinear algebraic eigenproblem T (λ)v = 0, where T (·) : J ⊂ R → C n×n maps a real scalar µ in an open interval J continuously to the Hermitian matrix T (µ). Here the eigenvalue λ ∈ J is a scalar for which T (λ) is singular, and the corresponding eigenvector v ∈ C n \ {0} lies in null T (λ). To establish a nonlinear variational principle and other relevant properties, we begin the discussion with several definitions.
) is a continuous mapping of x ∈ D to the unique solution ρ(x) ∈ J of the scalar equation x * T (ρ(x))x = 0.
Definition 2.2. For a given T (·), J ⊂ R is called an interval of positive or negative type, if (µ − ρ(x))(x * T (µ)x) is constantly positive or constantly negative, respectively, for all x ∈ D and all µ ∈ J, µ = ρ(x). Both positive and negative type are called definite type.
Definition 2.3. The scalar λ is a k-th eigenvalue of T (·) if zero is the k-th largest eigenvalue of the matrix T (λ). Unless specified otherwise, a k-th eigenvalue is denoted as λ k .
To simplify our analysis, we make the non-restrictive assumption that T (·) does not have
there is a δ > 0, such that
is continuous, and ρ(x) is the unique zero of x * T (ρ)x = 0. Therefore x * T (µ)x < 0 for all µ ∈ [a, ρ(x)). Since this observation holds for any x ∈ D, T (a) < 0 is established. One can show similarly that T (b) > 0. Clearly, if x * T (ρ(x))x < 0 for all x ∈ D, then the sign of the definiteness of T (a) and T (b) should be reversed.
Assume in addition that T (·) is twice continuously differentiable. To complete the proof, we simply need to show that J is of positive type only if
whether J is or can be of definite type. On an interval of definite type, we have a variational characterization of eigenvalues of T (·) and the orthogonality of eigenvectors [17, 30, 31] . This result, as reiterated below, plays a central role for the development of CG methods.
Theorem 2.5 (Nonlinear Variational Principle). Let J ⊂ R be finite and of definite type, and T (·) be continuously differentiable on J. Then there exist exactly n eigenvalues {λ k } n k=1
of T (·) on J that satisfy a variational principle. Specifically, if J is of positive type, then λ k = min{max{ρ(x) | x ∈ S, x = 0} | dim(S) = k} and (2.1)
if J is of negative type, then
Moreover, there exist n corresponding eigenvectors {v k } n k=1 that form a basis for C n , and they are orthogonal with respect to the scalar product [·, ·] defined as
3)
The variational principle stated in Theorem 2.5 can be used to derive several interesting properties of eigenvalue approximations obtained by projecting T (·) onto low dimensional spaces. For example, the following two theorems give some bounds on the Ritz values. Note in particular that the Rayleigh functional value ρ(x) is the Ritz value obtained from the one-dimensional projected problem (x * T (ρ(x))x) v = 0v = 0, where v is a nonzero scalar.
Theorem 2.6. Let J = (a, b) be finite and of definite type, and T (·) be continuous. For
. . < j m ≤ n) be the eigenvector decomposition of x, where c i = 0 for all 1 ≤ i ≤ m. If J is of positive type, then λ j1 ≤ ρ(x) ≤ λ jm ; if in addition λ j1 < λ jm , then λ j1 < ρ(x) < λ jm ; if J is of negative type, then λ jm ≤ ρ(x) ≤ λ j1 ; if in addition λ jm < λ j1 , then λ jm < ρ(x) < λ j1 .
Proof. See the Appendix. Theorem 2.7 (Nonlinear Cauchy interlacing theorem). Let J = (a, b) be finite and of definite type, T (·) be continuously differentiable on J, and U ∈ C n×m contain m linearly independent columns. Then the projected eigenproblem T p (ν)w ≡ U * T (ν)U w = 0 has exactly m eigenpairs {(ν j , w j )} m j=1 satisfying the nonlinear variational principle (2.1) or (2.2), where ν j is a j-th eigenvalue of T p (·). In addition, if J is of positive type, then λ j ≤ ν j ≤ λ n−m+j ; if J is of negative type, then λ n−m+j ≤ ν j ≤ λ j (1 ≤ j ≤ m).
Proof. First, note that for any given nonzero x ∈ C m , the solution ρ ∈ J of the scalar equation
is unique because of the uniqueness of the Rayleigh functional value for T (·). Therefore the Rayleigh functional ρ(·) : C m \{0} → R is well defined for T p (·). Without loss of generality, assume that J is of positive type, so that T (a) < 0 and
, J is also of positive type for T p (·). In addition, since T (·) is continuously differentiable on J, so is T p (·) = U * T (·)U . It follows from Theorem 2.5 that there are exactly m eigenvalues of
, that satisfy the variational principle (2.1) or (2.2). To establish the interlacing result, let the Rayleigh functional of the projected operator
The proof for J of negative type is very similar and is thus omitted. We will use Theorem 2.7 to show that the exact line search in CG for the optimization of the Rayleigh functional can be achieved by the Rayleigh-Ritz projection, and that the locally optimal variant of CG converges more rapidly than regular CG in one iteration step if both methods start with the same iterate.
3. Global and asymptotic convergence of CG. In this section, we explore the convergence of a CG method for computing one eigenvalue of the nonlinear Hermitian eigenproblem T (λ)v = 0 admitting the nonlinear variational principle (2.1) or (2.2). By this principle, the computation of extreme eigenvalues can be achieved by the optimization of the Rayleigh functional, for which CG methods are naturally suitable and efficient.
3.1. Global convergence. It has been observed in extensive numerical experiments that single-vector CG methods with deflation converge very robustly towards extreme eigenvalues of linear Hermitian eigenproblems Av = λv or Av = λBv. Such a robustness can be explained by the global convergence established in [33] for the standard CG method with the exact line search and the Fletcher-Reeves formula. Here, we give a similar analysis of the global convergence of a special variant of CG in the new setting of nonlinear eigenproblems.
Before we study the global convergence, one should realize that the standard global convergence analysis of CG in the whole Euclidean space is not directly applicable to the optimization of Rayleigh functionals. This is because the Rayleigh functional ρ(x) depends on the direction of x alone and not on its scaling, i.e., ρ(x) = ρ(αx) for all nonzero scalars α and vectors x. As a result, the gradient of ρ(·) satisfies 1 α ∇ρ(x) = ∇ρ(αx); that is, if x in ∇ρ(x) is replaced with αx, the gradient vector is scaled by a factor of 1 α . Therefore, the traditional stopping criterion of CG in the general setting of optimization -∇ρ(x) ≤ δ for some small δ > 0 -cannot guarantee that x approximates the desired eigenvector in direction. In fact, due to the dependence on scaling, ∇ρ(x) does not satisfy the Lipschitz condition ∇ρ(x 1 ) − ∇ρ(x 2 ) ≤ L x 1 − x 2 for all x 1 , x 2 ∈ C n \ {0}. One approach to get around this issue is to develop CG on Grassman manifolds; see [11] . However, the understanding of theoretical properties of these CG methods, especially their convergence, remains far from complete. Instead, we propose a special variant of CG that works independently of the scaling of any iterate x k , for which the global convergence can be established.
From now on, for the sake of simplicity, we denote the values of the Rayleigh functional ρ(x), its gradient ∇ρ(x) and its Hessian ∇ 2 ρ(x) corresponding to the vector x, as ρ, ∇ρ and ∇ 2 ρ, respectively, when there is no danger of confusion. To facilitate the study of global convergence, we first give expressions of ∇ρ and ∇ 2 ρ. To simplify our analysis, we assume in this section that T (·) is real symmetric.
Proposition 3.1. Let T (·) : R → R n×n be a real symmetric matrix-valued function, and ρ(·) : C n \ {0} → J ⊂ R be the Rayleigh functional, where J is of definite type. Assume that T (·) and ρ(·) are twice continuously differentiable, and x T T (ρ)x = 0 for all x = 0. Then
T (ρ)x, and (3.1)
Proof. See the Appendix.
Remark. The assumption that x T T (ρ)x = 0 for all x = 0 holds for the linear Hermitian eigenproblem Av = λBv with a positive definite B, as x T T (ρ)x = x T Bx > 0. In addition, note that if x T T (ρ)x = 0 for all x = 0, then the assumption x T T (ρ)x = 0 holds from Proposition 2.4.
Having the expressions of the gradient and Hessian of ρ(·), we can estimate the accuracy of ρ(x) as an eigenvalue approximation and the magnitude of ∇ρ if x is a good eigenvector approximation. This result will be used in the study of the asymptotic convergence of CG.
Proposition 3.2. Suppose that the assumptions of Proposition 3.1 hold. Let λ be an eigenvalue of T (·), and v ∈ null T (λ ) be a unit eigenvector. Let x = γ (v cos θ + g sin θ) be an eigenvector approximation, where g ⊥ null T (λ ) is a unit vector. Then for all θ sufficiently small,
Proof. See the Appendix. 
Perform a line search satisfying the strong Wolfe conditions, i.e., find α k > 0 such that
T p k , where 0 < c1 < c2 < 1. 5. Set x k+1 = x k + α k p k , and normalize x k+1 if necessary.
End For
An interesting and attractive feature of Algorithm 1 is that we are free to scale each new iterate x k+1 by any nonzero factor in Step 5. In particular, there is no need to mimic the CG constructed on Grassmann manifold for linear Hermitian eigenproblems [11] , which takes great efforts to tune CG to proceed in a manner consistent with the geometry of the unit sphere. This is because by construction, both β k and p k in Algorithm 1 are scaling-invariant of the CG iterates; that is, they depend only on the directions, instead of the scalings, of x 0 , x 1 , . . .; see (3.1) and Step 3. Therefore, one can normalize x k in any convenient manner after each CG step without being concerned about any potential geometric constraints.
Our main interest here is to prove the global convergence of Algorithm 1 towards some (ideally the lowest) eigenpair. To this end, we need to establish several intermediate results.
Definition 3.3. The gradient ∇ρ as given in
To establish the global convergence, we derive a useful inequality for ∇ρ that is Lipschitz continuous in direction.
, and
. Thus, if ∇ρ is Lipschitz continuous in direction, then
. This inequality will be used to prove the following theorem. Theorem 3.4. Let J = (a, b) be finite and of definite type, and T (·) be a real symmetric matrix-valued function continuously differentiable on J for which the variational principle (2.1) or (2.2) holds. Consider the iteration x k+1 = x k + α k p k , where p k is a descent direction for the Rayleigh functional ρ(·) : R n → J ⊂ R, and α k satisfies the strong Wolfe conditions
Lemma 3.5. Suppose that Algorithm 1 is implemented with a step length α k that satisfies the strong Wolfe conditions (3.4)-(3.5) with 0 < c 2 < 1 2 . Then the method generates descent directions p k that satisfy the following inequality for all k
With the above preliminary results, we are ready to establish the global convergence of Algorithm 1. Theorem 3.6. Let J = (a, b) be finite and of definite type, and T (·) be a real symmetric matrix-valued function continuously differentiable on J, for which the variational principle (2.1) or (2.2) holds. Let x 0 = 0 be the initial iterate of Algorithm 1, which is implemented with an inexact line search satisfying the Strong Wolfe conditions (3.4)-(3.5) where 0 < c 1 < c 2 < 1 2 . Assume that the gradient ∇ρ is Lipschitz continuous in direction in a neighborhood of S = x x x = 0, ρ(x) ≤ ρ(x 0 ) , and that sup x∈S
Proof. If x 0 is an eigenvector corresponding to the eigenvalue λ , e.g., x 0 ∈ null T (λ ), then ρ(x 0 ) = λ , and thus ∇ρ(
T (λ )x 0 = 0. The theorem holds trivially. Otherwise, note that each iteration of Algorithm 1 generates a new iterate x k such that ρ(x k ) < ρ(x k−1 ). Therefore all iterates of the algorithm belong to the level set S. Also, since
Meanwhile, note from the second Wolfe condition (3.5) and Lemma 3.5 that
and therefore, from
Step 3 of Algorithm 1,
Let c 3 = 1 + 2c2 1−c2 such that 1 < c 3 < 3. To expand the upper bound for p k 2 , the above inequality can be applied step by step to bound p k−1 2 , p k−2 2 , . . . and p 1 2 . We have
To establish the theorem, we now assume by contradiction that there exists γ > 0 such that
, and therefore
, and thus
However, since
, and ∇ρ(x k ) x k ≥ γ > 0 for all k by assumption, we have (3.13) . Therefore such γ > 0 does not exist, and thus lim k→∞ inf x k ∇ρ(x k ) = 0. This means there exists a subsequence of {x k }, denoted as {x kj }, such that lim j→∞ x kj ∇ρ(x kj ) = 0.
To establish the convergence, note that Algorithm 1 generates a sequence of iterates
Consequently, we also have lim j→∞ ρ(x kj ) = λ * . Our goal is to show that λ * is an eigenvalue. Assume by contradiction that λ * is not an eigenvalue, such that T (λ * ) is nonsingular. Let σ * min > 0 be the smallest singular value of T (λ * ) such that
an obvious contradiction. Therefore λ * = lim k→∞ ρ(x k ) is an eigenvalue, and we let it be λ . Finally, we show that lim k→∞ ∠ (x k , null T (λ )) = 0. Assume by contradiction that this is not the case, i.e., there exists δ 1 > 0 independent of the iteration count, such that for any M > 0, there exists an m > M such that ∠ (x m , null T (λ )) ≥ δ 1 . By the continuity of the Rayleigh functional ρ(·), there exits δ 2 > 0, which depends on δ 1 and is independent of the iteration count, such that |ρ(x m )−λ | ≥ δ 2 . This contradicts the fact that lim k→∞ ρ(x k ) = λ . Thus the convergence of {x k } towards the eigenspace is established.
CG with exact line search (projection).
Inexact line search is widely used for CG in the general setting of unconstrained nonlinear optimization. For the solution of extreme eigenvalues of Hermitian eigenproblems, essentially all variants of CG used in practice perform exact line search achieved by the Rayleigh-Ritz projection. We replace inexact line search in Algorithm 1 with exact line search and obtain Algorithm 2.
Algorithm 2 : CG with exact line search for computing the lowest eigenvalue of 
p k , and normalize x k+1 if necessary.
End For
Specifically, to find the optimal step size, we project
, and set
1 . By the Cauchy interlacing theorem, the two Ritz values ν
satisfy the variational principle (2.1) or (2.2). Also, since
It follows from the interlacing theorem that for any α k , ν
) is found by the Rayleigh-Ritz projection, which essentially realizes the exact line search.
Note that for Algorithm 2, we are also free to scale x k+1 in Step 5 by any nonzero factor, as is the case for Algorithm 1. In addition, we have the following properties of Algorithm 2.
Proposition 3.7. Algorithm 2 generates {p k } and {∇ρ(x k )} satisfying
Proof. For property (i), note that Algorithm 2 performs exact line search in the direction of p k ; that is, the optimal step size α k is obtained by minimizing ρ(x k + αp k ) with respect to α. Therefore,
2 (property (ii)). Property (iii) is obvious from Step 3 and the fact that ∇ρ(x k ) is orthogonal to p k−1 , and property (iv) follows from property (iii). Note that all properties hold independently of the choice of β k .
Since Algorithm 2 is a special variant of Algorithm 1, its global convergence can be established directly from Theorem 3.6. We summarize the result as follows.
Theorem 3.8. Under the same assumptions as in Theorem 3.6, there is a λ (1 ≤ ≤ n) such that Algorithm 2 generates a sequence of iterates {x k } satisfying lim k→∞ ρ(x k ) = λ , and lim k→∞ ∠ (x k , null T (λ )) = 0.
Remark. In practice, Algorithm 2 almost surely converges to the lowest eigenvalue. This is because the eigenvectors corresponding to all other eigenvalues are saddle points of the Rayleigh functional ρ(·). Unless x k is close to a saddle point and this saddle point is indeed the minimizer along the search direction p k , it is unlikely to prevent Algorithm 2 from moving towards new iterates near eigenvectors corresponding to lower eigenvalues. Note in particular that if x 0 is such that ρ(x 0 ) is smaller than the second lowest eigenvalue, then Algorithm 2 converges to the lowest eigenvalue.
Asymptotic convergence.
In this section, we study the asymptotic convergence of CG for computing the lowest eigenvalue of the nonlinear Hermitian eigenproblem. Without loss of generality, we assume that J = (a, b) is of positive type, on which the n eigenvalues satisfy the variational principle (2.1) or (2.2), and that λ 1 is simple, i.e., λ 1 < λ 2 ≤ . . . ≤ λ n . Let v 1 be the eigenvector associated with λ 1 , x 0 be an approximation to v 1 , and v 1 and x 0 are normalized such that v 1 T (λ 1 )v 1 = 1 and x 0 T (ρ 0 )x 0 = 1, where ρ 0 = ρ(x 0 ).
The main point we want to show is that the asymptotic behavior of CG for computing (λ 1 , v 1 ) is very similar to CG for solving a positive semi-definite linear system. Therefore, the well-known convergence rate estimate of CG as a linear solver is likely to be descriptive of CG performing Rayleigh functional minimization. The intuition for this observation has been discussed in [2, Chapter 12.3] for linear Hermitian eigenproblems Av = λBv.
To gain a better understanding of the connections between the two settings in which CG is used, it is natural to note that a general nonlinear scalar-valued smooth function can be approximated by a quadratic function with positive definite Hessian near the desired minimizer. Following this intuition, we have ρ(x) ≈ Q α (∆x) = 1 2 ∆x T ∇ 2 ρ(x 0 )∆x + ∇ρ(x 0 ) T ∆x + ρ(x 0 ) (second order Taylor expansion of ρ(x) at x 0 ), where ∆x = x − x 0 . The minimizer of Q α (·),
. However, from the expressions (3.1) and (3.2) for ∇ρ and ∇ 2 ρ, we see that the solution for this equation is ∆x * = −x 0 , and thus x * = x 0 + ∆x * = 0, which does not yield any improvement in the eigenvector direction. This difficulty can be overcome by approximating the Hessian ∇ 2 ρ(x 0 ) and the gradient ∇ρ(x 0 ) on an (n − 1)-dimensional space. The motivation for such an approximation is to enforce a meaningful correction ∆x by requiring that ∆x not be very close to x 0 in direction. Note that this is precisely the idea for constructing the Jacobi-Davidson correction equation [27, 28] . In fact, an example of such a new quadratic function is
where
is the oblique projection onto span (T (ρ 0 )x 0 ) ⊥ along span{x 0 }.
The major difference between Q α (·) and Q β (·) is that Q β (·) uses (i) the oblique projector P 0 to filter out the component of ∆x that lies in span{x 0 }, and (ii) the Hessian ∇ 2 ρ(x 0 ) with a small perturbation
in Proposition 3.2). Therefore, Q β (∆x) is a good approximation to ρ(x) near x 0 for all ∆x = x − x 0 lying in span (T (ρ 0 )x 0 ) ⊥ . Thus the minimizer for Q β (·) can be obtained by solving ∇Q β (∆x) = 0, i.e.,
Note that (3.14) is a Jacobi-Davidson correction equation, to which the exact solution is
That is, the minimizer of Q β (·) is x * = x 0 + ∆x * = T (ρ 0 ) −1 T (ρ 0 )x 0 up to a scaling factor, which is exactly the new iterate computed by one step of Rayleigh functional iteration (RFI) starting with x 0 [25, Chapter 4.3]. For Hermitian eigenproblems, the local convergence of RFI is cubic; that is, sin ∠(x * , v 1 ) = O sin 3 ∠(x 0 , v 1 ) for all ∠(x 0 , v 1 ) sufficiently small. In our setting, equation (3.14) is solved by CG approximately, which generates a sequence of iterates ∆x 1 , ∆x 2 , . . . that converges towards the exact solution ∆x * (3.15). Our main interest is to explore the connection between the behaviors of CG for the minimization of Q β (·) and ρ(·). To this end, we first show that the coefficient matrix H 0 of (3.14) is positive semi-definite if ∠(x 0 , v 1 ) is sufficiently small. Then we apply one step of CG to minimize Q β (·) and compare its behavior with one step of CG minimizing ρ(·).
To show the semi-definiteness of
, note
Suppose that x 0 is sufficiently close to v 1 in direction, i.e., θ 0 = ∠(x 0 , v 1 ) ϕ min , and thus |ρ 0 − λ 1 | = O(tan 2 θ 0 ) [26] . It follows that for any x ∈ span (T (ρ 0 )x 0 )
Since ρ(x) ≥ λ 1 , we must have ρ(x) > ρ 0 > λ 1 , and consequently
> 0 as J is of positive type. Thus H 0 is positive semi-definite. To see how CG performs in one step for the minimization of Q β (·), note from (3.14) that
is a small perturbation of −T (ρ 0 ) if θ 0 = ∠(x 0 , v 1 ) is small. Let x 0 be the current CG iterate, and p 0 be the normalized search direction to minimize Q β (·). Assume that ∠(x 0 , p 0 ) ≥ ω 0 for some ω 0 θ 0 > 0. Following the idea with which ρ(x) > ρ 0 is established in the proof of the semi-definiteness of H 0 , one can show similarly that ρ(p 0 ) > ρ 0 and ρ(p 0 ) is bounded away from ρ 0 . It is then not difficult to see that p
is negative and is bounded away from zero. Let the new CG iterate be x 1 = x 0 + α 0 p 0 . From (3.14), the exact line search condition for this CG step is T (ρ 0 )x 0 − H 0 (α 0 p 0 ) ⊥ p 0 , and it follows that
From (3.16), we see that the step size α 0 p 0 = x 1 − x 0 is independent of the scaling of p 0 , and it is proportional to the eigenresidual norm T (ρ 0 )x 0 = x 0 O(sin θ 0 ); see the proof of Proposition 3.2. Therefore, as long as x 0 remains bounded, the search step size α 0 p 0 → 0 as the initial iterate x 0 approaches v 1 in direction, i.e., θ 0 = ∠(x 0 , v 1 ) → 0. Finally, we explore the behavior of CG in one step for the minimization of ρ(·), with the same initial iterate x 0 and search direction p 0 as discussed above. The exact line search condition in this case is p T 0 ∇ρ(x 1 ) = 0, for which the Taylor expansion at x 0 is
18)
Note that the coefficients C 0 = x 0 O(sin θ 0 ), C 1 = O(1) and C 2 = O(1), and they do not depend on the scaling of p 0 . Neglecting the cubic term of α 0 p 0 in (3.17), and using the root formula for quadratic equations, we have
for all θ 0 sufficiently small. Therefore the dominant terms of the search step size shown in (3.16) and (3.19) are identically −
. In other words, given the same initial iterate x 0 ≈ v 1 and search direction p 0 for which ∠(p 0 , x 0 ) ≥ ω 0 > 0, CG with exact line search yields an almost identical new iterate x 1 for the minimization of the quadratic function Q β (·) and the Rayleigh functional ρ(·). Our observation suggests that CG for computing the lowest eigenvalue could potentially converge as rapidly as CG for solving the semi-definite system (3.14). In particular, CG is expected to converge much more quickly than the steepest descent method for solving Hermitian eigenproblems. Such a superiority has been observed extensively in numerical experiments.
Variants of PCG-type methods for computing multiple eigenpairs.
In this section, we study several variants of the preconditioned conjugate gradient (PCG) method for computing multiple extreme eigenvalues of nonlinear Hermitian eigenproblems satisfying the variational principle (2.1) or (2.2). Without loss of generality, assume that J = (a, b) is of positive type on which the lowest m eigenvalues {λ i } m i=1 are desired. We discuss single-vector PCG with the Fletcher-Reeves formula, the locally optimal PCG (LOPCG), and their block versions BPCG, and LOBPCG. These methods are developed as direct extensions of their well-known counterparts for linear Hermitian eigenproblems (see [3, 21, 22] and references therein) to the nonlinear setting.
Single-vector methods.
We study a single-vector PCG as given in Algorithm 3. This method is obtained by incorporating preconditioning and deflation to Algorithm 2. We construct a symmetric positive definite (SPD) preconditioner M ≈ −T (σ) (where σ < λ 1 ) and compute the scaled preconditioned gradient x k M −1 ∇ρ(x k ) to form β k and the search direction p k in Step 5 of the algorithm. The way CG is preconditioned here is the same as in the general setting of solving unconstrained nonlinear optimizations; see, e.g., [18, 23] . In particular, M ≈ −T (σ) is an approximation to the Hessian
T (λ 1 ) (up to a scaling factor) at the desired minimizer x * = v 1 of the Rayleigh functional. PCG invokes the preconditioner M directly, without assuming the availability of any factorizations of M .
To compute multiple eigenpairs, deflation is needed to avoid repeated convergence. For linear Hermitian problems Av = λBv with an SPD B, deflation is done by the Gram-Schmidt orthogonalization against converged eigenvectors with respect to the B-inner product. For nonlinear Hermitian problems, the eigenvectors {v i } n i=1 are pairwise orthogonal with respect to the scalar product [·, ·] defined in (2.3). One would consider performing orthogonalization with respect to this scalar product, but this is not viable as [·, ·] is generally not bilinear. Therefore, a Gram-Schimidt step orthogonalizing a vector u against v i , i.e.,û = u − with respect to [·, ·], a linear combination of these vectors may not be orthogonal to any v i (1 ≤ i ≤ j). Consequently, the orthogonalization-based 'hard deflation' cannot be done for nonlinear eigenproblems as for linear problems. Instead, we include all converged eigenvectors in the space for the Rayleigh-Ritz projection and then select unconverged Ritz pairs as approximations for new eigenpairs. Such a strategy is called 'soft deflation', and it is also used to expand invariant pairs [4] in a robust manner for solving general (non-Hermitian) nonlinear eigenproblems of the form T (λ)v = 0 [12] . 
, and normalize each column of U k (the search direction vector p k itself remains unnormalized). 7.
Perform the Rayleigh-Ritz projection and solve the projected eigenproblem U T k T (ν)U k w = 0 for the (j + 1)st lowest primitive Ritz pair ν
, and normalize x k+1 .
9. End For 10. Set (λj+1, vj+1) = (ρ(x k ), x k ), and j = j + 1.
End While
With soft deflation, Algorithm 3 (PCG) proceeds as follows. It computes the m lowest eigenpairs sequentially, one eigenpair at a time. Assume that the lowest j eigenpairs have converged. To approximate the (j + 1)st eigenpair, PCG starts with an initial iterate x 0 in Step 3. In each iteration, it computes the search direction p k in Step 5, forms the projection space U k including all converged eigenvectors in Step 6, then performs the Rayleigh-Ritz projection and solves for the (j + 1)st lowest primitive Ritz pair ν 
Normalize each column of U k , and set r = number of columns of U k . 7.
= x k + p k , and normalize x k+1 .
The convergence of PCG may be enhanced by enlarging the space for projection. To see this improvement, assume that the lowest eigenvalue λ 1 is of interest. The Rayleigh-Ritz projection is now performed onto a three-dimensional space U
is the preconditioned gradient, and p k−1 is the search direction in the previous PCG step. This idea was proposed in [20] and discussed in detail in [21] . The new algorithm is referred to as the locally optimal preconditioned conjugate gradient (LOPCG) method. The convergence rate of PCG is improved thanks to the enlarged space, since
Step 5 of Algorithm 3), and thus
by the Cauchy interlacing theorem. In fact, LOPCG performs an exact search for the optimal new iterate x k+1 along the two-dimensional space span{g k , p k−1 }, which contains the traditional search direction p k = g k + β k p k−1 independently of the value of β k . Such an exact search is almost impossible to achieve in the general setting of unconstrained optimization, but it can be done easily by Rayleigh-Ritz projection, thanks to the interlacing theorem. One need to note that the superiority of LOPCG over PCG is based on the assumption that both methods have the same previous search direction p k−1 and the current iterate x k . Such an assumption actually holds only in the first iteration. In practice, LOPCG may take more iterations to converge than PCG, as shown in our numerical experiments in Section 5.
Block methods.
Single-vector PCG and LOPCG can be extended to block versions, which are referred to as BPCG and LOBPCG and described in detail in Algorithms 5 and 6, respectively. Here, we assume that the initial block size of the two algorithms equals the number of desired lowest eigenpairs m. In practice, we may choose a block size slightly larger than m to accelerate convergence. 
, and normalize each column of U k (the search direction P k itself remains unnormalized). 5. Perform Rayleigh-Ritz projection and solve the projected eigenproblem U T k T (ν)U k w = 0 for the (j + 1)st through mth lowest primitive Ritz pair ν
If such exists, set vq = X k+1 eq, λq = ρ(vq) for j + 1 ≤ q ≤ , and set j = .
End For
The framework of BPCG is very similar to PCG. Briefly, BPCG keeps a block iterate X k of m columns that columnwise approximates the lowest eigenvectors {v i } m i=1 . It performs the Rayleigh-Ritz projection using the space incorporating the converged eigenvectors and the two-dimensional projection spaces generated in PCG for each unconverged column. BPCG then updates the active columns of the new iterate X k+1 as the lowest unconverged Ritz vectors. We check the convergence for each active column, and deflate converged columns as the algorithm proceeds, so that the block size decreases as more eigenpairs converge. BPCG with such a deflation strategy is widely used, and is also referred to as the block deflationaccelerated (preconditioned) conjugate gradient (BDACG) for linear eigenproblems [3] . 
. Normalize each column of U k , and set r = number of columns of U k . 5. Perform Rayleigh-Ritz projection and solve the projected eigenproblem U T k T (ν)U k w = 0 for the (j + 1)st through mth lowest primitive Ritz pair ν
normalize each column of X k+1 . 8. Find the largest (j + 1 ≤ ≤ m) s.t. for each q, j + 1 ≤ q ≤ , ∇ρ(X k+1 eq) ≤ δ X k+1 eq . If such exists, set vq = X k+1 eq, λq = ρ(vq) for j + 1 ≤ q ≤ , and set j = .
Similar to the single-vector methods, the convergence of BPCG may be enhanced by performing the Rayleigh-Ritz projection onto an enlarged space incorporating the converged eigenvectors, the active columns of X k , the scaled preconditioned gradient G k and the previous search direction P k−1 (all in block forms). The enhanced algorithm is called LOBPCG (Algorithm 6), which also uses the progressive deflation as done for BPCG. Again, thanks to the enlarged projection spaces and the interlacing theorem, the convergence rate of LOBPCG is expected to be faster than that of BPCG. We shall see in Section 5 that LOBPCG is the most efficient PCG-type method for all test problems.
Variable and indefinite preconditioning.
The performance of all the PCG methods we studied can be improved by using variable and indefinite preconditioning, if a relatively large number of low eigenvalues are desired and most of them are not very close to the lowest one. This preconditioning strategy has been used in [7] with a block preconditioned steepest descent method for solving high eigenpairs of linear Hermitian eigenproblems arising from the self-consistent field (SCF) iteration for discretized Kohn-Sham equations.
The seemingly untraditional use of indefinite preconditioning is warranted by the motivation of preconditioning for CG. For the solution of SPD linear systems Ax = b, the Hessian of the quadratic ϕ(x) = 1 2 x T Ax − b T x is A, and thus it is natural to use SPD preconditioning to approximate the Hessian. By contrast, for Hermitian eigenproblems, we see from (3.2) that the Hessian of the Rayleigh function ρ(·) near an eigenvector v corresponding to a high eigenvalue λ ( > 1) must be indefinite, and it is highly indefinite if 1, i.e., λ that is deep in the interior of the spectrum is computed. Thus an indefinite preconditioner M ≈ T (σ) with σ ≈ λ is expected to provide more accurate approximation to the Hessian in this situation. In fact, by using deflation, and following our proof of the positive semidefiniteness of the Hessian H 0 ≈ ∇ 2 ρ(x 0 ) defined in (3.14), it is reasonable to conjecture that the restriction of the Hessian on the orthogonal complement of the converged eigenspace is positive definite, and so is the restriction of the indefinite preconditioner. Such a definiteness of the restricted operator is called 'effective positive definiteness' in [7] . The performance improvement achieved by using variable preconditioning is shown in the next section.
5. Numerical Experiments. In this section, we illustrate the performance of PCG methods on a few nonlinear Hermitian eigenproblems satisfying the variational characterization. Our goal here is to compare different methods in the rate and robustness of convergence, as well as their arithmetic and memory cost. We consider single-vector and block versions of regular PCG and the locally optimal variants, with fixed and variable preconditioning, for computing m = 10, 20, 40 and 80 extreme eigenvalues of the test problems to a relative tolerance
In each experiment, all methods use the same starting eigenvector approximations generated by the MATLAB function randn(n,m) initialized with the RandStream function using seed 1. The experiments were performed on an iMac desktop computer running Mac OS X 10.8.5, MATLAB R2012b, with a 2.9 GHz Intel Core i5 processor and 16GB 1600 MHz DDR3 memory. We choose three quadratic, one rational, and two truly nonlinear problems, and summarize them in Table 5 .1. The quadratic and rational problems come from the NLEVP toolbox [5] . Specifically, the gyroscopic quadratic problem wiresaw of dimension 1024 arises in the vibration analysis of a wiresaw, which is constructed by the command nlevp('wiresaw1',1024). Since all the eigenvalues are purely imaginary, this problem does not satisfy the variational principle (2.1) or (2.2) in its original form, but it can be easily transformed to a Hermitian eigenproblem satisfying the variational principle by substituting λ with iλ. The transformed problem have 1024 pairs of real eigenvalues {λ , where ev is a vector consisting of the reciprocals of 8192 random numbers generated by randn function initialized with a zero seed. The eigenvalues of this quadratic problem are set to be the elements of ev, 4096 of which are distributed on the left interval I = (−843, 0.3943), and the rest lie in the right interval I r = (0.3943, 20061). The variational principle is satisfied on both I and I r . We aim at solving the highest eigenvalues close to the right boundary of the left interval I . The third quadratic problem sleeper of the form T (λ) = A 0 + λA 1 + λ 2 A 2 of dimension 16384 describes the oscillations of a rail track resting on sleepers. We construct the problem by the command nlevp('sleeper',128), and then change the matrix associated with the constant term from A 0 to A 0 − 2I, so that the modified problem satisfies the variational principle (2.1) or (2.2) on (−16.33, −1.61). We compute the lowest eigenvalues close to the left boundary. The rational problem loaded string of the form T (λ) = A − λB + λ λ−1 C of dimension 10000 arises in the finite element discretization of a boundary problem describing the eigenvibration of a string attached with a spring. It is generated by the command nlevp('loaded string',10000). We are interested in the lowest eigenvalues lying on the interval (4.4, 1.2 × 10 9 ) where the variational principle (2.1) or (2.2) holds. More details of these test problems can be found in [5] .
Two truly nonlinear test problems are described as follows. One arises from the modeling of a partial delay differential equations (PDDE), and another one is artificially constructed. The PDDE is u t (x, t) = ∆u(x, t) + a(x)u(x, t) + b(x)u(x, t − 2) defined on Ω = [0, π] × [0, π] for t ≥ 0, where a(x) = 8 sin(x 1 ) sin(x 2 ) and b(x) = 100| sin(x 1 + x 2 )|, with Dirichlet boundary condition u(x, t) = 0 for all x ∈ ∂Ω and t ≥ 0. Assume that the solution is in the form of 2 as is done for the PDDE problem. We seek the lowest eigenvalues on (−0.43, 3.34) where the variational principle (2.1) or (2.2) holds.
As we discussed in Section 4.3, the use of variable indefinite preconditioning may accelerate the convergence of PCG methods for computing eigenvalues not very close to the lowest or highest one. To illustrate such a performance improvement, we let the initial preconditioner be the LDL decomposition of T (σ), where σ is the one of the two endpoints of the intervals described in Table 5 .1 near which the eigenvalues are of interest. For the fixed preconditioning strategy, the initial preconditioner is used throughout the computation. To enable variable preconditioning, as the algorithms proceed, we update the preconditioner as the LDL decomposition of T (µ) once 10 or more new eigenpairs are found, where µ is the midpoint of the last two newly computed distinct eigenvalues.
The performance of PCG methods is presented in Table 5 .2. We assess each method by the number of preconditioned matrix-vector products and the CPU time. Let us take the problem wiresaw as an example to see results. It takes single-vector PCG with fixed preconditioning 113 preconditioned matrix-vector products and 6.43 seconds to find the lowest 10 eigenvalues. Similarly, this method takes 319, 910 and 2682 preconditioned matrix-vector products, and 18.37, 54.95 and 189.93 seconds to compute the lowest 20, 40 and 80 eigenvalues, respectively. Using variable preconditioning, the algorithm runs considerably faster; in particular, it takes only 1412 preconditioned matrix-vector products and 116.43 seconds (about 40−50% less expensive) to compute the lowest 80 eigenvalues. Note that variable preconditioning is not enabled for the computation of 10 extreme eigenvalues, and therefore the performance is not given. In addition, some methods failed to converge for certain problems in the maximum number of iterations, and such a failure is marked as ∞. For example, with fixed preconditioning, single-vector and block methods did not find the 80 highest eigenvalues of the problem gen hyper2 in 500 × 80 = 40000 and 500 iterations, respectively. Variable preconditioning is not enabled for the problem sleeper, because all the desired eigenvalues are very tightly clustered, and fixed preconditioning is sufficient to achieve rapid convergence.
Considering the overall performance of different PCG methods, we have the following observations, most of which are similar to those obtained in the setting of solving linear Hermitian eigenproblems.
• Block PCG methods are significantly more competitive than single-vector methods in arithmetic cost and CPU time for computing multiple eigenvalues. Consequently, one should choose block methods whenever memory permits. If the memory is not sufficient for block methods to compute all eigenvalues simultaneously, we can run block methods with a smaller block size to compute desired eigenvalues partitioned in groups sequentially. This strategy is widely used in practice to compute dozens to hundreds of eigenvalues of linear Hermitian eigenproblems.
• Using an excessively large block size m also hampers the arithmetic efficiency of block methods and could lead to a significant increase in CPU time. This is because solving the dense eigenproblem of order 2m (BPCG) or 3m (LOBPCG) arising from the floating point operations. For a sufficiently large m, the total arithmetic cost of block methods is dominated by the cost for solving the projected eigenproblems. In this situation, though LOBPCG takes fewer preconditioned matrix-vector products than BPCG, it may require more CPU time, as is the case for computing the 80 highest eigenvalues of the problem gen hyper2.
• The use of variable preconditioning is most helpful to improve the efficiency of singlevector methods. This also indicates that block methods are more favorable, because their performance depends less on the quality of preconditioners, and thus preconditioning can be updated less frequently if many eigenvalues are desired. Moreover, variable preconditioning may also enhance the robustness of convergence. As shown for the problem gen hyper2, the failure of convergence was fixed partially or completely by using variable preconditioning.
• LOBPCG is the most robust and efficient PCG-type method. In particular, it takes fewer preconditioned matrix-vector products than BPCG for all test problems. For single-vector methods, there is no such a prominent advantage of LOPCG over PCG. In fact, with fixed preconditioning, LOPCG converges slower than PCG for the two quadratic problems gen hyper2 and sleeper, and it performs almost as well as PCG for the problem wiresaw. As we discussed, choosing a modest block size is necessary for the locally optimal variants to achieve optimal efficiency.
6. Conclusion. We studied PCG methods for solving extreme eigenvalues of large-scale nonlinear Hermitian eigenproblems of the form T (λ)v = 0 that admit a variational characterization of eigenvalues. Conditions and consequences of the variational principle (2.1) or (2.2) are discussed. Taking an optimization perspective, we established the global convergence of a basic CG method, and we obtained a better understanding of the asymptotic behavior of CG performing Rayleigh functional minimization. Several variants of single-vector and block PCG methods with soft deflation were proposed to compute multiple eigenvalues. Variable and indefinite preconditioning is shown effective to accelerate the convergence of PCG methods. Similar to the case for linear eigenproblems, numerical experiments show that LOBPCG is the most efficient and robust method in the nonlinear setting.
