classification of cases of acute leukemia (Hayhoe etal. 1964) .
Cluster analysis is usually formulated in terms of the 'distance' between individuals, the distance being computed from the original measurements. In the simple example above we could use Pythagoras' theorem and take distance=V/(diff. in ht)2 +(diff. in wt)2
Having computed the distance between every individual we then have to sort them into groups or clusters in such a way that individuals in the same group are close together and individuals in different groups are far apart. In more mathematical terms we have to find the allocation of individuals to clusters that maximizes the quantity average between gp. distance average within gp. distance This is the mathematical equivalent of what we can easily do by eye in the simple example aboveremembering that the computer cannot 'see' the picture (nor can we in more than 3 dimensions). The difficulty in cluster analysis is to achieve this grouping without having to try every possible combination of individuals and groups, which is usually out of the question even on a large fast machine. A detailed description of how it is done would be out of place here. The mathematical details have been set out in an appendix to the paper by Kramer et al. (1970) , and a detailed discussion of other methods in Sokal & Sneath (1963) .
The measure of distance can be varied to suit the problem. With numerical variables the 'Euclidean' measure used in the simple example above may be appropriate. With symptoms whose presence or absence only is recorded we can say that the distance between two individuals is the number of symptoms that they do not have in common. If two patients have all symptoms but one the same, then they are very similar and hence very close together in 'symptom space'.
We now come to the question of what to do with the results of a cluster analysis. Whereas discriminant analysis is a non-controversial piece of statistical theory that tells us how to allocate a new patient to existing diagnostic groups, cluster analysis takes a heterogeneous mass of patients and divides them into groups, patients within each group appearing similar to each other in a sense defined by the statistician. If the grouping agrees closely with the medical diagnosis then clearly we have some objective evidence as to the existence of such a syndrome.
If not, then we should examine closely the cases where the two disagree. It may be, for example, that what the clinician thought to be two separate syndromes are really opposite ends of a continuum, one being a more acute form of the other.
As was said at the beginning, it is in this comparison of an attempt to simulate the process of diagnosis with what the expert has made of the same data that the value of computer diagnosis lies.
In conclusion, one must emphasize that we have been considering a highly simplified research situation where we suppose all symptoms to be known simultaneously. In practice, diagnosis is a sequential process, the evidence is gathered bit by bit and the answer to one question determines which one is asked next. The Bayesian approach is well suited to this, and can be generalized to balance the cost of laboratory tests both to hospital and patient against the value of the evidence they provide and the cost of treatment. However, this generalization is only achieved by a corresponding increase in statistical complexity. It is very necessary for the computer scientist to collaborate closely with the clinician to ensure that the former uses a realistic model and the latter sound mathematical technique. During the past few years we have been using the computer in an effort to distinguish more accurately between the various white lesions of the oral mucosa: in particular, it is hoped to be able to identify better those lesions that are likely to undergo malignant change (Kramer 1969 , 1970a .
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However, there are many ways in which the computer might be useful in dentistry, and only a few examples will be considered here.
Reference must be made to the computer's traditional role as a number-cruncherin other words, as a method for solving mathematical problems whose complexity makes them impracticable for handling with a simple desk calcu-lating machine. Of course, all uses of the digital computer involve calculations, but in this instance the user is knowingly presenting a mathematical problem. It is important to emphasize this point because there are other occasions on which the user of the machine is not thinking of his problems in mathematical terms at all.
A second way in which the computer may be of value in the medical context is for the storage and retrieval of data. Basically, the computer is doing nothing that could not be done by a clerk, but it can assume the functions of a very large number of clerks and do this work with tireless efficiency. Thus, by the very capacity of its services, it can make practicable the storage and retrieval of information more detailed and complex then could otherwise be undertaken.
For example, in my own department of pathology, we have a diagnosis index which is kept on ordinary index cards. This enables us to find quickly all the cases under a given diagnostic headingall cases of ameloblastoma, or primordial cyst, for example. However, if we wanted to know whether primordial cysts were more common on the left side than on the right in females over the age of 40, we would have to use the existing index to get out all the individual case records in order to relate the diagnosis to the site, sex and age of the patients. If we had a more elaborate departmental card index system this additional information could have been stored on punched cards, but if we now want to compare the right side/left side distribution of primordial cysts in females over 40 with the distribution of dental cysts, and to assess the statistical significance of any differences, we are embarking on an analysis that is more time consuming and awkward. The computer offers the facilities for very detailed information storage and retrieval with simultaneous analysis; all could be done by other methods, but the chances are that it would rarely be undertaken.
However, in this context of data recording, linkage and analysis, it is necessary to sound a note of warning. Forsythe (1970) pointed out that it is easy to be carried away by enthusiasm for the use of the computer, and there have been many disappointments. In that same symposium Grant (1970) said: 'I cannot subscribe to the widely held view that all information, however humble, has great potential value in the future, and therefore it is a crime to lose any of it. I am convinced that those who believe that "you cannot have too much information" are absolutely wrong. If we strain every nerve to collect and store indefinitely all the information we can collect, we shall very quickly get lost in the morass. We must be selective.'
Unfortunately, selection involves a precognition of the information that at some time in the future will be regarded as important. For our current purposes we record the information that now appears to be relevant, but in ten years' time we might think that quite different items are important. Already some hospitals are using questionnaire forms that are filled in by patients before they are seen by a clinician, and a few are already using a computer terminal for putting the questions to each patient. Many patients find this method of preliminary questioning not merely acceptable but preferable to face-to-face questioning by the clinician. Of course, it can be argued that this is 'depersonalizing' medicine and that personal contact with the patient is of tremendous importance. But does one not also hear the complaint: 'My doctor never seems to have time to talk to me nowadays'? Perhaps in the future the routine computer recording of data will give the doctor more time for personal interview.
One of the most exciting applications of the computer is for research into diagnosis. I suspect that all concerned with making a diagnosis, whether in clinic or laboratory, have been brought up to believe that the diagnostic process is based on a mixture of logical deduction and intuition. In other words, we cannot explain or understand precisely how we reach a diagnosis. Therefore, it is said, if we do not understand the process ourselves, how can we possibly delegate it to a machine that we ourselves must create and instruct? Yet analysis of these suppositions shows how false they can be.
Even if the diagnostic process is partly intuitive and not fully understood, we must surely accept that this is neither inevitable nor desirable. When using the microscope for biopsy examination, one often cannot explain precisely how the view is reached that the lesion is of one type rather than another. But I do not accept that the diagnostic process is incapable of being understood, even if it is not understood now.
The computer is infinitely less subtle than the human brain, but it can retrieve from its memory anything it has been told to store, and can search it for all items relevant to a particular problem. It can be instructed about possible relationships between one item and another. Furthermore, it can be programmed to put into quantitative terms the probability of correctness of a given solution to a problem. All this information and these instructions must be given to the machine, but the information it can store can be derived from many sources, ultimately representing the knowledge and experience of many people.
As an example of probable future development, let us consider a man complaining of recurrent mouth ulceration which is getting worse and making life a misery. A history is taken and the patient examined in the usual way. The clinician then turns to a device resembling a television set 824 Proc. roy. Soc. Mled. Volume 64 August 1971 30 with a keyboard in front; this is a computer terminal linked to a central large computer on a time-sharing basis. The central computer is capable of serving many people simultaneously. By pressing buttons on the computer terminal the clinician informs the central computer of his identity, and there then appears on the monitor screen a series of headings which indicate the available groups of computer services.
Having chosen the diagnostic service, the clinician is now presented with a series of questions about the patient, the history of the present condition, and the signs and symptoms. At some stage in this questioning process, the computer will suggest the likely diagnosis, and will indicate the degree of probability that this diagnosis is correct. This is not entirely a fanciful account of something that could happen in the future; it can happen now, and indeed there are already some hospitals with this facility, although possibly none dealing particularly with diseases of the mouth.
In order to find out what the computer has been doing during this consultation, we might consider a very simple sequential or branching program based on question and answer. At each branch point there is a question that is amenable to a clear-cut 'yes' or 'no' answer: thus, by one of several pathways, one reaches a solution to the problem. Such a diagram of course depends on a clear-cut 'yes' or 'no' answer; it could not cope with quantitative answers or shades of opinion. Furthermore, it would soon become confused and unmanageable if one needed to relate a quantitative answer to one question back to quantitative answers to previous questions. In other words, this is essentially a one-way street, and the different parts of the diagram are not interactive except in this simple one-way use.
However, in the diagnostic sequence illustrated earlier, none of the questions led to such a simplified branching. The fact that the ulceration was recurrent greatly increased the likelihood of certain diagnoses, but others, although less likely, were not completely excluded. Each item of clinical information supplied had quantitative significance; few items would eliminate possi-
bilities.
In order to make the computer work effectively on this sort of material, we have to discover the quantitative implications of each answer. We may agree that a certain disease is more likely to occur in men, is more common under the age of 30, is more likely to produce multiple ulcers than single ulcers, but not how much more likely. Our diagnostic thinking is nonquantitative, but in complex problems our diagnoses might be better if we could be a little more accurate. The computer can calculate these probabilities provided it is given the right raw material to analyse.
A specific example from our own work (Kramer et al. 1970b) illustrates how discriminant analyses can help with this sort of problem. Most oral pathologists often find it difficult to decide whether a lesion is lichen planus or leukoplakia; in other words, it may be difficult to discriminate between these two diseases. Therefore, in our studies we fed to the computer very detailed information about the histological findings in a series of cases where we had diagnosed lichen planus, and in another series where we had diagnosed leukoplakia. By means of a discriminant analysis program the computer gave a quantitative assessment of the diagnostic importance of each feature, some tending to 'push' one towards one diagnosis, and some pushing towards the other.
We then instructed the computer to apply its own quantitative criteria to 108 cases, so that we could see how effective these values were in reaching the same diagnoses as we had reached.
The resultant sorting by computer placed the cases into two groups which corresponded with our own diagnostic groupings, and in this instance there was no overlap between the two groups formed by the computer. In other analyses, using different groups of cases, there was some overlap between the computer-generated groups.
When cases were placed rather a long way from the main area of overlap, the computer was indicating that we may have made the wrong diagnosis in these cases, and when we reviewed them we often had to agree that the computer was probably right.
It is at least possible that re-examination of our cases, on the basis of the lead given by the computer, may reveal new disease entities or diagnostic categories of which, at present, we are quite unaware.
It is said that diagnosis is too sophisticated, too intuitive, for a machine. It may be now, but at the very least the machine can help us towards a better understanding of our own diagnostic processes. As Parks & Bell (1968) have said, this type of problem 'emphasizes the value of the symbiotic use of Man and computer for the resolution of complex tasks in which the objective is clear but the method of reaching it cannot be defined analytically'.
