Abstract. Necessary and sufficient conditions are found for the ordinal law of the iterated logarithm in Banach lattices of type L p . As a corollary of our general results, we obtain a new law of the iterated logarithm for empirical processes in the spaces L p (−∞, ∞).
Introduction
Let ξ, ξ 1 , ξ 2 , . . . be independent identically distributed random variables such that E ξ = 0 and E ξ 2 = σ 2 . Then the random variable ξ satisfies the law of the iterated logarithm, that is, (1) lim
where χ(t) = (2tLL(t)) 1/2 and L(t) = max(1, ln(t)) for t > 0. The law of the iterated logarithm (1) for the Bernoulli trials is proved by Khintchin [1] (in the framework of his studies in number theory). The next step is done by Kolmogorov [2] , who found a fundamental theorem on the law of the iterated logarithm for the general case of independent random variable (not necessarily identically distributed). Equalities (1) for independent identically distributed random variables are proved in [3] .
The law of the iterated logarithm is studied in Banach spaces, too. Usually the socalled bounded and compact law of the iterated logarithms are proved in the case of Banach spaces. Below is the underlying definition.
Let X be a random element assuming values in a separable Banach space B, (X i ) a sequence of independent copies of X, and S n = n i=1 X i . We say that the random element X satisfies the bounded law of the iterated logarithm if lim sup n→∞ X 1 + · · · + X n χ(n) < ∞ almost surely.
Similarly, we say that the random element X satisfies the compact law of the iterated logarithm if there exists a compact symmetric set K in B such that almost surely where d(x, K) = inf{ x − y : y ∈ K} and lim pt(x n ) is the set of limit points of the sequence (x n ). Note that K = K X is the unit closed ball of the Hilbert space H R in B associated with the covariance operator R of the random element X (see, for example, [4] ).
The main results concerning the bounded and compact laws of the iterated logarithm can be found in [4] .
There is a comprehensive literature on the law of the iterated logarithm. We mention the books [4] and [5] and the paper [6] , to name a few, where one can find surveys on the law of the iterated logarithm.
The main aim of this paper is to study a new variant of the law of the iterated logarithm, called the ordinal law of the iterated logarithm, for random elements assuming values in a Banach lattice. The definition of the ordinal law of the iterated logarithm is introduced in [7] . We need some notions of the theory of Banach lattices (see [8] - [10] ) to recall the definition of the ordinal law of the iterated logarithm.
In what follows, B denotes a separable Banach lattice equipped with the norm · and modulus | · |. A subset A of a Banach lattice B is called ordinally bounded if there are two elements y and z such that y ≤ x ≤ z for all x ∈ A. A Banach lattice B is called σ-complete if the infimum and supremum exist for any ordinally bounded sequence x n ∈ B. The infimum and supremum are defined for an ordinally bounded sequence (x n ) in a σ-complete Banach lattice as lim sup
respectively (see [8] ). We say that a Banach lattice B is ordinally continuous if
A q-concave Banach lattice is an important example of a σ-complete ordinally continuous lattice ( [9, p. 49] 
for all n and all elements (
for all n and all elements (x i ) n 1 ⊂ B. Below we recall the definition of the mean ψ-deviation of a random variable and its generalization to the case of random elements in a Banach lattice (see [7, 11] Let a random element X assume values in a separable Banach lattice B and let ψ(t) be an N -function. Then S ψ X = sup x ∈ K ψ (X) is called the mean ψ-deviation of the random element X where
and E denotes the Pettis integral. According to this definition, the mean deviation of order p, 1 < p < ∞, of a random element X is defined by S p X = sup(x ∈ K p (X)) where K p (X) = {E(ηX): E |η| q ≤ 1}, 1/p + 1/q = 1. In particular, the mean square deviation is SX = S 2 X.
The mean square deviation SX coincides with the classical mean square deviation for a random variable X in the space R 1 with E X = 0 and with the pointwise deviation (E |X(t)| 2 ) 1/2 , t ∈ T , for an ideal Banach space on a measurable space (T, Λ, µ). Let X be a random element defined on a probability space (Ω, Σ, P) that assumes values in a separable Banach space B and such that E X = 0. We say that the random element X satisfies the ordinal law of the iterated logarithm if (2) lim sup
If a Banach lattice B is ordinally continuous, then we obtain from (2) that
The inverse implication (3) ⇒ (2) holds for Banach lattices being of the type C(Q). Therefore we use (3) as the definition of the ordinal law of the iterated logarithm for such lattices.
We also note that there is a big difference between the bounded (or compact) law of the iterated logarithm and ordinal law of the iterated logarithm in the general case. For example, there is a random element X in the space l 2 such that
Thus both bounded and compact laws of the iterated logarithm hold but the ordinal law of the iterated logarithm does not [7] .
The following sufficient condition for the ordinal law of the iterated logarithm (2) is found in [7] for q-concave (q < ∞) Banach lattices:
(also see [12] ). Moreover, the results of [7] and [12] imply for q-concave Banach lattices that if condition (4) holds, then (5) lim
Condition (4) is necessary for (5) in the case of the spaces L q and l q . The moment condition (4) seems to be quite restrictive and one does not expect it to be necessary for the ordinal law of the iterated logarithm (2) in the general case. Nevertheless this is not always true, as we show in Section 2 below. It turns out that condition (4) is necessary and sufficient for the ordinal law of the iterated logarithm (2) for q-concave Banach lattices if 1 ≤ q < 2. An analogous assertion for q = 2 holds under the extra assumption (8) . However condition (4) can be improved, indeed, in the case of q > 2.
In Section 3 we consider some applications of the results obtained in Section 2 to empirical processes. 
Theorem 2.2. Let B be a separable q-concave and p-convex Banach lattice, 2 < p ≤ q < ∞, and let X be a random element in B such that E X = 0. If
then the random element X satisfies the ordinal law of the iterated logarithm (2).
Theorem 2.3. Let B be a separable σ-complete Banach lattice and let X be a random element in
LL(1+|t| 2 ) , then the random element X satisfies the ordinal law of the iterated logarithm (2); (ii) if B is a 2-convex Banach lattice and
is necessary and sufficient for the ordinal law of the iterated logarithm (2).
It is known [9] that the space 
LL(1+|t| 2 ) is necessary and sufficient for the ordinal law of the iterated logarithm (2).
is not necessary for the ordinal law of the iterated logarithm (2) in the space l 2 if one does not impose an extra condition like (8) . Indeed, consider a simple example:
Remark 2.2. Any separable σ-complete Banach lattice is isomorphic to some ideal Banach space ( [9, p. 25] ). This isomorphism preserves the order and supremums (infimums). Using this isomorphism, one can reduce the proof of many results for abstract Banach lattices to the partial case of the ideal Banach space on a measurable space (T, Λ, µ) such that µ(T ) = 1.
Proof of Theorem 2.1. Sufficiency. The law of the iterated logarithm (2) and the second inequality in (6) are proved in [7] for the case where the mean square deviation SX of the random element X exists in the Banach lattice B. Necessity. According to Remark 2.2 one needs to consider the case where B is the ideal Banach space on the measurable space (T, Λ, µ). If the law of the iterated logarithm (2) holds, then there exists the random element sup n≥1 |S n |/χ(n) in the space B. We know from the Strassen theorem [13] 
This means for the ideal Banach space B that SX = {SX (t) , t ∈ T } exists in B and the first inequality in (6) holds.
Proof of Theorem 2.2. We prove the first equality in (2) . It is equivalent to the relation
(here o-lim n→∞ x n = x denotes the ordinal convergence (o-convergence) of a sequence of elements (x n ) to an element x [8, 10] ).
As in the proof of Theorem 2.
we assume that B is the ideal Banach space on the measurable space (T, Λ, µ), X = {X(t), t ∈ T }, SX = {σ(t), t ∈ T }, and µ(T ) = 1.
It is known [10] that relation (9) follows from
< ∞ almost surely (11) if the ideal Banach space is separable and σ-complete.
Since a p-convex Banach lattice is 2-convex for p > 2 [9] , we have
(see [11] ). Therefore we proved the implication (7) ⇒ ∃SX. This result and the law of the iterated logarithm for independent identically distributed random variables in R 1 implies that
almost everywhere on T . It remains to apply the Fubini theorem to complete the proof of equality (10) . The proof of (11) is a more complicated problem. First we assume that X is a symmetric random element. Then one can assume that X = X whereX and are independent,X is a copy of X, while is a symmetric Bernoulli random variable.
Let (X n ) be a sequence of independent copies of X. Put
It is clear that X n = n (X n +X n ) and
We know that condition (7) implies that n≥1 P X n ≥ √ n < ∞ (see [14] ). Now the Borel-Cantelli lemma proves that only a finite number of random elementsX n differ from zero almost surely, that is,
Therefore inequality (11) follows if the first term on the right hand side of (12) is bounded.
To show its boundedness, we prove that
where EX (ξ) denotes the expectation of the random variable ξ given the sequence (X n ). We need the following auxiliary result to prove (13).
Lemma 2.1. Let (ξ i ) be a sequence of independent random variables such that
The proof of Lemma 2.1 can be found in [7] (similar moment bounds for the law of the iterated logarithm are considered in [15] ).
Along with Lemma 2.1 we use another bound of the paper [11] :
where Y is a random element assuming values in a q-concave Banach lattice and D (q) is the constant involved in the definition of a q-concave Banach lattice. Bounds (14) and (15) imply that
Next we pass from the Banach lattice B to the so-called 2-convexification B (2) of B. We describe briefly this construction (see [9, p . 53] for details). For B (2) we take B with the original order and introduce operations 
is the lattice norm in the space B (2) if the space B is 2-convex. Moreover
for all x ∈ B where D (2) is the constant involved in the definition of the 2-convexity. Taking into account both inequalities in (17) , the right hand side of (16) can be estimated from above by
The last step of the proof in the symmetric case is based on the following auxiliary result.
Lemma 2.2. Let V be a separable q-concave and p-convex Banach lattice,
1 < p ≤ 2 ≤ q < ∞,and let Y, Y 1 , Y 2 ,
. . . be independent identically distributed random elements assuming values in V . Then
E sup n≥1 | n i=1 Y i I( Y i ≤ i)| n p 1/p ≤ E |Y | + C(B) E Y 1/p .
An implicit form of Lemma 2.2 can be found in the proof of Theorem 1 of [16]. Since the Banach lattice B is q-concave and p-convex, 2 < p ≤ q < ∞, the lattice B (2) is q/2-concave and (p/2)-convex ([9, p. 54])
. Without loss of generality one can assume that 2 < p ≤ 4, in which case the lattice B (2) satisfies the conditions of Lemma 2.2.
According to Lemma 2.2 and bounds (16) and (18) we have
Therefore bounds (13) and (11) are proved for symmetric random elements. We reduce the general case to the symmetric case by using the standard symmetrization procedure. Let
where (X n ) is an independent copy of the sequence (X n ).
Similarly to the symmetric case, the main point of the proof in the general case is to check inequality (13) . Random elementsX (s) n are symmetric and satisfy inequality (19) . Applying a well known moment bound in Banach spaces ([17, p. 222]), we obtain
It remains to prove
Recall that E X = 0 by assumption. Thus
SX .
As noted above, SX < ∞ and therefore inequality (20) 
LL(X) < ∞
and
Thus (21) is a necessary condition for the law of the iterated logarithm (2), too. Another necessary condition is that SX exists (this follows from the proof of Theorem 2.1 where we do not use the q-concavity in the necessity part). A natural question arises on whether or not condition (7) can be replaced in Theorem 2.2 by the set of conditions: SX exists and (21) holds.
An answer to this question is not yet known to the author.
Proof of Theorem 2.3. Since (i) is proved in [7] and [12] , we show that (ii) holds. First we prove that condition (ii) implies
The obvious inequality
and the law of the iterated logarithm (2) yield
Now we apply a modification of the Yurinskiȋ method [18] for sums of independent random elements in Banach spaces. For the 2-convexification B (2) equipped with the norm | · | we introduce the following notation:
where
is the σ-algebra generated by the random elements X 1 , . . . , X i and F 0 is the trivial σ-algebra.
Then we have the following martingale representation
Using the representation
bound (17), and the inequality
we obtain
Since (ζ i ) is a martingale-difference, bounds (8) and (25) for 1 < r = 1 + /2 ≤ 2 imply that
(see [19] ). The latter inequality and representation (24) allow us to conclude that the sequence of random variables (|||M n ||| − E |||M n |||) is stochastically bounded, that is,
The Banach lattice B is separable and σ-complete under the assumptions of Theorem 2.3; thus it is ordinally continuous ( [9, p. 7] ). Using bound (23), we get |||M n ||| ↑ |||M ||| almost surely as n → ∞. Now the Fatou theorem implies that
Were inequality (22) wrong, we would have
contradicting (26). This proves inequality (22).
If inequality (22) holds, then condition (4) is easy to check by using the results of the papers [11] and [12] . Indeed
Related to Theorem 2.3 is a question on whether or not a moment condition like (8) is sufficient for the ordinal law of the iterated logarithm (2) in the space l 2 .
The following example gives a negative answer to this question.
Example 2.1. Let a random element X assume values in the space in l 2 and let it be such that
and let (X n ) be a sequence of independent copies of the random element X.
Note that the ordinal law of the iterated logarithm (2) does not hold for this random element X.
The example below is a slight modification of an example in the paper [16] . Put
It is clear that k≥1 p k = 1. Let (ξ k ) be a sequence of random variables such that
Then the random element X = (ξ k ) belongs to the space l 2 and satisfies the conditions
To show that condition (27) holds for the random element X, one has to repeat the corresponding proof of [16] .
Equality (28) is checked in the same way as in [16] and is reduced to the proof of the divergence of the equivalent series
where η φ,1 = inf(λ > 0: E φ(η/λ) ≤ 1) and φ(s) is defined in Theorem 2.3. The norm ξ k φ,1 can be explicitly estimated from below by the definition of the random variable ξ k . Indeed
and the series (30) diverge.
Applications to empirical processes
Let ξ, ξ 1 , ξ 2 . . . be independent identically distributed random variables in R 1 whose common distribution function is F (t). Consider the empirical distribution function constructed from the sample ξ 1 , . . . , ξ n : Further investigations of the almost sure asymptotic behavior of the function F n (t) are related to the empirical process
Surveys of these investigations can be found in [20] and [21] . Below we derive some new variants of the law of the iterated logarithm for the empirical process β n (t) from our results of Section 2. Consider stochastic processes
It is known that
Then the law of the iterated logarithm (3) for a random element X n assuming values in the space L p (−∞, ∞) can be rewritten as 
(ii) in the case of p > 2,
(iii) in the case of p = 2, 0 < F (t) < 1 for all t ∈ (−∞, ∞) and
Moreover condition (32) is necessary for the law of the iterated logarithm (31) in the case of (i). 
is a separable p-concave and p-convex Banach lattice. Thus (i) is straightforward from Theorem 2.1 by observing that the condition "SX exists" is equivalent to condition (32).
(ii). Let p > 2 and let condition (33) hold. Then
We noted above that the space L p (−∞, ∞) for p > 2 is a 2-convex Banach lattice. This implies that
We
An obvious argument proves that
Turning to bound (35), we get
Thus the law of the iterated logarithm (31) follows by Theorem 2.2.
(iii). Fix t and estimate S φ (X n (t)) from above where
Since S φ (·) is a norm in the Orlicz space of random variables,
))S φ I(ξ < t) + F (t)S φ I(ξ ≥ t). (38)
It is known ( [10] ) that the norm S φ (η) is equivalent to the norm 1/F (t) ) .
Similarly I(ξ ≥ t) φ,1 = 1 φ −1 (1/ (1 − F (t)) ) .
Taking into account (38), we get
.
On the other hand,
This together with inequality (39) implies that 
Put

X(t) = I(ξ < t) − t t(1 − t) .
Then it is easy to check that the ordinal law of the iterated logarithm holds for the weighted statistic Ω It is worth mentioning (see [21] ) that the bounded law of the iterated logarithm does not hold for Ω 2 n in the uniform metric.
Concluding remarks
Necessary and sufficient conditions for the ordinal law of the iterated logarithm (2) are found for q-concave Banach lattices. The problem is solved completely for 1 ≤ q < 2. The sufficient conditions for q = 2 are necessary under the extra moment assumption (8) . Sufficient condition (7) is stronger than known conditions for the bounded law of the iterated logarithm if q > 2. It is a matter of further investigation to improve condition (7) for the case of q > 2.
Applications of the main results of the paper are presented in Section 3 for empirical processes.
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