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En los últimos años, debido al crecimiento y privatización del sector eléctrico, se 
incrementaron las investigaciones relacionadas con la calidad y continuidad del suministro 
de energía, procurando así que las empresas mejoren los índices de calidad, para ofrecer un 
mejor servicio. 
Para sistemas de distribución, los investigadores han venido trabajando metodologías de 
localización de fallas basadas en el modelo, metodologías de localización de fallas basadas 
en el conocimiento y metodologías híbridas para tratar de dar solución a la rápida 
restauración del servicio.  
Consecuentemente, el desarrollo de esta investigación está centrado en metodologías 
basadas en el conocimiento, las cuales hacen parte de una solución al problema de 
localización de fallas paralelas en sistemas de distribución [MORA, 2006b]. Estas 
metodologías brindan la localización de la falla de manera exitosa, con el problema de la 
alta dependencia del modelo. Por lo tanto, se pretende analizar la influencia de la variación 
de los parámetros de modelado en sistemas de distribución por medio de un análisis de 
sensibilidad. 
 
1.2 Definición del problema 
Los sistemas eléctricos están expuestos a faltas debido a diferentes eventos estocásticos 
como descargas atmosféricas, ruptura de aislamiento o caída de rama de árboles en las 
líneas [SALI, 2011]. A pesar de la permanente ocurrencia de fallas, muchas de las empresas 
operadoras de red utilizan todavía la inspección visual para la localización de éstas, lo que 
hace más lenta la restitución del servicio, siendo los más perjudicados, los operadores de 
red, quienes deben de pagar cuantiosas multas por no cumplir los estándares de calidad 
establecidos.  
Con la necesidad de mejorar estos índices y disminuir el tiempo de duración de las 
interrupciones, se empezaron estudios de la calidad de la energía eléctrica, dada por la 
calidad de la atención al cliente y  la calidad del suministro, este último representado por la 
forma de onda y la continuidad, que es mejorada a través de metodologías de localización, 
las  cuales representan un papel fundamental en el rápido y confiable proceso de 
restauración del sistema de potencia [MORA, 2006]. 
Para sistemas de transmisión, este problema ya está resuelto con metodologías de 




frecuencia. Sin embargo en sistemas de distribución, debido al alto costo de 
implementación, las cargas intermedias, la no homogeneidad de las líneas, el desbalance de 
la carga y medidas disponibles en un solo terminal de la línea, no se pueden implementar 
las metodologías mencionadas anteriormente [MORA, 2006]. 
Por lo tanto, para sistemas de distribución, los investigadores han  venido trabajando 
metodologías como los MBM (Métodos Basados en el Modelo)  y los MCBC (Métodos de 
Clasificación Basados en el Conocimiento), enfocadas a la localización de fallas en 
sistemas de distribución de energía, las cuales empezaron a implementarse para dar 
solución a los localizadores. Éstas determinan la distancia desde la subestación a la falta o 
la zona bajo falla respectivamente, con el inconveniente de la alta dependencia del modelo 
en ambos casos.  
El desarrollo de esta investigación está centrado en metodologías basadas en el 
conocimiento. Estas metodologías necesitan para su desarrollo una base de datos que 
contiene los descriptores del circuito ante fallas en varios nodos del sistema de distribución 
analizado, por lo que se utiliza un software de simulación automática de fallas con la ayuda 
de ATP y Matlab [MORA, 2006b].  
Mediante un algoritmo se realiza la localización de la falla de una manera exitosa, siempre 
y cuando los parámetros ingresados a la metodología sean exactos. Lo anterior, implica la 
validación de la base de datos para un adecuado modelado de los parámetros del circuito, lo 
que se vuelve un problema complejo, debido a la gran dificultad de la evaluación de todos 
estos parámetros. 
Por lo tanto, esta propuesta pretende analizar la influencia de la variación de los parámetros 
en sistemas de distribución por medio de un análisis de sensibilidad, el cual permite 
determinar el parámetro más influyente en las metodologías, reduciendo el número de 
variables a considerar, dando un primer paso para lograr en investigaciones futuras, crear 




1.3.1 Objetivo general 
 
Analizar la influencia que tiene la variación de parámetros en el modelado de un circuito de 







1.3.2 Objetivos específicos 
 
Los objetivos específicos a seguir son: 
a) Analizar las diferentes estrategias de validación de métodos de localización de 
fallas basados en el conocimiento.  
b) Discutir algunas de las estrategias más apropiadas con el director del proyecto. 
c) Definir y analizar los parámetros y sus rangos de variación en los sistemas de 
distribución utilizados en pruebas.  
d) Estudiar y comparar al menos dos métodos de clasificación utilizados para 
localización de fallas.  
e) Implementar una metodología para determinar el efecto de la variación de los 
parámetros del modelo en el desempeño de los métodos de localización basados 
en clasificación. 
f) Aplicar la herramienta en el análisis de sensibilidad en dos métodos de 
localización de fallas paralelas.  
g) Documentar la investigación realizada.  
 
1.4 Propuesta de solución 
La estrategia implementada para el análisis de sensibilidad considera rangos de variación en 
parámetros como: la carga promedio del sistema, la longitud del conductor, la resistencia, 
tipo y ubicación de la falla, la magnitud y desbalance de la tensión de la fuente, la 
configuración de las líneas y la resistividad del terreno para determinar la influencia de 
cada uno de estos en la localización de las fallas.  
Cada parámetro forma un espacio de incertidumbre al dividirse en n rangos y cada rango se 
considera una evaluación, lo que requeriría un número muy grande de simulaciones, 
generando un costo computacional alto. Por lo tanto se utiliza una técnica de muestreo 
denominada Latin Hypercube, la cual reduce el número de evaluaciones, de tal forma que el 
conjunto reducido represente completamente el espacio, para reducir así el costo 
computacional, generando una matriz de incertidumbres que contiene un listado de 
variaciones, donde cada variación es un circuito modificado. 
El listado de variaciones abarca la mayoría de escenarios que puedan ocurrir en un sistema 
real de distribución y queda almacenado en un archivo, el cual se simula en la herramienta 
de simulación automática de fallas, para obtener los descriptores, con los cuales se 
alimentan los métodos de clasificación.  
Estos métodos generan unas matrices de confusión. Para cada una de estas matrices, se 
determina la desviación, la cual permite identificar las diferencias que existen entre la 




Con las localizaciones y las desviaciones obtenidas, se evalúa el radial principal del 
circuito, generando una gráfica que muestra la influencia que tiene cada parámetro con 
respecto a las fallas simuladas en dicho radial, lo cual permite conocer el parámetro que 
más influye en cada una de las fallas. 
 
1.5 Aportes del proyecto de grado 
 
Como aportes de esta tesis se presenta: 
a) Metodología para el análisis de la variación de parámetros en el modelado de un 
circuito de distribución,  sobre la localización de fallas paralelas que sean estimadas 
con métodos de clasificación.  
b) Programa desarrollado en la plataforma de Matlab para el análisis de sensibilidad de 
los métodos de clasificación.  
c) Propuesta de un índice asociado a la precisión para determinar los errores 
concentrados en la matriz de confusión.  
 
1.6 Estructura del documento 
El documento se encuentra dividido en cinco capítulos. El primer capítulo es introductorio, 
y en él se expone, la motivación del  proyecto, la definición del problema, los objetivos 
generales y específicos, la introducción a la metodología propuesta y los principales aportes 
de la tesis. 
El capítulo dos expone los aspectos teóricos más relevantes a tener en cuenta en el 
desarrollo del proyecto. Inicialmente se expone una técnica de muestreo denominada Latin 
Hypercube. Luego se presentan las metodologías de clasificación, seguido de la 
importancia del análisis de sensibilidad. Finalmente, se presenta el análisis de regresión 
como la técnica de muestreo utilizada.  
Posteriormente, en el capítulo tres, se presenta la descripción de la metodología y se explica 
detalladamente cada una de las etapas que se deben seguir para realizar el análisis de 
sensibilidad de los métodos de clasificación. 
En el capítulo cuatro, se muestra la validación de la metodología, se  describe el sistema de 
prueba utilizado, los diferentes escenarios escogidos y los resultados obtenidos. 
Finalmente, en el capítulo cinco se presentan las conclusiones de esta investigación, y los 




2 Aspectos Teóricos 
 
En este capítulo se presentan los aspectos teóricos necesarios para la realización de esta 
tesis. 
2.1 Técnica de muestreo Latin Hypercube 
Latin Hypercube es una técnica de muestreo que tiene como principal característica ser 
independiente del modelo que se está analizando, y permite reducir el número de 
evaluaciones, al generar un conjunto reducido que representa completamente el espacio 
total. Lo anterior permite disminuir el costo computacional, al requerir un número más 
pequeño de simulaciones [FANG, 2006].  
El Latin Hypercube se diseña con un número s de parámetros que son las entradas al 
sistema y número n que corresponde a las evaluaciones a realizar. Luego cada parámetro se 
divide en n rangos de igual probabilidad, cada rango correspondiente a una evaluación, 
originando una matriz de incertidumbres que contiene un listado de variaciones como se 
muestra en (1) [MORA, 2009] [SALT, 2000]. 
 
En la matriz  x generada, cada fila representa una evaluación  y cada columna representa un 
parámetro.  
 
Para la optimización de esta técnica, se utiliza la búsqueda tabú, la cual evita que el proceso 
quede atrapado en óptimos locales. Tabú es una técnica meta-heurística, que utiliza el 
concepto de memoria, por lo que clasifica los movimientos más recientes como 
“movimientos tabú”, para evitar que se caiga en un ciclo repetitivo, por lo tanto se puede 
decir que la técnica posee cierto aprendizaje y por esto su búsqueda es inteligente [GIL, 
2011] [MARI, 2012] [VIAN, 2009]. 
 
2.2 Métodos de clasificación 
 















El método de clasificación K-NN se fundamenta en asignarle al nuevo dato la clase más 
frecuente a la que pertenecen sus k vecinos más cercanos, para lo cual se calcula la 
distancia a los datos de entrenamiento [WANG, 2008] [KECM, 2001]. 
El método de los k-vecinos más cercanos comprende tres etapas, la etapa de 
parametrización, en la cual el algoritmo genético Chu Beasley busca la combinación optima 
de los parámetros [GALL, 2008], la etapa de entrenamiento y la etapa de prueba o 
validación.  
En los k-nn no hay un entrenamiento propiamente dicho. Sin embargo esta etapa se refiere 
a escoger la mejor base de datos para realizar la clasificación de los datos de prueba.  En 
esta etapa, el método asume que cada ejemplo, corresponde a j puntos en el espacio, los 
cuales pertenecen a la clase que les fue asignada, como se presenta en la ecuación (2).  
 
Donde Ci representa la clase de dichos puntos.  
La última etapa, denominada etapa de validación o prueba consiste en dividir los datos de 
entrenamiento en j subconjuntos, entrenar con (j-1) y validar con el subconjunto que no se 
utilizo en el entrenamiento [ZAPA, 2010] [MORA, 2007]. 
 
2.2.2 Máquina de soporte vectorial (SVM) 
La máquina de soporte vectorial  se basa en encontrar una superficie de separación, la cual 
debe ser fronteriza a los dos subconjuntos en los cuales se clasifican los puntos que están en 
la etapa de entrenamiento [MORA, 2005]  [BURG, 1998].  
Considerando el problema de clasificación binaria, los datos de entrenamiento están dados 
como (x, y) donde y puede ser +1 o -1, dependiendo de la clase y diferenciada por los 












Figura 2.1. Problema de clasificación binaria. 
 






Lo que se busca es encontrar el híper-plano que pueda separar los datos dando una máxima 
distancia entre el plano separador y el patrón de entrenamiento más cercano [KECM, 
2001].  Usando los datos de entrenamiento, la máquina encontrará los parámetros w y el 
valor b de un discriminante o función de decisión 𝑑(𝑥, 𝑤, 𝑏) dada por (3).  
 
 







Al finalizar la etapa de entrenamiento, se valida la metodología con un dato nuevo, el cual 
no haya sido utilizado en la etapa de entrenamiento. Para este nuevo dato se produce la 
salida y de acuerdo ecuación (5), en donde se genera un +1 o -1 dependiendo de la clase a 
la que pertenezca. 
 
 




Para maximizar el margen, se colocan dos planos paralelos que contienen los puntos más 
cercanos al hiperplano separador óptimo [MORA, 2006]. Las ecuaciones de los planos 
están dadas por las ecuaciones (6) y (7), para la clase +1 y -1 respectivamente, siendo 
1/||w|| la distancia entre el punto más cercano al hiperplano separador óptimo.  
 
𝑝+1 = (𝒘





𝑇. 𝒙−1) + 𝑏 = −1 (7) 
 


















Finalmente, para encontrar el plano óptimo se conforma un problema de optimización con 
restricciones y se utiliza el método de multiplicadores de Lagrange [KUHN, 1951]  [GIL, 
2011]. 
 
2.3 Análisis de sensibilidad 
El análisis de sensibilidad estudia la relación que existe entre las variables de entrada y 
salida de un modelo [SALT, 2000]. 
Este estudio, se utiliza para aumentar la confianza en el modelo, es decir comprobar la 
validez de éste. También posibilita un mejor entendimiento de cómo las variables de salida 
responden a los cambio en las variables de entrada, para así conocer cuales tienen una 
mayor influencia.  
Los enfoques para el análisis de sensibilidad se dividen en tres etapas [MARI, 2012]:  
a) Muestreo del conjunto de datos. 
b) Evaluación de la muestra en el modelo. 
c) Análisis del conjunto de datos mediante una técnica de sensibilidad.  
 
El muestreo de conjunto de datos se realiza mediante la técnica de Latin Hypercube óptima 
mencionada anteriormente [VIAN, 2009] [FANG, 2006] [MORA, 2009].  
Luego se evalúan las muestras en el modelo para obtener el vector de salida que contiene 
las localizaciones de las fallas [SALT, 2000]. 
Por último, el análisis del conjunto de datos se desarrolla mediante la técnica de 
sensibilidad, la cual permite determinar la relación que existe entre las variables de entrada 
y de salida, cuando se realiza una variación en los parámetros de entrada [SALT, 2000]. 
 
2.3.1. Técnica de análisis de sensibilidad 
La técnica utilizada para sensibilidad se denomina análisis de regresión, y se basa en 
determinar los parámetros de modelado que más contribuyen a la variabilidad de la salida.  
El análisis de regresión se representa por medio de un modelo de la forma que se muestra 
en (9), donde 𝒙𝒋  son las variables de entrada que se están considerando, 𝒃𝒋 son los 
coeficientes de regresión que deben ser determinados y s denota el número de variables de 
entrada.  









































         
(13) 
 
Los coeficientes bj*Sxj/Sy que aparecen en la ecuación (9) son llamados coeficientes 
estandarizados de regresión y su valor absoluto representa la importancia de la variable de 















3 Metodología propuesta 
 
Este capítulo muestra de manera detallada la metodología propuesta para el desarrollo de la 
herramienta de análisis de sensibilidad para métodos de clasificación.  
3.1 Descripción de la metodología propuesta 
 
La metodología propuesta se realiza gracias a un trabajo cooperativo entre ATP como 
software de modelado y Matlab como software de simulación para el manejo de los datos.  
 
La metodología propuesta consta de 6 etapas para  obtener las gráficas de desempeño de los 
parámetros de modelado, tal como se presenta en la figura 3.1.  
 
 
Figura 3.1. Metodología desarrollada para el análisis de sensibilidad 
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Etapa 4 Archivos .mat con los 





A continuación se presenta un análisis de las partes más importantes de la metodología 
presentada en la figura 3.1.  
3.1.1 Datos de entrada 
Los datos de entrada ingresados a la metodología propuesta se clasifican en dos grupos, los 
datos estáticos y los datos dinámicos.  
3.1.1.1 Datos estáticos 
Los datos estáticos son aquellos datos que siempre deben ser ingresados a la metodología 
para que se puedan procesar los datos. Se clasifican en: 
 Carpeta de trabajo: Indica la carpeta donde se guardan los resultados obtenidos.  
 Modelo a modificar: Representa el sistema de distribución modelado en ATPdraw, 
el cual es un archivo con extensión *.atp que contiene la tarjeta base del circuito.  
 Reducción del sistema: Indica el archivo que contiene la reducción del sistema de 
distribución. Dicho archivo debe estar con extensión *.mat.   
 Zonificación del circuito: Indica el archivo de Excel que contiene la zonificación 
del circuito. Dicho archivo debe contener tres hojas de cálculos, correspondientes 
respectivamente a los nodos con los que se entrena las metodologías de 
clasificación, los nodos del sistema de distribución y la zona a la que pertenece cada 
nodo, y finalmente, los nodos del sistema de distribución con los cuales se validan 
las metodologías.  
 Archivo de entrenamiento: Representa la carpeta donde se encuentra el archivo de 
entrenamiento, el cual contiene los descriptores con los cuales se entrenan las 
metodologías de clasificación.   
 Número de puntos a representar: Cantidad de evaluaciones a realizar en cada 
nodo.   
 Metodologías de clasificación: Representa la metodología con la que se va a 
trabajar, SVM (Máquinas de soporte vectorial) o K-nn (Metodologías de los k 
vecinos más cercanos).  
 
3.1.1.2  Datos dinámicos 
Los datos dinámicos se componen por los parámetros de modelado del sistema de 
distribución y sus correspondientes rangos de variación.  
Los parámetros de modelado se definen en cuatro grupos correspondientes a los segmentos 




3.1.1.2.1  Segmento de línea 
Dentro del segmento de línea se encuentra el rango de longitud, el rango de resistividad del 
terreno y la configuración del conductor. 
El rango de longitud, se ingresa el porcentaje mínimo y máximo en el cual se desea variar 
la longitud de las líneas. En el rango de resistividad del terreno se ingresa el rango mínimo 
y máximo en unidades de Ω/m. 
Finalmente, en la configuración del conductor, se selecciona entre una configuración 
equilátera, horizontal o vertical. Estas tres se muestran en las figuras 3.2, 3.3 y 3.4, 
respectivamente [MARI, 2013].  
 
Figura 3.2.Configuración equilátera. 
 
 
Figura 3.3.Configuración horizontal. 
 
 





3.1.1.2.2 Segmento de fuente 
Dentro del segmento de fuente se encuentra la magnitud y el ángulo de tensión de la fuente. 
En la magnitud, se ingresa el valor mínimo y máximo de la tensión en p.u. 
3.1.1.2.3 Segmento de carga 
El segmento de carga permite variar el rango de la carga en porcentaje y el factor de 
potencia.  
3.1.1.2.4 Segmento de resistencia 
Este segmento, permite variar el rango de resistencia de falla en ohm, y el tipo de falla a 
evaluar. 
Por lo general la resistencia de falla se asume en un rango de 0 Ω a 40Ω para sistemas de 
distribución [DAGE, 2000].  
Los tipos de fallas a evaluar presentan en la tabla 3.1.   
Falla 1 Falla monofásica fase A 
Falla 2 Falla monofásica fase B 
Falla 3 Falla monofásica fase C 
Falla 4 Falla bifásica fases A y B 
Falla 5 Falla bifásica fases B y C 
Falla 6 Falla bifásica fases C y A 
Falla 7 Falla bifásica a tierra fases A y B 
Falla 8 Falla bifásica a tierra fases B y C 
Falla 9 Falla bifásica a tierra fases C y A 
Falla 10 Falla trifásica 
Falla 11 Falla trifásica a tierra 
 
Tabla 3.1. Tipos de fallas. 
 
3.1.2 Latin hypercube 
En los datos de entrada, se ingresa el número n de evaluaciones que se desea realizar y los 
parámetros a modificar, así como el rango de variación de cada uno de ellos. Estos datos 
son utilizados por el Latin Hypercube para generar una matriz de incertidumbres que 
contiene un listado con las variaciones de los parámetros.  
La matriz generada, es una matriz x, donde cada columna representa un parámetro a 




El listado de variaciones obtenido debe ser evaluado para cada uno de los nodos que 
conforman el radial equivalente.  
 
3.1.3 Variación automática de parámetros 
La variación automática de parámetros se realiza mediante modificaciones a la tarjeta base 
del circuito, de acuerdo a la matriz de incertidumbre generada en la técnica de muestreo 
Latin hypercube.  
La tarjeta base del circuito es un archivo *.txt creada por el ATPdraw que contiene la 
información del circuito de distribución modelado. En este archivo se encuentra la 
información de las líneas, cargas, fuentes y transformadores.  
Finalmente, de la variación automática de parámetros se obtienen n archivos modificados 
con la extensión *.atp como se muestra en la tabla (3.2), donde cada uno contiene la tarjeta 







Tabla 3.2. Modificación de la tarjeta base del circuito de distribución.  
 
3.1.4 Simulación automática de fallas 
La simulación automática de fallas realiza varias copias a la tarjeta base del circuito, para 
adicionarles un elemento fallador de acuerdo al tipo de falla seleccionado [PEREZ, 2009]. 
Para ejecutar automáticamente cada uno de los archivos *.atp se utiliza un archivo de 
instrucciones de procesamiento batch, el cual tiene una extensión *.bat.  
Como resultado de la simulación de las fallas, se generan archivos con extensión *.pl4 que 
contienen los registros de tensión y corriente medidos en la subestación. Estos archivos son 
convertidos a *mat para el procesamiento de los datos por medio de otro archivo de 





3.1.5 Evaluación de un método de clasificación  
Dentro de los datos de entrada, se escoge la metodología con la cual se va a realizar la 
localización de la falla, ya sea los SVM (Máquinas de soporte vectorial) o los k-nn (Método 
de los k-vecinos más cercanos). 
Ambos métodos requieren para su simulación de un archivo de Excel, el cual contenga la 
zonificación de la red de distribución. El proceso de zonificación se realiza asignándole a 
cada uno de los datos de entrenamiento una zona. Como recomendación, se debe tener en 
cuenta que una zona no debe tener más de un lateral con las mismas fases, para eliminar el 
problema de múltiple estimación. 
Los criterios de zonificación de la red son: la topología de la red, la localización de las 
protecciones, la longitud de los alimentadores, la importancia del ramal y la disponibilidad 
de faltas para entrenar el método de clasificación [MORA, 2006]. 
Es importante resaltar, que si se tiene una zona donde la ocurrencia de fallas sea mayor o 
donde se requiera restaurar el servicio de una manera más rápida, entonces es recomendable 
reducir el tamaño de las zonas, para tener un mayor número de estas.  
Los SVM y los k-nn comprenden tres etapas para la realización de su metodología, la 
parametrización, el entrenamiento y la etapa de validación.   
 
3.1.5.1 Metodología K-nn 
En los k-nn, los datos utilizados para el entrenamiento fueron obtenidos con los valores 
nominales del circuito de distribución, a partir de una herramienta de simulación 
automática de fallas,  ya que es necesario que la base de datos sea extensa para la adecuada 
implementación del método. Esta base de datos se ingresa al principio de la metodología y 
se utiliza como entrada para la etapa de parametrización. 
La parametrización utiliza como parámetros de entrada, la variación en la tensión de línea y 
de fase, la variación en la corriente de línea y de fase, la variación en la potencia aparente 
de línea y de fase y la variación en la reactancia de línea y de fase vista desde la 
subestación, para obtener 255 combinaciones que sirven como entrada del clasificador k-nn 
[ZAPA, 2010]. 
Para los k-nn, no hay entrenamiento propiamente dicho, simplemente se refiere a la mejor 
base de datos utilizando la técnica de condensación de Hart [COVE, 1967]. A partir de esta 
base de datos se realiza la clasificación de los datos de prueba.  
La etapa de prueba se realiza con la base de datos que resulta de simular la matriz x, 




En esta fase, se extrae la matriz de confusión de la máquina de clasificación, la cual 
muestra en las filas la información de cuantos datos fueron clasificados en cada clase y en 
las columnas cuantos datos pertenecen realmente a esa clase. Esta matriz permite identificar 
las zonas de mayor error [ZAPA, 2010]. 
Para determinar la precisión del método utilizado, se emplea la ecuación (14), donde el 
número de datos bien clasificados corresponde a los números que se encuentran en la 





 𝑥 100%        (14) 
 
 
3.1.5.2 Máquinas de soporte vectorial 
Las máquinas de soporte vectorial utilizan como entrada de la parametrización una base de 
datos obtenida con valores nominales del circuito de distribución. Esta base de datos se 
genera por medio de la herramienta de simulación automática de fallas. Además utiliza 10 
combinaciones de descriptores que sirven como entrada para los métodos de clasificación 
[GIL, 2011].  
La etapa de entrenamiento en los SVM se realiza con todos los datos obtenidos de la 
simulación automática de fallas, incluyendo los nominales [GIL, 2011].  
Finalmente, en la etapa de validación se utilizan los descriptores que resultan de simular la 
matriz x, obtenida de la técnica de muestreo.  
En esta etapa, también se obtiene la matriz de confusión para cada tipo de fallas y la 
precisión del método con la ecuación (14).  
 
Para ambas metodologías, la matriz de confusión es una matriz cuadrada z x z, donde z 
representa el número de zonas del sistema de distribución. Dentro de la matriz, las 
columnas representan las zonas en las que fue dividido el sistema, y las filas indican en 
donde el localizador ubicó las fallas simuladas. Por lo tanto, una matriz diagonal es una 
matriz de confusión ideal, tal como se muestra en la tabla 3.3.   
Dentro de una matriz de confusión, los elementos que no se encuentran en la diagonal, 















0 0 0 0 
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Tabla 3.3. Matriz de confusión 
 
Con el fin de complementar la precisión como medida de error, se propone calcular la 
desviación de la matriz a partir del método del auto-vector principal.  
La importancia del cálculo de la desviación radica en determinar la dispersión de la matriz 
obtenida por los métodos, en comparación con la matriz ideal, es decir, determinar si la 
matriz contiene errores concentrados, lo cual indicaría que el localizador no está 
funcionando correctamente. 
3.1.5.3 Cálculo de la desviación a partir del método del auto-vector principal 
El método del auto-vector principal se utiliza fundamentalmente para el análisis de las 
matrices de comparación por pares. Este método permite obtener el vector de pesos o 
también denominado vector de prioridad con el auto-vector normalizado correspondiente al 
máximo valor propio de la matriz [RUIZ, 2011].   
Sea M, una matriz cuadrada n x n, considerada como una perturbación de una matriz ideal 





La matriz D, está dada por una matriz diagonal como se muestra en la tabla (3.4), donde 
cada  ℷ corresponde a los valores propios de la matriz. 
 
ℷ1 0 0 0 0 
0 ℷ2 0 0 0 
0 0 ℷ3 0 0 
0 0 0 ℷ…. 0 
0 0 0 0 ℷn 
 
Tabla 3.4. Matriz D.  
 
La matriz V, contiene los vectores propios, de manera que se cumpla la expresión descrita 
en (15), donde M corresponde a la matriz evaluada y D corresponde a los valores propios 
mencionados anteriormente.  





Finalmente, 𝜌(𝑀) se denomina el radio espectral de la matriz M, calculado como se indica 
en (16). 
 





El cálculo de 𝜌(𝑀) se realiza, para obtener la posición donde se encuentra el valor propio 
máximo de la matriz. Con esta posición, se asigna  como vector de pesos la columna de V 
que corresponda a la posición obtenida. Por lo tanto, para una matriz cuadrada n x n, el 
vector de pesos obtenido es de la forma n x 1.  
 
Posteriormente, se normaliza el vector de pesos para que satisfaga la condición que se 
muestra en  (17). 






         
(17) 
 
El procedimiento anterior se realiza tanto para la Matriz M (considerada como una 
perturbación de la matriz ideal), como para la matriz W (considerada la matriz ideal). Por lo 




matriz real, y,  𝑊𝑗  representa el vector de prioridad de la matriz ideal, ambos utilizados 
para el cálculo de la desviación.  
La desviación se calcula por medio de 𝑁𝑖𝑗 y 𝑃𝑖𝑗, las cuales representan las desviaciones 
negativas y positivas de la matriz M, calculadas como se indica en (18) y (19), 
respectivamente. 
 
𝑁𝑖𝑗 =  
1
2





𝑃𝑖𝑗 =  
1
2






Estas desviaciones permiten expresar la discrepancia entre la matriz obtenida por el 
localizador y la matriz ideal por medio de la norma de 𝑁𝑖𝑗 + 𝑃𝑖𝑗 sobre la norma de la matriz 
ideal, como se muestra en (20). 
 
𝐷𝑒𝑠𝑣𝑖𝑎𝑐𝑖ó𝑛 =  







Cuando la desviación es alta, representa que los errores están concentrados en una zona, lo 
cual indica un mal funcionamiento del localizador. Por el contrario, cuando la desviación es 
baja indica que los errores están dispersos, resultado que se espera obtener en el 
localizador. 
Finalmente, cuando se complementan la precisión y la desviación, se espera que la 
precisión sea alta y la desviación baja para indicar que el localizador está funcionando de 
una manera correcta.  
3.1.6 Análisis de regresión  
 
El análisis de regresión se realiza con las expresiones (10), (11), (12) y (13) 
respectivamente, para el cálculo del valor absoluto de los coeficientes estandarizados de 
regresión o también llamados coeficientes Beta, los cuales indican la importancia de la 
variable de entrada. 
Los coeficientes Beta obtenidos tienen valores que varían entre 0 y 1. Entre más grande sea 




Para realizar el análisis de regresión no se necesita normalizar las variables de entrada y de 
salida, ya que el cálculo de los coeficientes de regresión estandarizados de la manera 
presentada en este documento es equivalente a realizar el análisis de regresión con las 
entradas y salidas normalizadas.  
 
3.1.6.1  Cálculo de los coeficientes Beta a partir de las medidas de precisión.   
Con las medidas de precisión obtenidas, se calcula el error, el cual se expresa como se 




𝐸𝑟𝑟𝑜𝑟 = 1 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 
 
      (21) 
 
 
Para obtener los coeficientes de regresión  bj ,  se emplea la ecuación descrita en (22). 
Donde y representa el vector de salida que contiene los n errores obtenidos con la expresión 





𝑇 ∗ 𝑥)−1 ∗ 𝑥𝑇 ∗ 𝑦 
 
      (22) 
 
 
Después de obtenidos estos coeficientes, se calculan los coeficientes Beta como se muestra 









      (23) 
 
 
Finalmente, el resultado de Beta es un vector s x 1, donde s indica los parámetros que se 
variaron en el análisis de sensibilidad. El valor absoluto de estos coeficientes es el que 





3.1.6.2  Cálculo de los coeficientes Beta a partir de las medidas de desviación  
Para el cálculo de los Betas con las medidas de desviación, se realiza exactamente el mismo 
procedimiento descrito en 3.1.6.1, la única diferencia es que  y representa el vector de 
salida que contiene las n desviaciones obtenidas con la ecuación (20).  
 
3.1.7 Gráficas de desempeño de los parámetros 
La metodología propuesta realiza un gráfico del comportamiento de los parámetros de 
modelado en cada una de las fallas simuladas. Como se presenta en la figura 3.5 
 
Figura 3.5. Gráfico del comportamiento de los parámetros de modelado. 
 
En la figura 3.5, el eje horizontal representa los tipos de fallas que fueron simulados en el 
radial equivalente, y el eje vertical muestra el valor de los coeficientes Betas obtenidos para 
cada uno de los parámetros que se variaron. 
Además de esto,  se presenta en cada resultado, la media y la desviación estándar obtenidos 
para cada tipo de falla, calculadas con las ecuaciones (10) y (13) respectivamente. A partir  
del análisis propuesto se pueden obtener las conclusiones dependiendo de la metodología 
utilizada y el tipo de falla simulado.  





























































En este capítulo se presenta la validación y análisis de resultados de la metodología 
propuesta para determinar el efecto de la variación de los parámetros de modelado en 
métodos de clasificación.  
 
El capítulo empieza con la definición del sistema de prueba, un circuito de distribución de 
energía IEEE 34 nodos, el cual es un circuito ampliamente utilizado en las investigaciones 
de localización de fallas. Seguido de esto, se realiza la validación de la metodología 
utilizando dos métodos de clasificación, para cada uno de los escenarios propuesto en el 
sistema de distribución.  
 
 
4.2 Descripción del sistema de prueba y escenarios 
 
4.2.1 Descripción del sistema de prueba  
 
El sistema de prueba es el sistema IEEE de 34 nodos, el cual es tomado de los “test feeders” 
del “Distibution System Analysis Subcommittee” del “Institute Electrical and Electronics 
Enginieers” [IEEE, 2000] se presenta en la figura 4.1. Este alimentador se encuentra 
ubicado en el estado de Arizona (Estados Unidos) y opera a una tensión de 24,9 kV. Sus 
principales características son la presencia de ramales monofásicos, bifásicos y trifásicos, 
múltiples calibres de conductor y cargas desbalanceadas. Este sistema se modeló en el 
software de simulación ATPdraw. 
 
El sistema no considera el modelado de líneas LCC, aspecto que imposibilita el análisis de 
algunos parámetros de modelado como la resistividad del terreno y el cambio de la 
configuración de la línea. Por esta razón, estos parámetros no son considerados en la 
validación.  
 
Para el análisis de los resultados se utiliza el radial equivalente seleccionado, debido a que 
contiene el mayor número de nodos del sistema. Los parámetros y rangos seleccionados de 
variación se presentan en la tabla 4.1.  
El análisis se realizó con n=10 y s=6, donde n representa el número de evaluaciones 






Figura 4.1. Sistema IEEE de 34 nodos en ATPdraw. 
 
Parámetros de modelado Rango de incertidumbre 
Mínimo Máximo 
Magnitud de tensión en la fuente 0.95 p.u 1.05 p.u 
Desbalance -5 ° 5° 
Carga del sistema promedio 10% 105% 
Factor  de potencia promedio 0.81 0.91 
Longitud del conductor 90% 110% 
Resistencia de falla 0 Ω 40 Ω 





4.2.2 Validación de la metodología con los k-nn 
 
La validación de la metodología propuesta se realiza teniendo en cuenta los parámetros 
descritos en la tabla 4.1. Para realizar la validación de la metodología se seleccionan los 
siguientes escenarios: 
 
a) Escenario 1: Análisis de sensibilidad con las medidas de error. 
b) Escenario 2: Análisis de sensibilidad con las medidas de desviación.  
c) Escenario 3: Análisis de sensibilidad con la unión de las medidas de error y desviación.  
 
El desempeño de la metodología se analiza por medio de curvas que enfrentan los 
coeficientes de Beta estandarizados contra el tipo de fallas que se simularon. Los tipos de 
fallas simuladas fueron la 1,4, 7 y 10 que corresponden a la falla monofásica en la fase A, 
la falla bifásica en las fases A y B, la falla bifásica a tierra en las fases A y B y la falla 
trifásica respectivamente.  
 
En la etapa de parametrización, se utilizaron como datos de entrenamiento los descriptores 
del sistema de distribución obtenidos con valores nominales. Estos descriptores fueron 
generados con la herramienta de simulación automática de fallas y se ingresan al principio 
de la metodología. Esta etapa realiza 255 combinaciones de descriptores que son la entrada 
para los localizadores. 
 
En la etapa de validación, se utilizan los descriptores generados con la simulación de la 
matriz x, obtenida en el Latin Hypercube. Con estos descriptores se calcula la precisión y la 
desviación de la máquina de clasificación, a partir de la matriz de confusión obtenida para 
cada tipo de falla. 
4.2.2.1 Escenario 1: Análisis de sensibilidad con las medidas de error 
Este escenario se realiza a partir de las medidas de precisión obtenidas de la máquina de 
clasificación como se menciona a continuación.   
Para cada tipo de falla se obtienen n medidas de precisión a partir de las matrices de 
confusión generadas por los localizadores. Para cada medida de precisión se calcula el 
error, definido como 1 menos la precisión, tal como se muestra en (21). 
Los n errores representan el vector de salida que debe ser ingresado a la técnica de 
sensibilidad. Con este vector de salida y el procedimiento descrito en el capítulo 3 para el 
análisis de regresión se obtienen los 6 Betas que representan la importancia de los 
parámetros de carga, factor de potencia, magnitud de voltaje, desbalance, resistencia de 
falla y longitud respectivamente, para este tipo de falla analizado. 
El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.2. La cual representa en el eje vertical el coeficiente Beta 






Figura 4.2. Gráfica del  comportamiento de las medidas de error para el conjunto IEEE34 
nodos. Metodología k-nn. 
 
En la figura mostrada anteriormente, se observa cómo la resistencia de falla es el parámetro 
que más prevalece en las fallas monofásicas y trifásicas. Para las fallas bifásicas y bifásicas 
a tierra el parámetro más significativo es la magnitud de tensión. Por lo tanto, se puede 
concluir cómo cada parámetro influye de manera diferente en cada tipo de falla.  
En la metodología k-nn utilizada, se extraen 255 combinaciones de descriptores durante la 
etapa de parametrización. Con cada una de las combinaciones se entrena y se realiza una 
pequeña validación para obtener la combinación óptima de descriptores y la mejor manera 
de calcular la distancia por cada falla. Esta pequeña validación se encuentra también en la 
etapa de parametrización. Por lo tanto, en esta etapa, se obtienen para cada tipo de falla, 
combinaciones óptimas diferentes y métodos diferentes para hallar las distancias a los datos 
más cercanos al dato de prueba. Sin embargo, realizando varias pruebas con combinaciones 
de parámetros diferentes a los óptimos, se pudo concluir que esta gráfica no depende de la 
combinación con que se trabaje, ya que para las diferentes combinaciones, los parámetros 
más representativos fueron los mismos.   
Para el análisis de resultados, se realizaron también diferentes pruebas para mirar el 
comportamiento de las gráficas ante diferentes bases de datos, las cuales se obtenían con 
diferentes matrices generadas por el Latin Hypercube. Se pudo concluir cómo con 
diferentes bases de datos, los valores de los Betas difieren un poco. Sin embargo, en la 
mayoría de los casos, los parámetros más significativos siguen siendo la magnitud de 
tensión y la resistencia de falla.  

























































A continuación, se presenta el análisis estadístico realizado para cada tipo de fallas. Este 
análisis se realiza calculando la media y la desviación estándar poblacional a los n errores 
obtenidos en cada falla. Estas medidas se calculan con las ecuaciones (10) y (13) 




Y media Sy 
1 0.2444 0.0987 
4 0.2778 0.2619 
7 0.2889 0.2426 
10 0.4222 0.3045 
 
Tabla 4.2. Datos de las medias y las desviaciones estándar de los errores para cada tipo de 
fallas. Metodología k-nn.  
 
En la tabla 4.2 se muestra cómo la metodología de localización basada en k-nn presenta un 
error más pequeño para las fallas monofásicas, lo cual muestra un mejor comportamiento 
del localizador en este tipo de fallas.  Sin embargo se puede ver como la media y la 
desviación, presentan valores altos, lo que indica que el método depende altamente de los 
parámetros de modelado.  
 
4.2.2.2 Escenario 2: Análisis de sensibilidad con las medidas de desviación  
Este escenario se realiza con las medidas de desviación obtenidas de la máquina de 
clasificación. Para cada tipo de falla se obtienen n medidas de desviación a partir de las 
matrices de confusión generadas por los localizadores.  
Las n desviaciones representan el vector de salida que debe ser ingresado a la técnica de 
sensibilidad. Con este vector de salida y el procedimiento descrito en el capítulo 3 para el 
análisis de regresión se obtienen los 6 Betas que representan la importancia de los 
parámetros de carga, factor de potencia, magnitud de voltaje, desbalance, resistencia de 
falla y longitud respectivamente, para este tipo de falla analizado. 
El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.3. La cual representa en el eje vertical el coeficiente Beta 





Figura 4.3. Grafica del comportamiento de las medidas de desviación para el conjunto 
IEEE34 nodos. Metodología k-nn.  
 
 
En la figura 4.3 se observa, como para las fallas monofásicas, bifásicas y bifásicas a tierra 
el parámetro más influyente es el factor de potencia. En las fallas trifásicas la carga 
representa la mayor influencia. 
El valor de los Betas indica la importancia que tiene el parámetro de entrada en la 
dispersión de los datos, por lo tanto se puede concluir que variaciones muy altas en el factor 
de potencia, presentarían un aumento en los errores concentrados de la matriz de confusión. 
Sin embargo, en general los Betas, se presentan bastante bajos lo cual indica un 
comportamiento correcto en el localizador, en cuanto a la dispersión de los datos.  
Ésta gráfica, presenta el mismo comportamiento para las diferentes combinaciones. Por lo 
tanto para combinaciones diferentes y formas diferentes de calcular las distancias a los 
datos más cercanos al dato de prueba, se obtienen las mismas gráficas, con valores iguales 
en los coeficientes estandarizados de regresión.  
A continuación, se presenta el análisis estadístico realizado para este escenario. Éste 
análisis se realiza calculando la media y la desviación estándar poblacional a las n 
desviaciones obtenidas en cada falla. Estas medidas se calculan con las ecuaciones (10) y 
(13) respectivamente, y sus resultados se muestran en la tabla 4.3.  
 

























































Y media Sy 
1 0.0875 0.0147 
4 0.0917 0.0061 
7 0.0852 0.0096 
10 0.0955 0.0219 
 
Tabla 4.3. Datos de las medias y las desviaciones estándar de las desviaciones de cada 
tipo de fallas. Metodología k-nn.  
 
En la tabla 4.3 se aprecia como la media y la desviación son bastantes bajas, lo cual 
representa un buen comportamiento del localizador a nivel de la dispersión de los datos. En 
general el error sigue siendo menor para las fallas monofásicas, lo cual indica nuevamente 
que la metodología tiene un mejor comportamiento en este tipo de fallas.  
 
4.2.2.3  Escenario 3: Análisis de sensibilidad con la unión de las medidas de error y 
desviación 
Este escenario se realiza a partir de la unión de las medidas de error y desviación 
mencionadas anteriormente.  
Para cada tipo de falla se obtienen n medidas de error y n medidas de desviación a partir de 
las matrices de confusión generadas por los localizadores.  
Los n errores representan el primer vector de salida y son ingresados a la técnica de 
sensibilidad. Con este vector se obtienen los 6 Betas que representan la importancia de los 
parámetros variados, en cuanto al error de los localizadores.  
Posteriormente. Se ingresan a la técnica de sensibilidad las n desviaciones que representan 
el otro vector de salida. Con este vector de salida se obtienen los 6 Betas que indican la 
importancia de los parámetros variados, en cuanto a la dispersión de los datos de la matriz 
de confusión.  
La unión de estas dos medidas se realiza haciendo un promedio de los Betas obtenidos con 
las medidas de error y los Betas obtenidos con las medidas de desviación como se muestra 
en (24).  










El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.2. La cual representa en el eje vertical el coeficiente Beta 
y en el eje horizontal el tipo de fallas simulado.  
 
 
Figura 4.4. Grafica del comportamiento de las medidas de error y desviación en el 
conjunto IEEE34 nodos. Metodología k-nn. 
 
En la figura 4.4 se observa la gráfica para la unión de las medidas de error y desviación. 
Esta figura muestra como el factor de potencia es el parámetro más influyente en las fallas 
monofásicas. Para las fallas bifásicas y bifásicas a tierra se presenta un mayor Beta en la 
magnitud de voltaje y para las trifásicas en la resistencia de falla.  
En general se observa como los valores de Beta, presentan valores bajos en este escenario. 
Por lo tanto esta metodología tiene un buen comportamiento ante variaciones en los 
parámetros de modelado.  
En la tabla 4.4 se presenta el análisis estadístico que muestra la media y desviación estándar 
poblacional para cada tipo de falla. Éste análisis se realizando calculando la media y la 
desviación estándar para los n errores mencionados anteriormente. Seguido de esto, se 
calcula la media y la desviación estándar poblacional para las n desviaciones obtenidas.  
Finalmente, se saca un promedio de las medias y las desviaciones estándar como se muestra 
en (25) y (26) respectivamente. 
































































𝑌𝑚𝑒𝑑𝑖𝑎 =  




      (24) 
 
𝑆𝑦 =  




      (24) 
 
 
El procedimiento descrito anteriormente se realiza para cada tipo de falla y los resultados 





Y media Sy 
1 0.1659 0.0567 
4 0.1847 0.1340 
7 0.1870 0.1261 
10 0.2588 0.1632 
 
Tabla 4.4. Datos de las medias y las desviaciones estándar de las medidas de error y 
desviación de cada tipo de fallas. Metodología K-nn. 
 
En la tabla 4.4 se puede observar como el valor de la media y la desviación muestran 
errores altos, lo cual indica una precisión baja con respecto a los valores que se esperan de 
un localizador. En conclusión, la metodología k-nn depende significativamente de los 
parámetros de modelado.  
 
4.2.3 Validación de la metodología con los SVM 
 
La validación de la metodología propuesta se realiza teniendo en cuenta los parámetros 




a) Escenario 1: Análisis de sensibilidad con las medidas de error. 
b) Escenario 2: Análisis de sensibilidad con las medidas de desviación.  






El desempeño de la metodología se analiza por medio de curvas que enfrentan los 
coeficientes de Beta estandarizados contra el tipo de fallas que se simularon. Los tipos de 
fallas simuladas fueron la 1,4, 7 y 10 que corresponden a la falla monofásica en la fase A, 
la falla bifásica en las fases A y B, la falla bifásica a tierra en las fases A y B y la falla 
trifásica respectivamente.  
 
En la etapa de parametrización, se utilizaron como base de datos los descriptores del 
sistema de distribución obtenidos con valores nominales. Estos descriptores fueron 
generados con la herramienta de simulación automática de fallas y se ingresan al principio 
de la metodología. Esta etapa realiza 10 combinaciones de descriptores que son la entrada 
para los localizadores.  
 
En la etapa de entrenamiento, se utilizaron como datos de entrenamiento varios archivos de 
descriptores del sistema de distribución. Un archivo contiene los descriptores obtenidos con 
valores nominales, y los otros archivos son obtenidos con variaciones en la carga, longitud 
o magnitud de tensión del circuito. Estos descriptores fueron generados con la herramienta 
de simulación automática de fallas y se ingresan al principio de la metodología.  
 
En la etapa de validación, se utilizan los descriptores generados con la simulación de la 
matriz x, obtenida en el Latin Hypercube. Con estos descriptores se calcula la precisión y la 
desviación de la máquina de clasificación, a partir de la matriz de confusión obtenida para 
cada tipo de falla. 
 
4.2.3.1 Escenario 1: Análisis de sensibilidad con las medidas de error 
Este escenario se realiza a partir de las medidas de precisión obtenidas de la máquina de 
soporte vectorial como se menciona a continuación.   
La máquina de soporte vectorial, obtiene n medidas de precisión para cada tipo de falla. Por 
lo tanto, se calcula el error para cada medida de precisión con la ecuación (21). 
Los n errores representan el vector de salida que se ingresa a la técnica de sensibilidad. Con 
este vector de salida y el procedimiento descrito en el capítulo 3 para el análisis de 
regresión, se obtienen los Betas que representan la importancia de cada uno de los 
parámetros variados en la tabla 4.1. 
El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.5. Donde el eje vertical representa el coeficiente Beta y el 





Figura 4.5. Grafica del comportamiento de las medidas de error para el conjunto IEEE34 
nodos. Metodología SVM. 
 
En la figura 4.5, se observa que para las fallas monofásicas el parámetro más influyente es 
el factor de potencia. Para las fallas bifásicas y bifásicas a tierra se presenta un Beta mayor 
en el parámetro de magnitud de voltaje y para las fallas trifásicas en la resistencia de falla.   
Esta metodología presenta un comportamiento similar que la metodología analizada 
anteriormente, ya que la magnitud de voltaje y la resistencia de falla se encuentran dentro 
de los parámetros que más prevalecen. 
A continuación, se presenta el análisis estadístico realizado para cada tipo de fallas. Este 
análisis se realiza calculando la media y la desviación estándar poblacional a los n errores 
obtenidos en cada falla. Estas medidas se calculan con las ecuaciones (10) y (13) 
respectivamente y sus resultados se muestran en la tabla 4.5.  
Tipo de 
Falla 
Y media Sy 
1 0.3556 0.2241 
4 0.4944 0.2198 
7 0.4222 0.2762 
10 0.5389 0.1796 
 
Tabla 4.5. Datos de las medias y las desviaciones estándar de las medidas de error de cada 
tipo de fallas. Metodología SVM. 
 
 























































En la tabla 4.5 se observa como las máquinas de soporte vectorial presentan un error más 
grande que la metodología k-nn. Lo cual indica que estas metodologías son más vulnerables 
a los cambios en los parámetros de entrada.  
 
Las medias estadísticas calculadas del error son bastante grandes, al igual que las 
desviaciones, lo que indica que el localizador presenta una precisión muy baja.  Para esta 
metodología la falla bifásica a tierra, es la que representa un menor error. Sin embargo este 
error es bastante alto comparado con lo que se espera de un localizador. 
  
4.2.3.2 Escenario 2: Análisis de sensibilidad con las medidas de desviación  
Este escenario se realiza con las medidas de desviación obtenidas de la máquina de soporte 
vectorial. Para cada tipo de falla se obtienen n medidas de desviación correspondientes a 
cada evaluación.  
Las n desviaciones representan el vector de salida que se ingresó a la técnica de 
sensibilidad. Con este vector de salida y el procedimiento descrito para el análisis de 
regresión se obtienen los Betas que representan la importancia de los parámetros variados. 
Los parámetros variados corresponden a la carga, factor de potencia, magnitud de voltaje, 
desbalance, resistencia de falla y longitud y sus respectivos rangos de variación se muestran 
en la tabla 4.1. 
Como se menciono anteriormente, no se necesitan normalizar las variables de entrada y de 
salida para realizar el cálculo de los Betas. Esto es válido,  solamente para realizar el 
cálculo de los Betas de la manera presentada en este documento.  
El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.6. Donde el eje vertical representa el coeficiente Beta y el 







Figura 4.6. Grafica del comportamiento de las medidas de desviación para el conjunto 
IEEE34 nodos. Metodología SVM. 
 
Para este gráfico se observa cómo el parámetro de resistencia de falla es el que más influye 
para las fallas monofásicas y bifásicas a tierra, representadas con los números 1 y 7 
respectivamente. Para las fallas bifásicas el parámetro más influyente es la longitud y para 
las fallas trifásicas es el desbalance.  
En general, en esta metodología se presenta unos Betas más pequeños que la metodología 
analizada anteriormente,  lo cual indica que la variación en los parámetros presenta poca 
influencia en la dispersión de los datos de las matrices de confusión.   
A continuación, se presenta el análisis estadístico realizado para este escenario. Éste 
análisis se realiza calculando la media y la desviación estándar poblacional a las n 
desviaciones obtenidas en cada falla. Estas medidas se calculan con las ecuaciones (10) y 
(13) respectivamente, y sus resultados se muestran en la tabla 4.6.  
Tipo de 
Falla 
Y media Sy 
1 0.0956 0.0411 
4 0.0913 0.0117 
7 0.0917 0.0061 
10 0.0852 0.0096 
 
Tabla 4.6. Datos de las medias y las desviaciones estándar de las medidas de desviación 
para cada tipo de fallas. 
























































En general, la media presenta un mejor comportamiento para esta metodología, lo cual 
indica que las matrices de confusión presentan menos errores concentrados.  
En conclusión, la variación en los parámetros de entrada no presenta una influencia 
significativa para la dispersión de la matriz de confusión.  
 
4.2.3.3  Escenario 3: Análisis de sensibilidad con la unión de las medidas de error y 
desviación 
Este escenario se realiza a partir de la unión de las medidas de error y desviación 
mencionadas anteriormente.  
La máquina de soporte vectorial obtiene para cada tipo de falla, n medidas de error y n 
medidas de desviación a partir de las matrices de confusión generadas por los localizadores.  
Los n errores representan el primer vector de salida y son ingresados a la técnica de 
sensibilidad. Con este vector, se obtienen los Betas para cada parámetro variado, los cuales 
representan la importancia que tiene la variación de cada parámetro para la precisión de la 
máquina clasificadora.  
Posteriormente. Se ingresan a la técnica de sensibilidad las n desviaciones que representan 
el otro vector de salida. Con este vector de salida se obtienen los Betas que indican la 
importancia de los parámetros variados para la dispersión de los datos de la matriz de 
confusión.  
La unión de estas dos medidas se realiza haciendo un promedio de los Betas obtenidos con 
las medidas de error y los Betas obtenidos con las medidas de desviación como se muestra 
en (24).  
El procedimiento descrito anteriormente se realiza para cada una de las fallas simuladas, 
con lo cual se obtiene la figura 4.7. La cual representa en el eje vertical el coeficiente Beta 






Figura 4.7. Grafica del comportamiento de las medidas de error y desviación para el 
conjunto IEEE34 nodos. Metodología SVM. 
 
 
En la figura 4.7 se observa que tanto para las fallas monofásicas, bifásicas y bifásicas a 
tierra el parámetro más influyente es la magnitud de voltaje, y para las fallas trifásicas se 
presenta un Beta mayor en el desbalance. 
En general, los Betas en esta metodología presentan valores más grandes que los 
presentados anteriormente, por lo tanto se puede concluir que las máquinas de soporte 
vectorial son más dependientes de los parámetros de entrada con respecto a la metodología 
k-nn.  
En la tabla 4.7 se presenta el análisis estadístico que muestra la media y desviación estándar 
poblacional para cada tipo de falla. Éste análisis se realizando calculando la media y la 
desviación estándar para los n errores mencionados anteriormente. Seguido de esto, se 
calcula la media y la desviación estándar para las n desviaciones obtenidas.  
Finalmente, se saca un promedio de las medias y las desviaciones estándar como se muestra 
en (25) y (26) respectivamente. 
El procedimiento descrito anteriormente se realiza para cada tipo de falla y los resultados 






































































Y media Sy 
1 0.3333 0.1638 
4 0.3312 0.1207 
7 0.2823 0.1186 
10 0.3046 0.1270 
 
Tabla 4.7. Datos de las medias y las desviaciones estándar de las medidas de error y 
desviación de cada tipo de fallas. 
 
De la tabla 4.7 se puede observar como la media y la desviación son valores bastante altos, 
lo cual indica que la metodología no tiene un buen funcionamiento ante la variación de los 
parámetros de entrada. 
 
En comparación con la metodología anterior, se presentan errores más altos, lo cual indica 
que las máquinas de soporte vectorial presentan mayor dependencia del modelo en 


































Este documento se enfoca en los metodologías basadas en el conocimiento, las cuales 
brindan una localización de la falla de manera exitosa reduciendo el problema de múltiple 
estimación. Sin embargo, esta metodología tiene el problema de la alta dependencia del 
modelo, lo cual implica una buena base de datos para el correcto funcionamiento de la 
metodología.   
En los sistemas eléctricos de potencia, la validación de la base de datos para el adecuado 
modelado de los parámetros del circuito, representa un problema complejo, debido a la gran 
dificultad para evaluar todos éstos. Por lo tanto, se hace necesario un análisis de 
sensibilidad, el cual estudia la influencia de cada uno de los parámetros de modelado, sobre 
la localización de las fallas entregadas por cada una de las metodologías.  
La metodología implementada se desarrolla con una herramienta de variación automática 
de parámetros, la cual permite modificar la tarjeta base del circuito con diferentes valores 
en los parámetros de entrada.  
Después de obtener varios circuitos con parámetros modificados, la metodología emplea 
una herramienta de simulación automática de fallas que permite tener la base de datos de 
los descriptores del sistema ante diferentes fallas en el circuito de distribución.  
Esta base de datos sirve como entrada para las metodologías de localización, obteniendo 
como salida una matriz de confusión que se ingresa a la técnica de sensibilidad para lograr 
obtener las gráficas que muestran el comportamiento de los parámetros de entrada con 
respecto a cada falla simulada. 
La metodología implementada para el análisis de sensibilidad, cuenta con una interfaz 
gráfica que permite un fácil manejo. La metodología está en capacidad de analizar una 
amplia variedad de parámetros. 
La metodología implementada permite variar los parámetros que se consideren necesarios y 
en el rango deseado, para finalmente obtener la gráfica que le muestra la importancia de 
cada parámetro a través de unos coeficientes de regresión estandarizados, los cuales tienen 
valores entre 0 y 1. El valor de 1 representa la máxima influencia que tiene un parámetro 
sobre la localización de las fallas.  
El análisis presentado en este documento, evalúa el radial principal del sistema IEEE34 
nodos y muestra las gráficas correspondientes a cada evaluación, de acuerdo a la 
metodología de clasificación escogida. Las metodologías pueden ser los k-nn (Metodología 




Los resultados demuestran que cada parámetro influye de manera diferente en cada tipo de 
falla y dependiendo de la metodología utilizada. 
De la metodología k-nn se pudo concluir cómo la gráfica de desempeño de la metodología 
no depende de la combinación con que se trabaje en la parametrizacion, ya que para las 
diferentes combinaciones, los parámetros más representativos fueron los mismos.  
En ambas metodologías los parámetros de magnitud de voltaje y de resistencia de falla se 
encontraban dentro de los parámetros que más influían para los diferentes tipos de fallas.  
También se observó como la metodología k-nn presenta mejores resultados ante la 
variación de los parámetros de entrada, por lo tanto esta metodología es la menos 
dependiente del modelado del circuito.  
 
5.2 Recomendaciones 
Se recomienda ampliar la metodología propuesta, integrándole más métodos de 
clasificación, para comprobar cuales presentan mejores resultados ante la variación de 
parámetros. Con esto, se puede conocer las metodologías que sean menos dependientes del 
modelo, las cuales deberían ser usadas para crear un localizador robusto.  
 
5.3 Trabajos futuros 
Para trabajos futuros se debe ampliar los parámetros de incertidumbre a analizar, como el 
modelado de las líneas en pi o T, o el modelado de las cargas como impedancia constante, 
potencia constante o híbrido. 
También se espera, que la metodología sirva de ayuda para encontrar localizadores más 
robustos, que no dependan tanto del modelado de los parámetros del circuito. Por lo tanto, 
es necesario integrar a la metodología más métodos de clasificación a analizar. 
Finalmente, la metodología se debe acondicionar para que no varíen todos los nodos del 
radial equivalente seleccionado de igual forma, sino que se pueda cambiar el valor que se 
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