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We present how the theory of polynomials can be used to describe the asymptotic
behaviour of the sequence of Lipschitz constants for iterates of mean nonexpansive
mappings. We find, as consequences, using the Lifshitz theorem, some new fixed point
theorems. We also prove that the fixed point set of every mean nonexpansive mapping is
closed and convex, provided the Banach space is strictly convex.
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1. Introduction
Let (M, ρ) be a metric space. A mapping T : M → M is called lipschitzian if there exists a constant k ≥ 0 such that for
every x, y ∈ M, ρ(Tx, Ty) ≤ kρ(x, y). The smallest constant k which satisfies this condition is called the Lipschitz constant
and is denoted by kρ(T ), or simply k(T ). Lipschitzian mappings with k = 1 are referred to as nonexpansive.
Goebel and Japón Pineda [1] gave the following definition: let α = (α1, . . . , αn), where α1, . . . , αn ∈ R, αi ≥ 0, α1 > 0,
αn > 0 and
n
j=1 αj = 1; we say that T : M → M is an α-nonexpansive mapping if for each x, y ∈ M ,
n
j=1
αjρ(T jx, T jy) ≤ ρ(x, y). (1.1)
When the multi-index α is not specified, we simply say that T ismean nonexpansive.
Goebel and Japón Pineda proved the following theorems.
Let C be a nonempty, closed, convex and bounded subset of a Banach space X . We say that C has the fixed point property
for nonexpansive (α-nonexpansive) mappings if every nonexpansive (α-nonexpansive) mapping T : C → C has a fixed
point, that is, there exists x ∈ C such that Tx = x.
Theorem 1.1. If C has the fixed point property for nonexpansive mappings, then C has the fixed point property for
α-nonexpansive mappings with all α = (α1, α2) such that α1 ≥ 12 .
Theorem 1.2. If C has the fixed point property for nonexpansive mappings, then for any α = (α1, . . . , αn) with α1 ≥ 1n−1√2 ,
αn > 0, C has the fixed point property for α-nonexpansive mappings.
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It was also noticed that the evaluation which guarantees the fixed point property for α-nonexpansivemappings depends
also on the distribution of the remaining coefficients αi, i = 2, . . . , n. For example, for n = 3 and α = (α1, α2, α3) with
α1 ≥ α2 ≥ α3 and α1 ≥ 12 , we have the fixed point property, provided C has the fixed point property for nonexpansive
mappings.
The following condition was suggested by Goebel and Japón Pineda:
Let p ≥ 1 and α be as before. We say that T : M → M is an (α, p)-nonexpansive mapping if
n
j=1
αjρ(T jx, T jy)p
 1
p
≤ ρ(x, y).
It can be verified that for any α and 1 ≤ q < p, every (α, p)-nonexpansivemapping is (α, q)-nonexpansive. In particular,
every (α, p)-nonexpansive mapping is α-nonexpansive.
It can be verified that every (α, p)-nonexpansive mapping is lipschitzian with
ρ(Tx, Ty)p ≤ 1
α1
ρ(x, y)p
and consequently
k(T ) ≤ 1
α
1/p
1
.
Moreover, for i = 1, . . . , n,
k(T i) ≤ min

k(T )i,
1
α
1/p
i

provided αi > 0.
We say that T : M → M is uniformly lipschitzian if there exists a constant k such that for every x, y ∈ M and m ∈ N,
ρ(Tmx, Tmy) ≤ kρ(x, y).
Two metrics ρ and d onM are called equivalent if there exist constants a > 0 and b > 0 such that for each x, y ∈ M ,
ad(x, y) ≤ ρ(x, y) ≤ bd(x, y).
It is well known that a mapping T : M → M is uniformly lipschitzian if and only if there exists an equivalent metric with
respect to T is nonexpansive.
Goebel and Sims [2] observed that if T : M → M is a mean nonexpansive mapping with respect to the metric ρ, then T
is nonexpansive with respect to the equivalent metric d defined for each x, y ∈ M as
d(x, y) =
n
j=1

n
i=j
αi

ρ

T j−1x, T j−1y

.
Indeed, if
BT = 1+

n
i=2
αi

kρ(T )+

n
i=3
αi

kρ(T 2)+ · · · + αnkρ(T n−1),
then for every x, y ∈ M, ρ(x, y) ≤ d(x, y) ≤ BTρ(x, y), and hence for every m, ρ(Tmx, Tmy) ≤ d(Tmx, Tmy) ≤ d(x, y) ≤
BTρ(x, y), that is, k(Tm) ≤ BT .
The following question was posed by Goebel and Japón Pineda in [1]: ‘‘For any α, can we fully characterize the best
Lipschitz constants of iterations of α-nonexpansive mappings?’’ The present authors solved this problem not only for
α-nonexpansive, but also for (α, p)-nonexpansive mappings; see [3]:
Theorem 1.3. Let T : M → M be an (α, p)-nonexpansive mapping with p ≥ 1. Let b0 = 1. For m = 1, . . . , n let us define
bm as
bm = 1m
j=1
αjb−1m−j
and for j = 1, 2, . . . let
bn+j = 1n
i=1
αib−1n+j−i
.
Then, for every m ∈ N, (k(Tm))p ≤ bm.
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These bounds are sharp. To see this, it is enough to consider for each p ≥ 1 the space ℓp and the linear mapping
T : ℓp → ℓp defined for each x = (x1, x2, . . .) ∈ ℓp by (see [3])
Tx =

b1/p1
b1/p0
x2,
b1/p2
b1/p1
x3, . . . ,
b1/pj
b1/pj−1
xj+1, . . .

. (1.2)
In this paper we show that this result can be used in order to obtain some fixed point theorems.
2. Convergence of the sequence {bm}
This section is devoted to the existence and the value of the limit of the sequence {bm}∞m=1. In order to present the target
result, we need some lemmas.
Lemma 2.1. Let X = ℓ1 and T be as in (1.2). If S = span {ei : i ≥ 2}, then T is an isometry on the subspace S, with respect to
the norm
∥x∥T = ∥x∥ + (α2 + · · · + αn)∥Tx∥ + · · · + αn∥T n−1x∥.
Proof. By the linearity of T , ∥ · ∥T is a norm. For every x ∈ S,ni=1 αi∥T ix∥ = ∥x∥ (see [3]) and
∥Tx∥T =
n
j=1

n
i=j
αi

∥T jx∥ =

n
i=1
αi∥T ix∥

+
n
j=2

n
i=j
αi

∥T j−1x∥
= ∥x∥ +
n
j=2

n
i=j
αi

∥T j−1x∥ = ∥x∥T . 
Lemma 2.2. Let g(t) = bntn + · · · + b1t + b0.
(1) If 0 < bn ≤ bn−1 ≤ · · · ≤ b1 ≤ b0, then every zero (real or complex)w of g must satisfy |w| ≥ 1.
(2) If bn ≥ bn−1 ≥ · · · ≥ b1 ≥ b0 > 0, then every zero (real or complex)w of g must satisfy |w| ≤ 1.
Proof. See [4, pp. 180–181]. In order to prove (1), suppose w is a complex number such that |w| < 1. Then by the triangle
inequality,
|(1− w)g(w)| ≥ b0 − |(b1 − b0)w| − · · · − |(bn − bn−1)wn| − |bnwn+1|
> b0 − |b1 − b0| − · · · − |bn − bn−1| − |bn|
= b0 + (b1 − b0)+ · · · + (bn − bn−1)− bn = 0.
Hence, every zerow of g must satisfy |w| ≥ 1.
To prove (2), it is enough to see thatw is a zero of g if and only if 1
w
is a zero of b0tn + b1tn−1 + · · · + bn−1t + bn. 
Lemma 2.3. Let f (t) = antn + an−1tn−1 + · · · + a1t + a0 be a polynomial where an ≥ an−1 ≥ · · · ≥ a1 ≥ a0 > 0. Let
v = max

an−1
an
,
an−2
an−1
, . . . ,
a1
a2
,
a0
a1

.
Then each zerow of polynomial f satisfies |w| ≤ v.
In [4, p. 181] it was suggested that |w| < v as a conclusion of this lemma. Nevertheless, this is in general false; consider
the polynomial f (t) = t3 + t2 + t + 1.
Proof. See [4, p. 326]. Let g(t) = anvntn+ · · ·+ a1vt + a0. Ifw is a zero of f , it is also a zero of the polynomial g
 t
v

, that is,
g

w
v
 = 0. Note that by the definition of v, anvn ≥ an−1vn−1 ≥ · · · ≥ a1v ≥ a0 > 0; thus by the previous lemma, |w|v ≤ 1,
because w
v
is a zero of g . 
Perhaps the following lemma is known, but we were not able to find references for it.
Lemma 2.4. Let n ≥ 2 and 1 = an > an−1 ≥ an−2 ≥ · · · ≥ a1 ≥ a0 ≥ 0 be real numbers. If z is any (real or complex) root of
the monic polynomial
p(t) = antn + an−1tn−1 + · · · + a1t + a0, (2.1)
then |z| < 1.
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Proof. We assume, without loss of generality, that a0 > 0.
Let us define
v = max

an−1
an
,
an−2
an−1
, . . . ,
a1
a2
,
a0
a1

.
In order to prove our claim, we can apply directly the last criterion to our polynomial when v < 1, which is the case if we
have additionally an > an−1 > · · · > a1 > a0 > 0.Wewill construct a polynomial q(t) = r(t)p(t) for which this conditions
holds; then all the zeros of q, which include the zeros of p, will be contained strictly inside the unit complex disc.
Suppose we have for some j that aj = aj+1 in our polynomial (2.1). Let us choose c such that 0 < c < 1− an−1 < 1.
Now the polynomial
q1(t) = (t + c)p(t) = antn+1 + (an−1 + can)tn + · · · + (a0 + ca1)t + ca0
has the following properties:
(1) It is clear that q1 is a monic polynomial and that the degree of q1 is the degree of p plus 1.
(2) All of its coefficients are positive and non-increasing. To see this, notice that 1 = an > an−1 + can = an−1 + c and for
j = 1, . . . , n− 1, aj + caj+1 ≥ aj−1 + caj. Finally, we also have a0 + ca1 > ca0 > 0.
(3) Suppose that k is such that aj−1 < aj = aj+1 = · · · = aj+k−1 = aj+k < aj+k+1. Then we have the following inequalities
for the coefficients of the polynomial q1:
aj−1 + caj < aj + caj+1 = aj+1 + caj+2 = · · · = aj+k−1 + caj+k < aj+k + caj+k+1.
If the polynomial q1 still has some equal consecutive coefficients, then we apply the same algorithm to q1 to generate a
polynomial q2. After applying this procedure at most n− 1 times, we will obtain the desired polynomial q(t) = r(t)p(t), in
which all coefficients are different. Finally we can apply the criterion described above to the polynomial q. 
Now we are ready to prove the following:
Theorem 2.5. Let α = (α1, . . . , αn) with α1 > 0 andnj=1 αj = 1. Let {bm}∞m=0 be the sequence defined in Theorem 1.3. Then
lim
m→∞ bm =
n
j=1

n
i=j
αi

.
Proof. For eachm ∈ N, define dm = 1bm . Let d =
n
j=1
n
i=j αi
−1.Wewant to prove that limm→∞ dm = dor equivalently,
limm→∞(dm − d) = 0. Let us take j ≥ 0. Then by Lemma 2.1,
∥en+j+1∥T = ∥Ten+j+1∥T = · · · = ∥T n+jen+j+1∥T =
bn+jb0 , 0, 0, . . .

T
= bn+j.
On the other hand, by the definition of the norm ∥ · ∥T ,
∥en+j+1∥T = 1+ (α2 + · · · + αn) bn+jbn+j−1 + (α3 + · · · + αn)
bn+j
bn+j−2
+ · · · + αn bn+jbj+1 .
Hence
1+ (α2 + · · · + αn) bn+jbn+j−1 + (α3 + · · · + αn)
bn+j
bn+j−2
+ · · · + αn bn+jbj+1 = bn+j.
Dividing both sides of this equation by bn+j and considering the definition of dm, we conclude that for each j ≥ 0,
dn+j + (α2 + · · · + αn)dn+j−1 + (α3 + · · · + αn)dn+j−2 + · · · + αndj+1 = 1.
By the definition of d, we also have that
d+ (α2 + · · · + αn)d+ (α3 + · · · + αn)d+ · · · + αnd = 1.
Subtracting the second expression from the first and defining cm = dm − d,m ≥ 1, we get
cn+j + (α2 + · · · + αn)cn+j−1 + (α3 + · · · + αn)cn+j−2 + · · · + αncj+1 = 0,
or equivalently,
cn+j = −(α2 + · · · + αn)cn+j−1 − (α3 + · · · + αn)cn+j−2 − · · · − αncj+1.
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Now, our claim is that we can prove that limm→∞ cm = 0. The case n = 1 is trivial. Let n ≥ 2. Once we have defined
c1, c2, . . . , cn−1, we can define cm form ≥ n via the relation
cm
cm−1
cm−2
. . .
cm−n+2
 =

−(α2 + · · · + αn) −(α3 + · · · + αn) −(α4 + · · · + αn) . . . −αn
1 0 0 . . . 0
0 1 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 . . . 1 0


cm−1
cm−2
cm−3
. . .
cm−n+1

= A

cm−1
cm−2
cm−3
. . .
cm−n+1
 .
To prove that {cm} tends to zero, it is enough to show that the sequence of norms of operators Aj tends to zero. For this,
we will prove that all eigenvalues A have modulus strictly less than 1, and considering the Jordan form of A, the claim will
be proved.
The characteristic polynomial of A is
r(t) = (−1)n−1(tn−1 + (α2 + · · · + αn)tn−2 + · · · + αn).
Hence, the eigenvalues of A are the roots of the polynomial
p(t) = tn−1 + (α2 + · · · + αn)tn−2 + · · · + αn.
The coefficients are non-increasing and since α1 > 0, we have 1 = α1 + α2 + · · · + αn > α2 + · · · + αn. Finally, applying
Lemma 2.4 to this polynomial p, we have that if z is an eigenvalue of A, then |z| < 1. 
Using this result and Theorem 1.3 we have:
Theorem 2.6. Let M be a metric space. If T : M → M is (α, p)-nonexpansive, then
lim sup
m→∞
k(Tm) ≤

lim
m→∞ bm
1/p =  n
j=1

n
i=j
αi
1/p
.
3. Some applications to the fixed point theory
Let X be a Banach space. For every x ∈ X and r > 0, by B(x, r) we denote the closed ball centred at x with radius r:
B(x, r) = {y ∈ X : ∥y− x∥ ≤ r}.
Uniformly lipschitzian mappings were firstly studied by Goebel and Kirk [5] and they gave a fixed point result.
Nevertheless this was improved by Lifshitz, as we describe below.
Let C be a nonempty subset of a Banach space X . For x ∈ X let us define the number
rx(C) = sup {∥x− y∥ : y ∈ C}
and
r(C) = inf {rx(C) : x ∈ C} .
The number r(C) is called the Chebyshev radius of C .
In 1975 Lifshitz defined the character of X , which in a Banach space setting can be defined as
κ(X) = sup {c > 0 : r(B(0, 1) ∩ B(x, c)) < 1 : ∥x∥ = 1} .
By definition, κ(X) ∈ [1, 2]. It is known that for a Hilbert space H, κ(H) = √2. Lifshitz proved [6] the following:
Theorem 3.1. Let X be a Banach space, C be a nonempty, convex, closed and bounded subset of X and T : C → C be a uniformly
lipschitzian mapping with
∥T nx− T ny∥ ≤ k∥x− y∥, x, y ∈ C, n = 1, 2, . . . ,
where k < κ(X). Then T has a fixed point in C.
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Looking up the proof of this theorem (see for example [7, pp. 172–173]) we can state:
Theorem 3.2. Let X be a Banach space and C be a nonempty, convex, closed and bounded subset of X. If T : C → C is a uniformly
lipschitzian mapping with
lim sup
n→∞
k(T n) < κ(X),
then T has a fixed point in C.
For a Banach space X , the modulus of convexity is the function δX : [0, 2] → [0, 1] defined by
δX (ε) = inf

1−
x+ y2
 : ∥x∥ ≤ 1, ∥y∥ ≤ 1, ∥x− y∥ ≥ ε .
The characteristic of convexity of a Banach space X is ε0(X) = sup {ε ≥ 0 : δX (ε) = 0}.
In 1983 Downing and Turett [8] proved:
Theorem 3.3. Let X be a Banach space. Then ε0(X) < 1 if and only if κ(X) > 1.
Using Theorems 2.6, 3.2 and 3.3 we have the following:
Theorem 3.4. Let X be a Banach space with ε0(X) < 1 and C be a nonempty, convex, closed and bounded subset of X. If
T : C → C is an (α, p)-nonexpansive mapping with α = (α1, . . . , αn) and p ≥ 1 such that
n
j=1

n
i=j
αi
1/p
< κ(X),
then T has a fixed point in C.
We have the following corollaries:
Corollary 3.5. Let X be a Banach space with ε0(X) < 1 and C as above. If T : C → C is (α, p)-nonexpansive with
α = (α1, . . . αn) and p ≥ ln(n)ln(κ(X)) , then T has a fixed point in C.
Proof. It is enough to note that
lim sup
m→∞
k(Tm) ≤

lim
m→∞ bm
1/p =  n
j=1

n
i=j
αi
1/p
< n1/p ≤ κ(X). 
Corollary 3.6. Let H be a Hilbert space and C be as above. If T : C → C is an (α, 2)-nonexpansive mapping with
α = (α1, . . . , αn) such that
n
j=1

n
i=j
αi

< 2,
then T has a fixed point.
Proof. Since κ(H) = √2,
lim sup
m→∞
k(Tm) ≤

lim
m→∞ bm
1/2 =  n
j=1

n
i=j
αi
1/2
<
√
2 = κ(H). 
Corollary 3.7. Let C be a nonempty, convex, closed and bounded subset of a Hilbert space H and α = (α1, α2). Then C has the
fixed point property for all (α, 2)-nonexpansive mappings.
Remark 3.8. In Theorem 3.4 and Corollary 3.5, instead of κ(X) we can use 1+
√
1+4N(X)(κ(X)−1)
2 , where N(X) denotes the
normal structure coefficient of X , because in general κ(X) ≤ 1+
√
1+4N(X)(κ(X)−1)
2 (see [9]).
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4. The fixed point set for mean nonexpansive mappings
We say that a Banach space X is strictly convex if the implication
∥x∥ ≤ 1, ∥y∥ ≤ 1, ∥x− y∥ > 0⇒
x+ y2
 < 1
holds for every x, y ∈ X . Wewill denote by Fix(T ) the set of fixed points of T . We have the following result for nonexpansive
mappings (see for example [7, p. 34]):
Theorem 4.1. Let K be a nonempty, closed and convex subset of a strictly convex space X. If T : K → K is nonexpansive, then
the set Fix(T ) is closed and convex.
We generalize this result for mean nonexpansive mappings:
Theorem 4.2. Let K be a nonempty, closed and convex subset of a strictly convex space X. If T : K → K is α-nonexpansive with
α = (α1, . . . , αn), then Fix(T ) is closed and convex.
Proof. Since T is continuous and K is closed, Fix(T ) is closed in X . For x, y ∈ K , we will denote as [x, y] the segment between
x and y. Let x, y ∈ Fix(T ). Suppose that there is a z ∈ [x, y] such that Tz ∉ [x, y]. Since X is strictly convex and T is
α-nonexpansive we get
∥x− y∥ < α1∥Tx− Tz∥ + α1∥Tz − Ty∥ + α2∥T 2x− T 2z∥ + α2∥T 2z − T 2y∥ + · · ·
+αn∥T nx− T nz∥ + αn∥T nz − T ny∥
≤ ∥x− z∥ + ∥z − y∥ = ∥x− y∥,
which is a contradiction; hence T ([x, y]) = [x, y]. We are going to show, also by contradiction, that Fix(T ) is dense in [x, y].
Suppose, without loss of generality, that there is no fixed point between x and y. If we identify [x, y] as the interval [0, 1]
and we say that T : [0, 1] → [0, 1], then T is continuous and its graphic does not cross the diagonal.
Suppose that for any z ∈ (x, y), Tz < z. Fix z ∈ (x, y). Since
∥y− Tz∥ > ∥y− z∥, . . . , ∥y− T nz∥ > ∥y− z∥,
we have
α1∥y− Tz∥ + α2∥y− T 2z∥ + · · · + αn∥y− T nz∥ > ∥y− z∥,
which is in contradictionwith theα-nonexpansiveness of T . Thus Fix(T ) is dense in [x, y]. Since Fix(T ) is closed, we conclude
that [x, y] ⊂ Fix(T ). 
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