Entangled multi-qubit states are an essential resource for quantum information and computation. Solid-state emitters can mediate interactions between subsequently emitted photons via their spin, thus offering a route towards generating entangled multi-photon states. However, existing schemes typically rely on the excitation-relaxation of the emitter, resulting in single photons limited by the emitter's radiative lifetime, suffering from considerable practical limitations, for self-assembled quantum dots most notably the limited spin coherence time due to Overhauser magnetic field fluctuations. We here propose an alternative approach based on a spin-Λ system that overcomes the limitations of previous proposals. Studying the example of spin-flip Raman scattering of self-assembled quantum dots in Voigt geometry, we argue that weakly driven hole spins constitute a promising platform for the practical generation of frequency-entangled photonic cluster states.
I. Introduction
Robust highly-entangled 'cluster' states are of paramount importance for measurement-based quantum computation [1] [2] [3] [4] . The experimental challenges of obtaining high-dimensional cluster states can be significantly reduced by probabilistically 'fusing' qubits from adjacent 1D linear cluster (LC) states [5] [6] [7] , or 'glueing' together micro-clusters 8 . Several platforms for generating photonic LC states have been proposed, varying from condensed matter emitters such as quantum dots 6,9-13 and crystal defects 11, 14 to parametric downconversion 15, 16 , all presenting their own sets of advantages and challenges. Solid-state-based protocols typically make use of pulsed excitations to drive optical transitions in a matter qubit to entangle the emitter's spin degree of freedom with the polarisation of subsequently emitted photons. Encouragingly, a photonic LC of length two (LC 2 ) has recently been demonstrated experimentally, showing that the entanglement in this setup could persist for up to five consecutively emitted photons 13 . Whilst conceptually elegant and ostensibly deterministic, real-world imperfections pose significant barriers to the experimental realisation of protocols such as the ones introduced by Refs. 9, 10, 17, and 18. For the III-V platform, these include phonon-dephasing of excited states 19 , modified selection rules as a consequence of hole mixing as well as a transverse (Voigt) component of the Overhauser field [20] [21] [22] [23] , and limited spin lifetimes due to Overhauser field fluctuations 20, [24] [25] [26] [27] . Decoupling techniques [28] [29] [30] [31] [32] [33] [34] and control of the nuclear environment 27, [35] [36] [37] overcome the latter but provide no remedy for other error sources. Shortcomings of real quantum dots thus put a limit to the size of cluster state achievable and render genuinely deterministic operation impractical for the current experimental state-of-the-art.
In contrast to direct pulsed excitation, we here propose employing a weak (sub-saturation) continuous wave (c.w.) laser to drive the Zeeman-detuned transitions of a hole-spin for entangling the spin with the frequency of Raman scattered photon 38 . We show such a setup Schematic illustration of the scattering processes involving the two ground hole-spin states. The black arrows denote the laser driving on resonance with the unperturbed transitions (dashed lines), whereas the green, red and blue arrows denote the Rayleigh, red detuned and blue detuned events, respectively. Inset c): Simple schematic of the scattering processes involved in the weak, detuned driving limit.
overcomes the experimental barriers suffered by previous schemes, which rely on excitation and relaxation of the emitter: in particular, our protocol is impervious to phonon dephasing, robust against fluctuations of the Overhauser field, and unaffected by heavy-hole (hh) light-hole (lh) mixing. This comes at the cost making the protocol probabilistic, however, we show that LC states of sufficient length to serve as building blocks for fusion 5 can be produced at high rates and fidelity based on current experimental capabilities. Furthermore, extended versions of our protocol mitigating its probabilistic lim- The spin precesses in a constant magnetic field in Voigt geometry. Driven weakly and off-resonantly, the hole-spin scatters Raman-detuned photons at random intervals. The timing between Y-pulses T B should be chosen so as to maximise the probability of getting a single scattering event between the pulses. b) Schematic of the original Lindner and Rudolph proposal for comparison. Instead of a gated Y-rotation, an external field in Voigt geometry causes the spin to precess continuously, with optical π-pulses applied at the appropriate times to excite the emitter.
itations (whilst keeping its robustness) are possible (see Sec. H of the Appendix). Our work thus shows that the significant divide between elegant theoretical proposals and experimental progress in the generation of linear cluster states can be overcome. The approach we present has scope for extension to other quantum photonic platforms sharing a similar Λ-structure, including defects in wide-bandgap semiconductors 39, 40 and superconducting artificial atoms [41] [42] [43] . Mathematical detail and extensions of the main protocol can be found in the Appendix Sec. D.
II. Model
Despite its many attractive features for quantum metrology and quantum information 24, 44 , the spin of an electron trapped in an epitaxial quantum dot suffers from rapid ensemble dephasing due to the hyperfine interaction with ∼ 10 4 − 10 6 randomly fluctuating nuclear spins of the host material. This typically results in a loss of coherence on the order of nanoseconds [23] [24] [25] [26] . By contrast, the p-orbital-like wavefunction of hole spin states vanishes at the location of the nuclear spins, which suppresses the Fermi-contact interaction, leaving only the much weaker dipole-dipole interaction as the main source of dephasing 21, [45] [46] [47] . Strain lifts the degeneracy of the J = 3/2 hole states, resulting in energetically split heavy (J z = ±3/2) and light (J z = ±1/2) holes; the former being closer to the valence band edge (see Fig. 1 ).
Diagrammatic representation of the spinphoton entangling process for the first emitted photon. The initial spin state (|⇑ + |⇓ ) and first laser photon to be scattered (upmost green circle) undergo a joint transformation Q (1) , resulting either in a red or a blue-detuned Raman photon that is entangled with the hole spin. Q (2) includes the second Raman process and entangles the newly scattered with the previous photon. b): Breakdown of the Q (i) operation through its action on spin basis states: the sequence of operations transforms includes two periods of free spin precession U p , the Raman scattering process T S , and a π/2 Y -rotation U r . A full matrix representation of Q (i) is given in Appendix Sec. C.
Rashba or Dresselhaus spin-orbit coupling may may play a role in limiting factor for the application of these hole spins in quantum information, which were shown, both theoretically 48 and experimentally 49 , to limit the spin relaxation rate. However, we note that this spin-orbit coupling is still more detrimental to electron than hole spins 48 . However, chiefly due to strain anisotropy in the QD, a finite admixture of these states is always present (the effects on hole-based multi-photon entanglement schemes are briefly discussed in the Sec. F 2 of the Appendix). In the following, we denote the (Zeeman) spin state of the heavy hole as |⇑ and |⇓ whereas the electron spin states are |↑ and |↓ . In this notation, the positively charged X 1+ transition |⇑ ↔ |T ↑ = |⇑⇓, ↑ couples to σ − polarised light and |⇓ ↔ |T ↓ = |⇑⇓, ↓ to σ + light. In the presence of an external magnetic field in Voigt geometry, the otherwise dipole-forbidden diagonal Raman transitions are unlocked (see Fig. 1 ) 50 . For weakly offresonantly driven hole spins, the width of these Raman transitions is solely limited by the laser linewidth and ground state spin dephasing 51, 52 , making them attractive candidates for single photon sources, as well as being attractive spin-spin qubit entanglers due to the spin's rich level scheme and selection rules 53, 54 . Wishing to exploit such Raman photons for LC gen-eration we consider a self-assembled quantum dot in the Voigt geometry, with the applied magnetic field B strong enough to dominate over nuclear Overhauser field fluctuations (see Sec. B of the Appendix). The applied B-field (w.l.o.g. along the x-axis) then defines the basis of spin eigenstates. We also include a c.w. laser field that is resonant with the unperturbed transition of the QD (Fig. 1a) . In a frame rotating with the laser frequency (after performing the RWA), the QD Hamiltonian in the Zeeman basis reads
where δ e,h are the electron and hole Zeeman splittings, respectively, Ω H/V are the Rabi frequencies for the horizontally/vertically-polarised transitions, and H.c. denotes the Hermitian conjugate. We simulate the scattering events via Monte Carlo trajectories with jump operators for all allowed transitions, occurring with equal rates γ. This results in an effective (non-Hermitian) Hamiltonian
n C n , where the sum goes over the collapse operators 55, 56 . This non-unitary evolution of the system generates photons outside of the QD's Hilbert space, which build the LC states we are interested in. More specifically, each 'experiment' is simulated as a quantum jump simulation, where an LC n state is successfully measured if the correct n scattering events occur within the designated time-bins. The success rate is then calculated by averaging over the results. Fig. 1b shows that the emission of blue and reddetuned Raman spin-flip photons from a single quantum dot must alternate, provided that the scattering rate is faster than the hole spin-flip time. We build on this correlation between spin and photon colour to develop a protocol for generating an entangled LC state (filtering out Rayleigh scattered photons via their orthogonal polarisation). As an intrinsic drawback of Raman spin-flips, the time at which a photon is scattered is not known prior to its detection. In the following, we assume that there is exactly one Raman scattering event per time-bin T B (albeit at a random time within the bin, see Fig. 2.) . The overall probability and ways of circumventing this limitation 57 will be discussed later. Fig. 3 contains a diagrammatic representation of a successful run of our protocol. Let us trace the evolution of the joint spin-photon-state step by step: we start with the hole spin initialised in the superposition state |⇑ + |⇓ (ignoring normalisation factors) and precessing at its Larmor frequency. Let the accumulated phase prior to the first scattering event be Fig. 3) , then a Raman spin flip (T s in Fig. 3 ) evolves the state to
III. Protocol
where the labels B 1 (R 1 ) inside the ket denote the first emitted blue (red) photon. A subsequent period of free precession τ 2 = T B − τ 1 until the end of the time-bin T B results in a phase φ 2 = δ h τ 2 . We now apply a π/2 Y -rotation (U r = Y π 2 in Fig. 3 ), yielding the state
where χ 1 := φ 1 − φ 2 . The next Raman scattering event will have been preceded by another spin precession angle φ 3 resulting in
The spin precesses further by φ 4 before we apply the next Y π 2 rotation, yielding
Let us stop at this point and, for clarity, consider the resulting state without its free precession phases
Using the photon qubit encoding |B i = |1 i , |R i = |0 i , the state following the final Y π 2 rotation it is given by
In Appendix Sec. D, we show that, whether the spin is measured to be in the |⇑ or |⇓ state, the resulting photonic state (S
+ or S
− , respectively) indeed corresponds to LC 2 . Further, we show that the above protocol generalises trivially to the production of LC states of arbitrary length. Crucially, reintroducing the above precession phases keeps the state local-unitarily (LU) equivalent to LC 2 . The phases become known postmeasurement through the timestamps of the detection clicks, and in Sec. I of the Appendix, we discuss how to make allowances for them for a tomographic reconstruction of the LC state. (9)] against η, decreasing with increasing n.
IV. Results
We now analyse the quality and success probability of our protocol. We begin with the rate for Raman scattering events followed by the success probability of a string of n Raman photons with one per time-bin. Fig. 4a shows the Raman scattering rate and its dependence on both B and Ω V . Comparison with numerical simulations shows that this rate is well-approximated by the transition probability obtained by treating the weak driving field perturbatively to second order (see Appendix Sec. A)
provided B 100 mT and sub-saturation Ω V γ/ √ 2 (with γ being the spontaneous emission rate), where ∆ = δ e + δ h . We proceed to determine the optimal duration T B (i.e. the free precession time between Yrotations) for maximising the probability of obtaining a single Raman event per time bin. Adopting B = 100 mT and Ω V = 0.2γ/ √ 2 (taking γ = 1 ns −1 ), we calculate the number of successful trials with one Raman photon per T B interval (time interval between U r rotations in Fig. 3 ) in n successive time-bins. Fig. 4c illustrates the results of Monte-Carlo simulations using the QuTiP package 55, 56 for n = 1 to 4 scattering events, suggesting that T B ≈ 0.5 µs is close to optimal. We have the relation P s (n) = P s (1) n between the success probability for a single bin and that of n bins.
Apart from addressing the possibility of having no Raman events within a time-bin, we also need to account for the possibility of 'false-positives', i.e. detecting only one of multiple Raman events occurring in a single timebin, due to a photon detection efficiency η < 1 59 . The probability of such n photon false positives, P f p (n), is given by the simple relation:
where C n+1 n is the binomial coefficient,
denotes the probability of detecting [not detecting] n photons. We find that T B ≈ 0.5 µs remains optimal after taking this into account. Fig. 4d shows the rate of LC generation for n = 1 to 4 for different detector efficiencies.
To demonstrate the robustness of our protocol against nuclear environment fluctuations, we calculate the fidelity between the state obtained with and without Overhauser field (both for the the same set of precession phases determined by randomly chosen scattering times). component, to an extent determined by the mixing factor α. This is also exemplified in a decreased spin coherence time from the ideal hh limit, as shown in Fig. 4b . Only considering this term, the following analytical expression (see Appendix Sec. E) captures the fidelity decay as a function of T B :
whereF (n) denotes the average fidelity for a state of n scattered photons (written for n = 1 in Eq. (10) (Fig. 5b) , so that a trade-off situation arises. Encouragingly, there is a wide middle-ground where high fidelity operation is possible at respectable rates.
Another important figure of merit of our protocol is the localisable entanglement (LE) 13, 61 between any two qubits of the LC state (including the spin). The LE represents the maximum negativity of the reduced density matrix of two qubits of interest (indexed j and k), after all others have measured out projectively. Choosing the set of projectors M = {P i : 1 ≤ i ≤ n, i / ∈ {j, k}} as our measurement defines an ensemble
where p M,s is the probability of obtaining the two-spin density matrix ρ j,k M,s for the outcome {s} having measured the remaining N −2 qubits. The LE is then defined as the maximum negativity after averaging over all the outcomes for each measurement, that is
where
We choose a quasi-uniformly distributed basis on the Bloch sphere of each qubit (see points in insets of Fig. 5c,d) . The computational unwieldiness of Eqn. (11) restricts the number of projectors, and we can only obtain a lower-bound of the true LE for LC 3, 4 (Fig. 5c,d ). Within the variance of the sample over which the optimisation was performed, the LE falls off with qubit distance, but encouragingly it remains remarkably high overall, and is thus unlikely to be a limiting factor in the length of the LC that could be generated using this protocol.
V. Overhauser field limitations
The relatively short T * 2 time of the electron spin due to the fluctuating nuclear environment constitutes a severe shortcoming of real quantum dot spins, putting a limit on the order of a few nanoseconds on any experiment relying on the coherence of this system. For the LR protocol 9 one requires an external field of the order of ∼ 50mT along the Y direction in order to obtain a sufficient number of Y -gates for a multi photon LC 4≥n≥2 state within a few nanoseconds (assuming instantaneous excitation and radiative decay). Such an applied field, however, activates the previously dipole-forbidden transitions, degrading the correlations between the spin and emitted photons required for the LC state. Applying a strong field results in significant electron-spin precession between the pulsed excitation and spontaneous emission events, reducing the fidelity of the produced LC. By contrast, applying a weaker field limits the scalability of the protocol beyond a string of a couple of photons, as well as failing to screen the effects of the fluctuating Overhauser field. In short, the presence of the Overhauser field implies that the LR protocol would in practice need to be upgraded to incorporate dynamical decoupling and gated Y -rotations instead of relying on free spin precession.
One way to overcome some of these hurdles would be to adapt the LR protocol to a hole-spin system, having a longer dephasing time. However, due to the hole spins coupling weakly to external magnetic fields, the precession time would be much longer, requiring stronger fields to implement the Y -rotations, hence resulting in the same issue discussed above; namely, the undesirable dipoleforbidden transitions becoming accessible. Shorter coherence times in the presence of a weak external field and phonon sideband emissions (see below) would also be an issue in the hole-spin variant of the LR scheme. Hence, our scheme goes beyond a direct adaptation of the original LR scheme to the hole-spin platform, which would still suffer from most of the shortcomings of the original proposal.
Extending the promising dark exciton (DE) scheme 13 beyond a couple of photons present similar experimental challenges: the finite radiative lifetime of the biexciton (BiE) τ BiE ≈ 0.33ns entails that the spin precesses by a non-negligible random amount both in the DE and BiE states, and this limits the purity of the photon polarisation state. Furthermore, the DE spin also suffers from environmental decoherence during its precession 13 . It should be noted, however, that the dark exciton scheme proposed in Ref. 13 could be optimised (for example, by using Purcell enhancement) to improve scalability.
The elegant recently proposed scheme in Ref. 10 was designed to be robust against Overhauser fluctuations, provided the scattering events occur on a short enough timescale over which the Overhauser field can be assumed constant (so that only a global phase is gained in each trajectory). However, in this case an additional single photon source and high cooperativity is required, and any lifting of the selection rules (e.g. due to hole mixing, see below) will still impose practical limitations.
VI. Conclusion
We have presented a novel scheme for generating frequency-encoded LC states, which could serve as a stepping stone towards measurement-based quantum computation. Unlike current rival schemes, our protocol does not rely on the excitation and relaxation of the emitter, and is therefore only sensitive to ground-state hole-spin dephasing, at the cost of being limited by its intrinsic probabilistic nature. Based on experimentally informed properties of real epitaxial quantum dots, we have shown that LC states of sufficient length and high fidelity for fusion into larger cluster states can nevertheless be produced at respectable rates. In turn, this facilitates type-II fusing into 2D cluster states 5, 62 . Our protocol takes full account of unmitigated Overhauser field fluctuations. It is inherently impervious to hole-mixing induced modifications of the optical selection rules, but, like other approaches, it stands to gain from dynamic decoupling.
Whilst the probabilistic nature of the Raman scattering events limits our protocol as described in the main text to LC states of length n < 10, our approach can, in principle, be made deterministic. The most elegant way of achieving this would be to detect the presence of the Raman scattered photons without absorbing them or learning their frequency, however, this ability does not currently exist for optical photons, which is why we turn to observing the QD spin instead. Continuously monitoring whether a Raman spin-flip has happened, but without learning the spin state itself, requires the introduction of a secondary 'ancilla' quantum dot as a witness of the spin-photon entangling event. These extensions, discussed in more detail in Sec. H of the Appendix, make the Raman hole-spin emitter a viable, practical alternative in the quest for realising non-classical multi-photon states, and importantly one which can be straightforwardly implemented with current expertise and devices.
It can be easily shown that, after moving to a rotating frame with respect to the unperturbed transition frequency, the amplitude of the Raman-flip transition |⇓ → |⇑ is given by
where ∆
(1) 1
2 = δ h − δ e , H I is the lightmatter interaction Hamiltonian (in this case between the spin and c.w. laser field), and ω R , ω B and ω Ray are the red-, blue-detuned and Rayleigh scattered photon frequencies, respectively. The first term in Eqn. (A1) gives the amplitude of a red Raman photon event: the system, initially in the |⇓ state, scatters a σ V photon, after which the final state is given by |⇑; H (that is, the system in the |⇑ state and a red-detuned Raman photon (σ H polarised) is scattered). Similarly, the |⇑ → |⇓ transition giving rise to the blue-detuned photon scattering event occurs with amplitude
2 = −δ h + δ e . The second term in each of the transition amplitudes does not contribute to the Raman processes, and vanish as the driving field can only drive vertically-polarised transitions. After performing the necessary solid angle integrals, we arrive at the scattering rate given by Eqn. (8) in the main text.
B. Overhauser field for hole-spin systems
Vanishing wavefunctions at the nuclear sites means that the Fermi-contact hyperfine term for the nuclearhole spin interaction is effectively zero, leaving only the dipole-dipole interaction term as the dominant source of dephasing. For an idealised pure hh, this term is of Isingnature, with just the ZZ component being present. In most epitaxially grown QDs, however, some degree of hh |J; J z = |3/2; ±3/2 and lh |J; J z = |3/2; ±1/2 mixing is always present 21, 63 , breaking the Ising-like nature of the dipole-dipole term and introducing XX and YY terms in the Hamiltonian. This means that the eigenstates of the Hamiltonian are no longer given separately by the hh or lh states, but a linear combination of both (the consequences of this mixing in quantum dot-based LC protocols is further discussed in Sec. F 2 of the Appendix). Without going into too much detail, the hyperfine coupling Hamiltonian for the hh-lh states is given by:
(B1) where C j are dipole-dipole hyperfine constants, V is the unit cell volume, and α = |β| is a parameter depending on the deformation potentials for the valence band, and the strain tensor 21, 63 . In the 'frozen-fluctuation' model 24 , this results in an effective magnetic field with mean B N = ( B 
where ∆B 26, 27 , putting a lower-bound on the applied external field required to screen these fluctuations.
C. Matrix operations
Consider a single scattering process that can be described by the action of the product of matrices:
where U p (φ 
with
written in the basis {|B k , |R k , |Ray k }, which simultaneously flips the spin state |⇑ ↔ |⇓ , and applies the local transformations
where we have omitted the unaffected photon states for brevity. Hence T R take the form:
and U r and U p (φ) are simply given by given by
where the first matrices act on the spin state and have been written in the {|⇑ , |⇓ } basis. Unfortunately, the matrix product describing n-photon scattering events becomes unwieldy with increasing n. In Appendix Sec. D, however, we show that this protocol does indeed gener-alise to a LC n state, up to free precession phases.
D. Generalisation to n-photons

Preliminary lemmas
In this section, we will show that the general form of the n-photon state S (n) obtained using our protocol can be written recursively (where we have suppressed the ket representation for these states for ease of notation). In fact, Lemma D.1. ∀n ∈ N, the n-photon state S (n) can be decomposed into the recursive relations
depending whether the spin is measured to be in the |⇑ or |⇓ state, respectively.
Proof. We will, w.l.o.g., ignore the spin precession, although the proof is the same for the general case:
Basis case: For j = 1, S 
Similarly,
(D3)
Induction step: Assume statement holds for j = n, and consider the (n + 1) th scattering event:
Therefore S
It is then easy to see that we also have that
which we shall use to prove that the n-photon state we generate is indeed a linear cluster state.
Equivalence to LCn states
In order to show that the S (n) ± states are indeed LC n s, we have to show that they both satisfy the set of eigenvalue equations
where 1 ≤ a ≤ n, N (a) is the set of direct neighbours of photon a along the state, and k (a) ± ∈ {0, 1}, depending on the particular realisation of LC n . The subscript on the operator K denotes the state tensor-length of K, and hence the length of the state it acts upon. In fact we shall show the following statement Theorem D.3. The n-photon S (n) state satisfies the set of LC n -eigenvalue equations for
Proof. The proof follows, once again, by induction, as well as the use of Lemma D.1
Basis case: For j = 2, .
and the statement holds when applying σ
x .
Induction step: Suppose the statement holds for j = n, and consider S
with I 2 being the 2 × 2 identity matrix. The penultimate step holds due the induction hypothesis. Similarly, for S
If 1 < a < n:
If a = n:
For the a = n+1 case, we shall make use of Lemma D.2.
can be decomposed as I
, and hence we get that If a = n + 1:
Therefore, the states S (n) ± satisfy the eigenvalue conditions (D6) for the set of parameters (D8), meaning that the the state obtained by our protocol is an LC n state.
E. Average fidelity
Consider a single scattering event in which the spin precesses for a time T 
B , where we have written the precessed angle explicitly in terms of ω B = g 64 ). The effect of this stochastic term can be seen in the trace fidelity between post Y rotation ideal photon state, and the more realistic case including the Overhauser field. The spin+photon states for the two cases, denoted by S (1) andS (1) , respectively, are then given by
where δT B = T
(1)
is a uniform random variable due to the fact that the spin precesses multiple times during T B in the high external magnetic field. The final photon state, as discussed earlier, depends on the state the spin is measured in, so we shall denote the density matrices of the ideal and realistic cases by ρ 
+ ) = tr(ρ
N δT B /2). Due to the stochastic nature of the Overhauser field, we need to ensemble-average F (1) in order to get the true fidelity, that isF
, where the Overhauser averaging · B and time averaging · δT are performed over a normal distribution with zero mean and finite standard deviation δB 
F. Imperfections of other QD-based protocols
As discussed in the main text, several protocols have been proposed for implementing photonic LC states or entangled states sharing similar properties. The influential 2009 proposal by Lindner and Rudolph 9 (LR) offered an elegant and simple scheme which could be implemented using the circularly polarised degrees of freedom of a quantum dot. Despite its simplicity, a number of experimental barriers need to be overcome to actually implement such a scheme. The Overhauser fluctuation limitations have already been discussed in the main text; below we discuss some additional constraints both for the LR scheme as well as the recent dark exciton (DE) based LC scheme 13 , which has already successfully produced LC 2 states in the laboratory and shown promise for reaching up to LC 5 . In essence, these imperfections effectively introduce limits to the size of achievable cluster states for those protocols, hence limiting the indefinite deterministic operation in the absence of further optimisations. By contrast, we note that our approach in this work -as discussed in the main paper -is largely immune against all issues discussed below.
Shortcomings due to coupling to phonons
The solid-state environment further limits the deterministic nature of these protocols due to coupling to the phonon environment. Even in the limit of idealised instantaneous excitation pulses, a temperature-dependent fraction of the photons are inevitably emitted incoherently via the phonon sideband (∼ 9% at temperatures as low as T = 4K, increasing with temperature 66 ). This affects all protocols involving electronic excitation to trion of biexciton states, i.e. both the LR and DE approaches.
Effects of hole state mixing
In this section, we discuss how said protocols fare against finite hh-lh mixing 67 . The first type of hh-lh mixing, due to anisotropy in the in-plane strain of the quantum dot, gives rise to the hh↑-lh↓ mixing, resulting in the hole eigenstates
where, without giving its explicit form, β ud is the inplane strain-dependent mixing factor 21, 63 . This type of mixing primarily causes ellipticity of the dipole-allowed transitions which, for a hh system, would be driven by σ ± polarized light. Hence this hh↑-lh↓ mixing does not induce the 'diagonal' dipole-forbidden transitions.
On the other hand, the hh↑-lh↑ mixing may allow transitions which would otherwise be forbidden for a hh system. The hole eigenstates solely due this type of mixing are given by:
where β uu is the hh↑-lh↑ admixture factor 21, 63 . From Eqns. (F2), it can be immediately seen that the transitions, which are forbidden in Faraday geometry, are now allowed. For hole-spins, β uu has been measured to be ∼ 8%, leading to allowed-to-forbidden transition ratios of |β uu | 2 /3 ≈ 0.2% 63 , although this varies from one quantum dot to another. This means that even if the external field in the LR scheme is weak enough to preserve a pure Faraday geometry, dipole-forbidden transitions may still occur with some small, but finite probability, both for the original and the hole-spin variant of the LR protocol.
Similarly, in the DE system z-polarised 'forbidden' transitions are also present due to hole sub-band mixing, At an optimised time-bin length T B ≈ 0.5µs, the probability can be as high as 20%, before it drops once more due to the probabilities of getting multiple photons in a single time-bin.
although these transitions in this system are significantly weaker 68, 69 . In addition to hh-lh mixing, the DE scheme also suffers from dark-bright exciton (DE-BE) state mixing due to the breaking of the C 2v symmetry, although this effect is much weaker than the hh-lh mixing. Realistically, self-assembled QDs suffer from a reduction in symmetry during the growth process, causing a departure from the ideal C 2v symmetry. The resulting 'reduced' C s symmetry leads to DE-BE state couplings of two kinds; the first leads to finite z-polarised dipole transitions similar to the hh↑-lh↓ admixture in the BE schemes, whilst the second gives rise to forbidden in-plane transitions, bearing similar repercussions as the hh↑-lh↑ mixing discussed above 68, 70 , although to a much lesser extent. We note that our approach does not suffer from modifications of the selections rules due to hole mixing: we already rely on the presence of off-diagonal transitions and slight changes to their rates will not make an appreciable difference.
Pulsed scheme limitations
As mentioned earlier, the main limitation of our scheme is the unknown time-of-arrival of the photons due to the c.w. source. An obvious solution might be using a pulsed source for the photons. Despite addressing the issue of the photons' unknown phases, such a protocol would still not be deterministic, as there is still a 50% probability that a Rayleigh scattering event, instead of a spin-flipping Raman one, occurs. Whilst this is still a considerable improvement over the ∼ 20% we get for an optimised time-bin length (Fig. 6) , this pulsed-excitation scheme would not benefit from the advantages of subsaturation driving; mainly the photon linewidth limited only by the hole spin coherence and laser linewidth, and be susceptible to phonon dephasing. Hence, the opportunity to create longer LCs with less probabilistic phase FIG. 7: a) Success probability P s of obtaining a 5 × 5 2D cluster state as a function of the length n of the input LC states to be fused. Going from LC 2 to LC 4 shows orders of magnitude improvement, underlining that having at least moderately sized LC states is essential for feasible 2D state growth. b) Success probability P s against 2D cluster state size L × L for LC 2 (bottom, blue line) and LC 4 (top, orange line) 'building blocks', showing an increased improvement with size when going from onedimensional states of size 2 to size 4.
uncertainty comes at the price of lower quality LC states, which we argue is paramount for reliably constructing 2D cluster states required for quantum computation using probabilistic fusion gates.
G. Robustness of 2D cluster state protocols and LC state fusing schemes
Schemes extending the LR scheme for 2D cluster state generation have been proposed 17 , in which it was shown that a pair of entangled QDs could be used to directly generate a 2D cluster state, reducing the required number of probabilistic fusion of LC state building blocks. Furthermore, it was recently shown that the requirement of two-qubit gates on the entangling emitters can be relaxed by a careful application of pulses and single-qubit gates on the emitters 18 . However, building on a similar setup and selection rules as the original LR protocol, we expect that the practical limitations discussed above will also limit the achievable size of photonic states that can be obtained with this protocol.
An alternative approach to generating a 2D cluster state is that of fusing LC states. We show that having high fidelity LC states of moderate length is essential for using one-dimensional states as building blocks. Consider a 2D cluster state of size L × L. If we start with number of linear cluster states of size n, then the number of steps required to at least reach a 2D cluster state of size L × L is at least m n = L 2 −n n−1 : assuming that we have enough linear clusters to start with, each fusion process will (on average) increases the cluster size by n(m n + 1) − m n (noting that each fusion step leaves the fused qubit redundantly encoded with 2 photons in type II fusion, and disregarding the final layout of the 2D state for generality and simplicity). Clearly, we ignore the cases when n > L 2 as the probability saturates for n = L 2 . We show how the probability scales for a 2D cluster state of size 5 × 5 as a function of the 'building block' size (i.e. the size of the initial cluster states) in Fig. 7a ). This clearly demonstrates that the probability increases exponentially before saturating, showing a significant jump when going from linear cluster sizes of 2 to 4.
This increase in success probability is further emphasised when one considers increasing the 2D cluster state size. In Fig. 7b) , we show how the difference in probability increases with increasing 2D state size L × L. This approach assumes that upon failure, we have enough resources to replace the linear cluster state and try again. The results of this relatively naïve and basic analysis are further backed by an alternative approach presented in Ref. 71 , in which Gross et al. fuse linear clusters by 'weaving' n + 1 linear clusters of size n to form a cluster state of size n × n. They show that as long as a careful choice of parameters is made, depending on the fusion success probability, then the cluster state can be prepared using O(n 2 ) edges and the overall success probability approaches unity as n goes to infinity.
Besides having relatively longer linear states as building blocks, the fidelity of these states, indicative of quality, is also an important factor when considering scalability to higher dimensions 62, 72 , as it will determine the 'percolation' or 'edge-bound' probability. Fortunately, our approach can deliver on both counts by producing LC 4 states with high fidelity at a respectable generation rate.
H. Proposal for deterministic scheme using DQD Motivated by recent theoretical and experimental work, we propose extending our Raman protocol to a double quantum dot (DQD) system, where, depending on the relative strength of the exchange interaction and transition energy detuning between the two QDs, either joint measurements on the DQD system can be performed, whilst leaving the photon-entangling hole spin state unaffected, or oscillations between joint states can be detected without collapsing the system joint state. In the following, we will discuss two possibilities of extending our protocol in such a way.
A)Electrical control : During the past few years, great progress has been made in synthesising and controlling quantum dot molecules, both in stacked [73] [74] [75] and lateral 76,77 geometries. A Raman-spin flip DQD scheme was shown in Ref. 78 , in which the external field is applied in Faraday geometry and the Raman spin-flips occur between the singlet S and triplet T 0 states of the system. Whilst this configuration would not allow screening of the dominant fluctuation component of the Overhauser field, such a setup would, in principle, allow a current measurement scheme to be applied and signal the Raman events. In fact, the standard singlet-triplet spin-blockade used in gated-DQDs 79 could be used to detect current drops, sig- 75, 78, [80] [81] [82] , whereas the current transport measurements has been long understood for surface-defined QDs. This route would require a hybrid gated and optically-active device, which, although certainly challenging, might nonetheless present a feasible route. B)Optical control : A more attractive alternative to having a gated structure would be to have an all-optical non-invasive spin readout technique, provided by the rich energy level structure for these systems. In quantum dot molecules, this can be achieved by using the distributed trion state, with the ancilla spin being empty, whilst the host spin being singly-electron charged. The spin readout technique was demonstrated experimentally performing resonance fluorescence (RF) on the |↓ s , 0 a ↔ |↓ s , ↓⇑ a transition, which is decoupled from the main spin-flip transition 83 . This technique could be readily extended to hole spin systems with an analogous level structure. A similar setup was demonstrated experimentally in Ref. 84 , where use of these cycling transitions was made to detect the flips of the host spin state. Both these setups would require individual addressing of the ancilla and host spin, meaning that the two QDs selected must be sufficiently relatively far-detuned, which could be achieved by tuning the bias voltage over the sample, decreasing the exchange energy splitting 80 . Alternatively, for samples with a much stronger singlet-triplet splitting, optical addressing of the joint states would be more feasible. In the singlet-triplet Raman scheme in Faraday geometry discussed in Ref. 78 (Fig. 8b) , spin readout of the singlet state can be performed by using the decoupled cycling transition T + ↔ R ++ 81 .
I. Quantum state tomography
Quantum state tomography (QST) allows one to completely characterise an unknown quantum state, as long as an ensemble of identical copies of such a state can be created in the experiment. Despite the wide range of tomographic techniques in existence [85] [86] [87] , the aim is typically to use sets of repeated measurements on the ensemble, the results of which enable the reconstruction of the original state.
Our probabilistic protocol then presents an obvious question as to how would one obtain multiple copies of the cluster state, since for each realisation, the phases imprinted on the photonic qubits are random, and are only know post-detection. Using conventional reconstruction techniques would then average over the coherences of the cluster state, losing the entanglement information.
Despite this apparent downfall, the fact that the random phases can be determined post-measurement means that this problem can be reformulated in a 'static frame' with respect to the state, that is, the state is not imprinted with the phases, instead, in this frame, the effective basis chosen for the actual measurement rotates for each measurement due to the different phases. The problem then reduces to reconstructing a state when the measurement basis used is different for each measurement. We emphasise that this does not mean that the experimentally chosen basis is actually rotated for each measurement. The random measurement projectors can then be grouped as {P nj } by proximity on the Bloch sphere into projectors {P j : 1 ≤ j ≤ K} to be used for reconstruction.
As a proof of principle, we used the state c 1 |H +c 2 |V for each experiment, where c 1 and c 2 are two random complex numbers, so that each time we have a different measurement projector. Using Maximum Likelihood Estimation (MLE) and the Cholesky decomposition for the density matrix, we performed QST for various numbers of grouped projectors, the results of which are shown in Fig. 9 . As the number of of P j is increased, the fidelity rises, as expected. However, for lower numbers of events, the fidelity peaks at a number of grouped projectors, and then starts declining again. This drop is due to the failure of the Gaussian assumption used for MLE. This failure is expected to affect fidelities for higher event numbers as we increase the number of projectors.
