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Abstract—The ROMEO project focuses on the delivery of 
multiview 3-Dimensional (3D) video enriched with spatial audio 
on a converged network architecture. Quality of Experience 
(QoE) modeling plays an important role in several aspects of the 
overall ROMEO architecture, such as in video compression, 
multicast tree formation in the P2P overlay, content adaptation 
and view synthesis. To address various use cases there will be 
several models of QoE that will be investigated and developed 
within the scope of the ROMEO project. This paper describes the 
various models of QoE that will be investigated, specifically, QoE 
modeling of compression artifacts, rendering artifacts, and 
packet loss effects on 3D multiview video and QoE factors related 
to Audio compression and rendering. It is expected that the QoE 
models developed within the ROMEO project will find important 
use cases in a wide range of advanced multimedia applications.  
Keywords-QoE; Compression Artifacts; Rendering Artifacts; 
Network Losses;  
I.  INTRODUCTION (HEADING 1) 
A significant amount of effort has been made by the 
research community towards achieving immersive multi-view 
entertainment. Most of the effort has been targeted at content 
acquisition and rendering/display technologies, or at delivery 
of pre-encoded content rather than live content. The delivery of 
live high quality 3D multi-view video (and spatial audio) to 
consumers remains a significant challenge due to the limits on 
bandwidth. Existing broadcast methods, using terrestrial, 
satellite, and cable technologies, will be able to cope with 
stereoscopic content in High Definition. However, as the 
number of views increase, and the resolution is increased to 
Ultra High Definition, even the satellite and cable broadcast 
systems may struggle to meet the demanding requirements for 
many 2D/3D display devices including light-field type 
(holographic) displays. In addition although wireless 
communication links are providing higher link capacities they 
are not capable of delivering the data rates required for the 3D 
multi-view video. 
The ROMEO project focuses on the delivery of live and 
collaborative 3D immersive media on a next generation 
converged network infrastructure.  The concept of ROMEO 
will facilitate application scenarios such as immersive social 
TV and high quality immersive and real-time collaboration. In 
order to support these application scenarios, the ROMEO 
project envisage to develop new methods for the compression 
and delivery of 3D multiview video and spatial audio, as well 
as optimising the networking and compression jointly. The 
solution proposed by ROMEO is to combine the DVB-T2 and 
DVB-NGH broadcast access network technologies together 
with a QoE aware Peer-to-Peer (P2P) distribution system that 
operates over wired and wireless links. 
The P2P technology has the potential to provide a more 
cost effective and flexible delivery solution for future 3D 
entertainment services. However, the P2P distribution can 
create problems for network operators, by consuming 
significant amounts of bandwidth. Many ISPs have begun to 
use bandwidth throttling during peak demand periods to 
constrain P2P applications. This can create serious problems 
for real-time delivery of multimedia content. ROMEO aims to 
produce a content aware P2P overlay, which will be able to 
scale the quality of the multimedia data in response to 
bandwidth constraints and congestion problems. To achieve 
this in an optimal fashion, new 3D visual attention models and 
3D Quality of Experience (QoE) models will be developed and 
used within the scope of ROMEO. 
In this paper we present the envisaged QoE framework that 
would be used in ROMEO. In this paper, the QoE development 
work within ROMEO are categorized in to three main areas; i.e 
QoE modelling for 3D video, for spatial audio and modelling 
of networking aspects. The developments in QoE modelling for 
3D video include subjective assessment and modelling of 
compression artifacts, rendering artifacts in view point 
synthesis and visual comfort factors. The main contributions of 
QoE work on audio aspects relate to the effects of listening 
point mismatches, audio-video synchronization losses. Finally, 
the Networking aspects related to QoE such as the effect of 
variation of delay and packet losses due to congestion and 
fading will also be discussed in this paper.  
Rest of this paper is organized as follows. In section II, we 
describe the overall ROMEO architecture and the requirements 
of QoE measurement. The section III and IV describe various 
aspects of QoE modeling or 3D Video and Spatial Audio 
systems, respectively. Modeling QoE for networking related 
aspects are introduced in section V, and the section VI 
concludes the paper.  
II. QOE MEASUREMENT FRAMEWORK IN ROMEO 
This section briefly describes the main building blocks of 
the overall ROMEO architecture and the requirements for a 
QoE Measurement Framework.  
 Figure 1. Functional processes of ROMEO and required QoE measurements at each procecess 
The ROMEO project aims to deliver 3D multiview video 
synchronously on both DVB and P2P networks. To guarantee 
Quality of Service (QoS), all the users will be transmitted a 
stereoscopic video pair over the DVB network. For users with 
a good network conditions, additional views of the same scene 
will be transmitted through P2P streaming.  For optimal 
performance of the system, the DVB and P2P stream would 
need to be synchronized. The scenes captured by multi camera 
rigs and spatial audio microphones will be compressed using a 
multiple description scalable video codec and an analysis-by-
synthesis based spatial audio codec. Finally, audio and video 
stream need to be synchronized to play back the content.  
The Figure 1 illustrates the functional block diagram of the 
ROMEO project architecture. At each of the blocks we have 
identified specific factors of QoE that is related to the block. 
During content capturing it is important to consider factors 
such as visual comfort of the captured content and the 
sensation of depth. For example, depth/disparity variations in 
the scene should not exceed certain thresholds, and scene 
changes should be planned such that they do not cause visual 
discomfort. Compression of video with the aid of state-of-the-
art codecs yield artifacts such as blurring and blocking. The 
effect of such artifacts should be carefully modeled to preserve 
subjective quality. The issues such error concealment due to 
packet losses occurring due to congestion or fading also need 
to be considered during QoE modeling. To cater user 
requirements, such as arbitrary view point switching, the 
intermediate views need to be synthesized (i.e. rendered) from 
the available views. Depending on the quality of disparity map 
and the hole filling algorithm utilized, the rendered views will 
have different artifacts that affect the user perception. During 
audio rendering it is also important to measure listening point 
and viewpoint mismatch and its effect on the overall 3D 
perception.  
The above mentioned QoE factors need to be monitored 
and measured and used for decision making within the scope of 
the ROMEO project. The next three sections describe in detail 
how the QoE related tasks in ROMEO aim to tackle the above 
mentioned issues.  
III. QOE MODELLING FOR 3D MULTIVIEW VIDEO 
In this section we analyze three different aspects of QoE 
Modeling of 3D viewing. First we consider QoE factors related 
to the content characteristics such as depth sensation and visual 
comfort modeling. Secondly, we describe the effects of 
compression artifacts on 3D viewing experience and finally, 
we describe models to measure view synthesis artifacts. In each 
of these sections we describe about the recent experiments 
performed and the envisaged models for ROMEO. 
A. Effects of Content Characteristics on QoE 
3D video provides a sensation of depth by exploiting the 
properties of Human Visual System (HVS). Thus, 3D video 
delivery systems have become an interesting application of 
QoE. This chapter introduces QoE in the context of 3D video 
delivery systems. 3D video provides a sensation of depth by 
providing two disparate views of the same scene to the two 
eyes. The HVS, which consists of the eyes, neuronal pathway 
to the brain and the brain, analyses the binocular sensation and 
perceives a 3D view. Thus, 3D video provides a more natural 
experience than traditional 2D video. Therefore, it is important 
to measure how 3D video content interact with the HVS and 
would lead to factors such as depth sensation and visual 
comfort. 
1) Sensitivity of the HVS to Depth Perceived by Different 
Depth Cues 
Recent results published regarding the sensitivity of the 
HVS for different depth cues in 3D video. The theoretical 
derivation and additional experimental details of these 
psychophysical experiments are found in [2]. The aim of the 
experiments in [2] is to model how much sensitive are the 
humans for depth cues such as binocular disparity, retinal blur 
and relative size. The results obtained for the sensitivity to 
binocular disparity are presented in Figure 2. , where positive 
disparity in Figure 2.  corresponds to objects seen in front of 
the screen and vice versa. These results illustrate a maximum 
sensitivity at zero disparity and decreasing sensitivity with 
increasing disparity. 
 
Figure 2.  Sensitivity to binocular disparity with initial disparity [2] 
2) Factors Affecting Visual Fatigue in 3D Viewing 
For natural viewing, accommodation and convergence are 
reflexively linked [3]. In stereoscopic 3D viewing, this link is 
disturbed since the eyes accommodate on the screen level no 
matter where the object is projected. This is often known as 
the ‘accommodation-convergence mismatch’, and is 
considered to be a major reason for visual discomfort in 
stereoscopic displays, if the objects are projected to be beyond 
the Depth of Field (dof) [2]. Therefore, stereoscopic display 
systems are designed to minimize the visual discomfort due to 
accommodation-convergence[4], by limiting the amount of 
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binocular disparity [3] and thus, simulating the objects to be 
within the dof. 
In [5], Yano et.al. presents results for subjective and 
objective visual fatigue for stereoscopic viewing. As 
illustrated in Figure 3. , as the binocular disparity is increased, 
the visual fatigue seems to be increasing. This is in 
correspondence with the accommodation-convergence 
mismatch. When the simulated depth is increased, the 
difference between the convergence distance and 
accommodation distance increases, as the eyes are always 
accommodated at screen level. This will make the brain to 
resolve two conflicting information, which results in a 
discomfort.  
 
Figure 3.  Variation of Subjective visual fatigue with increasing binocular 
disparity [5] 
3) Factors Affecting Visual Fatigue in 3D Viewing 
Naturalness of 3D video: In an initial effort to characterize 
naturalness in 3D video, the authors in [6] displayed few 
scenes in both 2D and 3D modes to be subjectively evaluated 
by the viewers. The subjective results illustrated that the 
naturalness were rated higher in 3D than in 2D at the same 
Gaussian noise level. The added dimension of depth induces 
an improvement in the naturalness of the content that is being 
viewed.  
Feeling of presence in 3D video: In a recent research 
studying the effects of 3D viewing on partially sighted people, 
the results indicated that the users, irrespective of them being 
partially or fully sighted, tend to feel more engaged with 3D 
viewing rather than with 2D viewing.  
Recently the Royal National Institute of Blind People 
(RNIB), which is the leading organization representing the 
interests of two million people living with sight loss in the UK 
carried out a research in to what 3DTV mean for those 
partially sighted people who rely on their remaining sight to 
watch TV [7]. However, the effect of how disparity of the 
scene affects the ratings of partially sighted people is yet to be 
investigated. 
B. Effects of Compression Artifacts on percieved 3D quality 
Modeling the effects of compression artifacts on perceived 
3D video quality is a major research area within the ROMEO 
QoE tasks as well as in the general research communities. 
Since the ROMEO project will be using Scalable extension of 
the H.264 reference software, the compression artifacts 
considered are limited to the artifacts generated by H.264 
codecs.  
The compression artifacts introduce both blurring and 
blocking artifacts in to the stereo views, which are perceived 
differently by the human visual system. Therefore, in [8], we 
designed a set of psycho-physical experiments to measure the 
just noticeable level of asymmetric blur at various spatial 
frequencies, luminance contrasts and orientations. The 
subjective results suggest that humans could tolerate a 
significant amount of asymmetry stereo pairs introduced by 
blur, and the level of tolerance is independent of the spatial 
frequency or luminance contrast. In general left eye dominant 
subjects tend to be more sensitive to asymmetric blurring than 
right eye dominant viewers. Furthermore, the results of this 
paper illustrate that when asymmetry is introduced by unequal 
quantization, the just noticeable level of asymmetry is driven 
by the blocking artifacts. In general, stereoscopic asymmetry 
introduced by way of asymmetric blurring is preferred over 
asymmetric compression. 
The level of blur at the point of just noticed difference, 
objectively measured in terms of Average Edge Width (AEW) 
[9], in the two cases is illustrated in Figure 4. It is clear that 
amount of blur present, when asymmetry is identified in 
asymmetric compression is very much lower than the case of 
asymmetric blurring. The high standard deviation for case of 
Gaussian blurring indicates that just noticeable point with 
asymmetric blurring varied significantly among individuals. 
However, in the case of quantization, most of the viewers 
agreed on the point of just noticeable difference, which was 
mainly identified by the visibility of blocking artifacts [8]. 
 
Figure 4.  Comparison of objective measurement of blur at just noticeable 
point in quantization and Gaussian blurring [8] 
The results of [8] reiterate the fact that HVS could perceive 
high spatial frequencies of a stereoscopic image pair, and thus 
clearly perceiving the effect of blocking artifacts, whereas the 
effect of Gaussian blurring is masked. 
The QoE due to compression will be measured in ROMEO 
based on the levels asymmetric just noticeable blur and just 
noticeable blocking artifacts.  
C. Measuring View Synthesis Artifacts 
Among the various view synthesis methods, Depth Image 
Based Rendering (DIBR), stands out as an efficient method, as 
it provides low complexity and a substantial improvement in 
view synthesis. On the other hand in DIBR visual problems in 
the synthesized views may occur, such as holes (occlusions), 
which are attributed to the quality of the depth map in the view 
synthesis process [10]. Therefore it was evident that there is a 
need for the development of a tool to estimate the quality of the 
depth maps used in the view synthesis process.   
The evaluation of Depth Map Quality in ROMEO will 
utilize the use of a depth based view synthesis software 
(ViSBD 2.0), the process will involve the synthesis of a color 
view at a position of an existing view. This rendering process 
will be performed using a color view and its corresponding 
Depth Map from a different location. The quality of the depth 
map used in the rendering process is determined by the quality 
of the color synthesized view.  
The quality of the synthesized color view is evaluated by 
passing this view and the original color view through an 
Objective Quality metric, (in ROMEO metrics used are PSNR 
& PSPNR). Prior to running the objective measure an 
intermediate step is applied, a mask view, which shows the 
hole positions is outputted by the ViSBD 2.0 software [11]. 
This hole mask is then applied to both original and synthesized 
views before running them through the objective quality 
metric. The system architecture is demonstrated in Figure 5.  
 
 
Figure 5.  System arcitecture of Depth Map Qualtiy measusement. 
With respect to the validation of this approach to depth map 
quality, a subjective assessment will attempt to verify this 
metric. This will be achieved by the introduction of different 
quality versions of the same depth map to be used in the view 
synthesis process and evaluating the resulting color views both 
subjectively and objectively, while attempting to establish a 
correlation between both sets of results. 
IV. QOE MODELLING FOR SPATIAL AUDIO 
Spatial audio QoE modeling aims to derive a physical 
measure for the overall quality of spatial audio that can predict 
the end users’ perception. In this section, the attempts towards 
the modeling are introduced, followed by a new modeling 
approach incorporating the correlation between audio and 
video. 
A. Background and previous work 
There have been a number of studies to investigate the 
attributes of perceived audio quality that change after various 
processing and to categorize them. An intensive review of 
these previous studies has been conducted in [12], which also 
developed and suggested prediction models for multichannel 
spatial audio quality attributes. The following subsections 
briefly summarize the previous findings. 
1) Non-spatial QoE attributes and modeling 
Some initially suggested models of audio quality did not 
include spatial attributes, since the most common reproduction 
setting was only up to stereo. This type of attributes was firstly 
categorized as Basic Audio Quality (BAQ) which mainly 
represents the spectral/timbral aspects of audio. The most 
widely known objective model defined for the BAQ prediction 
is ITU-R BS.1387-1 Recommendation: method for objective 
measurements of perceived audio quality (known as PEAQ: 
(Perceptual Evaluation of Audio Quality) [13]. Related studies 
have found out that BAQ introduced here is highly correlated 
with an attribute named Timbral Fidelity (TF), which can also 
be estimated by calculating a few known physical parameters 
[14]. These include spectral centroid, spectral roll-off, centroid 
of coherence, and Interaural Cross-Correlation Coefficient 
(IACC) [12].  
2) Spatial QoE attributes and modeling 
The use of multiple channels for spatial audio led to the 
development of spatial audio QoE prediction models. For 
multichannel audio, QoE attributes that are particularly related 
to spatial characteristics of sound have been introduced, in 
addition to the spectral/timbral QoE attributes as described 
above. In [12], an attribute called Spatial Fidelity was 
introduced for this purpose. This was further divided into 
Frontal Spatial Fidelity (FSF) and Surround Spatial Fidelity 
(SSF). FSF is related to the perceived changes in the spatial 
aspects of the sound in the frontal arc between -30 and +30 
degrees, where the localization accuracy is known to be higher 
and where the visual cues are normally available. SSF is related 
to the spatial aspects of the sounds perceived outside of this 
arc. Prediction models have been developed and verified 
through subjective tests to match the perceived FSF and SSF 
with measurable physical parameters. These include spectral 
coherence, spectral roll-off, IACC at various head orientations, 
and back-to-front energy ratio.  
B. Incorporation of audio-video correlation 
The QoE prediction modeling approaches described in the 
previous section did not consider the possibility of video-
accompanying audio. In cases where the audio is accompanied 
by video, the correlation between the audio and video also 
affects the perceived quality of audio. The audio-video 
correlation is related to the consistency of temporal and spatial 
audiovisual cues. Temporal synchronicity of audio and video 
has been investigated with guidelines for broadcasting [15]. It 
has been recommended that “the sound program should never 
lead the video program by more than 15 ms, and should never 
lag the video program by more than 45 ms.” However, no 
model has been developed incorporating the spatial Audio-
Video Correlation (AVC) to relate to the perceived spatial 
audio QoE. The spatial AVC can be specified match between 
the directions of the sources on the displayed scene and the 
perceived directions of the sound, which becomes important 
when the spatial audio is a part of media with multi-view video 
or when the rendering needs to be scalable, that is, adaptive to 
various reproduction systems. In the ROMEO project, attempts 
will be made to integrate the spatial AVC into the overall QoE 
prediction modeling. 
C. Spatial audio QoE modelling experiment incorporating 
Audio-Video Correlation 
This section briefly describes the procedures of the spatial 
QoE modeling experiment, particularly incorporating the 
spatial AVC as described previously. 
1) Experimental design 
The experiment aims to establish a relationship between the 
perceived QoE and the physical parameters introduced above, 
known to be related to Timbral Fidelity (TF), Spatial Fidelity 
(SF) and spatial Audio-Video Correlation (AVC). When 
creating the stimuli for the test, all of the factors mentioned 
affecting the spatial audio QoE need to be varied in 
combinations. Firstly, in order to introduce AVC degradations, 
a visual cue of the audio objects to be presented is required. 
Then the auditory scene can be created such that there is a 
varying angular mismatch between the visual cue and the 
perceived audio. Secondly, the degradation methods for the 
other attributes – BAQ (non-multichannel), FSF and SSF – can 
be found in the literature [12]. Bandwidth limitation through 
low-pass filtering is a general method to vary perceived TF,. 
FSF and SSF can be varied through different down-mixing 
algorithms, assuming a standard 5.1-channel reproduction 
system. 
2) Subjective tests 
The created stimuli need to be presented to the subjects in 
an efficient manner for valid evaluation results to be collected. 
A methodology frequently introduced for the spatial audio 
evaluating subjective test is MUSHRA (MUltiple Stimuli with 
Hidden Reference and Anchor) defined in ITU-R 
recommendation BS.1534-1 [16]. In this test scheme, the 
stimuli are presented along with a high quality reference signal 
and one or more “anchors” that can indicate some well-known 
processing artifacts resulting in the lowest possible quality of 
signals. The subjects grade the stimuli including the hidden 
reference and anchor(s), which guides them to use the full 
range of grading scale. 
3) Statistical analyses and modelling 
Once the subjective evaluation results are collected, the 
physical parameters will be calculated from the stimuli as the 
variables. Statistical analyses need to be conducted firstly to 
confirm whether the degraded attributes of audio have affected 
the perceived QoE statistically significantly. Then regression 
modeling will be conducted with the QoE score as the target 
variable. During this process, inter-dependency of variables can 
be found, in which cases the number of variables can be 
reduced without affecting the correlation between the 
prediction result and the collected QoE score. Iterative 
regression might be required to find the variables with 
relatively low importance in the prediction and to discard them. 
The final model will be proposed considering this trade-off 
between the number of variables and the prediction accuracy. 
V. MODELLING NETWORK RELATED ASPECTS OF QOE 
Within the context of ROMEO a generic scheme of 
assessing and modeling user experience, which comprises the 
user’s perception of network elements performance together 
with the actual service delivery and how they all meet 
expectations, is under development. This section includes 
preliminary results on the stereoscopic video quality 
assessment. 
A. 3D video transmission over IP networks 
The RTP specification for MVC [17] suggests three 
Network Abstraction Layer Unit (NALU) payload structures 
that can be used for encapsulating NALUs into RTP packets. 
The first one is the “Single NAL unit” (SNU) according to 
which each RTP packet encapsulates a whole NALU. The 
second one is the “Aggregation Packets”, which specifies that 
multiple NALUs are encapsulated in one RTP packet and 
includes five versions, STAP-A, STAP-B, MTAP-16, MTAP-
24 and NI-MTAP. The latter is known as “Fragmentation Unit 
(FU)” and allows the fragmentation of one NALU into smaller 
RTP packets. The aim of this study is to assess the performance 
of 3D video streaming over IP based networks using SNU 
video packetization mode with multiple NALUs per frame. 
B. Experimentation Setup 
1) Testbed platform 
The experimental testbed developed for studying the impact 
of the packet loss and the packetization scheme on the 
perceived MVC video quality is shown in Figure 6.  
Video Server
RTP 
packetizer/
Streamer
Network Emulator
Dummynet
Nokia MVC 
Encoder
Video Client
 
Figure 6.  Testbed platform 
The encoding and decoding of the video is based on 
Nokia’s MVC Encoder/Decoder [18], while Dummynet is 
utilized to emulate background traffic with randomly 
distributed inter-arrival rates [19]. Furthermore, an RTP 
packetizer was developed capable of creating RTP packets 
regardless of the fact that NALUs may contain an entire frame 
or a part of it. It is also capable of creating RTP packets using 
all the payload structures as defined by the standard (SNU, 
STAP-A, FU-A). Additionally, the depacketizer is tolerant to 
bit errors and it is able to recognize the payload type used 
during the packetization process, as well as, the coding 
parameters used (one or multiple NALUs per frame). The 
MVC streamer was developed to encapsulate RTP packets into 
IP datagram’s and to create concurrent UDP/IP connections to 
the client for multicast transmission of both views. At the 
client’s side a Graphical User Interface (GUI) transmits a 
request (based on transmission information including the 
number of views, the payload type and the MTU size) to the 
video streamer over TCP/IP connection. 
2) Experimentation Parameters 
The codec characteristics, packetization and network 
parameters are summarized in TABLE I.  Each video 
transmission is repeated for 15 times to obtain the average 
PSNR values. For the purposes of this paper only results 
obtained using the SNU packetization scheme with multiple 
NALUs per frame are presented. 
TABLE I.  SIMULATION PARAMETERS 
Coding Parameters 
Video Sequence Suburban  Objects 
No of Frames 1000 1000 
Intra period 5 frames 5 frame 
Frame rate 25 fps 25 fps 
Resolution 
1280x1024 
pixels 
640x480 
pixels 
Packetization Parameters 
Video packetization options Multiple NALUs/Frame 
RTP packetization options SNU 
Network Parameters 
MTU Size (Bytes) 1024 
Packet loss rate 0%  , 1% , 2%  , 5% 
 
C. Objective Video Quality Evaluation 
The objective evaluation of the video quality is based on 
the Peak Signal to Noise Ratio (PSNR). Although PSNR is not 
the most reliable metric of video quality evaluation, it is well 
suited for the purposes of this study that includes preliminary 
results of an ongoing research, due to its wide usage and ease 
of calculation. It has to be underlined that the experiment 
scenario specifies that both left and right views of the 
stereoscopic video suffer the same packet loss rate but packet 
losses are independent between the two views. Figure 7. 
illustrates the PSNR of both left and right views under various 
packet losses. 
 
Figure 7.  PSNR versus packet loss for the left and right views of both testing 
video sequences. 
PSNR measurements indicate that the left view of the 
stereoscopic video is affected less than the right view under the 
same packet loss. This is expected, as the correlation between 
the two views causes an error in left view due to network loss 
to propagate to the right view during decoding. Thus the 
distortion of the right view sequence is the sum of the 
distortion due to packet loss and the distortion due to the 
correlation of the right view with the distorted left view. 
Another finding is that the average PSNR of the “suburban” 
video sequence is lower than the corresponding PSNR of the 
“objects” sequence, due to high resolution of the first. 
D. Subjective Video Qualtiy Evaluation 
The subjective quality evaluation tests have been using the 
recommendations by ITU-T BT.500 for laboratory 
environments [20]. The following parameters have been 
considered: daylight conditions, mid gray background using 
appropriate curtains. A high quality auto-stereoscopic display 
has been used for the subjective evaluation. All subjects that 
participated at the evaluation are undergraduate students, 
graduate students and faculty members of the Department of 
Electrical and Computer Engineering, University of Patras, 
Greece. A total of 50 subjects have been used to evaluate the 
videos. During the test setup phase, each subject gets familiar 
with scoring procedure and video artifacts. This ensures that 
subjects get familiar with the testing procedure and score video 
artifacts accordingly. Training videos have been used for this 
purpose. Both training and test videos have been impaired. 
The subjective evaluation is based on the Double Stimulus 
Continuous Quality Scale (DSCQS) methodology, where two 
consecutive presentations of two stimuli take places [20]. There 
is a 10s duration of the reference (Stimulus A) and the test 
(distorted) video (Stimulus B), separated by 1s grey frame. The 
above procedure is repeated three times, and at the last round 
the subject must vote for both the reference and the test video 
in the scale 0 to 100. The removal of the outlier votes is based 
on a well known technique, which specifies the in cases where 
the difference between mean subject’s vote and the mean vote 
for this test case from all other subjects exceeds 15% then these 
votes are omitted. 
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Figure 8.  Subjective evaluation of the perceived video quality due to packet 
losses on left, right and both views (“Objects” sequence) 
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Figure 9.  Subjective evaluation of the perceived video quality due to packet 
losses on left, right and both views (“Suburban” sequence) 
Figure 8. and Figure 9. illustrate the measured MOS of the 
left and right views as well as, the 3D left-right video 
sequences. Although the results are preliminary, there are some 
interesting findings that need to be addressed. Firstly, is evident 
that the MOS of the stereoscopic sequence is better that the 
MOS measured in the case of the 2D right view sequence. 
Hence, although the stereoscopic video includes distortion 
from both left and right views, the viewer scores higher MOS 
since the perception of depth increases the perceived video 
quality. Equally important is the fact that although “suburban” 
sequence has lower average PSNR than the “objects” sequence, 
under the same network conditions, it receives higher MOS, 
despite the fact that its distortion is higher than that of 
“objects” sequence. Evidently, the higher resolution of the 
“suburban” sequence increases the video perception quality in 
both the stereoscopic and 2D (left and right) video sessions, 
independent. Further investigation is needed on the correlation 
between PSNR and other objective metrics and the MOS of 3D 
videos. 
VI. CONCLUSIONS 
This paper describes the overall QoE framework envisaged 
in the ROMEO project. Different aspects of experience of 
multimedia content consumption are discussed while providing 
some initial results where applicable. In summary, QoE 
modeling in the ROMEO project is categorized in to three 
major areas, i.e. 3D video perception, spatial audio perception 
and perception of the effects of network packet losses. These 
models that will be integrated in the future will be used for 
optimizing multiview video compression, adaptation and P2P 
overlay construction, in the context of the ROMEO project. 
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