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Abstract
In this paper we study ergodicity and mixing property of some measure
preserving transformations on the Wiener space (W,H,µ) which are
generated by some random unitary operators defined on the Cameron-
Martin space H.
1 Introduction
Although the Wiener measure is one of the most popular and studied proba-
bility measures, there are surprisingly few results about the ergodicity of the
measure preserving transformations of the Wiener paths. In fact since the
early work of Maruyama [2] and that of Wiener and Akutowicz [6] it is diffi-
cult to find any work about the subject in the literature. Having studied the
general Wiener-measure preserving transformations in [3] (cf. also [4]), we
were led to look at the ergodicity of these transformations under the light of
the powerful techniques developed by the Stochastic Calculus of Variations
of Paul Malliavin. In fact even about the classical Wiener-Ito decomposi-
tion we have a better knowledge now and using this latter technique, one can
characterize rather easily the ergodicity and the mixing property of the trans-
formations which are the second quantizations of the deterministic unitary
transformations on the Cameron-Martin space H . When we take a random
unitary transformation R(w) of the Cameron-Martin space with the prop-
erty that, for any h ∈ H , ∇Rh is a quasi-nilpotent operator on H , then R
generates also a Wiener-measure preserving transformation, called rotation.
However the ergodicity in this case is much more difficult to characterize,
since the randomness of R induces a very strong non-linearity and we can
not use anymore the Wiener chaos technique as easily as in the deterministic
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case. In this paper we study the ergodicity and the strong mixing property
of this kind of random rotations in some special cases: the first is the case
where the randomness enters as an input which is independent of the Wiener
“paths”. In the second situation we replace this independence hypothesis
by another interesting hypothesis, namely we assume that the (Gaussian)
divergence of the resolution of the identity associated to the unitary opera-
tor defines a cylindrical martingale (indexed with the associated spectrum)
having the chaotic representation property. The next section presents some
necessary conditions for ergodicity. Finally we derive a sufficient condition
for strong mixing (which is also necessary when R is deterministic) and give
two generic examples of strongly mixing transformations. Let us now explain
in detail the plan of the paper.
Let (W,H, µ) be an abstract Wiener space, i.e. W is a separable Banach
space, H is a Hilbert space, whose continuous dual is identified with itself
and it is densely and continuously injected in W . For any e ∈ W ∗,
∫
W
ei<e,w>µ(dw) = E[exp i < e, w >] = exp−|j(e)|2H/2 ,
where j denotes the injection W ∗ →֒ H . Let T : W → W be a measurable,
invertible and measure preserving transformation onW , the problem consid-
ered in this paper is the ergodicity of this transformation. As an example of
such a transformation consider the classical Wiener space: let Bt, t ∈ [0, 1]
be a standard Wiener process taking values in Rn, consider γ(t, w) which for
every t in [0, 1] takes value in the class of unitary n × n-matrices. Then, if
γ is non-random or under suitable measurability assumptions on γ(t, w), the
process Y (t, w) defined as Y (t, w) =
∫ t
0
γ(τ, w)dBτ exists as an Ito integral
and, due to the celebrated theorem of Paul Le´vy, (t, w) → Y (t, w) is also a
standard Brownian motion in Rn.
The class of transformations on Wiener space that will be considered is as
follows. Let (en, n ∈ IN) be a complete, orthonormal basis of H and en ∈ W
∗
for all n ∈ IN 1. By the Ito-Nisio theorem (cf. [1, 4])
w =
∞∑
n=1
(δen(w))en
1In the sequel, as long as there is no confusion, we shall not distinguish the elements
of W ∗, from their images in H .
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µ-almost surely in the sense that
∥∥∥∥∥w −
N∑
1
(δen(w))en
∥∥∥∥∥
W
→ 0
µ-almost surely as N → ∞ where δe(w) =W ∗< e,w >W is the abstract
version of the Wiener integral of j(e).
Consider first the case where R is a non-random unitary transformation
on H , then
w → T (w) =
∞∑
n=1
δ(Ren)(w) en
is a measure preserving transformation of W . The ergodicity of this class of
transformations was characterized in [5]. In this paper we consider the prob-
lem of ergodicity for the case where R = R(w) is random. In [3] (cf. also [4])
we have already shown that if R(w) is almost surely a unitary transformation
on H , then under additional (non-trivial) assumptions, the mapping defined
by
w → T (w) =
∞∑
n=1
δ (R(w)en) (w) en (1.1)
(where δ(Re) denotes the ‘divergence’ or ‘Skorohod integral’) is a measure
preserving transformation on the Wiener space. Hence the problem of ergod-
icity of such transformations is natural.
In the next section we summarize some relevant results from the Malliavin
calculus. In the third section we give necessary and sufficient conditions for
two classes of random rotations in terms of their resolution of identity. The
first class consists of the rotations whose randomness are independent of the
underlying Wiener paths. The second class maybe described as the set of ro-
tations whose (random) resolutions of identity define cylindrical martingales
(indexed with the Cameron-Martin space H) with chaotic representation
property.
The case of general rotations is considered in Section 4 and necessary
conditions for ergodicity is derived. A sufficient condition for strong mixing
for a general class of rotations is derived in Section 5.
3
2 Preliminaries
Let (W,H, µ) be an abstract Wiener space, a mapping ϕ from W into some
separable Hilbert space X will be called a cylindrical function if it is of the
form ϕ(w) = f(< v1, w >, · · · , < vn, w >) where f ∈ C
∞
0 (R
n, X) vi ∈ W
∗
for i = 1 , . . . , n. For such a ϕ, we define ∇ϕ as
∇ϕ(w) =
n∑
i=1
∂if
(
< v1, w > , . . . , < vn, w >
)
v˜i
where v˜i is the image of vi under the injection W
∗ →֒ H . It follows that ∇
is a closable operator on Lp(µ,X), p ≥ 1 and we will denote its closure with
the same notation. The powers ∇k of ∇ are defined by iteration. For p > 1,
k ≥ 1, we denote by Dp,k(X) the completion of X-valued cylindrical functions
with respect to the norm:
‖ϕ‖Dp,k(X) ≡ ‖ϕ‖p,k =
k∑
i=0
‖∇iϕ‖Lp(µ,X⊗H⊗i) .
Let us denote by δ the formal adjoint of∇ with respect to the Wiener measure
µ and define L as δ ◦ ∇. The well-known result of P. A. Meyer assures that
the norm defined above is equivalent to
|||ϕ|||p,k =‖ (I + L)
k/2ϕ ‖Lp(µ,X) ,
and L is called the Ornstein-Uhlenbeck operator or the number operator.
Note that, due to its self adjointness, its non-integer powers are well-defined.
Moreover we can also define Dp,k(X) for negative k’s using the second norm
and we denote by D(X) = ∩p>1∩k∈NDp,k(X) and, D
′(X) = ∪p>1∪k∈ZDp,k(X).
In case X = R we write simply Dp,k, D, D
′ instead of Dp,k(R), D(R), D
′(R).
Let us recall that
∇ : Dp,k(X)→ Dp,k−1(X⊗H)
and
δ : Dp,k(X⊗H)→ Dp,k−1(X)
are continuous linear operators for any p > 1, k ∈ Z.
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2.1 Rotations
Rotation Theorem: Let R be a strongly measurable random variable on
W with values in the space of bounded linear operators on H. Assume that
R is almost surely an isometry on H(i.e., |R(w)h|H = |h|Hµ-almost surely,
for any h ∈ H). Further assume that for some p > 1 and for all h ∈ H,
Rh ∈ Dp,2(H) and ∇Rh ∈ Dp,1(H ⊗H) is a quasi-nilpotent operator on H
2.
If moreover, either
a) for any h ∈ H,
(I + i∇Rh)−1 ·Rh ∈ Lq(µ,H), q > 1
(here q may depend on h ∈ H) or,
b) Rh ∈ D(H) for any h ∈ H,
then
E
[
exp iδ(Rh)
]
= e−
1
2
|h|2
H . (2.2)
Besides, for any complete, orthonormal basis (ei, i ≥ 1) of H, the sum
T (w) =
∞∑
i=1
δ(Rei)(w)ei
converges almost surely in the strong topology of W , the result is almost
surely independent of any particular choice of (ei, i ≥ 1), consequently T
defines a measure preserving transformation ofW which is called the rotation
associated to R.
Remark: In fact it suffices to assume ([4]) the above hypothesis for any
h ∈ H1, where H1 is any arbitrary dense vector subspace of H .
¿From this theorem it follows that H ,
(δ(Rei), i ≥ 1)
are independent, identically distributed (i.i.d.) N(0, 1)-random variables and
the equation (1.1) defines a measure preserving transformation of W thanks
2This means that limn→∞ ‖(∇Rh)
n‖
1/n
L(H,H) = 0 almost surely or, equivalently,
trace (∇Rh)n = 0 almost surely, for all n ≥ 2.
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to the Ito-Nisio theorem (cf.[1, 4]). The random isometry R satisfying the
conditions for this theorem under (b) will be said to satisfy the rotation
conditions. Let us remark that, to an operator R with the above proper-
ties, for any fixed k ∈ H , it corresponds another one, satisfying the same
properties, defined as w → R(w+ tk), t ∈ [0, 1], that we shall denote by Rt,k.
With this notion we define a new operator as
XRk F (w) =
d
dt
F (Tt,k(w))|t=0 ,
where Tt,kw is defined as
Tt,kw =
∞∑
i=1
δ(Rt,kei)(w)ei .
XR is closable ([4]) and we have
∇k(F ◦ T ) = (R(∇F ◦ T ), k)H +X
R
k F (2.3)
for any cylindrical F . This operator plays an important role in the analysis
of random rotations:
Lemma A Let u :W → H be any cylindrical map, then one has
δu ◦ T = δ(R(u ◦ T )) + trace (RXRu) .
Proof: Let (ei, i ∈ N) be a complete, orthonormal basis of H . We have,
using the relation (2.3) and denoting (u, ei)H by ui,
δu ◦ T =
∞∑
i=1
{ui ◦ T δ(Rei)− ((∇eiui) ◦ T}
=
∞∑
i=1
{ui ◦ T δ(Rei)− (R∇ui ◦ T,Rei)H}
=
∞∑
i=1
{
ui ◦ T δ(Rei)− (∇(ui ◦ T )−X
Rui, Rei)H
}
= δ(R(u ◦ T )) +
∞∑
i=1
(XRui, Rei)H .
Remark: Since δu ◦ T and δ(R(u ◦ T )) are independent of the choice of
(ei, i ∈ N), so does trace (RX
Ru).
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2.2 Traces
LetH be a separable Hilbert space and let ϕ = (ϕi, i ≥ 1) be a fixed complete
orthonormal basis of H . We will use ϕ(n) = (ϕ
(n)
i ) to denote the complete
orthonormal basis on H⊗n induced by ϕ, i.e. i = (ii, . . . , in) ∈ N
n, ϕ
(n)
i =
ϕi1 ⊗ ϕi2 ⊗ · · · ⊗ ϕin and the sequence ϕ
(n)
i ’s are arranged in lexicographical
order. For a bounded operator A on H⊗n we define the ϕ-trace as:
trace ϕA =
∑
i
(Aϕ
(n)
i , ϕ
(n)
i )H⊗n (2.4)
where the summation is in lexicographical order and provided the series con-
verges. From now on we will delete the ϕ and denote the series defined by
(2.4) as trace A.
Let u ∈ D2,1(H), the ϕ-Ogawa integral of u is defined as
δϕ ◦ u =
∑
i
(u, ϕi) δϕi
provided that the series converges in L2. Then [7], δϕ ◦u exists iff trace ϕ∇u
exists and then δu = δϕ ◦ u− trace ϕ∇u.
The following two lemmas will be needed later.
Lemma B Let R satisfy the rotation conditions, and for some fixed complete
orthonormal basis ϕ = (ϕi, i ≥ 1), µ-almost surely
trace ϕ∇R(w)h = 0,
for any h ∈ H. Then ∑
i
(δϕi) R
∗ϕi =
∑
i
δ(Rϕi) ϕi .
Remark: Note that the right hand side is independent of ϕ, but equality
holds only if trace ϕ∇Rh = 0.
Proof: Let h be an element of H , then∑
δϕi(R
∗ϕi, h) =
∑
i
δϕi(ϕi, Rh)H
= δϕ ◦ (Rh)
= δ(Rh)
=
∑
i
(δRϕi) · (ϕi, h)H .
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Lemma C Let R and ϕ be as in the lemma above, and let v ∈ D(H),
trace ϕ∇v = 0 and trace ϕ∇(R(w)v(Tw)) = 0. Then
(δv) ◦ T = δ
(
R(v ◦ T )
)
.
If only trace ϕ∇v = 0 then
(δv) ◦ T = δ ◦
(
R(v ◦ T )
)
(2.5)
Proof: Note that
δh ◦ T =
∑
δ(Rϕi)(ϕi, h)H = δRh . (2.6)
Now, by (2.6) and Lemma A,
δv ◦ T = (δϕ ◦ v + trace ϕ∇v) ◦ T
= (δϕ ◦ v) ◦ T
=
∑
((v, ϕi)Hδϕi) ◦ T
=
∑
(v ◦ T, ϕi)H δRϕi
=
∑
(v ◦ T,R∗ϕi)H δϕi
= δ ◦ (R(v ◦ T )) (this proves (2.5))
= δ (R(v ◦ T ))
3 Chaos representation and ergodic rotations
Let (W,H, µ) be an abstract Wiener space. Let (pθ, θ ∈ [0, 2π]) be a right
continuous resolution of identity on H and let R denote the class of non
random unitary operators on H which are represented by it:
R =
{
R : R =
∫ 2π
0
eiϕ(θ)dpθ
}
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where ϕ(·) is real valued, right continuous on [0, 2π]. Note that the elements
of R commute. Further assume that
∫
A
dpθ 6= 0 for all θ sets A of positive
Lebesgue measure.
Let (M,M, P ) be a probability space, independent ofW . Let (Ri(m), i ∈
N) be an i.i.d. sequence taking values in R and (ψi(θ,m), i ≥ 1) are M-
measurable i.i.d. continuous functions on [0, 2π]. Consider the product space
(W ×M,B(W )⊗M, µ× P ). Set
Rn(m) =
∫ 2π
0
eiψn(θ,m)dpθ .
Let us define T i(w,m) as
T i(w,m) =
∞∑
i=1
δ (R1(m)R2(m) . . .Rn(m)ei) ei .
By ergodicity we mean that for any square integrable F ,
lim
n→∞
1
n
n∑
i=1
F (T i(w,m)) = E[F ]
µ× P -almost surely. Recall that from Lemma A
T 1(w,m) =
∑
i
δei · R
∗
1(m)ei
and
T n(w,m) =
∑
i
(δei)R
∗
n(m)R
∗
n−1(m) · · ·R
∗
1(m)ei .
Theorem 1 Under the above assumptions on R and T , the following is nec-
essary and sufficient for the ergodicity of T = (T i, i ∈ N) :
1. θ → (pθh, h)H is continuous on [0, 2π] for all h ∈ H.
2. For all η in [0, 2π], the inequality
∣∣∣E [exp i(ψ1(θ,m)− η
)]∣∣∣ < 1 (3.1)
holds for almost all θ in [0, 2π] with respect to the Lebesgue measure.
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Proof: Starting with necessity, assume that θ → pθ is discontinuous at
θ = θ0. If h is in the invariant subspace defined by the projection pθ0 − pθ0−,
then
Rn(m)h = e
iψn(θ0,m)h
for any n ≥ 1, hence, for a.a. m
|δRn h| = |δh|
and T is not ergodic. Similarly, assume that
E
[
eiψ1(θ,m)
]
= eiη
holds for almost all θ ∈ A, where A is a measurable subset of [0, 2π] of
positive Lebesgue measure. Then ψ1(θ,m) = η almost surely on A×M . Set
HA to be the invariant subspace of the projection
∫
A
dpθ. For any h ∈ HA
and n ≥ 1, we have
δh = e−iηδRnh
and, again, this result implies that T is non ergodic.
Turning now to sufficiency, assume that T is not ergodic, then for some
square integrable F ,
F (w,m) = F (T 1(w,m)) a.s. µ× P , (3.2)
fixing m and developing F in a multiple Wiener-Ito series:
F =
∞∑
n=0
In(Kn) ,
the relation (3.2) yields
In(K
(m)
n ) = In(R
⊗n
1 (m)K
(m)
n )
µ× P -almost surely. Hence, P -almost surely
0 =
∫
[0,2π]n
∣∣∣∣∣1−
n∏
j=1
exp iψ1(θj , m)
∣∣∣∣∣
2
d
(
(pθ1 ⊗ . . .⊗ pθn)K
(m)
n , K
(m)
n
)
H⊙n
=
∫
[0,2π]n
∣∣∣∣∣1−
n∏
j=1
exp iψ1(θj , m)
∣∣∣∣∣
2
ρ(dθ1, · · · , dθn, m) (3.3)
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where ρ is a continuous (atomless) positive measure (cf. [5]). Hence
0 =
∫
[0,2π]n
∣∣∣∣∣1− cos
n∑
j=1
ψ1(θj , m)
∣∣∣∣∣ ρ(dθ1, . . . , dθn, m) .
Consequently
n∑
j=1
ψ1(θj , m) = 0 mod 2π (3.4)
P -almost surely and the support of
∑n
j=1 ψ1(θj , m) lies in a sub-manifold of
[0, 2π]n whose dimension is at most n − 1. Since the measure ρ is continu-
ous, it vanishes on the lower dimensional manifolds. Consequently (3.4) is
impossible and T is ergodic.
The following result is almost a corollary of Theorem 1:
Theorem 2 Let R be a weakly measurable random variable with values in
the set of unitary operators on H satisfying the rotation condition. Assume
that it has a representation as
R =
∫
[0,2π]
eiθdpθ(w) ,
where (pθ(w), θ ∈ [0, 2π]) is a weakly measurable resolution of identity on H.
Assume furthermore that, for any h ∈ H,
θ → δpθh = mθ(h)
is a martingale with respect to the filtration (Dθ, θ ∈ [0, 2π]), whose pre-
dictable increasing process, denoted by (aθ(h, h), θ ∈ [0, 2π]) is deterministic,
where Dθ denotes the right continuous filtration generated by {δpτh, h ∈
H, τ ≤ θ}. Then the transformation T : W → W is ergodic if and only if
the vector measure defined by θ → dθE[(pθh, h)H ] has no atom.
Proof: Let us note that, since δh = m2π(h), the cylindrical martingale
(mθ, θ ∈ [0, 2π]) has the chaotic representation property. Besides, we have
E[mθ(h)
2] = E[E[δh|Dθ]
2]
= E[δh δpθh]
= E[(h, pθh)H ] ,
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hence aθ(h, h) = E[(pθh, h)H ] for any h ∈ H and θ ∈ [0, 2π]. The chaotic
representation property means that any square integrable random variable
F can be represented as
F = E[F ] +
∞∑
n=1
∫
[0,2π]n
(fn(t1, . . . , tn), dmt1 ⊗ · · · ⊗ dmtn)H⊗n ,
where fn : [0, 2π]
n → H⊗n is measurable, symmetric with respect to (t1, . . . , tn)
and
E|F −E[F ]|2 =
∞∑
n=1
n!
∫
[0,2π]n
d((at1 ⊗ · · · ⊗ atn)fn, fn)H⊗n .
Note that
F ◦ T = E[F ] +
∞∑
n=1
∫
[0,2π]n
ei
∑n
k=1 tk(fn(t1, · · · , tn), dmt1 ⊗ . . .⊗ dmtn)H⊗n ,
hence the rest of the proof goes exactly as the proof of Theorem 1.
4 A necessary condition for ergodicity of
non-independent rotations
Let R : W → O(H) be a random unitary operator satisfying the rotation
condition. Suppose that it has a representation given as
R(w) =
∫ 2π
0
eiψ(θ,w)dpθ , (4.1)
where the random function ψ takes values in the class of continuous Lebesgue
measurable functions from [0, 2π] to [0, 2π].
Proposition 1 Assume that ψ(θ, w) ∈ D2,1(L
2([0, 2π], dθ)) and that∇ψ(θ, w)
is orthogonal to the subspace induced by pθ − pθ− for every θ. Then the fol-
lowing conditions
(a) pθ is continuous on [0, 2π]
(b) If A is nonrandom Lebesgue measurable subset of [0, 2π] such that for
some η and for a.a. θ ∈ A, ψ(θ, w) = η almost surely then the
Lebesgue measure of A is zero.
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are necessary for the ergodicity of T which is generated by R.
Remarks:
1. Equation (4.1) implies that R and R ◦ T commute.
2. The requirement that ∇ψ(θ, w) is orthogonal to pθ − pθ− is satis-
fied if ψ(θ, w) is predictable with respect to the σ-field generated by
{δ(pθh), h ∈ H}.
3. Condition (b) is a necessary condition under (4.1) even if the orthogo-
nality condition for pθ − pθ− is not satisfied.
Proof: Assume that pθ is discontinuous at θ = θ0. Then there exists h ∈ H
such that (pθ0 − pθ0−)h = h and then
δ(Rh) = δ(eiψ(θ0,w)h)
= eiψ(θ0,w)δ(h)
by the orthogonality assumption for ∇ψ. Hence
|δRh| = |δh|
and |δh| is a nontrivial eigenfunction with eigenvalue 1, therefore T can not
be ergodic. Similarly, assume that for some η and a set A of positive Lebesgue
measure
exp iψ(θ, w) = eiη
for a.a. θ ∈ A, then for πA =
∫
A
dθpθ and h invariant with respect to πA
δRh = eiηδh
and again |δh| is invariant hence T is not ergodic.
5 A condition for mixing
In this section we give a sufficient condition for the strong mixing property
of some random rotations.
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Theorem 3 Let R satisfy the rotation condition, define inductively the se-
quence of operators (Qn, n ≥ 1) as Q1(w) = R(w) and
Qn(w) = R(w) · R(Tw) · · ·R(T
n−1w)
for n ≥ 2. Assume that for all n ∈ N and all k, h ∈ H
δh ◦ T n = δ(Qnh) (5.1)
almost surely and the random variable
w → δ (Qn(·+ k)h) (w) (5.2)
has a Gaussian distribution with variance |h|2H . Then T is strongly mixing
if, for any h, k ∈ H,
lim
n→∞
(k,Qnh)H = 0 (5.3)
in probability.
Remark 1 Before the proof of the theorem, let us give some typical exam-
ples of situations in which the conditions (5.1) and (5.2) hold:
1. By Lemma B (Section 2), if for all n ∈ N and h ∈ H
trace ϕ∇Qnh = 0 (5.4)
then condition (5.1) holds.
2. If, for any h ∈ H , ∇Qnh is quasi-nilpotent or if Qnh is adapted to the
standard Wiener filtration, then the condition (5.2) holds.
3. Assume that W = C([0, 1],Rd) and that σ : [0, 1] × W → O(Rd)
(orthogonal transformations of Rd) is an optional process. Define R as
R(w)h(t) =
∫ t
0
σ(s, w)h˙(s)ds, h ∈ H .
Then the transformation T defined as
T (w) =
∞∑
i=1
δ(Rei) ei
satisfies the hypothesis (5.1) and (5.2) (cf. also the example at the end
of this section).
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In fact to see the last claim assume that u˙ is a dt × dµ-square integrable,
smooth optional step process and let u be the H-valued random variable
whose Lebesgue density is u˙. Then we have
δu ◦ T =
∑
i
(u˙si,Wsi+1 −Wsi) ◦ T
=
∑
i
(u˙si ◦ T,Wsi+1 ◦ T −Wsi ◦ T )
=
∑
i
(
u˙si ◦ T, δ(RU[si,si+1])
)
,
where U[si,si+1] denotes the image inH of the indicator function of the interval
[si, si+1] under the usual injection of L
2([0, 1]) into H , i.e. f(s) →
∫ ·
0
f(s)ds
and (Wt, t ∈ [0, 1]) is the d-dimensional Wiener process. We also have from
Lemma A
(
RU[si,si+1],∇(u˙si ◦ T )
)
= (RU[si,si+1], R∇u˙si ◦ T ) + (RU[si,si+1], X
Ru˙si)
= (U[si,si+1],∇u˙si ◦ T ) + (RU[si,si+1], X
Ru˙si) (5.5)
= 0 ,
where the first term at (5.5) is zero because u˙si is Fsi-measurable, hence
its derivative has its support in the interval [0, si]. For the second term, it
suffices to take u˙si of the form f(δl), where f is a smooth function, l ∈ H
such that the support of l˙ is in [0, si]. Then we have
(RU[si,si+1], X
Ru˙si) = f
′(δRl)(δ(∇Rl), RU[si,si+1])
= f ′(δRl)δ(∇RU[si,si+1]Rl)
and it is immediate to see that ∇RU[si,si+1]Rl = 0 because of the special form
of R. Hence, we see that (δu)◦T = δ(R(u◦T )), then the general case follows
by a limiting argument.
Proof of the theorem: We will show that limn→∞E[F F ◦ T
n] = 0 for all
square integrable F such that E[F ] = 0 and this implies mixing. Since the
span of the Wick exponentials is dense in L2(µ), it suffices to show that
E
[
ρ(δk)ρ
(
δ(Qnh)
)]
−→
n→∞
1 (5.6)
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for all h, k ∈ H , where ρ(δk) = exp(δk − 1
2
|k|2H) and
ρ(δ(Qnh)) = exp
{
δ(Qnh)−
1
2
|h|2H
}
= ρ(δh) ◦ T n .
Again by a density argument, it suffices to show that
E
[
(δk)lρ (δ(Qnh))
]
−→
n→∞
E[(δk)l] ,
for any l ∈ N. By Theorem 3.5.4 and Corollary 3.6.1 of [4]
E[(δk)l] = E
[
(δk)l(w +Qnh)ρ(−δQnh)
]
= E
[
(δk + (k,Qnh)H)
l · ρ(−δQnh)
]
.
Since (k,Qnh)H is bounded and converges to zero in probability
lim
n→∞
E
[
(δk)lρ(−δ(Qnh))
]
= lim
n→∞
E
[
(δk + (k,Qnh)H)
l ρ(−δQnh)
]
= E[(δk)l] .
Remark: Note that the condition (5.3) is also necessary when R is a deter-
ministic operator. More generally, if T is strongly mixing in the frame of a
classical Wiener space, the Ito representation theorem implies that
lim
n→∞
(Qnh, k)H = 0
in the weak Lp-topology for any p ≥ 1.
An example for a rotation satisfying condition (5.1) (via (5.4)) is the
following:
Assume that
(a) R(w) =
∫ 2π
0
eiψ(θ,w)dpθ and
(b) ψ(θ, w) is adapted to Fθ = σ{δ(pθh), h ∈ H}, then ψ(θ, Tw) is also Fθ
adapted.
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Now,
Qn(w) =
∫ 2π
0
exp
n∑
j=1
iψ(θ, T jw)dpθ . (5.7)
Then
∇Qn(w)h =
n∑
k=1
∫ 2π
0
i exp i
n∑
j=1
ψ(θ, T jw)∇ψ(θ, T kw)dpθ .
Under suitable smoothness conditions and since ψ is adapted it holds that
∇ψ(θ, T kw) ⊥ (pθ2 − pθ1)h, , if θ2 > θ1 ≥ θ ,
hence trace ϕ∇Qn(w)h = 0 and (5.1) also holds.
This result can be generalized as the following theorem, the proof of which
goes exactly along the same lines as the proof of Theorem 3, hence it will be
omitted:
Theorem 4 Assume that (Qn, n ≥ 1) is a sequence of random isometries of
H such that Qnh is in the domain of the divergence operator and δ(Qnh) is
an N1(0, |h|
2
H)-Gaussian random variable for any h ∈ H. Assume moreover
that the shift defined as w → w + Qn(w)h satisfies the Girsanov identity, in
the sense that
E
[
F (w +Qn(w)h) exp
{
−δ(Qnh)−
1
2
|h|2H
}]
= E[F ]
for any F ∈ Cb(W ). Denote by Tn the measure preserving transformation of
W , defined by Qn, i.e. δh◦Tn = δ(Qnh), h ∈ H. Then a sufficient condition
for the strong mixing property of (Tn, n ≥ 1) is that
lim
n→∞
(Qnh, k)H = 0
in probability, for any h, k ∈ H.
Here is an application of Theorem 3:
Example 1 Let W = C0([0, 1], IR
d), then the Cameron-Martin space is the
space of the IRd-valued, absolutely continuous functions on [0, 1], with the
square integrable derivatives. Assume that R is given by
Rh(t) =
∫ t
0
Rth
′(t)dt ,
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where Rt is an IR
d ⊗ IRd-valued, adapted process such that, for any x ∈ IRd,
|R⋆tRtx| = |x| almost surely. Define T as to be δh ◦ T = δ(Rh), h ∈ H.
Assume that Rt⊗Rs is independent of (Rt⊗Rs) ◦ T . . . (Rt⊗Rs) ◦ T
n−1 for
any n ≥ 2, s < t ∈ [0, 1]-ds × dt almost surely. Assume moreover that the
two point function As,t = E[Rs ⊗ Rt] satisfies the following:
lim
n→∞
(Ans,tx, y)IR2d = 0
almost surely for any x, y ∈ IR2d, s < t ∈ [0, 1]. Then T is strongly mixing.
Let us give another example:
Example 2 Assume thatW = C0([0, 1], IR), with the corresponding Cameron-
Martin space. Assume also that ((bit, t ∈ [0, 1]), i ≥ 1) is a sequence of
one-dimensional Wiener processes, independent of W . Define (Tn, n ≥ 1)
inductively as
T1w(t) = w1(t) =
∫ t
0
sign(b1s)dws ,
Tn+1w(t) = wn+1 =
∫ t
0
sign(bns )dwn(s)
and regard Tn as a function of the Wiener path although it depends also on
b1, . . . , bn. Then it is a measure preserving transformation of W . We have
δh ◦ Tn = δQnh
=
∫ 1
0
sign(bns ) . . . sign(b
1
s)h
′(s)dws .
Since ds×dt-almost surely, |E[sign(bis)sign(b
i
t)]| < 1, we have, for any h, k ∈
H, limn→∞(Qnh, k)H = 0 in L
2, hence the sequence (Tn, n ≥ 1) is strongly
mixing.
References
[1] K. Ito and M. Nisio, On the convergence of sums of independent Banach
space valued random variables, Osaka J. Math. 5, 35-48 (1968).
[2] G. Maruyama, The harmonic analysis of stationary stochastic processes,
Mem. Fac. Sci. Kyushu Univ., 4, 45-106 (1949).
18
[3] A. S. U¨stu¨nel and M. Zakai, Random rotations of the Wiener path,
Prob. Theory Rel. Fields 103, 409-430(1995).
[4] A. S. U¨stu¨nel and M. Zakai, Transformation of Measure on Wiener
Space. Springer Verlag, 1999.
[5] A. S. U¨stu¨nel and M. Zakai, Some measure-preserving point transfor-
mations on the Wiener space and their ergodicity, Optimal Control
and Partial Differential Equations, Alain Bensoussan’s Festschrift, J.
L. Menaldi, E. Rofman and A. Sulem (Eds.), p. 284-293 . IOS Press,
Ohmsha, 2001.
[6] N. Wiener and F. J. Akutowicz, The definition and ergodic properties
of the stochastic adjoint of a unitary transformation. Rend. Circ. Mat.
Palermo 6, p. 205-217 (1957).
[7] M. Zakai, Stochastic integration, trace and the skeleton of Wiener func-
tionals, Stochastics and Stochastics Reports, 32, pp. 93-108 (1990).
A.S. U¨stu¨nel, M. Zakai,
ENST, De´pt. Re´seaux, Department of Electrical Engineering,
46 Rue Barrault, Technion—Israel Institute of Technology,
75013 Paris Haifa 32000,
France Israel
ustunel@enst.fr zakai
19
