ABSTRACT In order to achieve an adequate diagnosis of the insulation system in any electrical asset it is necessary to carry out a proper separation process after measuring partial discharges (PD), since during the data acquisition it is very likely that simultaneous PD sources and electrical noise have been measured. Clearly, such separation will simplify the subsequent identification process, because the analysis will be done individually for each of the sources and not over the total of the signals. In this sense, the Spectral Power Clustering Technique (SPCT) has proven to be an effective technique when separating multiple sources acting simultaneously in a monitoring process. The effectiveness of this separation technique is fundamentally based on the proper selection of frequency bands or separation intervals, where the spectral power of the pulses is different for each source. In the case of selecting the wrong bands, the clusters will overlap, hiding the presence of the total number of sources. This research evaluates the performance of different meta-heuristic algorithms when applied to the SPCT for selecting separation intervals. The results obtained from the measurements made in different test objects will allow determining the most appropriate technique for separating PD sources and electrical noise acting simultaneously over an insulation system. INDEX TERMS Partial discharge, electrical noise sources, meta-heuristic approach, spectral power clustering technique, clustering.
I. INTRODUCTION
Currently, one of the main challenges in monitoring and characterizing the state of the insulation system of an electrical asset under high voltage is to promptly and properly identify the aging or deterioration degree caused by the constant presence of multiple thermal, electrical, environmental and mechanical stresses that the electrical asset is subjected to during its operation [1] - [3] . In general, these aging mechanisms do not cause immediate failures, however, over time they tend to progressively degrade the structure of the material until a final failure occurs, requiring to immediately cease the equipment's operation [3] - [7] .
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Once the insulation degradation process has begun, small and short current pulses are commonly found, which partly short-circuit the weakest areas (in dielectric terms), wherein the material has already started losing its insulating properties [8] , [9] . These current pulses are known as partial discharges (PD), and they affect the insulation's degradation process due to electron ionization, which occurs in every disruption or discharge [9] .
In any insulation system, PD may affect the integrity of the material differently, depending on the type of discharge that occurs (corona PD, surface PD or internal PD) [10] , [11] . Unsurprisingly, Internal PD are considered the most harmful partial discharges because they occur inside the material and cannot be easily eliminated or mitigated during a routine maintenance process. Accordingly, once an anomalous internal PD activity is detected on any electrical asset, continuous monitoring must be initiated in terms of discharge magnitude (pC), number of pulses per cycle (nW) or any other variable, according to the analysis technique applied by the monitoring system used [12] - [16] .
On another note, a key factor that can hinder or slow down the identification of the type or types of active sources during the PD measurement process is the presence of multiple sources acting simultaneously [16] - [18] . These sources may be associated with different PD types or even with external signals related to electrical noise. Therefore, in order to classify each of the measured signals, an additional stage termed separation, is included before the identification process that is normally conducted by Phase-Resolved Partial Discharge (PRPD) patterns [19] . Generally, the separation process is performed using captured signals, from which a set of two or three characteristics or patterns are extracted in order to associate the signals with each classified source. Without this separation process, the identification of the type of PD source becomes practically impossible because high-amplitude pulses, such as electrical noise or the concurrence of different PD types may conceal the presence of other sources that could evidence clear asset deterioration [19] , [20] .
Based on the above, the Spectral Power Clustering Technique (SPCT) has proven to be a very efficient classification tool for properly separating the different sources present during a measurement process [19] - [22] . One of the main advantages of the SPCT is its ability to select separation intervals according to the spectral content of the acquired signals, thereby representing the spectral power ratio of two frequency bands in a two-dimensional map where clusters are formed according to the number of PD sources or the amount of electrical noise measured. This processing flexibility allows improving, at any measurement time, the separation of clusters associated with different sources simply by changing the separation intervals appropriately. Conversely, if the intervals are not conveniently selected, the clusters may overlay or overlap, thus misrepresenting the number of active sources and, consequently, precluding the subsequent identification process by preventing the individual selection of each cluster to visualize its corresponding PRPD.
To optimize the separation process of the SPCT and improve cluster separation according to the spectral characteristics of the captured signals, some studies have used optimization methods, such as: Genetic Algorithms (GA) [23] , Particle Swarm Optimization (PSO) [22] , [24] or Hill Climbing (HC) [24] . The findings demonstrated that clusters could be appropriately separated, even when three different sources are active during measurement. However, these studies failed to systematically explore different meta-heuristic algorithms and/or optimization criteria to compare the separation capacity with the quality of the generated clusters.
In this paper, the authors present findings using the following optimization techniques: PSO, HC and Differential Evolution (DE), applied to SPCT to separate the different PD sources and electrical noise generated from 5 test objects.
Additionally, three different optimization criteria are evaluated in order to identify the optimization technique and the applied criterion that obtains the best results in terms of separation for each measurement.
II. SPECTRAL POWER CLUSTERING TECHNIQUE
The SPCT was initially presented as a manual separation technique able to discern, in the different zones of a twodimensional classification map, each PD source and electrical noise active during a measurement process [20] , [21] . The term ''manual'' was used because the operator responsible for the acquisition had to manually adjust two intervals according to the spectral contents observed in the measured signals. The main problem with this procedure occurs when the intervals are not properly selected and, consequently, the clusters may overlap [21] .
To improve this technique, an automatic algorithm based on the spectral power variability of the pulses was presented in a subsequent study. This algorithm was able to automatically define separation intervals that differentiated sources without human intervention [25] , [26] . However, its separation intervals did not always deliver the best results, and manual separation was sometimes more efficient and improved or overcame the distances between clusters defined by this automatic algorithm. Lastly, following studies [22] , [24] demonstrated that SPCT can be much more efficient when using optimization techniques to define separation intervals.
Mathematically, SPCT is based on the application of the fast Fourier transform (FFT) S(f ) to each pulse S(t) captured during the acquisition process. Subsequently, for each signal, a Power Ratio Low (PRL) and a Power Ratio High (PRH) are established by selecting two frequency bands, which are termed as the separation intervals, see (1) and (2) [20] , [21] .
For both of the equations, the parameters f 1l , f 2l , f 1h , f 2h and f t can be adjusted according to the spectral content of each signal in order to define the most suitable intervals. As shown in Fig. 1 , to apply this technique, the maximum spectral power (f t ), which includes the separation intervals [f 1l , f 2l ] for PRL and [f 1h , f 2h ] for PRH, is selected for each signal. Furthermore, these parameters are adjusted to comply with a set of restrictions, according to the structure of the technique (0 ≤ f 1l < f 2l ), (f 1h < f 2h ≤ f t ) and (f 1l < f 2h ).
Each of the signal's PRL and PRH results are represented in a two-dimensional map, forming the clusters associated with each source. The parameter f t is considered the maximum frequency of interest and usually coincides with the maximum frequency observed in the resultant signals. However, f t may vary as long as condition f 2h ≤ f t is satisfied. Another key issue to consider is that the separation intervals may overlap (f 1h ≥ f 2l ) or overlay (f 1h < f 2l ). Fig. 1 shows in detail the fit of each variable by applying the SPCT.
Any change in the variables of the separation intervals and/or maximum frequency will also change the position, shape and dispersion of the clusters found in the analysis [19] .The above is fundamental when identifying the best intervals using the SPCT because it is essential to avoid low cluster dispersion; i.e., clusters with very close points, which produce errors in the separation and, subsequently, in the identification [27] .
III. EXPERIMENTAL SETUP
The experimental measurements were made in a high-voltage laboratory, using a standard indirect detection circuit [8] , [28] (see Fig. 2 ). PD were created in the test objects by applying high voltage using a variable source of up to 150 kV. In this measurement circuit, the coupling capacitor C k of 1 nF acts as a low-impedance path for the high-frequency pulses associated with PD. In a series with C k , a measurement impedance Z m , or quadrupole, delivers a synchronism signal to the acquisition system. This signal is used as a clock to determine the time of appearance of PD in relation to the network signal and to subsequently represent the PRPD patterns. A Commercial High-Frequency Current Transformer (HFCT) with an 80 MHz bandwidth is coupled between C k and Z m . This HFCT delivers to the acquisition system each pulse discharge generated in the test objects. The sensitivity of this sensor is 21 V/A, according to the manufacturer's instructions.
Lastly, for the measurement process, the test object is placed parallel to the high-voltage source and to the branch of the coupling capacitor.
Due to the stochastic nature of the PD phenomenon [29] , several hundred or even thousands of pulses should be measured to collect significant information for a good diagnosis. In order to achieve such measurement, a PXI acquisition system formed by a NI-PXIe-1082 chassis, a NI-PXIe-8115 controller, and a NI-PXI-5124 acquisition board with a simultaneous sampling frequency of 200 MS/s per channel and a resolution of 12-bit were used.
The acquisition system was programmed in LabVIEW in order for the network cycle to simultaneously digitize the PD pulses from the HFCT and the synchronism signal delivered by Z m . Depending on the pulse duration, each signal was stored in time frames ranging from 1 µs to 4 µs.
To identify concurrent PD sources, high voltage was applied to different test objects that were individually or jointly connected to the measurement circuit [23] , depending on the number of sources required for each experiment:
• Winding coil: This test object is a 6.6 kV generator coil with an insulation system that has stable internal PD activity when subjected to a 6 kV voltage between the surface of the coil and the main conductor. To obtain an adequate electrical connection, the coil's surface was wrapped in aluminum tape and connected to the ground, whereas the coil's terminals were short-circuited and subjected to high voltage. The physical dimensions of the coil used are 110x30 cm.
• A needle placed above a metallic ground plane: This configuration makes it possible to generate corona discharges when both ends are subjected to high voltage. The tension needed to obtain stable PD activity can be adjusted by varying the separation between the needle and the plane, thereby easily coupling this test object to other test objects operating at different voltage levels and, thus, obtaining an additional source of PD.
• Power transformer (300/150 kVA, 12/0.42 kV): This device shows a stable internal PD activity at 11.7 kV (completely characterized previously). The PD activity was measured between the primary winding and the ground, with the secondary winding also grounded.
• A 17/30kV XLPE insulated power cable 20 m long: This test object was subjected to a 16.5 kV voltage between the main conductor and the shield. To obtain stable internal PD activity at this voltage level, an imperfection was introduced in the insulation between the main conductor and the cable shield.
• A ceramic bushing: a bushing insulator made of porcelain and superficially contaminated with saline solution to obtain surface PD activity at a lower voltage level.
To connect and energize this test object, 2 metal electrodes were connected at the ends.
Finally, the meta-heuristics algorithms were implemented in C++ and executed on a Power Edge R630 server with 2 Intel(R) Xenon(R) CPU E5-268 v3 @250GHz, 64 GB of RAM under Ubuntu x64 16.10 distribution.
IV. META-HEURISTICS APPROACHES
For this study, three well known meta-heuristic algorithms were selected; the first proposal is an HC approach, which is one of the simplest local search based algorithms [30] , [31] . This algorithm was selected because its simple implementation and understanding; therefore, it could still be a proper strategy to solve this problem. Also, considering the real-valued nature of the band selection optimization problem of the SPCT and the growing and successful application of evolutionary algorithms, we selected a DE approach [32] , [33] . Furthermore, considering its demonstrated applicability for solving real-valued problems and because of its computational efficiency, a PSO approach was also implemented [34] , [35] .
By integrating each meta-heuristic algorithm with the SPCT based on a specific optimization criterion, different separation maps are generated according to the intervals found by the algorithm when the process is complete. The clusters generated by the separation map are normally classified using a K-means iterative algorithm [36] , [37] , which also delivers the cluster centroid to establish the separation using any metric. In general, K-means is defined as an unsupervised learning method that aims to group the data in k clusters. The algorithm works iteratively, assigning each data point to one of these k groups based on the provided features.
As described in [19] , using the SPCT, proper separations for each PD source and electrical noise can only be established when the clusters identified manually or by intelligent algorithms show low dispersion in PRL and PRH, and their centroids are also far enough apart as to differentiate all the clusters. By meeting these two conditions, points of a specific cluster can be appropriately selected to then apply the identification process by using the detailed PRPD analysis.
A. EVALUATION FUNCTION
The following three different metrics were used to quantify the separation between clusters: Euclidean Distance (ED), Mahalanobis Distance (MD) and the product between ED and MD, which has been defined as EM.
When using only the ED as the separation metric, the distance between the centroids can be quantified without taking into account the cluster data dispersion. Conversely, the MD measures distance as a function of the PRL and PRH data dispersion [19] , [21] . Nevertheless, when using only the ED to establish the optimization criteria, the resulting numerical separation values between the centroids were apparently high, although the visual analysis of the clusters obtained shows no clear separation between sources; therefore, correct cluster selection using the K-means algorithm is not achievable due to high dispersion (assuming a single cluster or 2 clusters with many errors in the selected data; see Fig. 3a ).
In addition, the MD provides results in which the clusters could show a very low dispersion in PRL and PRH, which would generate an apparently high MD. However, the cluster analysis in the map shows that they could be very close, also complicating the selection process through K-means (see Fig. 3b ). Therefore, a third separation metric, EM, based on the product of the ED and MD metrics was established to define the intervals for clusters to maintain adequate separation and low dispersion (high dispersion would be penalized with MD, whereas low distance between centroids would be penalized with ED). This new metric would improve the performance of the meta-heuristic algorithms and K-means because pulses would be more concentrated and sources more distant, thus minimizing the intermediate points between the clusters aiming to be separated.
Mathematically, the ED between two clusters X and Y can be defined as the distance between their centroids C X and C Y , i.e., (3) . This distance disregards data dispersion.
In turn, the MD between the clusters X and Y will depend on the correlation between each cluster's data, which are used VOLUME 7, 2019 to establish the covariance matrices V X and V Y . Accordingly, the more homogeneous the clusters are, the longer the MD will be.
Based on these variables, the optimization criteria of the evaluation functions for each meta-heuristic algorithm were established according to (5), (6) and (7). Each function seeks to maximize the minimum values of ED, MD and EM found among the clusters in each measurement. The maximization of minimum distance between clusters has shown the best performance in previous experiments [24] .
In these equations, α and β represent the relative importance of each distance. In the experimental results presented in the Section V, each of these evaluation functions is applied to the three meta-heuristic algorithms to find the best solution in terms of separation.
B. REPRESENTATION
The same representations were used for all algorithms, and all representations for the solutions were real valued in order to compare three different meta-heuristic algorithms solving the same problem.
Each solution (s) is represented by a list of five values. Each value represents a difference from the previously set separation interval, generating feasible solutions. First interval (f 1l ) is set based on the minimum frequency value (min f ) and the first variable value f 1l . The structures associated with each algorithm are detailed in Sections below.
From this information, the five levels are defined as:
A finite set of possible values is considered for each frequency ranging from min f to max f . Moreover, only three possible values are considered between two integer values: 0.25, 0.5 and 0.75. If any frequency level in solution s takes a value higher than max f , then s is discarded.
C. HILL CLIMBING APPROACH
Hill climbing is a local search-based meta-heuristic that, starting from a randomly selected point, iteratively performs structural modifications to a current point aiming to obtain better quality solutions [30] . It starts selecting as current solution a randomly generated solution in the search space. Modifications are performed to the current solution in order to improve its quality at each step. These modifications are usually named movements, and the solutions obtained when applying the movements conform the neighborhood of each solution.
A best improvement scheme evaluates the quality of all solutions on the neighborhood before changing the current solution, whereas a first improvement scheme establishes that every time a better solution is found, the algorithm updates its current point and repeats the procedure from this point, focusing its search in most promising areas of the solutions space.
Algorithm 1 shows the structure of the proposed Hill climbing. The basic Hill climbing process previously described is reinitialized a fixed number of times in order to allow the algorithm exploring different areas of the search space (line 4). The number of times the search is reinitialized is controlled by parameter MaxRestarts. A random feasible solution is generated at each restart. For this, f values are generated orderly starting from fl1 and finishing with ft . Each is randomly selected from the whole range of possible values (between min f and max f ). Unfeasible solutions are discarded as soon as they appear.
At each step neighbors are created applying the movement to the current solution (line 10). The movement implemented in the proposed approach randomly selects a variable and performs MaxNeighbors changes to its value (increasing or reducing by a valid step size). Every time a better quality solution is obtained it immediately replaces the current solution, implementing the first improvement scheme described below. Our Hill climbing approach defines three parameters: the neighborhood size MaxNeighbors, the maximum number of restarts MaxRestarts and the maximum number of iterations MaxIterations.
D. PARTICLE SWARM OPTIMIZATION APPROACH
Particle swarm optimization is a population-based, natureinspired meta-heuristic [34] , [38] - [40] . Kennedy and Eberhart proposed its original real valued version in [34] . Its inspiration comes from the observation of the movement of flocks of birds or fish shoals, where simple individuals move through the space approaching promising areas in an ordered yet organized way without requiring a clear central controller. In Particle swarm optimization, the solutions for the optimization problem are usually called particles. Each particle has a position and a velocity that guides its movement on the solution space. Starting from randomly selected locations and using randomly generated velocities, particles move iteratively, guided by personal and local experience. Local experience comes from other nearby particles in the swarm. A subset of nearby particles is called neighborhood and different neighborhood structures have been proposed in literature [38] . The complete neighborhood structure that connects all the particles in the swarm is the most used structure.
In the proposed approach, the positions of particles are represented as explained in Section IV-B. Moreover, velocities of particles are represented as real valued vectors of five elements each. Velocities define one value for each position component. Algorithm 2 shows the structure of our particle swarm optimization proposal.
At the beginning, a set of s swarm particles (swarm) is randomly initialized. Unfeasible particles are discarded during the initialization process (line 2). Quality of particles is computed and historical best position (personal best ), best position in its neighborhood (local best ) and best position in the swarm (global best ) for each particle are computed. A completely connected neighborhood structure was considered here, hence, the local best particle corresponds to the global best . At each step, each particle's velocities are updated according to (14) .
where r(x, y) is a randomly generated number between x and y, p t i represents the value of the i-th position of the particle at time t, lbest i represents the local best position, and pbest i represents the personal best position of the particle. Moreover, ω, c 1 and c 2 are parameters of the algorithm. ω is called constriction factor and controls the maximum velocity the process can reach. Maximum velocity is important because too high values can produce large jumps in the search space whereas too low values can produce a too slow search procedure. c 1 and c 2 respectively, control the social and cognitive influence in position variations.
Once velocities have been updated, particle positions are updated using (15) .
The module function was used in order to obtain valid data for each frequency value. Moreover, for each particle, positions are updated starting from f 1l until ft to verify the problem constraints as they could became unsatisfied. This in order to promote the generation of feasible solutions. Unfeasible solutions are discarded during the position updating step.
E. DIFFERENTIAL EVOLUTION
Differential evolution is a population-based evolutionary inspired meta-heuristic [32] , [33] , [41] , [42] . It is based on the Darwin evolution theory that establishes that fittest individuals in population have more possibilities to survive and VOLUME 7, 2019 reproduce. Through recombination processes, individuals can inherit their genotype, responsible for their fitness, to their offspring. Moreover, random mutations appear in individuals during evolution process that can generate variations on individual's genotype.
Algorithm 3 Differential Evolution Approach
Input As shown in algorithm 3, Differential Evolution starts its search process with a set of s pop randomly generated individuals. The individual selected at each step is called target. With every iteration each individual undergoes mutation, crossover and selection processes. During mutation, adding the weighted difference between two population vectors to a third individual generates a new individual. During crossover, the genes of a mutated individual are mixed with the genes of the target individual in order to obtain a crossed solution. If crossed individual yields a better fitness value than the target individual, the crossed individual replaces the target individual in the following generation. This last operation is called selection. Each individual in the population has to serve once as target, hence s pop competitions take place in each generation.
Individuals are represented as indicated in Section IV-B. At the beginning, a set of individuals is randomly initialized. Unfeasible individuals are discarded during the initialization process (line 2).
Equation (16) shows the mutation operation performed in line 6. (16) where F is a parameter of the Differential Evolution algorithm. F controls the impact of mutation operator on target individual. In this approach, mutation is repeated until a feasible solution is produced. For this, F value is reduced each try in order to increase the probability of generating feasible solutions. Module function is used to obtain valid values.
During crossover each variable value is inherited from trial solution with probability CR and from target solution individual with probability (1 − CR). Crossover process is performed backwards to promote the creation of feasible solutions (Starting from ft until f 1l ). Crossed solution is then evaluated and replaces the target solution if it shows a better fitness.
V. EXPERIMENTAL RESULTS
The findings of four experiments conducted with the test objects described in Section III are presented in this Section. To all the measurements made in these experimental configurations, the SPCT was applied together with the meta-heuristic algorithms described in Section IV, considering the different metrics to quantify the separation, i.e., DM, DE and EM. These metrics were used to establish the optimization criteria of three different evaluation functions (see (5) , (6) and (7)).
Considering that meta-heuristic algorithms are essentially stochastic because they depend on an initial random seed, each experiment used 19 different seeds for each optimization criterion applied. This procedure resulted in 19 different solutions. Unsurprisingly, in the most stable meta-heuristic algorithms, the findings of each seed converge on a specific value. However, this does not occur in practice because, depending on the seed used, the separation results may vary. A more detailed analysis of the stability of these algorithms for each solution will be shown in Section V-E.
In the results presented below, for each meta-heuristic algorithm applied in the experiments (Sections V-A to V-D), the best solution for each optimization problem was found by selecting the median of the metrics assessed for the 19 seeds and their corresponding separation intervals.
Furthermore, these results are compared using PR maps, in which each cluster will be analyzed with their respective PRPD (which is represented using 90% of the points closest to the centroid of each cluster). 
A. EXPERIMENT 1: PD SOURCES IN THE GENERATOR COIL
In this experiment, the winding coil described in Section III was used as test object. After obtaining stable PD activity at 6 kV, a low trigger level was set in the PXI acquisition system to simultaneously measure the sources of noise and PD. Fig. 4 shows the measured PRPD with the signal clusters located near the zero-crossings of the voltage network, which are associated with the internal PD in the coil insulation system. Similarly, the noise signals without phase correlation ultimately confirm the presence of both types of sources. In this experiment, a total of 3000 PD and electrical noise pulses were stored.
The application of different optimization criteria in each meta-heuristic algorithm for the acquired signals, results in the separation intervals shown in Table 1 . These intervals show that the frequency bands are completely different. In turn, although the acquisition system is capable of measuring spectral components of up to 100 MHz, the maximum frequency of interest f t observed in each solution found intervals from 16.50 MHz to 44 MHz. These results corroborate the findings described by [19] , who reported a maximum PD frequency ranging from 50 MHz to 60 MHz. No important spectral components were measured above these frequencies using inductive sensors.
In each interval, the highest MD, ED and EM values between both clusters were found when applying the PSO (MD = 25.47, ED = 1.23 and EM = 32.46). However, the difference between these metrics and those assessed using the other two meta-heuristic algorithms was not very high. Fig. 5 shows the PRPD and the PR map of the three best solutions found using the PSO. As shown, the three metrics tested resulted in a clear separation between both sources; the clusters are located in completely different positions in the separation map, which facilitates their selection. The PRPD analysis of each cluster shows that the cluster of red points TABLE 1. Separation intervals identified using the meta -heuristic algorithms and metrics evaluated in experiment 1. located in the lower left section of the three separation maps corresponds to the PD sources in the winding coil (near the zero value of the network voltage), which is typical of internal discharges; see Fig. 5a , 5b and 5c, central sections. Conversely, the cluster of blue points located in the lower right section of the separation map of the MD metric and in the upper right section of the ED and EM metrics corresponds to electrical noise, that is, signals without phase correlation (Fig. 5a, 5b and 5c, bottom sections) .
The analysis of the cluster's homogeneity as a function of the three optimization criteria shows that the EM metric led to a visibly lower number of dispersed points (those located in intermediate zones of the clusters intended to separate) than the other two metrics (see Fig. 5c, upper section) .
B. EXPERIMENT 2: PD SOURCES IN THE GENERATOR COIL AND CORONA
A point-plane configuration (a needle placed 4 cm above a metallic ground plane) was coupled in parallel to the previous test object in order to include another PD source and evaluate VOLUME 7, 2019 FIGURE 6. PRPD pattern obtained for the PD in the generator coil and a point-plane configuration, maintaining a low trigger level. the behavior of the algorithms for three different sources acting simultaneously.
This configuration, detailed in Section III, was adjusted to measure a stable corona PD activity at the voltage level used in the previous experiment. For this measurement, a total of 4000 pulses were stored. Fig. 6 shows the PRPD obtained for each PD and electrical noise pulse.
Visually, this new PRPD is very similar to that previously obtained. However, the negative half-cycle of the network voltage shows a new cluster of pulses that may be related to the new corona PD source. Since this is a controlled experiment, based on test objects completely characterized experimentally, the presence of this new source is very easily perceived. However, for measurements in real environments and with more pulses, a correct analysis from this PRPD would not be possible, since it would be of very difficult interpretation. The details of the solutions found by applying the three meta-heuristic algorithms for each metric are shown in Table 2 .
The analysis of the frequency bands delivered by each algorithm showed that the maximum frequency of interest was again 44 MHz (for PSO, applying the metric MD). This indicates that the additional PD source delivered no spectral component of interest above this frequency for the algorithm optimization process.
Although the connections, voltage levels and environmental conditions for this experiment remained similar to those of the previous experiment (except for the inclusion of a third PD source through an additional test object), in this case, PSO failed to provide the best results for the three evaluated metrics. Only when the ED was used as an optimization criterion, the result of PSO was higher than that of the other algorithms. Despite the above, the solutions found with the three metrics for all meta-heuristic algorithms are in the same order of magnitude.
The other two results showed that the DE algorithm provided the best solution when using the MD metric as an optimization criterion. Furthermore, HC delivered the best solution for EM metrics. Fig. 7 shows the PR maps and PRPD patterns for the best intervals found. Three types of PD sources and electrical noise were evidently present in each PR map. The analysis of the corresponding PRPD of each cluster shows that the cluster of red points corresponds to PD in the generator coil, the cluster of blue points is associated with electrical noise present in the laboratory and, lastly, the cluster of yellow points corresponds to the cumulative data of the negative PRPD half-cycle on Fig. 6 , that is, corona PD. For the three solutions, the three types of sources are easily identifiable in the separation maps delivered by each range found.
Considering that the PRPD patterns shown in all clusters include 90% of the points closest to the centroid, without adequate separation due to high dispersion or closeness between point clouds, the PRPD may ultimately include information erroneously associated with other sources. For example, Fig. 7a and 7b show that the PRPD patterns associated with corona PD (yellow points), which were obtained with the metrics MD and ED, not only display the typical corona PD pattern (low-dispersion pulses located in the negative halfcycle) but also pulses without phase correlation associated with electrical noise.
As explained in Section IV-A, this type of error is common when only one metric is used because high dispersion or overlap between the points associated with each source may occur. Although, in this case, the drawbacks of these few erroneous pulses are not so visible in the identification, in real applications with more concurrent large sources and with more data captured, this error may be highly relevant when identifying the type of source.
Therefore, in this experiment, EM may be a good alternative toward minimizing this type of problem because, as shown in the PRPD patterns of Fig. 7c , no pulses are associated with more than one source. The cluster analysis of homogeneity also showed that, when using the EM metric, the clusters were less scattered and more separated from each other. This facilitated the selection of each point cloud because most pulses were very close to their respective centroid.
C. EXPERIMENT 3: SOURCES OF PD IN A TRANSFORMER AND CORONA
The PD activity was analyzed in a distribution transformer, which was subjected to a high voltage between the high-voltage winding and the low-voltage winding (the latter was short-circuited and grounded) until a stable internal PD activity was obtained at 11.7 kV. The state of the transformer and its operation had already been previously characterized in the laboratory by a commercial device, which confirmed the presence of this type of PD source. In addition, the pointplane configuration used in the previous experiment was adjusted and placed parallel to the transformer to also obtain the corona PD at the same voltage level. From these two test objects, three different types of concurrent sources were measured whereas maintaining a low trigger level. For this experiment, 3000 pulses were stored by the acquisition system. Fig. 8 represents the PRPD obtained during the measurement process.
The above is confirmed by the respective clusters' PRPD patterns of the three solutions. With MD and ED, only the PRPD associated with corona PD (yellow points) and the PD in the transformer (blue points) could not be represented because erroneous points associated with electrical noise were also present (see Fig. 9a and 9b ). Conversely, with the solution from EM (see Fig. 9c ), there were no erroneous pulses found in the PRPD corresponding to clusters associated with PD sources.
Given the low number of pulses, the presence of electrical noise signals distributed along the network voltage is easy to identify, as well as a second source of low dispersion, in terms of amplitude, located in the negative half cycle, corresponding to the corona PD. However, the third internal PD source in the transformer is not easily detectable because the amplitudes of many pulses of this type of PD are equal to or smaller than those of electrical noise and corona PD pulses.
No separation intervals obtained from the solutions provided by the three meta-heuristic algorithms coincides with those obtained in the previous experiments. In addition, the maximum frequency of interest f t increased up to 47.75 MHz, which indicates that the PD source in the transformer has components of the spectral power of interest for frequencies higher than those obtained in the previous experiments. As in experiment 1, the best results for each metric used in the optimization criteria were found when using PSO (see Table 3 ). Fig. 9 shows the PR maps and the PRPD patterns corresponding to the intervals obtained when using PSO.
As shown in the three PR maps obtained for each metric (Fig. 9a, 9b and 9c , upper Section), the sources were satisfactorily separated. The MD visibly provided a wider separation between the centroids of the three clusters. However, similar to the ED metric, the number of dispersed points between clusters was markedly higher than that observed when using EM.
D. EXPERIMENT 4: PD SOURCES IN XLPE CABLE AND CERAMIC BUSHING
Finally, the following two different test objects were used in this experiment: a (9-m-long) XLPE insulated power cable and a 15 kV contaminated ceramic bushing. Both test objects were selected because they showed stable partial discharge activities at the same voltage level (16.5 kV). In addition, during the measurement process, the trigger level remained low in order to force a third source associated with electrical noise. Table 4 summarizes the findings of each algorithm.
For the three metrics evaluated in this experiment, PSO again provided the best possible solutions (MD = 40.91, ED = 0.94 and EM = 47.14). Fig. 10 shows the PR maps corresponding to the separation intervals obtained. Moreover, between clusters there was no presence of dispersed points that would cause errors in the representation of the PRPD patterns corresponding to each source (red points for PD in the XLPE cable, yellow points for PD in the insulator and blue points for electrical noise). In this experiment, the maximum frequency of interest (48 MHz) was found when using the HC meta-heuristic algorithm and when applying ED as the separation metric. Similar to the previous experiment, higher cluster homogeneity was observed for the EM metric (Fig. 10c) , which shows clusters that are much less dispersed than those obtained with MD and ED. Likewise, for all metrics, the electrical noise cluster obtained when using the MD metric was the least homogeneous (Fig. 10a) , which clearly shows a low point concentration.
E. STABILITY ANALYSIS
A boxplot is a way to display data distribution based on five indicators: minimum, first and third quartile, median and maximum. Each box shows the distribution of a set of repetitions of the same experiment. In this case, each box represents 19 measurements of one of the proposed methods' performance in each problem studied. Each box comprises the data points between the first and third quartile; the line in the box represents the median of the data and the whiskers indicate the minimum and maximum values discarding outliers. Outliers, when present, are represented as points.
In this case, we are interested in analyzing mainly three aspects of each box: the median of quality, because it represents the most probably quality result we can obtain when applying the selected algorithm to the given problem; the higher quality value, because it represents the best response the selected algorithm was able to find to the given problem; and the size of the box, because it represents the variability of quality each stochastic approach was able to provide when solving the given problem. When a small box is found, there is a high confidence on the result the meta-heuristic can provide.
Plots in Fig. 11 show the boxplots for the performance measured using each of the three different evaluation functions in the three algorithms, for each of the four problems studied. For the case of experiment 1 (Fig. 11a) there is a clear tendency regarding the algorithm providing the best solutions. PSO provides the solutions with the highest distances and the highest medians. Moreover, in terms of dispersion, the Hill climbing algorithm is the most stable approach for the three distance measures studied. PSO displayed a high dispersion only for the MD measure; probably because it does not provide enough information to clearly differentiate leading solutions. Fig. 11b shows the boxplots of experiment 2, where a similar behavior can be observed regarding the quality of solutions found by the three algorithms.
For ED and EM measures, PSO algorithm achieves the highest median value. Moreover, for the three distance measures, PSO obtains the highest values. In this case, PSO shows a high dispersion on quality of solutions for MD and EM measures, this, probably due to the values of MD that difficult the differentiation of leading solutions, even when combined with ED measures. Fig. 11c shows the boxplots of the experiment 3. The performance and dispersion of results of PSO algorithms clearly are the best for this case.
Finally, for experiment 4, Fig. 11d shows that the PSO algorithm provides the best median and the highest qualities. Moreover, in this case, the MD measure generates high dispersion levels for all approaches, probably due to small differences between alternative clustering options. ED here provides more information in both cases, when using ED and EM distances, that allows the three algorithms to reduce the dispersion in the results they provide.
VI. CONCLUSIONS
In this research, the performance of the SPCT was studied by applying three different meta-heuristic algorithms for the selection of separation intervals for clustering PD sources and electrical noise. All algorithms were evaluated with different optimization criteria, based on the maximization of the minimum value of cluster separation using the metrics MD, ED and EM. According to the findings, the algorithms and metrics used allowed the separation of the sources in the PR maps for all experiments. However, in three of the experiments performed (experiments 1, 3 and 4), the best solutions for all metrics evaluated were provided by PSO (except in experiment 2 in which the HC and DE algorithms provided slightly superior results in two metrics). The cluster analysis of quality in terms of separation and homogeneity showed that the best results were obtained when using the EM metric, as described in experiments 3 and 4, where the number of dispersed pulses between generated clusters decreased when using such metric. Conversely, when using EM and ED, some PRPD patterns showed erroneous pulses corresponding to electrical noise; such condition is critical for the identification process on field measurements, in which erroneous pulses that are associated with electrical noise may have greater amplitudes.
The experiments' stability analysis shows a poor performance of DE and a not clear difference between HC and PSO in the box size (variability), since it depends of the metric used and the experiment performed. PSO always gets the highest value of the boxplot for all metrics and all experiments, which means that, of the three implemented algorithms, PSO is the one that leads to the best possible separation.
Due to the presence of signals associated with different PD sources and/or electrical noise with similar spectral components in the separation intervals found, none of the metrics used in the three meta-heuristic algorithms was able to completely avoid dispersed points between clusters.
To implement these algorithms in an online PD monitoring system, new strategies and procedures are currently under development in order to further improve the computation and testing times of all data collected during acquisition.
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