type boundary value problems for certain second order elliptic equations and rather general domains. The results were extended by Bramble and Payne [2] and by the author [1] to the Neumann Problem for second order uniformly elliptic operators. In sequels the author will consider the first initial-boundary value problem of the parabolic type, degenerate parabolic problems of various types and nonlinear elliptic problems.
The results presented herein are applicable to problems for which existence and uniqueness theorems have not as yet been established. Assuming the existence of a solution, its uniqueness follows immediately from the form of the pointwise bound.
Since bounds for various quadratic functionals are also obtained in terms of the given data, it is assumed that the results of this paper may profitably be employed in the derivation of such existence proofs. For information pertaining to parabolic problems for which solutions are known to exist, it is suggested that the reader review [7] .
In § 2 the problem under consideration is defined in detail; certain auxiliary functions and other preliminary matters are considered in the next two sections. The pointwise bound is obtained in § 5, while the generalization to the nonlinear case is considered in the following section. The last section contains some additional remarks. The techniques presented herein are based to a great extent on the results of the report [1] upon which this paper is based. where V{rj) and S{η) are the closures of V(rj) and S{rj) respectively. The goal is to determine a pointwise bound at an arbitrary interior point p = (x Q , y 0 ) e D(y Q ), 0 < y 0 < η 9 of the boundary value problem:
where the boundary data /, g and { are integrable and square integrable over their domains of definition and a sufficiently differentiable solution function W = W(x, y) satisfying (2.2) is assumed to exist. As usual, the symbol ti indicates partial differentiation with respect to x ι and the summation convention is used throughout.
The coefficients of (2.2) must satisfy certain auxiliary conditions. The components of the symmetric matrix a ij = a ίj (x, y) and the function z -z(x, y) are continuous in V(rj) f a ij is piecewise continuously differentiable with respect to the x* on every D(y), 0 < y < η, and z is piecewise continuously differentiable in y along every line in V(η) perpendicular to the y hyperplane. To eliminate degeneracy, the existence of the following positive constants is assumed: (2.3) (2.4) and for all (2.5) 3* The parametrix* The parametrix function 7 P is defined with respect to the point p by 
Proof. From the definition of γ p , it is obvious that part (a) is satisfied. To establish parts (b) and (c), perform the indicated integrations. The necessity for the constants given in (2.6) and (2.7) should be noted when part (b) is established.
4* An auxiliary function* In this section a sufficiently smooth function ^ is defined which is such that
where J is the adjoint of J. In addition it is necessary that ^l possess a singularity at peD(y 0 ) which is of a slightly lower order than that of y pm The desired construction is accomplished by first defining
and using (2.6) and (2.7) to observe that there exists positive numbers <5 01 and p 0 which are such that Next δ 02 is determined such that (4.6) Afo.
The number 3 02 exists due to (2.4). Next set (4.7) δ 0 = min {8 n , δ 02 } and then define the desired auxiliary in terms of still undefined constants a and β.
On D(y Q ), j^v and its derivatives are defined as the limits of these functions as (x, y) -> (x, y Q ) with (x, y) e V(y 0 ). By inspection, (4.1) is valid for any positive a. Using (4.6) and the definition of ^V 1 it is easy to see that a > 0 may be chosen so that (4.2) is valid in the region {V(y 0 ) -V(y 0 -<5 0 )}; and, with a fixed, we next use (2.4) to choose β so that (4.2) is also valid for the region V(y 0 -δ 0 ). As for differentiability in V(y 0 ) -{p}, it follows from (4.8) that and its first two partials with respect to the x* are continuous while the partial of ^v with respect to y is only discontinuous across the surface D(y 0 -δ 0 ).
Concerning the singularity of ^, it is easy to verify by means of Lemma 3.1 that the integral which is such that J(φ), dφ/dv and φ(x, 0) approximate /, I, and g respectively where φ is required to be twice piecewise continuously differentiate with respect to the x ι and piecewise continuously differentiable in y for (x, y) e V(y 0 ). Let
and compute
With J and y p defined by (3.3) and (3.1) respectively, it follows from the divergence theorem with 0 < y < y Q
In ( inequality to obtain
VO)
The terms on the right of (5.5) are all known and thus it only remains to bound the unknown terms on the right of (5.4).
First the surface integral is considered. To obtain the desired result, introduce the function ψ given by
and calculate
with K a constant which is to be selected later. Next a bounded set of functions f\x, y), ,/*Ί>, y) is chosen which possess bounded piecewise continuous partial derivatives with respect to the x ι for (x, y) € V(y 0 ) and which are such that (5.9) min nj 1 -m 3 > 0 .
S(y0)
For starshaped domains such a set of functions was considered by Payne and Weinberger in §3 of [8] , From this reference it is clear that, if S is starshaped in x with respect to some line perpendicular to the y hyperplane, then this line can be chosen as the x origin with . By extending these discussions to the parabolic case, it is evident that the functions f k may be defined for quite general domains.
To shorten the notation, the following convention will be employed in the remaining portion of the paper. When y == y 0 the symbols S and V replace S(y 0 ) and V(y 0 ).
With M 4 = max {-n y z} s and the α's are any positive numbers. Except for the first integral, the right side of (5.14) is completely know. In addition the left side has the same form as the right side of (5.10) except for the third term which may be neglected since z satisfies (2.4). Inspection of (5.14) and (5.10) reveal that a bound for the integral of the square of ψ over S is available provided the arbitrary numbers a t and K are properly chosen. In a particular problem the best choice of these numbers would depend on the functions F, G, and L. For definiteness the following selection is made. Let 
(x,v)eV(y o )
then it is clear that Γ p is a fundamental solution of J* and the volume integral on the right of (5.4) is zero. Dressel [6] and [7] established the existence of such a solution when the coefficients of the differential operator are sufficiently smooth. From these references it is clear that even when its existence is guaranteed such a function may be quite difficult to construct; hence in the following it is assumed that Γ p is not known and that the first term on the right of (5.4) must be bounded.
By means of the divergence theorem and the previous remarks of this section (5.20 6* Pointwise bound for the nonlinear problem* The mildly nonlinear problem for which an a priori bound is desired is as follows:
where the boundary data /, g, and I are assumed to be square integrable over their domains of definition for any bounded continuous function W which is continuously differentiate in x for (x,y)e V(η). In addition / and I are required to satisfy a Lipschitz condition in all but their first two arguments. 
The present problem is a generalization of the problem of the last section; thus, except as altered by this section, all conditions of §2 remain in effect. Specifically, the differentiability requirements for the coefficients, the Lipschitz condition which the a ίj are to satisfy at peD(y^) 1 as well as the condition for the outer normal on S(y 0 ) are all as stated in §2 of the paper.
The pointwise bound is obtained in a manner very analogous to that of §5 and hence frequent use will be made of the applicable equations and inequalities of the linear case.
A bound at an arbitrary interior point peD(y 0 ) is obtained by choosing a function φ(x, y) which is such that J(φ); dφ/dv and φ(x, 0) approximate f (x, y, φ, Fφ), l(x, y, φ) and g(x) respectively. The function φ(x, y) given by (5.1) is introduced and we calculate. 
ίiί,
where χ(p) is given by (5.5). As in § 5, the first step is to obtain an a priori estimate for the unknown boundary integral. By using techniques similar to those employed for the linear case, it is easy to establish the following generalization of (5.14) is a function of the arbitrary constant K and
Since / satisfies a Lipschitz condition in all but its first two variables, it is clear that
J J J v aMn Jjjy (6.11) Comparison of (6.9) and (6.11) leads to a selection of the arbitraryconstants as follows:
An inequality analogous to (5.22 ) may now be used to obtain (6.13) ψy = J which is a result analogous to (5.24) . The second term on the right of (6.5) is bounded by using similar techniques; due to the Lipschitz condition, it is clear that (6.14) The first integral on the right of the last inequality exists; to bound the second observe that (6.15) g J-JΪ F* exp [2K(y 0 -y)] + and then combine (6.15), (6.11) and (6.9) 
+ (ϊ-
The arbitrary constants may now be fixed so that (6.17)
After substitution of (6.17) into (6.16 ) the desired bound may be obtained by writing
By means of the inequalities developed in this section, (6.5) is rewritten as:
which is the pointwise bound that was desired. The results of this section may be collected in the following theorem. 7* Additional remarks* Since it was possible to handle the nonlinear case of § 6, it should be noted that the form of the operator J and the symmetry of the a ij may be relaxed. Thus the method may clearly be used to obtain bounds in either of the following cases:
where the matrix a ίj is not symmetric. It is evident that the methods of this paper can be easily adapted to apply to systems of parabolic equations or to higher order operators; as of this writing, the author has not carried out such generalizations in detail. Specific results have, however, been obtained for nonlinear parabolic problem of the Dirichlet type and for certain degenerate parabolic problems. These results will appear in sequels which are soon to appear. Mathematical papers intended for publication in the Pacific Journal of Mathematics should be typewritten (double spaced). The first paragraph or two must be capable of being used separately as a synopsis of the entire paper. It should not contain references to the bibliography. Manuscripts may be sent to any one of the four editors. All other communications to the editors should be addressed to the managing editor, Richard Arens at the University of California, Los Angeles, California 90024. 50 reprints per author of each article are furnished free of charge; additional copies may be obtained at cost in multiples of 50.
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