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Abstract
We consider the on-line problem of scheduling jobs with precedence constraints on m ma-
chines. We concentrate in two models, the model of uniformly related machines and the model
of restricted assignment. For the related machines model, we show a lower bound of 3(
√
m) for
the competitive ratio of deterministic and randomized on-line algorithms, with or without pre-
emptions even for known running times. This matches the deterministic upper bound of O(
√
m)
given by Ja6e. The lower bound should be contrasted with the known bounds for jobs without
precedence constraints. Speci8cally, without precedence constraints, if we allow preemptions then
the competitive ratio becomes 9(log m), and if the running times of the jobs are known then
there are O(1) competitive (preemptive and non-preemptive) algorithms.
We also consider the restricted assignment model. For the model with consistent precedence
constraints, we give a (randomized) lower bound of 3(log m) with or without preemptions. We
show that a (deterministic, non-preemptive) greedy algorithm is optimal up to a constant factor
for this model i.e. O(log m) competitive. However, for general precedence constraints, we show
a lower bound of m which is easily matched by a greedy algorithm. ? 2002 Elsevier Science
B.V. All rights reserved.
1. Introduction
We consider the on-line problem of scheduling a sequence of jobs with precedence
constraints on m parallel machines. A job can be scheduled after all its predecessors
are completed. In the simplest model, the identical machines model, each job j has a
running time wj, and has to be scheduled on a machine for this period of time.
In the related machines model each machine i has a speed vi. Each job may be
processed on any machine. If job j with a running time wj is processed on machine
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i then the job is completed in wj=vi units of time. In the restricted assignment model
all machines have identical speed, but each job may be assigned only to a subset of
the machines. For a job j, we denote by M (j) ⊆ {1; : : : ; m} (M (j) = ∅) the subset of
machines on which it may be scheduled and by wj its running time on a machine in
M (j). The unrelated machines model is a generalization of all previous models. In this
model, each job j has a vector of m components, where each component i gives its
running time on machine i.
We may or may not allow preemptions. If no preemptions are allowed, once a job
is scheduled on a machine, it must be processed on this machine continuously until it
is completed. Otherwise, if we allow preemptions, a job may be stopped, and resumed
later on in some (maybe di6erent) machine.
The precedence constraints between jobs can be viewed as a directed acyclic graph
G. The vertices of G are the jobs. An edge (j1; j2) occurs when j1 is a predecessor of
j2, i.e. j2 may start its process only after j1 is completed. For restricted assignment the
precedence constraints are called consistent if for every edge (j1; j2) we have M (j2) ⊆
M (j1). The motivation for consistent precedence constraints comes from the fact that
if a job j1 requires some expertise which are known only to some machines and j1 is
a predecessor of another job j2, then j2 should require at least the same expertise and
hence can be processed only on subset of machines that j1 can be processed on.
We discuss an on-line environment in which a job becomes known as soon as all its
predecessors are completed (there are no release times). The goal is to minimize the
makespan which is the time that the last job is completed. We consider two variations
of the on-line model. In the known running times case (also called clairvoyant case),
the running time of a job is known upon its arrival, and in the unknown running times
case (also called non-clairvoyant case), the running time of a job becomes known only
when it is completed. Clearly an algorithm for the unknown running times case is also
an algorithm for the known running times case with the same performance. Hence,
lowers bounds for known running times and lower bounds also for unknown running
times. For a survey on on-line scheduling we refer the reader to [12].
We measure the algorithms in terms of the competitive ratio. We compare the cost
(makespan) of the on-line algorithm (denoted by Con) to the cost of the optimal o6-line
algorithm that knows the sequence in advance (denoted by Copt). The o6-line algo-
rithm knows all jobs and their properties (running times, precedence constraints and
assignment restrictions) in advance. Note that the on-line algorithm is familiar with
all properties of a job as soon as the job arrives (except for the running time, in the
case of unknown running times), but a job arrives only after all its predecessors are
completed. A deterministic algorithm is r competitive if Con6 rCopt. The competitive
ratio of an algorithm is the in8mum r such that the algorithm is r competitive. If the
algorithm is randomized, we use the expectation of the on-line cost instead of the cost,
and an algorithm is r competitive if E(Con)6 rCopt.
The model with precedence constraints generalizes the model without precedence
constraints, i.e. the model where all jobs are given at time 0. The model without
precedence constraints is also called batch-style scheduling. The batch-style scheduling
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is important since the general model of jobs arriving over time with release times can be
reduced to the batch-style scheduling with a loss of a factor of 2 in the approximation
ratio or in the competitive ratio (see [13]). We note that the batch-style scheduling is
interesting for on-line algorithms only when the running times of the jobs are unknown.
If the running times are known then the batch-style scheduling becomes an o6-line
problem. In contrast, the model with precedence constraints is also interesting for the
known running times case since not all jobs are given in advance.
The identical machines model is an ancient on-line problem. Graham [7,8] showed
a greedy (non-preemptive) algorithm that achieves a competitive ratio of 2 − 1=m for
scheduling jobs with precedence constraints even when the running times are unknown.
Epstein [5] showed that this is optimal for scheduling jobs with precedence constraints
even if the running times are known and preemptions are allowed. The best compet-
itive ratios for the three other classical machine models, related machines, restricted
assignment and unrelated machines, were not completely characterized.
Our results. In this paper, we consider the three classical machine models: related ma-
chines, restricted assignment and unrelated machines. For related machines, we give a
deterministic and randomized lower bound of 3(
√
m) on the competitive ratio of any
on-line algorithm (preemptive or non-preemptive) for jobs with precedence constraints
even when the running times are known. This matches the upper bound of Ja6e [11],
who gave an approximation algorithm which can be implemented in an on-line envi-
ronment. In fact, Davis and Ja6e [4] already gave a lower bound of 3(
√
m) on the
competitive ratio for the case with no precedence constraints (i.e. batch-style schedul-
ing) which obviously holds for the case of precedence constraints. However, our lower
bound does not follow from their lower bound since their lower bound is valid only
for unknown running times and no preemption.
We would like to emphasize that the precedence constraints are crucial for proving
the lower bounds with known running times, since, otherwise, it becomes an o6-line
problem. Speci8cally, if the running times are known for the model without prece-
dence constraints (i.e. batch-style scheduling) then all jobs are known in advance.
Hence, one can get 1 competitive algorithm for the preemptive case [10,6] and 1 + 
competitive algorithm for the non-preemptive case [9] (it becomes 1 if we allow ex-
ponential time algorithms). The precedence constraints are also crucial for proving the
lower bounds with preemption even for unknown running times. Speci8cally, if we
allow preemption then Shmoys et al. [13] showed an upper bound of O(log m) for
the batch-style scheduling (i.e. no precedence constraints). The upper bounds above
for the model without precedence constraints should be contrasted with our result that
implies that with precedence constraints one cannot get a better bound than 9(
√
m)
even if the running times are known. Moreover, our lower bound holds for randomized
preemptive online algorithm versus non-preemptive optimal o6-line. It is worthwhile to
mention that for the o6-line version of our problem (i.e. with precedence constraints)
an O(log m) approximation algorithm is given in [3].
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For the restricted assignment model, we consider the algorithm Greedy which is
described later. Azar et al. [1] showed that for the case of no precedence constraints
the Greedy algorithm for scheduling jobs one by one in the restricted assignment
model achieves a competitive ratio of O(log m). In fact, the result in [1] is proved
for scheduling over lists (i.e., scheduling jobs one by one). Nevertheless, their re-
sult immediately implies that Greedy is O(log m) competitive for scheduling jobs
in the batch-style model with unknown running times. We show that if we allow
consistent precedence constraints then the competitive ratio of the algorithm is still
O(log m). We show that the algorithm is optimal up to a constant factor in this
case by providing a lower bound of 3(log m) on the competitive ratio of any de-
terministic or randomized algorithm for scheduling jobs with restricted assignment and
consistent precedence constraints. Our lower bound holds even for the known run-
ning times case and the upper bound does not use the running times. Moreover, the
lower bound holds even for randomized preemptive algorithm versus non-preemptive
optimal o6-line while the upper bound holds for non-preemptive algorithm versus
preemptive optimal o6-line. We note that the precedence constraints are crucial for
proving the lower bounds with known running times, since, otherwise, it becomes
an o6-line problem. In [1], there is a lower bound of 3(log m) for a model with-
out precedence constraints but a job must be assigned immediately upon its
arrival.
For general precedence constraints for the restricted assignment model, we show a
lower bound of m for the competitive ratio of any online algorithm (3(m) for random-
ized algorithms). This bound is easily matched by an algorithm which is m competitive.
It is also easy to design an m competitive algorithm for the unrelated machines case.
Recall that the unrelated machines case is a generalization of the restricted assign-
ment model. Hence, the unrelated machines case is not of an interest since the best
competitive ratio is m.
The Greedy algorithm. We adapt the Greedy algorithm “List”, given by Graham [7]
for identical machines, to the case of restricted assignment as follows. Each time that
a machine i becomes idle, assign to it a job j (if exists) such that i∈M (j) and
j has not been scheduled yet. Each time that a new job j arrives, assign it to an
idle machine i∈M (j) if exists. Note that Greedy is deterministic and does not use
preemptions.
Randomized algorithms. To prove lower bounds on the competitive ratio of random-
ized algorithms we use an adaptation of Yao’s theorem for on-line algorithms. It states
that if there exists a probability distribution on the input sequences for a given prob-
lem such that E(Con=Copt)¿ c for all deterministic on-line algorithms, then c is a
lower bound on the competitive ratio of all randomized algorithms for the problem
(see [2]). We will use only sequences for which Copt is constant and thus in our case
E(Con=Copt)=E(Con)=Copt.
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2. Scheduling on related machines
Theorem 2.1. Any on-line algorithm for scheduling jobs with precedence constraints
on m related machines has a competitive ratio of at least 3(
√
m). This is true even
for randomized preemptive algorithms versus non-preemptive optimal o3-line.
Proof. We start by considering deterministic algorithms. We assume without loss of
generality that m− 1 is a square, √m− 1= r. (Otherwise, we can restrict ourselves to
the largest number which is at most m and of type r2 + 1 for integer r and assume
that all other machines have very small speed.) The set of machines consists of one
fast machine of speed r=
√
m− 1 (machine 1) and m− 1 slow machines of speed 1
(machines 2; : : : ; m). There are r phases of r + 1 unit jobs each in the sequence. The
sequence begins with r + 1 independent unit jobs (phase 1). Next, we de8ne phase
i; 26 i6 r, the phase contains r + 1 units jobs. Let bi−1 be a job in phase i− 1 that
8nishes last by the on-line algorithm, then all jobs of phase i depend on bi−1.
The on-line algorithm, by the de8nition of bi can start scheduling phase i + 1 only
after all jobs of phase i are completed. Since each phase consists of r + 1 jobs, it is
possible to use at most r + 1 machines at any time. The r + 1 fastest machines can
process at most 2r unit jobs in one unit of time, and since the total running time of all
jobs in one phase is r+1, each phase takes at least (r+1)=(2r)¿ 1=2 time units. Thus,




The optimal o6-line algorithm assigns each bi to the fast machine at time (i− 1)=r,
and thus the jobs of phase i+1 may be assigned at time i=r to machines ir+2; : : : ; (i+
1)r+1 (for 06 i6 r− 1). The jobs of phase r would 8nish at time (r− 1)=r+16 2
on the slow machines. The fast machine would 8nish at time 1 and thus Copt6 2 (see
Fig. 2). The competitive ratio is 3(
√
m).
Fig. 1. A possible on-line assignment in the proof of Theorem 2.1 for m=10 and r=3, where Con = 3. In
all 8gures, the horizontal axis represents the machines, and the vertical axis represents time. Jobs marked
by i belong to phase i, and the job marked i′ is job bi . In this 8gure, the leftmost machine (machine 1) has
speed 3 and all other machines have speed 1.
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Fig. 2. An optimal o6-line assignment in the proof of Theorem 2.1 for m=10 and r=3. Machines have
the same speeds as in Fig. 1 (respectively) and Copt = 53 .
To extend the proof for randomized algorithms, bi is chosen uniformly at random
among all jobs of phase i. Clearly, the optimal schedule remains the same. Next, we
evaluate the expected on-line schedule. The probability that the period of time starting
from the arrival of phase i, till bi is completed is at least T would be (r+1−k)=(r+1)
where k is the maximum number of jobs that it is possible to complete in a period of
T units of time. For T =(r + 1)=(4r), it is possible to complete at most 	(r + 1)=2

jobs and thus the expectation of the period of time that passes from the arrival of bi
and till it is completed is at least (r + 1)=(8r)¿ 1=8, and thus E(Con)=3(
√
m) and
again the competitive ratio is 3(
√
m) as well.
3. Restricted assignment with consistent precedence constraints
In this section, we consider consistent precedence constraints for the restricted as-
signment model. Recall that precedence constraints are called consistent if for every j1
which is a predecessor of j2 we have M (j2) ⊆ M (j1).
Theorem 3.1. Any on-line scheduling algorithm for the restricted assignment model
with consistent precedence constraints has a competitive ratio of at least 3(logm).
This is true even for randomized preemptive algorithms versus non-preemptive optimal
o3-line.
Proof. We assume without loss of generality that m is a power of 2, m=2k . (Otherwise
we restrict ourselves to the largest number which is at most m and of type 2k for an
integer k and assume that no job can be assigned to the remaining machines.) The
sequence consists of mN jobs where N¿ 2 log2m=2k, the jobs belong to k+1 phases,
where for 16 i6 k phase i contains m(N+2−i)=2i unit jobs, and phase k+1 contains
N − log2m unit jobs. The jobs of phase i are restricted to machines {1; : : : ; 2k−i+1}.
We de8ne the dependencies according to the behavior of the on-line algorithm. For
i=1; : : : ; k; let bi be a job that 8nishes last of phase i; then all jobs of phase i + 1
depend on bi.
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Fig. 3. A possible on-line assignment in the proof of Theorem 3.1 for m=8; k =3; N =6; where Con = 13.
All machines are identical.
Fig. 4. An optimal o6-line assignment in the proof of Theorem 3.1 for m=8; k =3; N =6 and Copt = 6.
Since bi is a job that 8nishes last at phase i; and all jobs of phase i + 1 depend
on it, then no jobs of phase i + 1 are scheduled until all jobs of phase i are done.
For 16 i6 k; the jobs of phase i are restricted to 2k−i+1 =m=2i−1 machines, thus the
period of time to 8nish all jobs of phase i is at least (N +2− i)=2=3(N ) (even with
preemptions). Since there are 3(logm) phases, Con =3(N logm) (see Fig. 3).
The optimal o6-line algorithm schedules all bi on the 8rst machine, each bi is sched-
uled at time i − 1. The jobs of phase i are scheduled as follows: m=2i−1 jobs are
scheduled on machines 1; : : : ; m=2i−1 at time i − 1, all the other jobs are scheduled
from time i till time N on machines m=2i +1; : : : ; m=2i−1. The jobs of phase k +1 are
scheduled on machine 1 starting at time log2m (see Fig. 4). We conclude that since
Copt =N; the competitive ratio is 3(logm).
To extend the proof for randomized algorithms we use the same sequence, but bi is
chosen uniformly at random among all jobs of phase i. Let Pi be the number of jobs
that 8nish before bi in phase i (jobs that 8nish at the same time are ordered arbitrarily).
The period of time after the jobs of phase i become available and before the next phase
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can start is at least (Pi +1)=2k−i+1. Since Pi gets the values 0; : : : ; (N +2− i)2k−i − 1
with equal probability,









(N + 2− i)=4=3(N logm):
Since Copt =N; we conclude that the competitive ratio is 3(logm).
Theorem 3.2. The competitive ratio of Greedy is O(logm) for the restricted assign-
ment model with consistent precedence constraints.
Proof. For machine i; let A(i) be the set of jobs j that i∈M (j). Denote the optimal
o6-line value by . We 8rst prove the following lemma.
Lemma 3.1. The total idle time of Greedy on a machine i; from the beginning till
the last job in A(i) 5nishes its process (on any machine) is bounded by .
Proof. For each machine i; we build a chain of jobs in which each job is dependent on
the previous job, and each time i is idle, one of the jobs in the chain is running. Since
the total running time of jobs in the chain is at most  (the optimal o6-line algorithm
cannot run more than one job of the chain simultaneously), the total idle time of
machine i would be also bounded by . We build the chain from the top, starting from
the last job in the chain. If there is no idle time on machine i; the chain is empty and
the lemma follows. Otherwise, we start the chain with the job in A(i) that 8nishes last,
denote it by J1. Assume that J1; : : : ; Jq−1 are de8ned. If Jq−1 has no predecessors, we
8nish the chain. Otherwise, let Jq be the predecessor of Jq−1 that 8nishes last. Note
that since all the chain consists of predecessors of J1 and the precedence constraints
are consistent, all the jobs in the chain are also in A(i). Assume that i is idle at time
t, and no job in the chain is running at time t. There is at least one job that 8nishes
after time t (J1 for example). Since there is no job of the chain running at time t;
all these jobs start running after time t. Let Jr be the 8rst job of the chain that starts
running after time t. All the predecessors of Jr 8nish before time t thus since i is idle
at t; Jr could be scheduled at time t or before. This is a contradiction to the de8nition
of Greedy.
Note that the idle time on each machine in Lemma 3.1 can be partitioned into two
parts. The 8rst is the idle time on a machine up to the completion of the last job that
runs on this machine. The second is from that time on.
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Lemma 3.2. Let 1¿ 3 be some time during the process of the algorithm. If the
total running time of jobs (or parts of jobs) that run after time l is Tl then the total
running time of jobs that run after time l− 3 is at least 2Tl.
Proof. Let k1 = Tl=. The optimal o6-line uses at least k1 machines to run the jobs
that the on-line runs after time l. Since the maximum running time is bounded by ;
these jobs start after time l− . For each machine i among the k1 machines, there is a
job that is allowed to be scheduled on it and is scheduled after time l−; thus machine
i has at most  idle time from time l− 3 till time l− . The total running time on i
in this time period is at least . Summing for all machines the total running time is at
least k1, and adding the running times after time l we get a total of k1+Tl¿Tl+Tl
=2Tl.
Now, we can complete the proof of the theorem. Let T be the total running time of all
jobs, note that T6m. Let k = 	Con=(3)
. We can assume without loss of generality
that Con¿ 3. Hence k¿ 1. Note that the competitive ratio r satis8es r=O(k). Let
Tj be the total running time of jobs after time Con− 3j. According to Lemma 3.2, Tk
satis8es Tk¿ 2k−1T1 and according to Lemma 3.1, T1 satis8es T1¿ 2, this is correct
since there is at least one machine that 8nishes at time Con, and since the idle time on
this machine is bounded by ; this machine worked at least for a period of time 2 after
time Con−3. Combining all observations together we get m¿T¿Tk¿ 2k−1T1¿ 2·
2k−1. Thus k =O(logm), and also r=O(logm).
4. Restricted assignment with general precedence constraints
In this section, we consider the restricted assignment model with general precedene
constraints between jobs.
Theorem 4.1. Any on-line scheduling algorithm for restricted assignment model with
general precedence constraints has the competitive ratio of at least m. This is true
even for preemptive algorithms versus non-preemptive optimal o3-line. Any random-
ized algorithm for the same problem has a competitive ratio of 3(m). This is true
even for randomized preemptive algorithms versus non-preemptive optimal o3-line.
Proof. We 8rst prove a lower bound for the competitive ratio of deterministic algo-
rithms, and later extend it to randomized ones. We build the sequence according to
the behavior of the on-line algorithm. Let N be an integer N¿m, The optimal cost
for the sequence would be N . The sequence contains m phases, in each phase, all jobs
are restricted to a single machine. Phase 1 contains N unit jobs which are restricted
to machine 1. Let b1 be the job from phase 1 that 8nishes last. We de8ne the other
phases recursively: In phase i (i¿ 2), there are N − i + 1 unit jobs which depend on
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Fig. 5. A possible on-line assignment in the proof of Theorem 4.1 for m=4; N =5; where Con = 14.
Fig. 6. An optimal o6-line assignment in the proof of Theorem 4.1 for m=4; N =5 and Copt = 5.
the job bi−1, and are restricted to machine i. We denote the job from phase i that
8nishes last by bi.
The on-line does not schedule any job from phase i + 1 until all jobs of phase
i are completed, because all jobs of phase i + 1 depend on bi; thus the on-line has
at most one working machine at a time (each job is restricted to a single machine)
and the minimum possible on-line makespan is simply the sum of all running times:
Con¿
∑m
i=1 (N − i + 1)=m(N − m=2 + 1=2) (see Fig. 5).
The optimal o6-line algorithm assigns each bi at time i − 1, and all other jobs of
phase i are scheduled starting from time i; hence Copt =N (see Fig. 6). The competitive
ratio is at least m− m2=(2N ) + m=(2N )=m− m(m− 1)=(2N ), for large values of N ,
this number approaches m.
To extend the proof to randomized algorithms we use a similar sequence, which also
has m phases, where phase i contains N − i + 1 jobs that are restricted to machine i;
but here the job bi for i=1; : : : ; m− 1 is chosen uniformly at random among all jobs
of phase i. Let Pi be the position of bi; which is the number of jobs from phase i that
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were completed before bi was completed. Pi can get the values 0; : : : ; N − i, all with
equal probabilities. For i¿ 2; the jobs of phase i are scheduled after at least Pi−1 + 1
jobs were completed at phase i− 1 and thus Con =
∑m−1




(E(Pi) + 1) + N − m+ 1;
since E(Pi)= (N − i)=2 we get
E(Con)¿ (m− 1)(N=2 + 1)−
m−1∑
i=1
i=2 + N − m+ 1
= mN=2− N=2 + m− 1− m(m− 1)=4 + N − m+ 1
= mN=2 + N=2− O(m2):
Since Copt =N; the competitive ratio is at least (m+1)=2−O(m2=N ), for large values
of N , the lower bound approaches (m+ 1)=2=9(m).
Both lower bounds are valid even with preemptions since we only consider 8nishing
times of jobs, and not starting times.
Theorem 4.2. Greedy is m competitive for the restricted assignment model with prece-
dence constraints.
Proof. If all machines become idle, then there are no new jobs and the sequence is
completed. Thus if Con =T; then at any time between 0 and T there is at least one
working machine. Hence, the sum of all processing times is at least T , and Copt¿T=m.
Hence Greedy is m competitive.
We can easily provide m competitive algorithm also for unrelated machines. The
algorithm Min assigns a job j to a machine i such that the running time of j on i is
minimum over all i.
Theorem 4.3. Min is m competitive for the unrelated machines model with precedence
constraints.
Proof. Since the running time that the optimal o6-line uses to run each job is at least
that of Min, we can imitate the proof of Theorem 4.2.
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