Abstract-We propose a fast regression algorithm that can substantially reduce the computational complexity of searching, yet retain good accuracy. It also guarantees to discover correlated features that are collectively predictive, and avoid model over-fitting. Its capability of controlling mFDR (marginal False Discovery Rate) statistically enables the one-pass search of the fast algorithm and guarantees the accuracy of the sparse model chosen by the algorithm without cross validation. Numerical results show that our algorithm is much faster than any other algorithm and is competitively as accurate as the best but slower algorithms.
I. INTRODUCTION
The problem that we address is how to improve the speed of variable selection algorithms for large-scale data. The statistical embodiment of variable selection we consider here is a classic normal linear model
with n observations y = (y 1 , . . . , y n ) and p predictors x 1 , . . . , x p , p n, where X = (x 1 , . . . , x p ) is an n × p design matrix of features, β = (β 1 , . . . , β p ) is the vector of coefficient parameters, and error ε ∼ N (0, σ 2 I n ). It is common nowadays that the number of the features in the dataset is much larger than the number of the observations. In these cases, we need to either regularize the coefficient parameters β in (1), or select a subset of variables that can provide a jointly predictive model, assuming that only a subset of {x j } p j=1 in (1) has nonzero coefficients. The paper will present a fast algorithm for searching such a low dimensional model.
Our VIF regression algorithm has a computation complexity O(pn) under the sparsity assumption. This speed enables the algorithm to handle larger data sets than many competitors, as illustrated in Figure 1 .
On the other hand, our algorithm also guarantees good control of mFDR and no over-fitting. The fitted model is hence able to provide accurate predictions. Shown in Figure  2 is the out-of-sample performance of various algorithms. Comparable to its slow but accurate competitors, VIF regression is more accurate than its fast competitor, GPS. • vif:100,000 gps:6,000
• stepwise:900 lasso:700 foba:600 Figure 1 . Capacity of five algorithms: VIF Regression, Stepwise Regression, Lasso, FoBa, and GPS, within fixed time (in seconds). The algorithms were asked to search for a model given n = 1, 000 observations and p candidate predictors. VIF regression can run many more variables than any other algorithm: by the 300th second, VIF regression has run 100,000 variables, while stepwise regression, Lasso and FoBa have run 900, 700 and 600 respectively. The implementation of GPS stopped when p is larger than 6,000; nevertheless, it is clear that VIF regression can run on much larger data than GPS could.
Out−of−sample Error vif step foba gps lasso Figure 2 . Out-of-sample mean squared errors of the models chosen by the five algorithms. The algorithms were asked to search for a model given n = 1, 000 observations and p = 500 independently simulated candidate predictors; mean squared errors of the five chosen models on a test set were computed. We repeated this test 50 times and in the figure are the boxplots of these results. As good as stepwise regression and FoBa, VIF regression is much more accurate than GPS and Lasso.
Our VIF algorithm is characterized by two components:
• In the evaluating step, we approximate the partial correlation of each candidate variable with the responsible variable by correcting the marginal correlation via presampling a small set of data. This step can be as fast as O(n) for each variable.
• In the searching step, we test the variables using an α-investing rule and in a sequential manner. The α-investing rule can guarantee no model over-fitting and thus the accuracy of the final fitted model.
The evaluating step inherits the spirit of a variation of stepwise regression, forward stagewise regression, which evaluates variables only using marginal correlations. It is shown that the small step-size forward stagewise regression algorithm behaves similarly to l 1 algorithms, such as Lasso and LARS [1] ; hence, like its siblings, it suffers from collinearities among the predictors and will also introduce bias in the estimates.
Herein, we correct the bias by pre-sampling a small set of data to compute the variance inflation factor (VIF) of each variable. The resulting evaluating procedure is fast and does not lose significant accuracy.
This novel procedure can be incorporated with a variety of algorithms, for instance, stepwise regression, LARS, FoBa and many other algorithms. As a demonstration, we incorporate this evaluating procedure with a streamwise regression algorithm using an α-investing rule to take full advantage of its speed. Streamwise regression [2] is another variation of stepwise regression. It considers the case where predictive features come in sequentially for addition to the model; this one-pass algorithm can sufficiently enhance the computation speed.
The resulting VIF regression algorithm is especially useful when feature systems are dynamic and the size of the candidate sets is unknown or even infinite. It can also serve as an "online" algorithm in order to load an extremely largescale data into RAM feature by feature.
Our approach is a statistics-based approach in the sense that we add variables by paying the price of reducing a statistically sufficient variance in the predictive model. The "price", or the penalty λ 0 in (1), is well studied in statistics. Classic criteria for the choices include Mallows' C p , AIC, BIC, RIC, and many other criteria. Hence, unlike optimization-based approaches, our algorithm does not require cross validation and can serve as a black-box algorithm, which is very simple to apply.
We compared our algorithm with the classic stepwise regression and Lasso algorithm, together with two new algorithms: GPS [3] and FoBa [4] . Two facts are apparent through our experiments: the VIF regression algorithm is much faster than any other algorithms; it is comparably as accurate as stepwise regression and FoBa, but is more accurate than GPS and Lasso.
The rest of the paper is organized as follows. In Section II we compare single steps in forward stepwise regression and forward stagewise regression and show that the coefficient estimate provided by the latter is biased by a factor caused by the multicollinearity and hence needs to be corrected. We propose and present the boosted streamwise algorithm in Section III. In Section IV, the choice of subsample size, which decides the speed of the algorithm, will be discussed. Finally, we demonstrate our experimental results in Section V.
II. FORWARD SELECTIONS AND THE BIAS
Stepwise regression includes predictors that have strong collective predictivity step by step. In each step, a multivariate model is statistically analyzed, and a new variable will be added in, or an existing variable will be removed from the current model.
Since a multiple regression is needed for each candidate predictor in forward stepwise regression, O(npq 2 ) computation is required for each step. Here we assume p n, and q is the number of variables included in the current model. Considering the vast, or even infinite, set of potential predictors involved, a large amount of CPU time is expected in processing these procedures. Hence, constructing a more efficient algorithm that can reduce the computational complexity is very tempting.
On the contrary, in forward stagewise regression, only marginal estimates, but not partial estimates, will be computed in each evaluation step. Therefore, only O(np) computation is needed, and it is much faster than forward stepwise regression.
Unfortunately, we will immediately show that forward stagewise regression leads to a bias through its evaluating procedure, and thus the resulting model may not actually be a collectively predictive one.
A. The Bias
To show that the stagewise evaluating procedure is biased, let us consider a scheme in which k predictors have already been added to the model, and we are searching for the k + 1 predictor. Without loss of generation, we assume that all the predictors are centered and normalized. Since our goal is to find a linearly collectively predictive model, the alternative hypothetic model that we want to test is
where 1 n , x 1 , . . . , x k are linearly independent variables.
Letβ new be the least squares estimate of β new in model (2).
On the other hand, let r be the residual of projecting y on {1 n } ∪ {x i } k i=1 . The hypothetic model being considered in stagewise regression is
We letγ new be the least squares estimate of γ new in this model (3) and have the following proposition:
where
X is the projection onto the orthogonal compliment of the hyperplane spanned by {1 n , x 1 , . . . , x k }, in the space spanned by {1 n , x 1 , . . . , x k , x new }.
Proof: First note that
Hence,
new .
Proposition 1 suggests that the stagewise coefficient estimateγ new is simply a scaled stepwise coefficient estimatê β new . Thus, if the predictors are all centered, both of the hypothesis tests, H 0 : β new = 0 and H 0 : γ new = 0, can detect whether or not x new contributes to the model. However, the amount of the contribution that is detected by these two tests is fundamentally different.
Under model (2), the expected estimated variance ofβ new is
is the mean squared error of this model.
On the other hand, under model assumption (3),
is the mean squared error of model (3) .
Therefore, we have approximately
It follows that the corresponding t-ratios satisfy
B. The Fast Evaluating Procedure
Our idea to speed up the evaluating procedure is to take advantage of the economical computation of forward stagewise regression, but to correct the biased t-ratio in each step, thus approaching the stepwise regression procedures.
To this end, we need to configure the true sample distribution ofγ new under model (2):
Proposition 2: Under model assumption (2),
Proof: Since by (6),
, it follows by Proposition 1. Now thatγ new /(|ρ|σ) ∼ N (0, 1), with proper estimates of ρ and σ, we can have an honest t-ratio for testing whether or not β new = 0:
•σ can be estimated by the root mean square error σ null under the null model H 0 : β new = 0. Unlikê σ step orσ stage (Section II-A), which are the common estimated standard deviations in regression analysis, the use of this null estimateσ null can avoid over-fitting or introducing selection bias, especially in data with heteroskedasticity.
•ρ: ρ can be calculated precisely by proceeding with a multiple regression of
, the unexplained proportion of variation. This computation, however, is as expensive as the stepwise procedure, and thus not desirable. Unfortunately, there is no easy way to estimate ρ because of the dependence issue we discussed earlier; most tools, including bootstrap, would break down because of dependency among the errors, which are the only numerical products after performing a stagewise regression. One possible solution is to randomly sample a size m subset of the whole dataset and use this to estimate ρ 2 in light of the fact that each random piece should represent the whole data. We will discuss the choice of m in Section IV.
Our fast evaluating procedure can be summarized below: 
III. VIF REGRESSION
The fast evaluating procedure can be adapted to speed up various stepwise-like algorithms, but it is most beneficial in massive data settings. Therefore, we incoporate the fast evaluating procedure with a streamwise variable selection algorithm using an α-investing rule.
The classic definition of FDR ( [5] ) is the expected proportion of false discoveries among all discoveries throughout the whole process,
where V is the number of false positives, and R is the number of total discoveries. A few variants of FDR have been introduced in the past decade, including the marginal False Discovery Rate (mFDR), which is defined as E(V )/E(R) or E(V )/(E(R) + 1). It is this version which is controlled by our α-investing procedure. An α-investing rule is an adaptive, sequential procedure for testing multiple hypotheses [6] . This is how the rule works. Suppose this is a game with a series of tests. A gambler begins his game with initial wealth w 0 ; intuitively, this is an allowance for Type I error. In the ith test (game), at level α i , if a rejection is made, the gambler earns a payout Δw; otherwise, his current wealth w i will be reduced by α i /(1−α i ). The test level α i is set to be w i /(1+i−f ), where f is the time when the last hypothesis was rejected. Hence, once the gambler successfully rejects a null hypothesis, he earns more to spend the next few times. Furthermore, the game becomes easier to play in the near future in the sense that α i will keep being inflated in the short term. The game continues until the player goes bankrupt, i.e., w i ≤ 0.
The α-investing rule naturally implements a Bonferroni rule, but overcomes its conservativity. The following theorem is offered in [6] , showing that this rule controls mFDR:
Proposition 3: An α-investing rule with initial alphawealth w 0 ≤ αη and pay-out Δw ≤ α controls mF DR η = E(V )/(E(R) + η) at level α. We refer the readers to [6] for the technical details of this theorem.
Employing an α-investing rule allows us to test an infinite stream of hypotheses, while at the same time control mFDR. In the context of variable selection, this implies that we may line up the variables in a sequence and include them into the model in a streamwise manner without over-fitting. A sketched algorithm of employing an α-investing rule in a streamwise setting can be found in [2] .
IV. ACCURACY AND COMPUTATION COMPLEXITY
Obviously a large m can guarantee an accurate approximation in our algorithm, but a small m will bring us more computational power. How large should m be in order to attain a reasonably accurate result? Ideally, we want to figure m n and small α, ε, such that
where ρ is defined as in (5), the correlation between x new and the perpendicular space of the space spanned by included variables;ρ is the sample correlation between x I new and span{1 m , x
This means that with high probability, the loss in the correlation due to the subsampling is not too large compared with the true correlation. Then roughly with probability at least 1 − α, the approximate tratio:
Consequently, with probability at least 1 − α,
Recall that ρ 
Hence conditional on the observations, we have approximately (also due to the fact that we sample without replacement),
As a particular numerical example, we examined the Boston Housing data, which contains 506 census tracts in Boston from the 1970 census. This data and the data description can be downloaded from the UCI Repository of Machine Learning Databases at http://archive.ics.uci.edu/ml/. We took MEDV, the median value of owner occupied homes as our response variable. Serving as explanatory variables, the other thirteen variables were sequentially added in a multiple linear regression model. In each step, we computed the "true" t-ratio t true of the incoming variable by replacing the new rmse with the old one (see Section II-B). In addition, sub-sampling with size m = 200 and our fast evaluation procedure were repeated 100 times, resulting in a hundred fast t-ratios |t|. We then collected the ratios |t|/|t true |.
Displayed in Figure 3 is a comparative boxplot summarizing these experimental results on thirteen explanatory variables of the Boston Housing data. As shown in the boxplot, taking ε = 0.1, most of the ratios lie within interval [1 − ε, 1 + ε]. To see how sensitive these bounds are to the actual correlation, we computed |ρ| based on Proposition 1; these |ρ|'s are annotated under corresponding variables in Figure 3 . Several variables have |ρ| less than √ 2/2. For these variables, despite high variances, the ratios of absolute t-ratios are well bounded by 1 ± 15%. This experiment validates our earlier claim that with a subsample size m = 200, our fast evaluation mechanism may provide a tight bound on the accuracy in terms of the t-ratio approximation. Figure 3 . Simulation of |t| for the Boston Data. We added these variables into our multiple linear regression model sequentially. For each variable the approximate t-ratio |t| = |γnew|/σ|ρ| was computed based on a subsample with size m = 200. These boxplots result from a simulation of 100 subsample sets. Annotated below the variables are the true |ρ|'s.
Due to the one-pass nature of VIF regression, this algorithm has a total computational complexity of O(pmq 2 ), where m is the subsample size and q is the number of variables in the final model. Assuming sparsity in our modeling system, q can be much smaller than n; hence, as long as m = O(n/q 2 ), which can be easily achieved based on our earlier discussion, the total computational complexity can be reduced to be as fast as O(pn).
V. EXPERIMENTS
To test the performance of VIF regression, we compare it with the following four algorithms:
• Classic Stepwise Regression. For the working criterion, we use either BIC or RIC, depending on the size of the data; • Lasso, the classic l 1 regularized variable selection method [7] . It can be realized by the Least Angle Regression (LARS) algorithm [1] , scaling in quadratic time.
• FoBa, an adaptive forward-backward greedy algorithm focusing on linear models [4] . It does a forwardbackward search; in each step, it adds the most correlated predictor and/or removes the least correlated predictor whenever necessary. This searching manner is very similar to stagewise regression except that it behaves adaptively in backward steps. In [4] , the author also provides a theoretical bound on the parameter estimation error.
• GPS, the generalized path seeking algorithm [3] . This is a fast algorithm that optimizes the regularized models via coordinate descent. For p n, its computation might be as fast as a linear function of the data size [3] . It adapts to a wide variety of penalties and can also serve as a black box algorithm which automatically decides the penalty via cross validation. In the following subsections, we examine different aspects of these algorithms, including speed and performance, on both synthetic and real datasets. All of the implementations were accomplished in R, a common statistical software which can be found at http://www.r-project.org/.
We emphasize that unlike our VIF algorithm and stepwise regression, whose penalties are chosen statistically, the other three algorithms are oriented to optimization problems, thus requiring cross validation to decide either the penalty function (GPS) or the sparsity (Lasso and FoBa). Since sparsity is generally unknown, to fairly compare these algorithms, we did not specify the sparsity even for synthetic data. Instead, we used 5-fold cross validation for Lasso and GPS and 2-fold cross validation for FoBa. Note that this will not pose an essential computational burden to these algorithms. 
Elapsed Running Time
Number of Candidate Variables
Elapsed Running Time Running Time (in seconds) of the five algorithms: VIF Regression, Stepwise Regression, Lasso, FoBa, and GPS. The algorithms were asked to search for a model given n = 1, 000 observations and p candidate predictors; p varies from 10 to 1,000.
A. Computing and Timing
To measure the speed of these five algorithms, we simulated a 1, 000 × p design matrix X containing p features, all with random i.i.d. N (0, 0.1) entries; the response variable y was generated by summing six of these features plus a random noise N (0, 1); the number of features p varies from 10 to 1,000 for all five algorithms, and from 1,000 to 10,000 for VIF Regression and GPS.
As shown in Figure 4 , performing almost linearly, VIF Regression and GPS are much faster than the other three algorithms. Given the fact that it does a marginal search, the FoBa algorithm is surprisingly slow; hence, we did not perform cross validation for this speed test purpose.
B. mFDR Control
In order to test whether or not these algorithms can control mFDR, we similarly simulated a 2, 000 × p design matrix X = [x 1 , . . . , x p ] with p features and created the response variable y by summing up six of these p features plus a N (0, 1) noise, which is independent of X. Here we only present results for the case where the feature x's are independently distributed with mean zero. 
Methods

Cases
C. Out-of-sample performance
We used the aforementioned 1,000 left-out observations to test models chosen by the five algorithms. The cases with independently generated features have similar scenarios to Figure 2 .
D. Real Data
We revisited the Boston Housing data discussed in Section IV. Discussions on the same dataset in related literature mostly dealt with 13 variables. To make the problem harder, we considered including multiway interactions up to order three as potential variables. This has expanded the scope of the model and allowed a nonlinear fit. On the other hand, this made the feature set have high multicollinearity. We did a five-fold cross validation on the data; i.e., we divided the data into five pieces, built the model based upon four of them, and tested the model on the remaining piece. The results are summarized in Table II . Not surprisingly, stepwise regression gave the best performance overall, since it tries to build a sparsest possible model with strong collective predictability, and thus it will not suffer much from the multicollinearity. The strong multicollinearity, however, caused trouble to GPS, the leader in the first case without interactions. One possible explanation is that due to the strong collinearity, GPS had a hard time making a unified decision on the working penalty for different folds. This variability in the penalties caused a much larger variance in the model performances. As a result, the test errors tend to be large and have a high variance, as shown in Table  II . The same problem happened to Lasso, which could only do well with small p and weak collinearity. VIF regression was doing fine in both cases because it tried to approximate the searching path of stepwise regression; the slightly higher errors were the price it paid for the substantially improved speed. 
