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A G-loop is a loop which is isomorphic to all its loop isotopes. We apply some
theorems about permutation groups to get information about G-loops. In particular,
we study G-loops of order pq, where p < q are primes and p - q− 1. In the case
p = 3, the only G-loop of order 3q is the group of order 3q. The notion “G-loop”
splits naturally into “left G-loop” plus “right G-loop.” There exist non-group right
G-loops and left G-loops of order n iff n is composite and n > 5. © 1999 Academic
Press
1. INTRODUCTION
An important concept in the theory of loops is that of isotopy, and a G-
loop is a loop which is isomorphic to all its loop isotopes. All the relevant
definitions are given in Section 2, which stresses the algebraic point of view.
These concepts also occur naturally in geometry, since isotopic loops cor-
respond to the same 3-net; see Bruck [2], and Barlotti and Strambach [1].
Wilson, Jr. [13] showed that there are no non-group G-loops of prime
order. It has remained open whether there are such loops in all composite
orders greater than 5, although many of these orders have been handled
by Wilson [14] and Goodaire and Robinson [6]. Here, we provide some
information about orders of the form pq, where p < q are primes and
p - q − 1; these orders are not covered by [6, 14]. In particular, we show
(Theorem 3.11) that there are no non-group G-loops of order 3q whenever
q > 3 is prime and 3 - q− 1.
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By Wilson [12], a loop is a G-loop iff it is both a left G-loop and a
right G-loop, where a right G-loop is one in which every element is the
companion of a right pseudo-automorphism. Improving on [14], we show
(Theorem 2.21) that there are no non-group right or left G-loops of prime
order; however (Theorem 2.22), there are such loops in all composite orders
greater than 5.
In pursuing this work, we have found a number of computer tools useful:
OTTER [9] is used to derive equations from other equations. SEM [15]
is used for constructing models of various algebraic theories, such as the
G-loop in Table I, Section 4. MAGMA [8] is used (among other things) for
computations with permutation groups, and includes a database of transi-
tive groups and primitive groups of small degrees.
2. ISOTOPY
Throughout this section, G; · always denotes a loop. Since loops are
rather intractable, in comparison with groups, one attaches to G a number
of permutation groups, and the study of these elucidates properties of G.
See Dixon and Mortimer [4] for basic facts about permutation groups. We
use the following standard notation:
Definition 2.1. If G is any set, then S YMG is the group of all per-
mutations of G. For a subgroup X ≤ S YMG and c ∈ G, the stabilizer of c
is Xc = α ∈ X x cα = c. If α ∈ S YMG, then fixα = x ∈ G x xα = x.
Sn = S YM1; 2; : : : ; n.
As with groups, the left and right actions of G on itself are important:
Definition 2.2. Define, for each a ∈ G, La, and Ra in S YMG:
xLa = a · x xRa = x · a:
In addition, the autotopy group (see [1, 2]), plays a much larger role in
loop theory than in group theory. This, and some associated groups and the
key maps between them, are displayed in Fig. 1. This figure also displays the
order of each group in the case that G is a G-loop. These groups all occur
somewhere in the literature, although not all together in such a diagram,
and not with uniform names, so we now present all the relevant definitions;
see [7] for further discussion.
Definition 2.3. The autotopy group, AT OPG; ·, is the set of all triples
β;α; γ in S YMG3 such that
∀x; y ∈ Gxβ · yα = xyγ:
696 kenneth kunen
FIG. 1. The basic permutation groups. g = G, a = AUT , nµ = Nµ, nρ = Nρ,
nλ = Nλ. Upward sloping arrows are injections. Downward sloping arrows are surjections.
Horizontal arrows are bijections.
Then
LAT OPG; · = β; γ; γ x β; γ; γ ∈ AT OPG;
RAT OPG; · = γ; α; γ x γ; α; γ ∈ AT OPG:
Observe that AT OPG is a subgroup of S YMG3, and that both
LAT OPG and RAT OPG are subgroups of AT OPG. Furthermore,
the La and Ra are related to the autotopy group by:
Lemma 2.4. Suppose that β;α; γ ∈ AT OPG; ·. Let
b = 1β−1 a = 1α−1 c = 1α d = 1β:
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Then
β = Raγ α = Lbγ xaγ · byγ = xyγ;
γ = βRc α = LbβRc xβ · byβ · c = xyβ · c;
γ = αLd β = RaαLd d · xaα · yα = d · xyα
for all x; y ∈ G.
Equations of this sort, for a single permutation, are more valuable than
facts about triples, and we get important subgroups of S YMG by pro-
jecting out triples:
Definition 2.5. Define 5λ; 5ρ; 5µ: S YMG3 → S YMG by
5λβ;α; γ = β 5ρβ;α; γ = α 5µβ;α; γ = γ:
Definition 2.6.
II G = 5µAT OPG;
RPG = 5λAT OPG LPG = 5ρAT OPG;
RII G = 5µRAT OPG = 5λRAT OPG;
LII G = 5µLAT OPG = 5ρLAT OPG;
RPAG = 5λLAT OPG LPAG = 5ρRAT OPG;
AUT G = 5µRAT OPG ∩ LATOPG;
IIAG = II G1:
The groups II ; RP; LP; RII ; LII are important because, for G-
loops, they act transitively on G; when G is a group, these five are the
same, and are known as the holomorph of G. RPA; LPA; AUT ; IIA
occur naturally as stabilizers of 1:
Lemma 2.7. RPAG= RPG1. LPAG= LPG1. AUT G=
LII G1=RII G1.
In terms of equations, we have:
γ ∈ II G ⇐⇒ ∃a; b ∈ G ∀xy ∈ Gxaγ · byγ = xyγ; (2.1)
γ ∈ RII G ⇐⇒ ∃b ∈ G ∀xy ∈ Gxγ · byγ = xyγ; (2.2)
γ ∈ LII G ⇐⇒ ∃a ∈ G ∀xy ∈ Gxaγ · yγ = xyγ; (2.3)
γ ∈ AUT G ⇐⇒ ∀xy ∈ Gxγ · yγ = xyγ; (2.4)
β ∈ RPAG ⇐⇒ ∃c ∈G ∀xy ∈Gxβ · yβ · c= xyβ · c; (2.5)
α ∈ LPAG ⇐⇒ ∃d ∈ G ∀xy ∈Gd ·xα · yα=d · xyα; (2.6)
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β ∈ RPG ⇐⇒ ∃b; c ∈ G ∀xy ∈ Gxβ · byβ · c = xyβ · c;
(2.7)
α ∈ LPG ⇐⇒ ∃a; d ∈ G ∀xy ∈ Gd · xaα · yα = d · xyα:
(2.8)
AUT G is the group of automorphisms of G. Elements of RPA and
LPA are the right and left pseudo-automorphisms of G; the c in (5) and
the d in (6) are called companions of β and α, respectively. In (2), b = 1γ−1,
and in (3), a = 1γ−1. Drisko [5] calls the elements of IIAG the middle
pseudo-automorphisms; for γ ∈ IIAG, we have (1) with ba = 1.
For every loop, we may define the left nucleus (Nλ), the middle nucleus
(Nµ), and the right nucleus (Nρ):
Definition 2.8. For any loop G; · and a ∈ G:
a ∈ NλG iff ∀x; y ∈ Gaxy = axy;
a ∈ NµG iff ∀x; y ∈ Gxay = xay;
a ∈ NρG iff ∀x; y ∈ Gxya = xya;
NG = NλG ∩NµG ∩NρG:
It is easy to verify the following equivalents, in terms of autotopy.
Lemma 2.9. For any loop G; ·:
NλG =











a ∈ G x I;Ra;Ra ∈ AT OPG; ·
}
:
Elements of IIA;RPA;LPA need not be automorphisms of G, but
they define automorphisms of the various nuclei:
Lemma 2.10. 1. For γ ∈ IIAG:
a. If either x ∈ Nλ or y ∈ Nρ, then xγ · yγ = xyγ.
b. γ Nλ ∈ AUT Nλ.
c. γ Nρ ∈ AUT Nρ.
2. For β ∈ RPAG:
a. If either xβ ∈ Nλ or yβ ∈ Nµ, then xβ · yβ = xyβ.
b. β Nλ ∈ AUT Nλ.
c. β Nµ ∈ AUT Nµ.
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3. For α ∈ LPAG:
a. If either yα ∈ Nρ or xα ∈ Nµ. then xα · yα = xyα.
b. α Nρ ∈ AUT Nρ.
c. α Nµ ∈ AUT Nµ.
See [7] for a proof of (1). Equations (2) and (3) are similar.
Corollary 2.11. If G is finite:
1. For γ ∈ II G:
Nλ ⊆ fixγ ⇒ Nλ  fixγ;
Nρ ⊆ fixγ ⇒ Nρ  fixγ:
2. For β ∈ RPG:
Nµ ⊆ fixβ ⇒ Nµ  fixβ;
Nλ ⊆ fixβ ⇒ Nλ  fixβ:
3. For α ∈ LPG:
Nµ ⊆ fixα ⇒ Nµ  fixα;
Nρ ⊆ fixα ⇒ Nρ  fixα:
Proof. For (1): assume that Nλ ⊆ fixγ. Then 1 ∈ fixγ, so γ ∈ IIA.
By Lemma 2.10, we have u · vγ = uvγ whenever u ∈ Nλ, so that v ∈
fixγ ⇒ Nλ · v ⊆ fixγ. Since distinct right cosets of Nλ are disjoint, we
have Nλ  fixγ.
We remark that the apparent symmetry among Nλ;Nρ;Nµ in statements
such as 2.10 and 2.11 is related to the existence of auxiliary loop opera-
tions. For example, if x ◦ y = y · x, then NλG; ◦ = NρG; ·, NρG; ◦ =
NλG; ·, and NµG; ◦ = NµG; ·. If x ? y = x/y\1, then NλG; ? =
NλG; ·, NρG; ? = NµG; ·, and NµG; ? = NρG; ·. This part of the
exposition might be more transparent if done geometrically, from the point
of view of 3-nets, as in [1].
Using Lemma 2.9, we can embed the three nuclei into the autotopy
group, and then identify the kernels of the surjections shown in Fig. 1:
Definition 2.12. Define 8λ;8ρ;8µ: G→ S YMG3 by
8λa = L−1a ; I; L−1a ;
8ρa = I;Ra;Ra;
8µa = Ra;L−1a ; I:
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Lemma 2.13. The maps 8λ Nλ; 8ρ Nρ; 8µ Nµ are isomorphic em-
beddings from Nλ; Nρ; Nµ, respectively, into AT OPG3.
Lemma 2.14.
ker5λ: AT OP → RP = 8ρNρ = ker5λ: LAT OP → RPA;
ker5ρ: AT OP → LP = 8λNλ = ker5ρ: RAT OP → LPA;
ker5µ: AT OP → II  = 8µNµ;
ker5µ: LAT OP → LII  = I; I; I = ker5µ: RAT OP → RII :
We now turn to G-loops:
Definition 2.15.
G is a G-loop iff ∀a; b ∈ G ∃αRaα;Lbα; α ∈ AT OPG:
G is a right G-loop iff ∀a ∈ G ∃αRaα; α; α ∈ AT OPG:
G is a left G-loop iff ∀b ∈ G ∃αα;Lbα; α ∈ AT OPG:
Lemma 2.16. G is a right G-loop iff LII G acts transitively on G, and
G is a left G-loop iff RII G acts transitively on G.
Another equivalent to right G-loop is that every element of the loop is
the companion of some right pseudo-automorphism; likewise for left G-
loops.
Lemma 2.17. A loop is a G-loop iff it is both a left G-loop and a right
G-loop.
The non-obvious direction of this lemma is due to Wilson [12]; see also
[7] for a proof, and for further references to the literature. Bryant and
Schneider [3] called II G the group of G. We use the term II G be-
cause its elements are the isomorphisms onto principal loop isotopes, and
a G-loop is a loop which is isomorphic to all its loop isotopes. In [7], it is
shown that the G-loops do not form an equational variety, so that we can-
not expect in general that the α in Definition 2.15 be uniformly definable
by some expression in Ra; La; Rb; Lb. The emphasis in [7] is on the con-
jugacy closed (CC) loops, introduced by Goodaire and Robinson [6]; these
form an equational variety which is a sub-class of the G-loops.
Definition 2.18. G is right CC iff La ∈ LII G for all a ∈ G. G is left
CC iff Rb ∈ RII G for all b ∈ G. G is conjugacy closed iff G is both left
CC and right CC.
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It is clear by Lemma 2.16 that right CC implies right G and left CC
implies left G. It is easy to express right CC and left CC as equations.
By [6], NG = NλG = NµG = NρG for CC-loops; see [7, 10] for
further discussion. Furthermore, by [6], in CC-loops, RaRbR
−1
ab ∈ AUT G
and LaLbL
−1
ba ∈ AUT G (this is immediate by Lemma 2.7 and Definition
2.18); this provides some non-trivial automorphisms for G, since a loop in
which RaRbR
−1
ab = I for all a; b is a group. However, there is a G-loop of
order 8 (see Table I, Section 4) whose automorphism group is trivial. This
is the smallest possible such order, since G-loops of prime order are groups
(by [13]), and Bryant and Schneider [3] computed all the 109 loops of order
6, together with their isotopy classes, finding only three G-loops: the two
groups, plus one CC-loop.
The next two lemmas justify the orders displayed in Fig. 1.
Lemma 2.19. Suppose that G is a finite right G-loop. Then
LII G = AUT G · G 1
LAT OPG = AUT G · G 2
RPAG = AUT G · G/Nρ 3
Proof. (1) is immediate from 2.7 and the transitivity of LIIG. Then,
(2) and (3) follow by Lemma 2.14.
Of course, the mirror of this argument justifies the orders for RII G,
RAT OPG, and LPAG in Fig. 1 for left G-loops.
Lemma 2.20. Suppose that G is a finite G-loop. Then all the orders shown
in Fig. 1 are correct.
Proof. Let L = LAT OP ∩RAT OP ; so L is the set of triples γ; γ; γ
such that γ ∈ AUT . Then L ≤ AT OP and L = AUT . Now, as in
Definition 2.15, suppose we have ψ = Raγ;Lbγ; γ ∈ AT OP and also
ψ′ = Raγ′; Lbγ′; γ′ ∈ AT OP . Then ψ′ψ−1 ∈ L , so that ψ and ψ′ are in
the same right coset of L . If follows from this that AT OP x L = G2.
The rest follows by Lemma 2.14.
The equation II G = AUT G · G2 / Nµ is due to Bryant and
Schneider [3]. Wilson, Jr. [13] used this to conclude that if G = p, a prime,
then G must be a group: if not, then Nµ = 1, so that p2  II , which is
impossible, since II ≤ S YMG and p2 -p!. In fact:
Theorem 2.21. If G is a right G-loop or a left G-loop and p = G is
prime, then G is a group.
702 kenneth kunen
Proof. Assume that G is a right G-loop. RPA ≤ S YMG\1, and
hence p - RPA. Then, by Lemma 2.19.3, p  Nρ, so that Nρ = G.
This is the only restriction on the orders of non-group right and left G-
loops, other than the obvious remark that every loop of order less than 5
is a group:
Theorem 2.22. There are non-group right CC- and left CC-loops of all
composite orders greater than 5.
Proof. Since there are in fact non-group CC-loops of all even orders
greater than 5 (see Goodaire and Robinson [6] and Wilson [14]), it is suf-
ficient to produce a right CC-loop of order mn whenever m; n ≥ 3. We
produce such a loop operation on m × n. In the following, r; s; t denote
elements of the cyclic group m, with addition being understood to be mod-
ulo m, and i; j; k denote elements of n.
Fix a map : m→ n, and define
r; i · s; j = (r + s; i+ r · j:
We show that for an appropriate choice of , this product satisfies the
theorem.
First, assume 1 ≤ r < r and r is relatively prime to n, so that it
is a unit in the ring n. This is sufficient to ensure that · is a quasi-group
operation. Next, assume that 0 = 1, so that 0; 0 is the identity element.
Now, right CC is equivalent to the equation zyx = zy/zzx (see
[6]). This equation holds because if we set x = r; i, y = s; j, z = t; k,
then we compute both sides of the equation to be t + s + r; k + tj +
sti.
Finally, we need associativity to fail. With the same x; y; z, we see that
xyz 6= xyz whenever r + sk 6= rsk. Since m; n 6= 2, let 1 = 1
and −1 = −1, so that 1+−1 = 1 6= −1 = 1−1. Then xyz 6=
xyz whenever r = 1; s = −1; k = 1.
The situation for G-loops of composite order is more complicated, as we
see in the next section.
3. ORDER pq
Here, we consider non-group G-loops of order pq, where p; q are dis-
tinct primes, p - q − 1, and q - p − 1. We do not know if there are any
such loops, but we can prove enough lemmas about them to prove that
there are none in the case p = 3. For simplicity of exposition, we do not
assume p < q, since a number of arguments are symmetric in p; q.
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Lemma 3.1. Suppose that G is any non-group loop of order pq, where
p; q are distinct primes and q - p− 1:
1. If q  IIAG, then Nλ is 1 or q and Nρ is 1 or q.
2. If q  RPAG, then Nλ is 1 or q and Nµ is 1 or q.
3. If q  LPAG, then Nρ is 1 or q and Nµ is 1 or q.
Proof. For (1): choose γ ∈ IIA such that γ has order q; then q 
fixγ. Now, assume that Nλ is neither 1 nor q; since G is not a group,
we have Nλ = p, so that Nλ ∼= q. Since γ is an automorphism of Nλ (by
Lemma 2.10) and q - p− 1, we have Nλ ⊆ fixγ, so that p  fixγ (by
Corollary 2.11), which is impossible, since γ 6= I.
Lemma 3.2. Suppose that G is a non-group G-loop of order pq, where
p; q are distinct primes and q - p − 1. Then either Nµ; Nρ; Nλ are all
in 1; q, or one of these three numbers is p and the other two are q.
Proof. Say Nµ /∈ 1; q; then Nµ = p, so that q  IIAG because
IIA = G · AUT /Nµ. Then Lemma 3.1.1 implies that Nρ; Nλ ∈
1; q. But if Nρ or Nλ were 1 rather than q, a similar argument, using
RPA or LPA, respectively, would contradict 3.1.2 or 3.1.3.
In the case where Nµ = Nρ = Nλ = N (as we have with CC-loops), this
lemma says that N is either 1 or q. If q < p and q - p− 1 , then there
are no non-group CC-loops of order pq (see [7]), whereas if q > p (so
the q - p − 1 is trivial), then there is a CC-loop of order pq whenever
p  q − 1 (see Goodaire and Robinson [6]; their loop had N = q). It
is not in general true that the three nuclei of a G-loop are the same; see
Section 4.
Corollary 3.3. Suppose that G is a non-group G-loop of order pq,
where p; q are distinct primes q - p− 1, and p - q− 1. Then Nµ = Nρ =
Nλ = 1.
We insert here a few simple facts about permutation groups:
Lemma 3.4. Suppose that p; q are distinct primes and q - p− 1. Suppose
that X is a transitive subgroup of Spq and p2 - X . Suppose also that X has
only one Sylow p-subgroup. Then X contains a pq-cycle.
Proof. Let P = α be a Sylow p-subgroup and let β have order q.
Note that fixα = Z, since a ∈ fixα would imply that P ≤ Xa, whereas
p - Xa. Thus, α is a product of q p-cycles. Since P is unique, β−1Pβ = P ,
and hence, by q - p− 1, βα = αβ. It follows that αβ is a pq-cycle.
Corollary 3.5. Suppose that p; q are distinct primes, q - p − 1 and
p - q − 1. Suppose that X is a transitive subgroup of Spq, and X  is either
pq or 2pq. Then X contains a pq-cycle.
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Proof. A simple counting argument shows that X must have either
a unique Sylow p-subgroup or a unique Sylow q-subgroup, so apply
Lemma 3.4.
Lemma 3.6. Suppose that p; q are primes, p < q, and p - q− 1. Suppose
that X is a transitive subgroup of Spq, with q2  X  and q3 - X . Then X
cannot contain a pq-cycle.
Proof. Suppose that X does contain a pq-cycle; equivalently, there are
α;β ∈ X , where α is a product of q p-cycles, β is a product of q p-cycles,
and βα = αβ. We may assume that β is σ0 · · ·σp−1, where each σi is a
q-cycle, and α−1σiα = σi+1modp.
Now, let Q be a Sylow q-subgroup of X with β ∈ Q. Then Q ∼= q × q.
Say Q = β; δ. Since δ−1βδ = β, each δ−1σiδ must be σj for some j. But
since q > p, there is no non-trivial permutation of σ0; : : : ; σp−1 of order
q, so in fact each δ−1σiδ = σi. It follows that δ is of the form σl00 · · ·σ
lp−1
p−1.
Then, replacing δ by another generator, we may assume that l0 = 0, so
that δ = σl11 σl22 · · ·σ
lp−1
p−1. Let θ = αδα−1 = σl10 σl21 · · ·σ
lp−1
p−2. This is another
element of order q which commutes with β; δ, so that β; δ; θ would have
order q3 (which is impossible) unless θ ∈ β; δ
Since θ ∈ β; δ, we have, over the field q, three linearly dependent
vectors,
Eu = 1; 1; 1; : : : ; 1; 1;
Ev = (0; l1; l2; : : : ; lp−2; lp−1;
Ew = (l1; l2; l3; : : : ; lp−1; 0:
Say (over q),we have Ew = xEu + yEv. If l1 = 0, we easily derive l2 = l3 =
· · · = 0, which is impossible, so, multiplying by a scalar, we might as well
assume that l1 = 1, and hence x = 1, so that Ew = Eu+ yEv. Then l2 = 1+ y,
and then l3 = 1 + yl2 = 1 + y + y2, and so forth. In particular, lp−1 =
1 + ylp−2 = 1 + y + y2 + · · · yp−2, and then 0 = 1 + ylp−1 = 1 + y + y2 +
· · · yp−1, and hence yp = 1. Since also yq−1 = 1 (in q) and p - q − 1, we
have y = 1, contradicting 1+ y + y2 + · · · yp−1 = 0.
Theorem 3.7. Suppose that G is a G-loop of order pq, where p; q are
primes, p < q, and p - q − 1. Then AUT G ≥ 3; equivalently, LII  =
RII  ≥ 3pq.
Proof. Suppose that a = AUT G is either 1 or 2. Since LII  =
apq, Corollary 3.5 implies that LII contains a pq-cycle. However, since
Nµ = 1 by Corollary 3.3, II  = ap2q2, so that by Lemma 3.6, II cannot
contain a pq-cycle, which is a contradiction, since LII ≤ II .
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It is actually not hard to improve this to AUT G ≥ 6, using the Sy-
low theorems plus the fact that the case p = 3 will be excluded by The-
orem 3.11. However, there seems to be little point in pursuing a detailed
study of a class of loops which might very well be empty.
We proceed to show that p = 3 is impossible. First note the following
fact, which is easily proved by elementary combinatorics:
Lemma 3.8. If G is a finite loop and H is a proper subloop of G, then
H ≤ 12 G.
This lemma, plus the fact that fixα is a subloop whenever α is an auto-
morphism, can be used to limit AUT G:
Lemma 3.9. Suppose that G is a non-group G-loop of order 3q, where q
is a prime, 3 < q, and 3 - q− 1. Then q - AUT G.
Proof. Suppose that q  AUT . We derive a contradiction. First note
that q2 - AUT  because II  = 9q2AUT  since Nµ = 1 by (Corol-
lary 3.3), and II   3q! whereas q4 - 3q!. Likewise, q2  LII  and
q3 - LII . We can now describe the Sylow q-subgroups of AUT and LII .
Consider any γ ∈ LII of order q. γ cannot be a single q-cycle: If it
were, then let γ′ ∈ LII 1 = AUT be conjugate to γ. Then fixγ′ is a
subloop of order 2q, contradicting Lemma 3.8. Hence, γ is a product of
two or three q-cycles.
Now, fix an α ∈ AUT of order q. Then we can partition G into disjoint
sets A;B;C, where 1 ∈ A = fixα, and α = στ−1, where σ; τ are q-cycles
acting on B;C, respectively. A is a subloop of G, and A = B = C = q.
Next let Q a Sylow q-subgroup of LII containing α. Then Q ∼= q × q
and no element of Q can be a single q-cycle. It follows that one can find a
q-cycle λ acting on A such that Q = λiσjτk x i+ j + k ≡ 0 mod q.
Now, A = fixα is a subloop of G and λ ∈ LII A, so that A is a right
G-loop, and hence A ∼= q by Theorem 2.21. Furthermore, A is the only
subloop of G isomorphic to q. To see this, let U be the union of all such
subloops. Then U  = 1+ lq− 1 for some l ≤ 3, since two such subloops
must meet in 1. However, by applying the automorphism α, we see that
U ∩ B ∪C must be either B, C, B ∪C, or Z, so q  U . Hence, l = 1 and
U ∩ B ∪ C = Z.
It follows now that every automorphism of G takes A to A, and hence
every automorphism of order q is the identity on A.
Next, note that Q is the only Sylow q-subgroup of LII . To see this,
suppose we had another one, bQ = λˆiσˆ j τˆk x i + j + k ≡ 0 mod q, where
λˆ; σˆ; τˆ are q-cycles acting on the disjoint sets Aˆ; Bˆ; Cˆ; respectively, with
1 ∈ Aˆ. Since the automorphism σˆ τˆ−1 is the identity on A, we must have
Aˆ = A. We may assume (switching Bˆ; Cˆ if necessary) that B ∩ Bˆ ≥ 2,
so fix distinct b1; b2 ∈ B ∩ Bˆ. Say b2 = b1σr and b2 = b1σˆs. Now consider
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the automorphism γ = σrτ−r σˆ−sτˆs. Then A ∪ b1 ⊆ fixγ ⊆ G, so that
one of the pairs A;fixγ or fixγ;G will contradict Lemma 3.8 unless
fixγ = G. Hence, σˆsτˆ−s = σrτ−r ∈ Q, so that Aˆ = A, Bˆ = B, σˆ ∈ σ,
and τˆ ∈ τ. Furthermore, λˆ ∈ LII A, so that λˆ ∈ λ, since LII q
contains just one q-subgroup (the translations). It follows that Q ∪ bQ is
an abelian q-group, which is impossible.
Now, fix δ ∈ LII of order 3, and let M = Q; δ. Then M = 3q2 (since
QÃLII ). Note also that M is non-abelian, since no product of 3-cycles
could commute with both στ−1 and λτ−1.
In fact, there is an M < S3q with this description. However, our M is
isomorphic to an N < S3q−1 ∼= S YMG\1, since LAT OP ∼= LII (via
5µ) and LAT OP ∼= RPA (via 5λ, since Nρ = 1). This yields a contra-
diction as follows: Let Q′ be the (unique) Sylow subgroup of N and let δ′
be an element of N of order 3. Then Q′ ∼= q × q must be generated by
two disjoint q-cycles. Conjugation by δ′ maps Q′ to Q′, and this cannot hap-
pen unless this conjugation is the identity, which is impossible because N
is non-abelian.
Lemma 3.10. Suppose that G is a non-group G-loop of order pq, where
p < q are primes and p - q− 1. Then each of the groups LPG; II G;
RPG is non-primitive, and leaves invariant some block system 6 consisting
of p blocks of size q.
Proof. Let X denote one of these groups. Then X ≤ Spq is transitive,
and, by Corollary 3.3, X  = AUT Gp2q2. Since q2  X , a theorem of
Praeger [11] implies that X cannot be primitive unless Apq ≤ X . However,
if Apq ≤ X , then, since X x AUT G is odd, the Sylow 2-subgroups of
AUT G are also Sylow 2-subgroups of X , so that AUT G would contain
an element of the form α = a; bc; d. But then fixα would be a subloop
of G of order pq− 4, contradicting Lemma 3.8.
Finally a block system for X cannot consist of q blocks of size p, since
that would imply that X   p!qq!, whereas q2 - p!qq!.
Theorem 3.11. Suppose that q is a prime, 3 < q, and 3 - q − 1. Then
the only G-loop of order 3q is the group of order 3q.
Proof. Assume that G is not a group. Let 6lp; 6ii; 6rp be block systems
for LP;II ;RP , as in Lemma 3.10. Observe first that each of these block
systems is unique for its respective group (since q is prime); then, in view
of the containments of the transitive groups LII ; RII in LP; II ; RP
(see Fig. 1), the three are actually all the same, so now denote them just
by 6 = A;B;C, where A = B = C = q, and 1 ∈ A. Then 6 is also a
block system for the intransitive groups RPA; LPA.
G-loops and permutation groups 707
Let 9: LII → RPA be the canonical surjection, which is an isomor-
phism here because Nρ = 1. Note that if γ ∈ LII , then we have the
equation xaγ · yγ = xyγ, where a = 1γ−1, and then 9γ = Raγ.
Since q  LII  and q2 - LII  (by Lemma 3.9), let Q = α be a Sylow
q-subgroup of LII . Then α = λστ, where λ; σ; τ are q-cycles acting on
A; B; C; respectively. If aα = 1, then 9α = Raα fixes 1 and hence is the
identity on A, since it has order q and leaves 6 invariant. Thus, the permu-
tations Ra and λ−1 agree on A. Say A = 1 = a0; a = a1; a2; : : : ; aq−1,
where λ−1 = a0; a1; a2; : : : ; aq−1. Then am · a1 = am+1 mod q. But repeat-
ing this argument with every αn, we see that am · an = am+nmod q. Hence, A
is a subloop of G and A ∼= q.
Next, note that Q is the only Sylow q-subgroup of LII . To see this,
suppose we had a different one, bQ = αˆ, where αˆ = λˆσˆ τˆ and λˆ; σˆ; τˆ are
q-cycles acting on A; B; C. Then λˆ ∈ λ, since LII q ∼= AGL1q
has only one q-subgroup. Conjugating with an element which permutes the
blocks, we see also that σˆ ∈ σ and τˆ ∈ τ, so that α; αˆ commute, which
is impossible.
But then α commutes with every element δ ∈ LII of order 3 (since
3 - q − 1), and then δα ∈ LII ⊆ II would be a 3q-cycle, contradicting
Lemma 3.6.
4. AN EXAMPLE
The G-loop in Table I has a trivial automorphism group; to verify this,
note that the loop is generated by elements 2; 3, the only elements be-
sides 1 whose square is 1, and 2 has two square roots, whereas 3 has only
one. Nµ = 1; 2, while Nρ = Nλ = 1. Let α = 1; 23; 64; 57; 8,
β = 1; 6; 5; 82; 7; 4; 3, and γ = 1; 6; 7; 42; 5; 8; 3. To verify that the
TABLE I
A G-Loop
• 1 2 3 4 5 6 7 8
1 1 2 3 4 5 6 7 8
2 2 1 4 3 6 5 8 7
3 3 8 1 6 4 7 2 5
4 4 5 7 2 1 8 6 3
5 5 4 2 7 8 1 3 6
6 6 7 5 8 2 3 1 4
7 7 6 8 5 3 2 4 1
8 8 3 6 1 7 4 5 2
708 kenneth kunen
loop is a G-loop, check that α;β ∈ RII , and α; γ ∈ LII , which im-
plies that RII and LII are transitive. Then, since AUT  = 1, we have
LII  = RII  = 8, so that in fact RII = α;β and LII = α; γ,
since these are 8-element groups. LII ∩RII = I; α; in general, in a
G-loop, LII ∩RII  = AUT  · Nµ.
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