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A Theory of Intermittency Differentiation of
1D Infinitely Divisible Multiplicative Chaos
Measures
Dmitry Ostrovsky
Abstract. A theory of intermittency differentiation is developed for a
general class of 1D Infinitely Divisible Multiplicative Chaos measures.
The intermittency invariance of the underlying infinitely divisible field
is established and utilized to derive a Feynman-Kac equation for the
distribution of the total mass of the limit measure by considering a
stochastic flow in intermittency. The resulting equation prescribes the
rule of intermittency differentiation for a general functional of the total
mass and determines the distribution of the total mass and its depen-
dence structure to the first order in intermittency. A class of non-local
functionals of the limit measure extending the total mass is introduced
and shown to be invariant under intermittency differentiation making
the computation of the full high temperature expansion of the total
mass distribution possible in principle. For application, positive integer
moments and covariance structure of the total mass are considered in
detail.
Mathematics Subject Classification (2010). Primary 60E07, 60G51, 60G57;
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1. Introduction
In this paper we advance the theory of Infinitely Divisible Multiplicative
Chaos (IDMC) measures, also known as limit log-infinitely divisible random
measures, on the unit interval. Their study was initiated by Mandelbrot [33],
[34] and Bacry et. al. [2] in the limit lognormal case, extended to the com-
pound Poisson case by Barral and Mandelbrot [5], and developed in the
general infinitely divisible case by Bacry and Muzy [3], [35] based on the the-
ory of Kahane [29], spectral representations of infinitely divisible processes of
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Rajput and Rosinski [55], and conical set constructions of Barral and Man-
delbrot [5] and Schmitt and Marsan [56], and recently extended to multiple
dimensions by Chainais [14] and Rhodes and Vargas [50]. A different conical
construction was introduced by Barral and Jin [4], who studied the problems
of non-degeneracy of the limit measure and of the finiteness of its positive
and negative integer moments in their model of infinitely divisible multiplica-
tive chaos. We noted in [42] that the underlying infinitely divisible field of
the Bacry-Muzy construction exhibits certain invariances and derived explicit
multiple integral representations for single and joint positive integer moments
of the total mass of the Bacry-Muzy measure in [48].
1.1. Why multiplicative chaos?
The interest in multiplicative chaos measures stems from their properties
of stochastic self-similarity (also known as continuous dilation invariance),
of being grid-free and stationary, and having exactly multiscaling moments.
What this means is that the random measure M(t, t + s) of the interval
(t, t+ s) satisfies the equality in law
M(t, t+ γs) =WγM(t, t+ s) (1.1)
and its distribution is independent of t. The multiplier Wγ is a positive sto-
chastic multiplier that is stochastically independent of M(t, t+ s), 0 < s < 1
and 0 < γ ≤ 1. The multiplier must necessarily be log-infinitely divisible as
was first pointed out by Novikov [36] long before such processes were con-
structed mathematically. The physical meaning of this equation is that the
law of the process on smaller scales is determined by that on the larger scales,
i.e. it is a continuous multifractal cascade. Moreover, it is clear that the scal-
ing exponent of the moments of M(t, t + γs) as a function of the scale γ is
determined by the law of the multiplier and in general is not a linear function
of the moment order q, i.e. the process exhibits multiscaling.
E[M(t, t+ γs)q] = const(q, s)E[W qγ ]. (1.2)
For example, in the case of Gaussian multiplicative chaos, Wγ is lognormal
so that the multiscaling spectrum is a parabola [2], [33], [34].
Due to these remarkable properties and the complexity of mathemati-
cal problems that they pose such as understanding the stochastic dependence
structure of the limit measure, multiplicative chaos measures are generating a
significant level of interest in mathematical physics, especially in the context
of conformal field theory and Liouville quantum gravity, cf. [1], [6], [15], [52],
[54] and in statistical modeling of fully intermittent turbulence [18]. In fact,
the latter application was the primary motivating factor for the introduction
of multifractal processes and its continued development. For example, Man-
delbrot’s celebrated limit lognormal model of energy dissipation [33] was given
a mathematically rigorous formulation only quite recently with the advent of
3-dimensional Gaussian multiplicative chaos measure [51]. The Bacry-Muzy
construction, which allows the underlying field to be generated by a general
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infinitely divisible distribution, i.e. is not restricted to be gaussian, was moti-
vated by models of turbulent velocity fields that are based on the Poisson and
other infinitely divisible distributions, cf. [12], [13], [37], [57]. The practical
interest in non-gaussian fields is that the associated multipliers are no longer
lognormal so that the multiscaling spectrum is not restricted to a parabola,
which adds flexibility to such models, cf. [14].
An essential feature of IDMC measures is that they are defined as the
exponential functional of a regularized, logarithmically correlated, infinitely
divisible field in the limit of zero regularization. In addition to being a useful
tool in stochastic modeling due to their multifractal properties, these mea-
sures are also of interest as a tool for studying the underlying field. Gaussian
logarithmically correlated fields, cf. [16], appear in statistical mechanics of
disordered energy landscapes [11], [19], limiting statistics that arise in ran-
dom matrix theory [25], [26], [28], and even statistics of the Riemann zeta
function on the critical line [8], [21], [46]. One is interested in particular in
the distribution of extremes of such fields, which exhibit highly non-classical
behavior. As it was first discovered in pioneering works [20] and [22] using
methods of statistical physics and followed by [9], [10], [23], [24], [47], con-
jectured laws of the total mass of the Gaussian Multiplicative Chaos (GMC)
measures on the circle and interval yield precise asymptotic distributions
of extremes of the underlying gaussian fields such as restrictions of the 2D
Gaussian Free Field to these and similar geometries, for example. The dis-
tribution of the maximum of the field was rigorously related to the law of
the total mass of the critical GMC in [32]. Further, fluctuations of counting
statistics that converge to H1/2 gaussian fields can be rigorously quantified
by means of the law of the total mass of the corresponding GMC measure,
thereby connecting random matrix and GMC theories, cf. [31]. In addition,
the moments of the total mass of the Bacry-Muzy limit measure in 1D are
known to be given by the Selberg integral on the interval, cf. [2], and by
the Morris integral on the circle, cf. [20], hence connecting GMC theory with
many areas of mathematics, where these integrals occur [17]. One expects
that properties of non-gaussian, logarithmically correlated, infinitely divisi-
ble fields can be similarly studied by means of the associated IDMC measures.
We refer the interested reader to [53] for a general review of GMC, to [44]
and [46] for detailed reviews of the Bacry-Muzy GMC on the interval and to
[42] and [48] for the Bacry-Muzy IDMC on the interval.
1.2. What is intermittency differentiation?
A particularly important open problem in the theory of multiplicative chaos
is to compute the distribution of the total mass of the limit measure and,
more generally, understand its stochastic dependence structure as in most
of the aforementioned areas the objects of interest can be reduced to ques-
tions about the total mass. The importance of this problem is also evident
from Eq. (1.1) for it implies that the law of the process on all scales less
than 1 is determined by the law on scale 1, i.e. the total mass M(0, 1). The
primary challenge of this problem is that the underlying infinitely divisible
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field has strongly stochastically dependent increments so the usual Markovian
techniques that work for Le´vy processes do not apply. In addition, the limit
measure is defined as a limit of the exponential functional of this field in the
limit of zero regularization, where the field diverges, so one has to deal with
a singular limit of a strongly stochastically-dependent process. Moreover, the
recovery of the total mass distribution from its moments is not possible in
the sense of the classical moment problem as the moments diverge at any
level of intermittency for most multiplicative chaos measures.
Let ωµ,ε(u) denote the underlying logarithmically correlated field. It is
characterized by the intermittency parameter µ and its Gaussian component
σ2 and Le´vy spectral function dM(u), the latter two parameters describing its
infinitely divisible distribution. For example, in the gaussian case, dM(u) =
0, the field is determined by its covarianceCov(ωµ,ε(u), ωµ,ε(v)) ∼ −µ log |u−
v|, up to ε−dependent regularization near u = v. The limit measure is then
defined to be
Mµ(a, b) = lim
ε→0
b∫
a
exp
(
ωµ,ε(u)
)
du. (1.3)
The problem is to compute the law of Mµ(0, 1). To overcome the aforemen-
tioned difficulties for the Bacry-Muzy GMC measure on the interval, we intro-
duced in [39] a novel mathematical technique of intermittency differentiation
that replaced time with intermittency and the non-existent Markov property
of the underlying gaussian field with intermittency invariance. This technique
allowed us to derive rules of intermittency differentiation for the total mass
and its dependence structure, i.e. the rules for computing
∂
∂µ
E[F (Mµ(0, 1)], (1.4a)
∂
∂µ
E
[
F1
(
Mµ(I1)
)
F2
(
Mµ(I2)
)]
, I1, I2 ⊂ (0, 1), (1.4b)
for general test functions of the total mass in the form of a non-local Feynman-
Kac equation. The rule of intermittency differentiation in turn led to the in-
termittency renormalization solution to the moment problem, which is based
on the special property of GMC,
∂n
∂µn
∣∣∣
µ=0
E
[(
Mµ(0, 1)− 1
)k]
= 0, k > 2n, (1.5)
and showed how to recover the distribution from the moments by systemat-
ically removing infinity from them, i.e. how to reconstruct the Mellin trans-
form E[Mµ(0, 1)
q], q ∈ C, from the expansion of the positive integer moments
in powers of µ, cf. [40]. Finally, in [41] we summed the intermittency (high
temperature) expansion of the Mellin transform of the total mass in closed
form and proved that the resulting formula is the Mellin transform of a valid
positive probability distribution, which we termed the Selberg integral prob-
ability distribution, see [44], [45] for its detailed analytic and probabilistic
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analysis, respectively, which is then naturally conjectured to be the distribu-
tion of the total mass. Interestingly, the same formula for the Mellin transform
was obtained independently using a different technique in [22]. It is still an
open problem to verify our conjecture, see [47] for a review of the Selberg
integral probability distribution and the construction of the Morris integral
probability distribution, which is conjectured, following the work of [20], to
be the distribution of the total mass of the GMC measure on the circle. We
refer the reader to [49] for a detailed discussion of these and other related
conjectures.
1.3. A sumary of key results
The contribution of this paper is to extend the technique of intermittency
differentiation to the general IDMC measure in 1D.1 Our main contribution
is the derivation of intermittency differentiation rules for both the total mass
of the IDMC measure, cf. Eq. (1.4a), and its dependence structure, cf. Eq.
(1.4b), in the form of non-local Feynman-Kac equations. These equations re-
late the intermittency derivative of a class of functionals of the total mass and
the Le´vy-Khinchine formula of the underlying infinitely divisible distribution,
i.e. σ2 and dM(u). We believe our results to be new for all multiplicative
chaos measures other than the GMC and a first major step towards to the
computation of the distribution of the total mass in the non-gaussian case. In
particular, they allow us to explicitly compute the intermittency derivative
of the distribution at zero intermittency. Let Mµ ,Mµ(0, 1) denote the total
mass.
∂
∂µ
∣∣∣
µ=0
E
[
F (Mµ)
]
= −σ2F (2)(1)
∫
{s1<s2}
log |s1 − s2| ds
(2)−
−
∞∑
k=2
F (k)(1)
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
log |s1 − sk| ds
(k),
(1.6)
thereby determining the total mass to the first order in intermittency, and
its covariance structure
Cov
(
logMµ(t, t+τ), logMµ(0, τ)
)
= −µ log t
(
σ2+
∫
R\{0}
u2 dM(u)
)
+O(τ),
(1.7)
in the limit τ → 0. The significance of the latter result is that it allows one to
infer the intermittency parameter from empirical data given the knowledge
of the underlying infinitely divisible distribution as was first pointed out in
the gaussian case in [2]. Our result shows that the covariance structure of
the total mass remains logarithmic in the general infinitely divisible case. In
1 Our technique is not limited to 1D. The interested reader can see it applied to multidi-
mensional GMC measures in [49]. We restrict ourselves to 1D in this paper for simplicity.
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addition, we identify a class of non-local functionals of the limit measure
v(µ, F, t1 · · · tn) , lim
ε→0
E
[
F
( 1∫
0
eωµ,ε(u) du
)
eωµ,ε(t1)+···+ωµ,ε(tn)
]
, (1.8)
that are invariant under intermittency differentiation and derive the differen-
tiation rule for them, which allows the computation of intermittency deriva-
tives of all orders, i.e. the full high temperature (low intermittency) expan-
sion. The intermittency derivative of v(µ, F, t1 · · · tn) is given in our most
general result, Theorem 3.9. Here we record the special case of n = 0 to
explain the need for considering the functionals v(µ, F, t1 · · · tn) in the com-
putation of higher intermittency derivatives.
∂
∂µ
E
[
F (Mµ)
]
= −σ2
∫
{s1<s2}
v(µ, F (2), s1, s2) log |s1 − s2| ds
(2)−
−
∞∑
k=2
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
v(µ, F (k), s1 · · · sk) log |s1 − sk| ds
(k).
(1.9)
Our derivation of the intermittency differentiation rule is exact in the
sense of equality of formal power series but not mathematically rigorous as
we shun all questions of convergence while operating with infinite series. The
rest of our results are rigorous. In particular, we give a rigorous derivation of
the key combinatorial property of the underlying infinitely divisible field in
Lemma 4.2, which is responsible for the terms on the right-hand side of Eq.
(1.9) and, in particular, explains why GMC is unique among all the other
IDMC measures. The lemma says that for any continuous function f(δ, s)
vanishing as δ → 0 and s1 < · · · < sn we have the estimate
E
[ 2∏
j=1
ef(δ,sj)+ωµ,ε(sj) − 1
]
=
2∏
j=1
(
ef(δ,sj) − 1
)
− δ log |s2 − s1|×
×
(
σ2 +
∫
R\{0}
(eu − 1)2dM(u)
)
+ o(δ),
(1.10a)
E
[ n∏
j=1
ef(δ,sj)+ωµ,ε(sj) − 1
]
=
n∏
j=1
(
ef(δ,sj) − 1
)
− δ log |sn − s1|×
×
∫
R\{0}
(eu − 1)ndM(u) + o(δ), (1.10b)
for n > 2 so that the GMC intermittency derivative only requires the second
derivative of the test function, while the general IDMC intermittency deriva-
tive requires the second and all higher derivatives, cf. Eq. (1.9). We also give
a rigorous derivation of the differentiation rule for positive integer moments
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of the total mass, i.e. we prove Eq. (1.9) for F (x) = xn, n ∈ N, in Theorem
3.7 thereby verifying our main result in this case. While these results were
first established in the gaussian setting in [39] and [40], their extension to
the general infinitely divisible setting is quite non-trivial and constitutes the
primary technical innovation of the paper.
The structure of the paper is as follows. In Section 2 we describe the key
properties of the Bacry-Muzy construction. In Section 3 we state all of our
results. In Section 4 we give the proofs. Section 5 concludes. In the Appendix
we give the more technical details of the Bacry-Muzy construction and extend
it to a general intensity measure.
2. A survey of IDMC chaos
In this section we will review the infinitely divisible multiplicative chaos
(IDMC) construction of Bacry and Muzy [3] and [35], including the for-
mula for positive integer moments of the total mass that we first noted in
[48]. The Bacry-Muzy construction of IDMC measure on the unit interval is
based on the idea of exponentiating a regularized, infinitely divisible (ID),
logarithmically correlated field in the limit of zero regularization. The de-
tails of how such fields are constructed are very technical and are relegated
to the Appendix. Here we focus instead on the most basic properties of the
construction.
Let us the denote the ID field by ωµ,ε(u). µ > 0 is the intermittency
parameter, it is a fundamental constant of the construction. Its range needs
to be restricted for the limit measure to exist as explained below. ε is the
regularization scale. It is well-known that an infinitely divisible probability
distribution is uniquely characterized by its Le´vy-Khinchine representation,
cf. [58]. Let us write the characteristic function of ωµ,ε(u) in the form
E
[
eiqωµ,ε(u)
]
= e−µφ(q) log ε, q ∈ R, (2.1)
where the Le´vy-Khinchine representation of φ(q) is
φ(q) = −
iqσ2
2
−
q2σ2
2
+
∫
R\{0}
(
eiqu − 1− iq(eu − 1)
)
dM(u). (2.2)
Note that it is normalized by φ(−i) = 0, which is required by Kahane’s theory
[29] for the limit measure to exist. When the spectral function M(u) = 0,
the distribution is gaussian. It must be emphasized that ωµ,ε(u) is not a
Le´vy process in u, rather its increments are stochastically dependent and the
structure of their dependence is quite non-trivial and determined by Lemma
A.1 given in the Appendix. Here we state the simplest non-trivial case of this
dependence. Let u1 ≤ u2 and q1, q2 ∈ R.
E
[
e
(
iq1ωµ,ε(u1)+iq2ωµ,ε(u2)
)]
=e−µ log ε
(
φ(q1)+φ(q2)
)
×
× eµ
(
φ(q1+q2)−φ(q1)−φ(q2)
)
ρε(u2−u1), (2.3)
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where the function ρε(u), known as the intensity measure of the construc-
tion,2 is
ρε(u) =
{
− log |u| if ε ≤ |u| ≤ 1,
− log ε+
(
1− |u|ε
)
if |u| < ε,
(2.4)
and it is identically zero for |u| > 1. One observes that the process ωµ,ε(u)
is a logarithmically correlated ID field. This is a fundamental property of the
Bacry-Muzy construction and of all known multiplicative chaos constructions.
The idea of using a logarithmically correlated field in the construction of a
multifractal process was introduced by Mandelbrot [33] in his attempt to give
a mathematical formulation of the Kolmogorov-Obukhov [30], [38] theory of
energy dissipation in developed turbulence by means of a precursor of the
modern GMC theory.
The IDMC measure is defined as the limit of the exponential functional
of the field ωµ,ε(u) in the limit of zero regularization
Mµ(a, b) = lim
ε→0
b∫
a
exp
(
ωµ,ε(u)
)
du. (2.5)
Its existence is a deep result as the field ωµ,ε(u) diverges in this limit so that
the order of integral and limit cannot be interchanged. It turns out that the
limit exists only for a finite range of µ, and this range is determined by the
condition3
1 + iµφ′(−i) = 1− µ
(σ2
2
+
∫
R\{0}
(
ueu − eu + 1
)
dM(u)
)
> 0. (2.6)
The limit measure has the stationarity property
Mµ(t, t+ τ)
in law
= Mµ(0, τ) (2.7)
and is non-degenerate in the sense of E[Mµ(a, b)] = |b− a|.
The self-similarity property of the limit measure follows the logarithmic
correlation property of the underlying field and the specific functional form
of the intensity measure in Eq. (2.4). The details are given in the Appendix.
Here we record the law of the multiplier in Eq. (1.1),
E[eiq logWγ ] = γiq−µφ(q), γ < 1, (2.8)
which is log-infinitely divisible as expected. The resulting scaling law of the
moments is
E
[
Mµ(0, t)
q
]
= const(q) tq−µφ(−iq), t < 1. (2.9)
2What we call µ and ρ is denoted by λ2 and µ, respectively, in [35].
3The non-degeneracy condition given in [3] is less stringent than Eq. (2.6), which is how-
ever sufficient in most cases of interest such as those of the limit lognormal and Poisson
measures.
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Hence, q − µφ(−iq) is the multiscaling spectrum of the limit measure. We
have
q−µφ(−iq) = q−µ
(σ2
2
(q2− q)+
∫
R\{0}
(
equ− 1− q(eu− 1)
)
dM(u)
)
. (2.10)
This function also controls the moments. The moments q > 1 of Mµ(0, t) are
finite under the following necessary and sufficient conditions,
q − µφ(−iq) > 1 =⇒ E[M qµ(0, t)] <∞, (2.11a)
E[M qµ(0, t)] <∞ =⇒ q − µφ(−iq) ≥ 1. (2.11b)
Finally, we can give an explicit multiple integral representation for the
moments of the limit measure. Given m ∈ N, define the quantity d(m) by
d(m) , σ2 +
∫
R\{0}
e(m−1)u(eu − 1)2 dM(u). (2.12)
Then, the nth moment of the total mass is given by a generalized Selberg
integral of dimension n. Let 0 ≤ a < b ≤ 1 and n satisfy Eq. (2.11a).
E
[( b∫
a
Mµ(dt)
)n]
= n!
∫
{a<t1<···<tn<b}
n∏
k<p
|tp − tk|
−µ d(p−k) dt(n). (2.13)
This result is due to [2] in the canonical gaussian case (dM(u) = 0) and to
[48] in general.
Throughout the rest of the paper we assume that the non-degeneracy
condition in Eq. (2.6) is satisfied, i.e. we work in the co-called sub-critical
regime. We also adapt the following slight abuse of terminology by referring
to the limit measure dMµ as an IDMC measure if dM(u) 6= 0 and GMC
measure if dM(u) = 0 in Eq. (2.2). In the GMC case we let σ = 1.
We note that the canonical Bacry-Muzy construction can be somewhat
extended by allowing a more general intensity measure than what was given
in Eq. (2.4), cf. Eq. (A.11). The resulting construction is summarized in the
Appendix.
We end this section with two main examples of IDMC measures: gauss-
ian (GMC) and Poisson.
2.1. Limit lognormal measure
Let σ = 1, M(u) = 0 in Eq. (2.2). Then, the moments are given by the
classical Selberg integral,
E
[
Mµ(0, 1)
n
]
= n!
∫
0<t1<···<tn<1
n∏
k<p
|tp − tk|
−µ dt(n). (2.14)
Note that the non-degeneracy condition in Eq. (2.6) amounts to 0 < µ < 2
and that the moments become infinite for n > 2/µ. The process ωµ,ε(u) in
this case has covariance −µ log |u− v|, i.e. represents an ideal 1/f noise and
can be thought of as the restriction of the 2D gaussian free field to the unit
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interval. It was first introduced in [2]. The multiscaling spectrum of the limit
measure in Eq. (2.10) is the parabola
q − µφ(−iq) = q −
1
2
µq(q − 1). (2.15)
logWγ is gaussian with mean (1 + µ/2) log γ and variance −µ log γ.
2.2. Limit Log-Poisson measure
Let σ = 0 and dM(u) = δ
(
u − log(c)
)
du in Eq. (2.2), i.e. the underlying
distribution is a point mass at log(c), c > 0, c 6= 1.
E
[
Mµ(0, 1)
n
]
= n!
∫
0<t1<···<tn<1
n∏
k<p
|tp − tk|
−µ(c−1)2cp−k−1 dt(n). (2.16)
The non-degeneracy condition in Eq. (2.6) is
0 < µ <
1
c log(c)− c+ 1
, (2.17)
so that the limit log-Poissonmeasure exists for any such c as c log(c)−c+1 > 0
for c > 0, c 6= 1. The moments are finite for q > 1 if the multiscaling spectrum
satisfies
q − µφ(−iq) = q − µ
(
cq − 1− q(c− 1)
)
> 1, (2.18)
cf. Eqs. (2.10) and (2.11a). In particular, the moments become eventually
infinite if c > 1 as they do in the limit lognormal case. On the contrary, if
0 < c < 1, all moments for q > 1 are finite for sufficiently small µ. The process
ωµ,ε(u) in this case was first constructed in [5] and the type of spectrum in
Eq. (2.18) appeared in [57].
3. Intermittency invariance and differentiation rule
In this section we will formulate the intermittency invariance of the under-
lying infinitely divisible (ID) field and state our main results on the rule of
intermittency differentiation and its application to the distribution of the
total mass at the lowest non-trivial order in intermittency. The proofs are
deferred to Section 4. The reader can assume with little loss of generality
that the intensity measure is the measure of Bacry-Muzy given in Eq. (2.4).
All of our results work with the general intensity measure given in Eq. (A.11).
Fix L ≥ 1 and define the ID random variable by the formula
E[eiqZL ] = eµφ(q) logL. (3.1)
Define the corresponding ID field by
ωµ,L,ε(u) = ωµ,ε(u) + ZL, (3.2)
where ZL is independent of the process ωµ,ε(u). Clearly, ωµ,L=1,ε(u) coincides
with the original field. Finally, let δ → X(δ) be a Le´vy process (a stochastic
process with stationary, independent increments) that is independent of the
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u→ ωµ,L,ε(u) process and defined in terms of the ID distribution associated
with φ(q) as follows
E
[
eiqX(δ)
]
= eδφ(q), X(0) = 0. (3.3)
The existence and uniqueness of X(δ) follow from the general theory of Le´vy
processes, confer [7]. Then, we have the following result.
Theorem 3.1 (Intermittency invariance). Fix µ, L, ε, and δ < µ, and let
ω¯δ,eL,ε(u) denote an independent copy of the ωµ,L,ε(u) process with the inter-
mittency δ and L replaced with eL, where e is the base of the natural loga-
rithm. Then, there holds the following equality in law of stochastic processes
in u on the interval u ∈ [0, 1],
X(δ) + ωµ,L,ε(u) = ωµ−δ,L,ε(u) + ω¯δ,eL,ε(u). (3.4)
In the gaussian case this result is originally due to [39], [40] and to [49]
for the general intensity measure. In the ID case this result is due to [42] for
the Bacry-Muzy measure and its extension to the general case is new.
The significance of the intermittency invariance is that it provides a
technical devise that replaces the non-existent Markov property of the un-
derlying ID field and allows one to derive a Feynman-Kac equation for the
distribution of the total mass by considering a stochastic flow in intermittency
as opposed to time (as in the classical framework of diffusions).
Define the finite regularization scale total mass to be
Mµ,ε ,
∫ 1
0
eωµ,ε(s) ds (3.5)
so that the total mass is the limit
Mµ = lim
ε→0
Mµ,ε. (3.6)
Our results are most naturally expressed in terms of a particular non-local
functional of the total mass of the form
v(µ, F, t1 · · · tn) , lim
ε→0
E
[
F
(
Mµ,ε
)
eωµ,ε(t1)+···+ωµ,ε(tn)
]
, (3.7)
involving the entire path of dMµ as opposed to the value of the total mass of
the whole interval. As we will see below, the functionals in Eq. (3.7) are in
fact invariant under intermittency differentiation. They are well-defined for
sufficiently small intermittency due to the normalization condition φ(−i) = 0,
cf. Eq. (2.2), which implies
E
[
eωµ,ε(s)
]
= 1 (3.8)
so that the functional in Eq. (3.7) can be naturally interpreted as a change
of probability measure. Define also the key quantity
g(s1, s2) , lim
ε→0
ρε(s1 − s2), (3.9)
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which is the limit of the intensity measure, cf. Eqs. (2.4) for the Bacry-Muzy
and (A.11) for the general case. In the Bacry-Muzy case, one has
g(s1, s2) = − log |s1 − s2|. (3.10)
Then, given a smooth test function F (x), our main results are as follows.
Theorem 3.2 (Rule of intermittency differentiation).
∂
∂µ
E
[
F (Mµ)
]
= σ2
∫
{s1<s2}
v(µ, F (2), s1, s2) g(s1, s2) ds
(2)+
+
∞∑
k=2
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
v(µ, F (k), s1, · · · sk) g(s1, sk) ds
(k). (3.11)
In the special case of the GMC this result appeared first in [39] and
[40] in the Bacry-Muzy case and in [49] in general. In the ID case this result
is new in all cases. A derivation of Theorem 3.2 from Theorem 3.1 is given
in Section 4. It suffices to explain here that the main idea is to consider a
stochastic flow in intermittency and evaluate the limit
∂
∂δ
∣∣∣
δ=0
E
[
F
(
zeX(δ)Mµ,ε
)]
, (3.12)
where X(δ) is defined in Eq. (3.3) and is independent of ωµ,ε(s), in two
different ways: by the backward Kolmogorov equation for the Le´vy process
X(δ) and by applying Theorem 3.1 and expanding to the first order in δ.
Upon substituting µ = 0 into Eq. (3.11) we obtain an explicit formula
for the first order term in the expansion of the distribution of the total mass
in intermittency.
Corollary 3.3 (Distribution to the first order in intermittency). The distri-
bution of the total mass to the first order in intermittency is determined by
∂
∂µ
∣∣∣
µ=0
E
[
F (Mµ)
]
= σ2F (2)(1)
∫
{s1<s2}
g(s1, s2) ds
(2)+
+
∞∑
k=2
F (k)(1)
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
g(s1, sk) ds
(k).
(3.13)
Remark. It is easy to show that∫
{s1<···<sk}
g(s1, sk) ds
(k) = O
(
1/k!
)
(3.14)
in the limit k →∞ so that the sum in Eq. (3.13) is finite provided∫
R\{0}
F (eu) dM(u) <∞. (3.15)
Differentiation of IDMC Measures 13
The technique of intermittency differentiation is not limited to the dis-
tribution of the total mass of the limit measure but applies also to the joint
distribution of the measure of subintervals, i.e. the dependence structure of
the measure. We will illustrate this application with the case of two disjoint
subintervals I1, I2 ⊂ [0, 1], I1 ∩ I2 = ∅, sup I1 < inf I2 for simplicity, although
it applies to any finite number of such subintervals. Denote
Mµ,ε(I) ,
∫
I
eωµ,ε(s) ds (3.16)
and the limit measure of the interval
Mµ(I) = lim
ε→0
Mµ,ε(I). (3.17)
To simplify notations, it is also convenient to introduce the functional
v(µ, F1, F2, t1 · · · tn) , lim
ε→0
E
[
F1
(
Mµ,ε(I1)
)
F2
(
Mµ,ε(I2)
)
eωµ,ε(t1)+···+ωµ,ε(tn)
]
,
(3.18)
extending Eq. (3.7) to two subintervals, which are assumed to be fixed and
dropped from the list of arguments.
Theorem 3.4 (Intermittency differentiation for two intervals).
∂
∂µ
E
[
F1
(
Mµ(I1)
)
F2
(
Mµ(I2)
)]
= σ2
[ ∫
{s1<s2}⊂I1
v(µ, F
(2)
1 , F2, s1, s2)×
×g(s1, s2) ds
(2) +
∫
{s1<s2}⊂I2
v(µ, F1, F
(2)
2 , s1, s2) g(s1, s2) ds
(2)+
+
∫
{s1∈I1, s2∈I2}
v(µ, F
(1)
1 , F
(1)
2 , s1, s2) g(s1, s2) ds
(2)
]
+
+
∞∑
k,l≥0
k+l≥2
∫
R\{0}
(eu − 1)k+l dM(u)
∫
{s1<···<sk}⊂I1
{sk+1<···<sk+l}⊂I2
v(µ, F
(k)
1 , F
(l)
2 , s1, · · · , sk+l)×
×g(s1, sk+l) ds
(k+l). (3.19)
This result in the gaussian case is originally due to [43]. In the infinitely
divisible case it is new.
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Corollary 3.5 (Joint distribution to the first order in intermittency).
∂
∂µ
∣∣∣
µ=0
E
[
F1
(
Mµ(I1)
)
F2
(
Mµ(I2)
)]
= σ2
[
F
(2)
1
(
|I1|
)
F2
(
|I2|
)
×
×
∫
{s1<s2}⊂I1
g(s1, s2) ds
(2) + F1
(
|I1|
)
F
(2)
2
(
|I2|
) ∫
{s1<s2}⊂I2
g(s1, s2) ds
(2)+
+F
(1)
1
(
|I1|
)
F
(1)
2
(
|I2|
) ∫
{s1∈I1, s2∈I2}
g(s1, s2) ds
(2)
]
+
+
∞∑
k,l≥0
k+l≥2
F
(k)
1
(
|I1|
)
F
(l)
2
(
|I2|
) ∫
R\{0}
(eu − 1)k+l dM(u)
∫
{s1<···<sk}⊂I1
{sk+1<···<sk+l}⊂I2
g(s1, sk+l) ds
(k+l).
(3.20)
This result has an application to the problem of computing the covari-
ance structure of the total mass distribution.
Corollary 3.6 (Covariance structure). Let 0 < t < 1. Then, in the limit
τ → 0,
Cov
(
logMµ(t, t+τ), logMµ(0, τ)
)
= µg(0, t)
(
σ2+
∫
R\{0}
u2 dM(u)
)
+O(τ).
(3.21)
This result in the gaussian case was originally established in [2] for the
Bacry-Muzy measure and extended to the infinitely divisible case in [48].
Both calculations relied on a heuristic analytic continuation of joint integer
moments. Corollary 3.5 allows us to dispense with the analytic continuation,
as shown in Section 4.
We will illustrate the rule of intermittency differentiation with the ex-
ample of positive integer moments. Recall the formula for the moments in Eq.
(A.18), assuming n satisfies Eq. (2.11a). The special case of the Bacry-Muzy
measure is given in Eq. (2.13) and corresponds to r(t) = |t|. The intermit-
tency derivative is then
∂
∂µ
E
[
Mnµ
]
= n!
∫
{0<t1<···<tn<1}
n∑
k<p
d(p−k) g(tp, tk)
n∏
k<p
r(tp−tk)
−µ d(p−k) dt(n).
(3.22)
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On the other hand, given F (x) = xn, Theorem 3.2 gives us the formula
∂
∂µ
E
[
Mnµ
]
= σ2n(n− 1)
∫
{s1<s2}
lim
ε→0
E
[
Mn−2µ,ε e
ωµ,ε(s1)+ωµ,ε(s2)
]
g(s1, s2) ds
(2)+
+
n∑
k=2
∫
R\{0}
n!
(n− k)!
(eu − 1)k dM(u)×
×
∫
{s1<···<sk}
lim
ε→0
E
[
Mn−kµ,ε e
ωµ,ε(s1)+···+ωµ,ε(sk)
]
g(s1, sk) ds
(k).
(3.23)
The equivalence of Eqs. (3.22) and (3.23) is a corollary of the following general
integral identity.
Theorem 3.7 (Intermittency derivative of integer moments). Let ω(s) and
g(s, t) be continuous functions and k = 2, · · · , n. The identity
1
(n− k)!
(∫ 1
0
eω(s)ds
)n−k ∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k) =
∫
{s1<···<sn}
eω(s1)+···+ω(sn)
[ n∑
i<j
j−i≥k−1
(
j − i− 1
k − 2
)
g(si, sj)
]
ds(n), (3.24)
implies the equality of the right-hand sides of Eqs. (3.22) and (3.23).
Its proof is given in Section 4. It is worth pointing out that the equiv-
alence of Eqs. (3.22) and (3.23) in the special case of GMC follows from the
case of k = 2 of this identity. The general case is new and significantly more
involved.
We will conclude this section with a discussion of higher intermittency
derivatives, which one wants to compute to derive the full high temperature
(low intermittency)4 expansion, as we did for the Mellin transform of the total
mass of the GMC measure in [41], [44], [49]. It is clear from the structure of
the first intermittency derivative in Theorem 3.2 that in order to compute
higher derivatives, i.e. to apply the differentiation rule iteratively, one needs
to establish a differentiation rule for the non-local functionals of the total
mass that we introduced in Eq. (3.7). The functional in Eq. (3.7) can be
naturally interpreted as a change of probability measure. In the case of GMC
this change of measure is known explicitly, cf. [39] and [40], and the functional
4The intermittency parameter µ is usually expressed in terms of the inverse temperature
β in the form µ = 2β2 in the statistical physics literature.
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in Eq. (3.7) is a simple change of drift. In fact, one has the identity,
E
[
F
(
Mµ,ε
)
eωµ,ε(t1)+···+ωµ,ε(tn)
]
=exp
(
µ
n∑
i<j
ρε(tj − ti)
)
×
×E
[
F
(∫ 1
0
eωµ,ε(s)+µ
∑n
j=1 ρε(s−tj) ds
)]
,
(3.25)
so that
v(µ, F, t1, · · · tn) = exp
(
µ
n∑
i<j
g(ti, tj)
)
E
[
F
(∫ 1
0
eµ
∑n
j=1 g(s,tj) dMµ(s)
)]
,
(3.26)
which is manifestly non-local. The functional on the right-hand side of Eq.
(3.26) is of the form
v(µ, f, F ) , E
[
F
(∫ 1
0
eµf(s)Mµ(ds)
)]
, (3.27)
where f(s) in our case equals
f(s) =
n∑
j=1
g(s, tj). (3.28)
The intermittency differentiation rule in the gaussian case for a general f(s)
is, cf. [40], [44], and [49],
∂
∂µ
v(µ, f, F ) =
∫
[0, 1]
v
(
µ, f + g(·, s), F (1)
)
eµf(s)f(s) ds+
+
∫
{s1<s2}
v
(
µ, f + g(·, s1) + g(·, s2), F
(2)
)
eµ
(
f(s1)+f(s2)+g(s1,s2)
)
×
× g(s1, s2) ds
(2). (3.29)
Hence, applying it to the functional in Eq. (3.7) and using Eq. (3.26), we
obtain the desired rule of differentiation that allows one to compute inter-
mittency derivatives of all orders in the gaussian case.
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Theorem 3.8 (GMC intermittency differentiation).
∂
∂µ
v(µ, F, t1 · · · tn) = v(µ, F, t1 · · · tn)
n∑
i<j
g(ti, tj)+
+
1∫
0
v
(
µ, F (1), t1 · · · tn+1
) n∑
j=1
g(tj, tn+1) dtn+1+
+
∫
{tn+1<tn+2}
v
(
µ, F (2), t1 · · · tn+2
)
g(tn+1, tn+2) dtn+1 dtn+2.
(3.30)
We refer the interested reader to [49] for a detailed treatment of the
gaussian case, including the computation of all high order derivatives and
proof of renormalizibility of the resulting high temperature expansion, cf.
Eq. (1.5).
In the general ID case the equivalents of the change of measure in Eq.
(3.25) and of the functional in Eq. (3.27) are not known to us and left as
open questions. Instead, we will proceed differently and replace the limit in
Eq. (3.12) with the more general limit
∂
∂δ
∣∣∣
δ=0
E
[
F
(
zeX(δ)Mµ,ε
)(
zeX(δ)
)n
eωµ,ε(t1)+···+ωµ,ε(tn)
]
. (3.31)
It is not difficult to see that the original derivation goes through intact and
results in the following rule of differentiation that generalizes Theorem 3.8 to
the ID case and extends Theorem 3.2 to n > 0.
Theorem 3.9 (IDMC intermittency differentiation). Given 0 ≤ k ≤ n, let
(p1 < · · · < pk) denote an increasing tuple of numbers from 1, · · · , n of
length k and
∑
(p1<···<pk)
denote the sum over all such k−tuples.5 Fix a test
5
∑
(p1<···<pk)
g
(
min{tp1 , tn+1},max{tpk , tn+l}
)
= g(tn+1, tn+l) if k = 0.
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function F (x) and let t1 < · · · < tn. Then,
∂
∂µ
v(µ, F, t1 · · · tn) = σ
2
[
v(µ, F, t1 · · · tn)
n∑
i<j
g(ti, tj)+
+
1∫
0
v
(
µ, F (1), t1 · · · tn+1
) n∑
j=1
g(tj, tn+1) dtn+1+
+
∫
{tn+1<tn+2}
v
(
µ, F (2), t1 · · · tn+2
)
g(tn+1, tn+2) dtn+1 dtn+2
]
+
+
∑
k+l≥2
k≤n
∫
R\{0}
(eu − 1)k+l dM(u)
∫
{tn+1<···<tn+l}
v(µ, F (l), t1 · · · tn+l)×
×
∑
(p1<···<pk)
g
(
min{tp1 , tn+1},max{tpk , tn+l}
)
dtn+1 · · · dtn+l. (3.32)
A proof of Theorem 3.9 based on Eq. (3.31) is sketched in Section 4. We
note that the derivation of Theorem 3.8 from Eq. (3.31), as opposed to Eqs.
(3.12) and (3.26), is also new for the GMC measure. It is now obvious that
repeated application of Eq. (3.32) at µ = 0 produces the full high temper-
ature expansion. Its detailed analysis, especially the question of finding an
analogue of the gaussian renormalizability condition in Eq. (1.5), is beyond
the scope of this paper and left to future research. Another interesting open
question is to identify the ID counterpart of the general class of functionals
of the GMC measure in Eq. (3.27) that remain invariant under intermittency
differentiation. We believe that the class of functionals that we defined in Eq.
(3.7) is the minimal invariant class and that it should be possible to describe
a wider class by determining the ID extension of the Girsanov transformation
in Eq. (3.25).
4. Derivation of the intermittency differentiation rule
In this section we will give derivations of our results. We note that Theorem
3.2 is a special case of Theorems 3.4 and 3.9. However, for the sake of clarity,
we will focus in this section on the proof of Theorem 3.2 and only sketch the
proofs of Theorems 3.4 and 3.9 to minimize redundancy.
Proof of Theorem 3.1. The proof is based on Lemma A.1 and a special prop-
erty of the function ρε(u) in Eq. (2.4) or, more generally, Eq. (A.11). First,
define
ρL,ε(u) , logL+ ρε(u). (4.1)
Then, it is easy to see from Eq. (2.4) or (A.11) that ρL,ε(u) satisfies the
identity for |u| < 1,
δ + µρL,ε(u) = (µ− δ)ρL,ε(u) + δρeL,ε(u). (4.2)
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On the other hand, Lemma A.1 gives us the joint characteristic function of
ωµ,L,ε(tj), j = 1 · · ·n, t1 < · · · < tn, in the form
E
[
exp
(
i
n∑
j=1
qjωµ,L,ε(tj)
)]
= exp
(
µ
n∑
p=1
p∑
k=1
αp,k ρL,ε(tp − tk)
)
, (4.3)
where ρL,ε(u) is defined in Eq. (4.1) and the coefficients αp,k are the same as
in Eq. (A.16). In fact,
E
[
exp
(
i
n∑
j=1
qjωµ,L,ε(tj)
)]
= E
[
exp
(
iZL
n∑
j=1
qj
)]
E
[
exp
(
i
n∑
j=1
qjωµ,ε(tj)
)]
,
= exp
(
µφ
( n∑
j=1
qj
)
logL
)
exp
(
µ
n∑
p=1
p∑
k=1
αp,k ρε(tp − tk)
)
,
= exp
(
µ
n∑
p=1
p∑
k=1
αp,k logL
)
exp
(
µ
n∑
p=1
p∑
k=1
αp,k ρε(tp − tk)
)
(4.4)
by Eqs. (A.15) and (A.17) so that Eq. (4.3) follows from Eq. (4.1). We can
now compute the joint characteristic function of the left- and right-hand sides
of Eq. (3.4). Using Eqs. (A.17) and (4.3),
E
[
exp
(
i
n∑
j=1
qj
(
X(δ)+ωµ,L,ε(tj)
)]
= exp
( n∑
p=1
p∑
k=1
αp,k
(
δ+µρL,ε(tp− tk)
))
.
(4.5)
On the other hand, we have by independence and Eq. (4.3),
E
[
exp
(
i
n∑
j=1
qj
(
ωµ−δ,L,ε(tj) + ω¯δ,eL,ε(tj)
)]
=
exp
( n∑
p=1
p∑
k=1
αp,k
(
(µ− δ)ρL,ε(tp − tk) + δρeL,ε(tp − tk)
))
, (4.6)
and the result follows from Eq. (4.2). 
The derivation of the intermittency differentiation rule requires three
auxiliary lemmas. Recall the definition of the Le´vy process in Eq. (3.3) that
is associated with the ID distribution specified by its Le´vy-Khinchine repre-
sentation in Eq. (2.2).
Lemma 4.1 (Kolmogorov equation). Given a test function v(z),
∂
∂δ
∣∣∣
δ=0
E
[
v
(
zeX(δ)
)]
=
σ2
2
z2
d2
dz2
v(z)+
+
∫
R\{0}
[
v(zeu)− v(z)− z
d
dz
v(z)(eu − 1)
]
dM(u).
(4.7)
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Proof. This is a simple corollary of the backward Kolmogorov equation for
the process X(δ), cf. [7], Section I.2. It is easy to see by following the Fourier-
integral type of argument given in [7] that the backward Kolmogorov operator
associated with X(δ),
(Lf)(x) ,
∂
∂δ
∣∣∣
δ=0
E
[
f
(
X(δ) + x
)]
, (4.8)
is
(Lf)(x) =−
σ2
2
d
dx
f(x) +
σ2
2
d2
dx2
f(x)+
+
∫
R\{0}
[
f(x+ u)− f(x)−
d
dx
f(x)(eu − 1)
]
dM(u). (4.9)
It remains to apply this formula to f(x) = v(zex) at x = 0. 
Now, recall definitions of d(m) in Eq. (2.12), of the process ωµ,L,ε(s) in
Eq. (3.2), and of ρL,ε(u) in Eq. (4.1).
Lemma 4.2 (Combinatorial property). Let f(δ, s) be an arbitrary continuous
function that vanishes as δ → 0. Let B(s) , ef(δ,s)+ωδ,L,ε(s) − 1. Then, given
any distinct 0 < s1 < · · · < sn < 1, n ≥ 2, as δ → 0,
E
[
B(s1)B(s2)
]
=
(
ef(δ,s1) − 1
)(
ef(δ,s2) − 1
)
+
+ δρL,ε(s2 − s1)
(
σ2 +
∫
R\{0}
(eu − 1)2dM(u)
)
+ o(δ),
(4.10)
E
[
B(s1) · · · B(sn)
]
=
(
ef(δ,s1) − 1
)
· · ·
(
ef(δ,sn) − 1
)
+
+ δρL,ε(sn − s1)
∫
R\{0}
(eu − 1)ndM(u) + o(δ), (4.11)
if n > 2.
This lemma generalizes the corresponding result for the gaussian mul-
tiplicative chaos measure that we first noted in [39].
Proof. We need the following estimate first,
E
[
B(s1) · · · B(sn)
]
=
(
ef(δ,s1) − 1
)
· · ·
(
ef(δ,sn) − 1
)
+
+ δρL,ε(sn − s1)
n−2∑
k=0
(−1)k
(
n− 2
k
)
dn−k−1 + o(δ).
(4.12)
The proof is essentially based on the identity that follows from Eq. (4.3),
exp
(
µ
n∑
k<p
d(p− k) ρL,ε(sp − sk)
)
= E
[
eωµ,L,ε(s1)+···+ωµ,L,ε(sn)
]
(4.13)
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for any 0 < s1 < · · · < sn < 1. One then multiplies out the terms on
the left-hand side of Eq. (4.12), applies this identity to each resulting term,
and differentiates the result with respect to δ. To carry out this calculation
in detail, we need to introduce the following notation. Fix n ≥ 2 and let
(pk < · · · < pk) denote a k−tuple of numbers from {1, · · · , n}. Then, we
have the obvious identity that follows from Eq. (4.13) and the vanishing of
f(δ, s) as δ → 0,
E
[
B(s1) · · · B(sn)
]
=
n∏
i=1
(
ef(δ,si) − 1
)
+
+δ
n∑
k=2
(−1)n−k
∑
(p1<···<pk)
k∑
i<j
d(j − i)ρL,ε(spj − spi) + o(δ).
(4.14)
Now, consider the coefficient of ρL,ε(sn − s1) first. This means p1 = 1 and
pk = n so that there are (
n− 2
k − 2
)
(4.15)
such tuples. Hence, the coefficient of ρL,ε(sn − s1) is
δ
n∑
k=2
(−1)n−k
(
n− 2
k − 2
)
d(k − 1), (4.16)
which coincides with the expression on the right-hand side of Eq. (4.12) by a
change of summation index. Next, consider the coefficient of d(j−i) ρL,ε(spj−
spi) in general. Let pi = a, pj = b and l = j − i be fixed. Given, a < b and
l, we wish to show that the number of k−tuples that have the property that
they contain a and b, i.e. a = pi and b = pj for some i < j, and j − i = l, is(
n− 1− (b − a)
k − 1− l
)(
b− a− 1
l− 1
)
. (4.17)
For example, let n = 7, k = 4, a = 2, b = 5, and l = 2. The formula says
that there are six such tuples. In fact, they are: (2, 3, 5, 6), (2, 3, 5, 7), (2,
4, 5, 6), (2, 4, 5, 7), (1, 2, 3, 5), (1, 2, 4, 5). To prove the formula, let i be
the location of a so the location of b is then necessarily j = i+ l. The sought
number of tuples is then∑
i
(
a− 1
i− 1
)(
b− a− 1
l − 1
)(
n− b
k − j
)
. (4.18)
This formula simply gives us numbers of choices for the elements of the tuple
preceding a, in between a and b, and following b. The formula in Eq. (4.17)
now follows by the Vandermonde convolution, cf. Eq. (3.1) in [27]. It follows
that the coefficient of d(l)ρL,ε(sb − sa) is
δ
n∑
k=2
(−1)n−k
(
n− 1− (b− a)
k − 1− l
)(
b− a− 1
l − 1
)
. (4.19)
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It remains to observe that this sum is identically zero provided n− 1 > b−a,
which is a corollary of the classical binomial identity∑
k≥0
(−1)k
(
x
k
)
= 0, x > 0, (4.20)
cf. Eq. (1.2) in [27]. The case of n − 1 = b − a was already treated above,
hence Eq. (4.12) is verified. Finally, the alternating sum on the right-hand
side of Eq. (4.12) can be simplified using the definition of d(m) in Eq. (2.12)
resulting in Eqs. (4.10) and (4.11). 
Lemma 4.3 (Differentiation). Let F (x) be a smooth test function. Let
uε(z, µ, F ) , F
(
z
∫ 1
0
eωµ,L,ε(s) ds
)
. (4.21)
Then, there holds the following identity
∂
∂µ
uε(z, µ, F ) = − lim
δ→0
[1
δ
∞∑
k=1
uε(z, µ, F
(k))
k!
(
z
1∫
0
eωµ,L,ε(s)
(
eAε(s) − 1
)
ds
)k]
,
(4.22)
where
Aε(s) , ωµ−δ,L,ε(s)− ωµ,L,ε(s). (4.23)
Proof. The result follows from writing∫ 1
0
eωµ−δ,L,ε(s) ds =
∫ 1
0
eωµ,L,ε(s) ds+
∫ 1
0
eωµ,L,ε(s)
(
eAε(s) − 1
)
ds, (4.24)
and Taylor expanding in the “small” parameter∫ 1
0
eωµ,L,ε(s)
(
eAε(s) − 1
)
ds
that vanishes as δ → 0. 
We can now give a derivation of Theorem 3.2.
Proof. The idea of the derivation is to consider a stochastic flow and derive
the corresponding Feynman-Kac equation regarding intermittency as time.
Let
uε(z, µ, F ) , F
(
z
∫ 1
0
eωµ,1,ε(s)ds
)
(4.25)
and let vε(z, µ, F ) be its expectation,
vε(z, µ, F ) , E
[
uε(z, µ, F )
]
. (4.26)
The starting point is the limit
A ,
∂
∂δ
∣∣∣
δ=0
E
∗
[
vε
(
zeX(δ), µ, F
)]
, (4.27)
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where X(δ) is defined by Eq. (3.3) and is independent of ωµ,1,ε(s), and the
star is used to distinguish the expectation with respect to X(δ) from that
with respect to ωµ,1,ε(s). By Lemma 4.1, we have
A =
σ2
2
z2
∂2
∂z2
vε(z, µ, F )+
+
∫
R\{0}
[
vε(ze
u, µ, F )− vε(z, µ, F )− z
∂
∂z
vε(z, µ, F )(e
u − 1)
]
dM(u).
(4.28)
On the other hand, this limit can be computed in a different way. By
Theorem 3.1, there holds the following equality in law
eX(δ)
∫ 1
0
eωµ,1,ε(s)ds =
∫ 1
0
eωµ−δ,1,ε(s)+ω¯δ,e,ε(s)ds. (4.29)
Thus, to compute the limit in Eq. (4.27), we need to expand
E
∗
[
E
[
F
(
z
∫ 1
0
eωµ−δ,1,ε(s)+ω¯δ,e,ε(s)ds
)]]
− vε(z, µ, F ) (4.30)
in δ up to o(δ) terms. The star now indicates the expectation with respect
to ω¯δ,e,ε(s), which is independent of ωµ−δ,1,ε(s) by construction. Let Aε(s) ,
ωµ−δ,1,ε(s)− ωµ,1,ε(s) as in Eq. (4.23) with L = 1 and
A¯ε(s) , ω¯δ,e,ε(s). (4.31)
While we do not know how to expand either Aε(s) or A¯ε(s) in δ, they both
clearly vanish as δ → 0. It follows that the expression in Eq. (4.30) can be
expanded in the “small” quantity
C ,
∫ 1
0
eωµ,1,ε(s)
(
eAε(s)+A¯ε(s) − 1
)
ds. (4.32)
E
∗
[
E
[
F
(
z
∫ 1
0
eωµ−δ,1,ε(s)+ω¯δ,e,ε(s)ds
)]]
=E∗
[
E
[
F
(
z
∫ 1
0
eωµ,1,ε(s)ds+ zC
)]]
,
=E∗
[
E
[ ∞∑
k=0
zk
k!
uε(z, µ, F
(k)) Ck
]]
.
(4.33)
The advantage of this representation is that the only ω¯ε dependence is in
A¯ε(s). This allows us to compute the E∗ expectation in Eq. (4.30). Indeed,
Eq. (4.30) entails two expectations: the E with respect to ωε process inherited
from the definition of vε(z, µ, F ) and the E
∗ expectation with respect to ω¯ε
process. Interchanging their order, it follows from Eq. (4.33) that computing
the E∗ expectation is now reduced to computing E∗[Ck]. As Aε(s) and A¯ε(s)
are independent processes, it follows from Lemma 4.2 applied to B(s) =
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exp
(
Aε(s) + A¯ε(s)
)
− 1 with f(δ, s) , Aε(s) that the E∗ expectation equals
E
∗[B(s1)B(s2)] =
(
eAε(s1) − 1
)(
eAε(s2) − 1
)
+
+ δ ρe,ε(s2 − s1)
(
σ2 +
∫
R\{0}
(eu − 1)2dM(u)
)
+ o(δ),
(4.34)
E
∗[B(s1) · · · B(sk)] =
(
eAε(s1) − 1
)
· · ·
(
eAε(sk) − 1
)
+
+ δρe,ε(sk − s1)
∫
R\{0}
(eu − 1)kdM(u) + o(δ), (4.35)
if k > 2. Collecting what we have shown so far, we obtain
A = lim
δ→0
1
δ
∞∑
k=1
zk
k!
E
[
uε(z, µ, F
(k))
(∫
[0,1]
eωµ,1,ε(s)
(
eAε(s) − 1
)
ds
)k]
+
+σ2z2
∫
{s1<s2}
E
[
uε(z, µ, F
(2))eωµ,1,ε(s1)+ωµ,1,ε(s2)
]
ρe,ε(s2 − s1) ds
(2)+
+
∞∑
k=2
zk
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
E
[
uε(z, µ, F
(k))×
×eωµ,1,ε(s1)+···+ωµ,1,ε(sk)
]
ρe,ε(sk − s1) ds
(k). (4.36)
By Lemma 4.3, the δ → 0 limit that is involved in Eq. (4.36) equals
−
∂
∂µ
vε(z, µ, F ). (4.37)
Observing that ρe,ε(s2 − s1) = 1 + ρε(s2 − s1) and
∫
{s1<s2}
E
[
uε(z, µ, F
(2))eωµ,1,ε(s1)+ωµ,1,ε(s2)
]
ds(2) =
1
2
∂2
∂z2
vε(z, µ, F ),
(4.38)
∞∑
k=2
zk
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
E
[
uε(z, µ, F
(k))eωµ,1,ε(s1)+···+ωµ,1,ε(sk)
]
ds(k) =
=
∫
R\{0}
[
vε(ze
u, µ, F )− vε(z, µ, F )− z
∂
∂z
vε(z, µ, F )(e
u − 1)
]
dM(u),
(4.39)
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and substituting these equations into Eq. (4.36), we obtain
A = −
∂
∂µ
vε(z, µ, F ) +
σ2z2
2
∂2
∂z2
vε(z, µ, F )+
+
∫
R\{0}
[
vε(ze
u, µ, F )− vε(z, µ, F )− z
∂
∂z
vε(z, µ, F )(e
u − 1)
]
dM(u)+
+σ2z2
∫
{s1<s2}
E
[
uε(z, µ, F
(2))eωµ,1,ε(s1)+ωµ,1,ε(s2)
]
ρε(s2 − s1)ds
(2)+
+
∞∑
k=2
zk
∫
R\{0}
(eu − 1)k dM(u)
∫
{s1<···<sk}
E
[
uε(z, µ, F
(k))×
×eωµ,1,ε(s1)+···+ωµ,1,ε(sk)
]
ρε(sk − s1) ds
(k). (4.40)
Finally, upon comparing this expression for A with that in Eq. (4.28), and
then letting z = 1 and ε→ 0, we arrive at Eq. (3.11). 
Proof of Theorem 3.4. The proof is very similar to that of Theorem 3.2 so it
is sufficient to point out that instead of the limit in Eq. (4.27) one needs to
evaluate the more general limit
A ,
∂
∂δ
∣∣∣
δ=0
E
[
F1
(
zeX(δ)
∫
I1
eωµ,1,ε(s)ds
)
F2
(
zeX(δ)
∫
I2
eωµ,1,ε(s)ds
)]
,
(4.41)
The remaining details are essentially the same and will be omitted. 
Proof of Corollary 3.6. It is obvious that the covariance in Eq. (3.21) is linear
in µ in the limit τ → 0. The slope can be computed by Corollary 3.5. Let
F1(x) = F2(x) = log x. (4.42)
The intervals I1 and I2 are
I1 = [0, τ ], I2 = [t, t+ τ ], (4.43)
and the expansion is around the point x = |I1| = |I2| = τ so that the
necessary derivative is
F (k)(τ) = (−1)k−1(k − 1)!τ−k. (4.44)
Using the standard formula for the covariance of two random variables
Cov
(
A, B
)
= E
[
AB
]
−E
[
A
]
E
[
B
]
, (4.45)
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and applying Corollary 3.5 it is not difficult to see that log τ terms cancel
out and the remaining terms are
∂
∂µ
∣∣∣
µ=0
Cov
(
log
t+τ∫
t
Mµ(ds), log
τ∫
0
Mµ(ds)
)
=
σ2
τ2
∫
{s1∈I1, s2∈I2}
g(s1, s2) ds
(2)+
+
∞∑
k,l≥1
(−1)k+l(k − 1)!(l − 1)!τ−(k+l)
∫
R\{0}
(eu − 1)k+l dM(u)×
×
∫
{s1<···<sk}⊂I1
{sk+1<···<sk+l}⊂I2
g(s1, sk+l) ds
(k+l). (4.46)
Finally, in the limit τ → 0 the integrals can be obviously approximated by∫
{s1<···<sk}⊂I1
{sk+1<···<sk+l}⊂I2
g(s1, sk+l) ds
(k+l) =
τk+l
k!l!
g(t) +O(τ), (4.47)
and the result follows from the power series expansion of the logarithm func-
tion. 
Proof of Theorem 3.7. We first need to simplify the sum in Eq. (3.22). The
starting point is the identity
n∑
k<p
d(p− k) g(tp, tk) =σ
2
n∑
k<p
g(tp, tk) +
n∑
k=2
∫
R\{0}
(eu − 1)k dM(u)×
×
[ n∑
i<j
j−i≥k−1
(
j − i− 1
k − 2
)
g(ti, tj)
]
. (4.48)
Its proof is a simple application of Eq. (2.12), which implies
n∑
k<p
d(p− k) g(tp, tk) =σ
2
n∑
k<p
g(tp, tk)+
+
∫
R\{0}
(eu − 1)2 dM(u)
[ n∑
k<p
e(p−k−1)u g(tk, tp)
]
.
(4.49)
Now, using the identity
epu =
p∑
s=0
(eu − 1)s
(
p
s
)
, (4.50)
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and changing the order of summation, we obtain
n∑
k<p
d(p− k) g(tp, tk) =σ
2
n∑
k<p
g(tp, tk) +
∫
R\{0}
dM(u)×
×
[n−2∑
s=0
(eu − 1)s+2
n∑
k<p
p−k−1≥s
(
p− k − 1
s
)
g(tk, tp)
]
,
(4.51)
which is equivalent to Eq. (4.48).
We note next that the product in Eq. (3.22) satisfies
n∏
k<p
r(tp − tk)
−µ d(p−k) = lim
ε→0
E
[
eωµ,ε(t1)+···+ωµ,ε(tn)
]
(4.52)
for any 0 < t1 < · · · < tn < 1, cf. Eq. (A.19). Then, upon substituting this
equation into Eq. (3.22), we see that to establish the equivalence of Eqs.
(3.22) and (3.23) it is sufficient to verify the identity in Eq. (3.24).
Before we give a formal proof of Eq. (3.24), we will treat the special
case of n− k = 1 to illustrate the main idea. By breaking up the integration
region of the ds integral into three subregions, we can write∫ 1
0
eω(s)ds
∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k) =
=
∫
{s<s1<···<sk}
eω(s)+ω(s1)+···+ω(sk)g(s1, sk) ds
(k+1)+
+
k−1∑
i=1
∫
{s1<···<si<s<si+1<···<sk}
eω(s)+ω(s1)+···+ω(sk)g(s1, sk) ds
(k+1)+
+
∫
{s1<···<sk<s}
eω(s)+ω(s1)+···+ω(sk)g(s1, sk) ds
(k+1). (4.53)
We now relabel the variables of integration, resulting in the identity∫ 1
0
eω(s)ds
∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k) =
=
∫
{s1<···<sk+1}
eω(s1)+···+ω(sk+1)
[
g(s2, sk+1)+
+(k − 1)g(s1, sk+1) + g(s1, sk)
]
ds(k+1), (4.54)
which is the same as the expression on the right-hand side of Eq. (3.24). To
prove Eq. (3.24) in general, it is clear that one can apply the above procedure
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iteratively resulting in an identity of the form
1
(n− k)!
(∫ 1
0
eω(s)ds
)n−k ∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k) =
=
∫
{s1<···<sn}
eω(s1)+···+ω(sn)
[ n∑
i<j
Cijk g(si, sj)
]
ds(n) (4.55)
with some coefficients Cijk to be determined. Now, the left-hand side can be
obviously written as
1
(n− k)!
(∫ 1
0
eω(s)ds
)n−k ∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k) =
∫
{t1<···<tn−k}
eω(t1)+···+ω(tn−k)dt(n−k)
∫
{s1<···<sk}
eω(s1)+···+ω(sk)g(s1, sk) ds
(k).
(4.56)
Then, following the logic of the calculation in the case of n − k = 1 above,
the coefficient Cijk equals the number of ways of inserting the t
′s into s1 <
· · · < sk so that s1 ends up in the position i and sk in the position j after
the insertion. This means that there should be j − i− 1 variables in between
s1 and sk, of which there are k − 2 sis and j − i − 1 − (k − 2) tis. Thus,
Cijk equals the number of ways of choosing k − 2 locations out of j − i − 1
available positions, i.e.
Cijk =
(
j − i− 1
k − 2
)
. (4.57)
This completes the proof. 
Proof of Theorem 3.9. The details of the calculation are quite similar to those
of the proof of Theorem 3.2 so we will only highlight the key steps. By
Theorem 3.1 we have the identity in law,
F
(
zeX(δ)
∫ 1
0
eωµ,1,ε(s)ds
) n∏
i=1
eωµ,1,ε(ti)+X(δ) = F
(
z
∫ 1
0
eωµ−δ,1,ε(s)+ω¯δ,e,ε(s)ds
)
×
×
n∏
i=1
eωµ−δ,1,ε(ti)+ω¯δ,e,ε(ti).
(4.58)
Denote
Mµ,ε =
∫ 1
0
eωµ,1,ε(s)ds (4.59)
as before. Hence, we can compute the limit
A ,
∂
∂δ
∣∣∣
δ=0
E
[
F
(
zeX(δ)Mµ,ε
)(
zeX(δ)
)n
eωµ,ε(t1)+···+ωµ,ε(tn)
]
(4.60)
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in two ways: by Lemma 4.1 and by expanding the right-hand side in δ using
Eq. (4.58). Let Aε(s), A¯ε(s), and C be as in the proof of Theorem 3.2. We
can write
F
(
z
∫ 1
0
eωµ−δ,1,ε(s)+ω¯δ,e,ε(s)ds
)
=
∞∑
l=0
zl
l!
F (l)(zMµ,ε) C
l, (4.61)
n∏
i=1
eωµ−δ,1,ε(ti)+ω¯δ,e,ε(ti) =
n∏
i=1
eωµ,1,ε(ti)
n∏
i=1
(
1 +
(
eAε(ti)+A¯ε(ti) − 1
))
. (4.62)
As Aε(s), A¯ε(s), and C vanish in the limit δ → 0, the right-hand side of Eq.
(4.58) can be expanded in the form
∞∑
l=0
zl
l!
F (l)(zMµ,ε) C
l
n∏
i=1
eωµ,1,ε(ti)
n∑
k=0
∑
(p1<···<pk)
k∏
j=1
(
eAε(tpj )+A¯ε(tpj ) − 1
)
.
(4.63)
Recalling the definition of C in Eq. (4.32), we observe that to compute the
E
∗ expectation, i.e. the expectation with respect to the law of ω¯δ,e,ε(s) as in
the proof of Theorem 3.2, we need to compute
E
∗
[
Cl
k∏
j=1
(
eAε(tpj )+A¯ε(tpj ) − 1
)]
. (4.64)
The calculation is done by means of Lemma 4.2. We first write
Cl = l!
∫
{tn+1<···<tn+l}
l∏
i=1
eωµ,1,ε(tn+i)
(
eAε(tn+i)+A¯ε(tn+i) − 1
)
dtn+1 · · · dtn+l
(4.65)
so that it remains to calculate
E
∗
[ l∏
i=1
(
eAε(tn+i)+A¯ε(tn+i) − 1
) k∏
j=1
(
eAε(tpj )+A¯ε(tpj ) − 1
)]
. (4.66)
We can now apply Lemma 4.2 with n = k+ l provided we know the smallest
and largest ts. As t1 < · · · < tn and tn+1 < · · · < tn+l by construction, this
expectation equals
l∏
i=1
(
eAε(tn+i) − 1
) k∏
j=1
(
eAε(tpj ) − 1
)
(4.67)
plus
δ ρe,ε
(
max{tpk , tn+l} −min{tp1 , tn+1}
)(
σ2 +
∫
R\{0}
(eu − 1)2dM(u)
)
+ o(δ),
(4.68)
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if k + l = 2, and
δρe,ε
(
max{tpk , tn+l}−min{tp1 , tn+1}
) ∫
R\{0}
(eu−1)k+ldM(u)+o(δ), (4.69)
if k + l > 2. Having computed the E∗ expectation, the rest of the argument
is the same as in the proof of Theorem 3.2. 
5. Conclusions
We have presented a theory of intermittency differentiation for a general
class of 1D infinitely divisible multiplicative chaos measures on the interval
including the canonical measures of Bacry-Muzy as a special case. The rule
of intermittency differentiation is an exact, non-local, Feynman-Kac equa-
tion that expresses the intermittency derivative of the expectation of a test
function of the total mass on one or more subintervals of the unit interval
in terms of the derivatives of the function and the Le´vy-Khinchine formula
of the underlying distribution. The equation is based on the intermittency
invariance of the underlying infinitely divisible field that we established in
full generality in this paper. This invariance is a novel technical devise that
substitutes for the non-existent Markov property of the underlying field and
allows one to derive a Feynman-Kac equation for the distribution of the total
mass by considering a stochastic flow in intermittency (as opposed to time in
the classical framework of diffusions). The intermittency invariance gives two
ways of evaluating the limit of the flow, which results in the differentiation
rule. The first way is the backward Kolmogorov equation for Le´vy processes,
the second way involves detailed analysis of certain infinite series expansions,
combined with a key combinatorial property of the measure that we derived
in the paper. Our analysis of these expansions is exact at the level of formal
power series but not mathematically rigorous as we have not examined their
convergence properties.
Our approach naturally extends to higher derivatives. We have identified
a class of non-local functionals of the limit measure generalizing its total
mass that are invariant under intermittency differentiation and derived the
corresponding differentiation rule for them. This rule allows one to compute
all higher order derivatives at zero intermittency in principle. These non-
local functionals can be thought of as measure changes of the total mass.
The associated Girsanov transformation is only known in the case of GMC
and left an an open question in the general infinitely divisible case.
We have illustrated the rule of intermittency differentiation with two
examples. The first is that of positive integer moments of the total mass
of the measure. Given the known multiple integral representation of these
moments, we rigorously proved that the intermittency differentiation rule for
the moments coincides with the formula for the intermittency derivative that
follows from the multiple integral representation. In the second example we
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derived a formula for the covariance of the total mass from the differentiation
rule for two subintervals.
The intermittency differentiation rule is the first step towards a pertur-
bative expansion of the distribution of the total mass and, more generally,
the dependence structure of the limit measure in powers of intermittency,
i.e. the high temperature expansion. We have limited ourselves in this paper
to the differentiation rule for the first derivative and evaluated it explicitly.
The computation of higher order derivatives is technically more difficult and
left to future research as is the problem of renormalizability of the full in-
termittency expansion. Finally, we also want to mention the very interesting
open problem of computing positive integer moments explicitly, i.e. comput-
ing the generalized Selberg integral corresponding to the underlying infinitely
divisible distribution and intensity measure that is defined in the paper.
Appendix A. Bacry-Muzy construction with a general
intensity measure
In this section we will review and somewhat extend the more technical aspects
the infinitely divisible multiplicative chaos (IDMC) construction of Bacry and
Muzy [3] and [35]. Our setup, which we first introduced in [49] in the gaussian
case, is slightly more general than that of Bacry-Muzy [3], [35] in that we
keep their conical set construction but allow for a general intensity measure,
subject to a positivity condition.
The starting point is an infinitely divisible (ID) independently scattered
random measure P on the time-scale plane H+ = {(t, l), l > 0}, distributed
uniformly with respect to some positive intensity measure ρ. The existence of
such random measures is established in [55]. This means that P (A) is ID for
measurable subsets A ⊂ H+, P (A) and P (B) are independent if A
⋂
B = ∅,
and
E
[
eiqP (A)
]
= eµφ(q)ρ(A), q ∈ R, (A.1)
where µ > 0 is the intermittency parameter and φ(q) is the logarithm of the
characteristic function of the underlying ID distribution as given by the Le´vy-
Khinchine formula in Eq. (2.2). The meaning of the normalization φ(−i) =
0 is that E
[
eP (A)
]
= 1 for all measurable subsets A ⊂ H+. The spectral
functionM(u) is continuous and non-decreasing on (−∞, 0) and (0,∞), and
satisfies the integrability and limit conditions
∫
[−1,1]\{0} u
2dM(u) < ∞ and
lim
u→±∞
M(u) = 0. We will further assume that M(u) decays at infinity fast
enough so that all integrals with respect to it that we need converge, which
restricts the class of permissible spectral functions. Next, following [5] and
[56], Bacry and Muzy [35] introduce special conical sets Aε(u) in the time-
scale plane defined by
Aε(u) =
{
(t, l)
∣∣∣ |t− u| ≤ l
2
for ε ≤ l ≤ 1 and |t− u| ≤
1
2
for l ≥ 1
}
.
(A.2)
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The sets Aε(u) and Aε(v) intersect iff |u− v| < 1.
Our choice of the intensity measure will be somewhat more general than
what was originally proposed by Bacry and Muzy [35]. Let
ρ(dt dl) =
f(l)
l2
dt dl, (A.3)
where the function f(l) is defined by
f(l)
l2
= −
d2
dl2
log r(l), l ∈ (0, 1), (A.4)
f(l) =
d
dz
∣∣∣
z=1
log r(z), l ≥ 1, (A.5)
in terms of some function r(t) that satisfies the properties
r(t) is positive, smooth and even on (−1, 0) ∪ (0, 1), (A.6)
lim
t→0+
t
d
dt
log r(t) = 1, (A.7)
and assume that f(l) as defined in Eqs. (A.4) and (A.5) is positive. For
example, the canonical choice of Bacry and Muzy corresponds to
r(t) =|t|, (A.8)
f(l) =1. (A.9)
Let the function ρε(u, v) denote the intensity measure of intersections of the
conical sets
ρε(u, v) = ρ
(
Aε(u)
⋂
Aε(v)
)
. (A.10)
Clearly, ρε(u, v) is an even function of u− v so that we can write ρε(u, v) =
ρε(|u − v|). It is easy to show, cf. the Appendix of [49], that it is given by
ρε(u) =
{
− log r(u) if ε ≤ |u| ≤ 1,
− log r(ε) +
(
1− |u|ε
)
ε ddε log r(ε) if |u| < ε,
(A.11)
and it is identically zero for |u| > 1. It is clear that u→ P (Aε(u)) is a station-
ary, ID process such that P (Aε(u)) and P (Aε(v)) are dependent iff |u−v| <
1. One can show that with probability one, the process u → P (Aε(u)) has
right-continuous trajectories with finite left limits.
Given these preliminaries, the IDMC measure Mµ(dt) on the interval
[0, 1] associated with φ(q) at intermittency µ is the zero regularization scale
limit ε → 0 of finite scale random measures that are defined to be the ex-
ponential functional of the u → P (Aε(u)) process. To simplify notations,
let
ωµ,ε(u) , P
(
Aε(u)
)
. (A.12)
Then, the theorem of Bacry and Muzy states that the limit
Mµ(a, b) = lim
ε→0
b∫
a
exp
(
ωµ,ε(u)
)
du, (A.13)
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exists in the weak a.s. sense. It was formally established in [3] based on the
theory of Kahane [29] using the normalization of φ(q) and the property of P
of being independently scattered, which guarantee the martingale property
of the construction,
E [Mµ,ε′(a, b) | Fε] = Mµ,ε(a, b), ε
′ < ε, (A.14)
where Fε is the sigma algebra generated by P (dt dl), l > ε. The limit mea-
sure is then non-degenerate in the sense of E[Mµ(a, b)] = |b − a| under the
assumption of Eq. (2.6).
The best known analytical handle on the Bacry-Muzy construction is
given in the following fundamental lemma due to [3], which we state in the
slightly greater generality than the original as we allow for f(l) as in Eqs.
(A.4) and (A.5).
Lemma A.1 (Main lemma). Given t1 ≤ · · · ≤ tn and q1, · · · , qn, the joint
characteristic function of ωµ,ε(tj), j = 1 · · ·n, is
E
[
exp
(
i
n∑
j=1
qjωµ,ε(tj)
)]
= exp
(
µ
n∑
p=1
p∑
k=1
αp,k ρε(tp − tk)
)
, (A.15)
where ρε(u) is defined in Eq. (A.11) and the coefficients αp,k are given in
terms of φ(q) by
αp,k = φ(rk,p) + φ(rk+1,p−1)− φ(rk,p−1)− φ(rk+1,p), (A.16)
and rk,p =
∑p
m=k qm if k ≤ p and zero otherwise. In addition,
n∑
p=1
p∑
k=1
αp,k = φ
( n∑
j=1
qj
)
. (A.17)
The significance of this lemma cannot be overemphasized as it implies
the self-similarity property of the limit measure, determines its positive inte-
ger moments, and is the source of all known invariances of the ωµ,ε(t) process.
A multiple integral representation of the positive integer moments of
the total mass of the limit measure can be written down explicitly for the
general r(t). Given d(m) as in Eq. (2.12), the nth moment of the total mass
is given by a generalized Selberg integral of dimension n. Let 0 ≤ a < b ≤ 1
and n satisfy Eq. (2.11a).
E
[( b∫
a
Mµ(dt)
)n]
= n!
∫
{a<t1<···<tn<b}
n∏
k<p
r(tp − tk)
−µd(p−k) dt(n). (A.18)
The argument is based on a simple application of Lemma A.1 in the form of
the identity
exp
( n∑
k<p
µ d(p− k)ρε(tp − tk)
)
= E
[
eωµ,ε(t1)+···+ωµ,ε(tn)
]
(A.19)
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for any 0 < t1 < · · · < tn < 1, and Fubini’s theorem. The coefficients d(m)
have the important property
n∑
k<p
d(p− k) = φ(−in). (A.20)
This equation combined with r(t) ∼ t in the limit t→ 0, cf. Eq. (A.7), implies
E
[(∫ t
0
Mµ(ds)
)n]
∼ const tn−µφ(−in), t→ 0, (A.21)
which we now obtained without relying on the self-similarity property of the
measure, cf. Eq. (A.25) below.
We note parenthetically that the formula in Eq. (A.18) suggests how to
define the Selberg integral in the general ID case.
Sn
(
λ, λ1, λ2
)
,
∫
0<t1<···<tn<1
n∏
i=1
r(ti)
λ1d(i)r(1 − ti)
λ2d(n−i+1)×
×
n∏
k<p
r(tp − tk)
2λ d(p−k) dt(n) (A.22)
for generally complex λ, λ1, and λ2. Some of its properties in the general ID
case are derived in [48].
We end this review with a brief comment about the origin of the self-
similarity property of the measure, which is the primary motivation for the
IDMC construction as we explained in the Introduction. This result is specific
to the Bacry-Muzy intensity measure in Eq. (2.4). Introduce a Le´vy process
(a stochastic process with stationary, independent increments) δ → X(δ)
that is independent of the t→ ωµ,ε(t) process and defined in terms of the ID
distribution associated with φ(q) as follows
E
[
eiqX(δ)
]
= eδφ(q), X(0) = 0. (A.23)
The existence and uniqueness of X(δ) follow from the general theory of ID
processes, confer [7]. Then, as a corollary of Lemma A.1, there holds the
following invariance of the field ωµ,ε(t) with respect to the regularization
scale parameter, which is understood to be the equality in law of stochastic
processes in t on the interval t ∈ [0, 1].
X(δ) + ωµ,ε(t) = ωµ,εe−δ/µ(te
−δ/µ). (A.24)
An elementary change of variables argument given in [35] shows that this
invariance implies stochastic self-similarity of the limit process,
Mµ(0, t) = t exp
(
X(−µ log t)
)
Mµ(0, 1), (A.25)
understood as the equality of random variables in law at fixed t < 1. It must
be emphasized that self-similarity alone does not capture the law of the total
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massMµ(0, 1) but only ofMµ(0, t) in terms ofMµ(0, 1). Hence, the multiplier
in Eq. (1.1) is given by
Wγ = γe
X(−µ log γ), (A.26)
and is log-infinitely divisible as expected.
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