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Abstract
An important question in organic chemistry
is how does a chemist synthesize chemicals
in the most efficient way beginning with
chemicals readily available. These prob-
lems are known as synthesis problems. Cur-
rently, methods based on databases (Chen,
2006) and methods related to quantum
mechanics (Jorgensen, 1998) are used fre-
quently to solve this problem. When solv-
ing synthesis problems by hand, a key
step is to identify the functional groups of
molecules as this gives the experimenter a
set of applicable reactions. The functional
groups required for different reactions are
experimentally derived and accepted into a
knowledge base. Instead of relying on this
knowledge base for functional group iden-
tification, perhaps there is a way to gain
the same level of accuracy for functional
group identification with large datasets of
reactions. This paper investigates a heuris-
tics method of determining the functional
groups of a certain reaction type.
1 Introduction
The field of chemistry attempts to understand inter-
actions in the natural world occurring at the micro-
scopic scale. One of the main concerns of chemists is
how to accurately predict the outcomes of chemical
reactions. Organic chemistry is a division of chem-
istry that abstracts away many of the fine details of
the physical quantities. This division deals with syn-
thesis problems more than other divisions and more
readily accepts rules for reactions that do not have
as thorough as a physical basis. Because many of the
physical details are not dealt with as much in organic
chemistry, more abstract rules can be generated.
This lends many problems in organic chemistry
to be more easily expressed as rule based systems
than problems in other divisions of chemistry. Two
commonly used approaches to solving the problem
of reaction prediction are discussed in this paper:
using computers to simulate the reaction as it pro-
gresses (Jorgensen, 1998) and predicting the outcome
of reactions based on rules derived from experimen-
tation (Chen and Baldi, 2009).
The former benefits from the fact that simulations
can be based on quantum mechanics (Repasky et al.,
2002) which can very accurately describe the system,
however it suffers from large computational costs to
achieve that level of accuracy. Scientific comput-
ing demands for resources have increased dramati-
cally (Con, 2007), resulting in computing centers de-
voting large amounts of resources to these problems.
Simulating reaction systems are particularly compu-
tationally complex especially when high levels of ac-
curacy are desired. Currently, accurate and precise
predictions can be made if the simulations are based
on quantum mechanics. The trade-off for accuracy
and precision is the resource requirements.
If high levels of precision are not desired, as pre-
diction problems in organic chemistry often are not,
database approaches can be used to solve these prob-
lems. Instead of solving mathematical equations that
describe the physical system, general rules for reac-
tions can be stored and applied to inputs to deter-
mine the molecular outputs of the reaction (Chen
and Baldi, 2009). This solution to prediction prob-
lems is more applicable to organic chemistry as it,
as stated earlier, is more accepting of rules with
smaller amounts of physical bases. The downside to
database/rule based approaches is that the database
must be filled with definitions of reactions and can
become massive due to the multitude of exceptions
that occur. Compounding this is that each output
of one reaction can possibly be the input to another
reaction. Thus solving prediction problems can often
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lead to search spaces too large to searched by brute
force (Todd, 2005).
Both of the described methods, in my opinion,
lack a certain quality that makes the intuition be-
hind the methods difficult to see or reason about.
Even though the above methods solve the problem of
prediction to a high degree of accuracy, the methods
themselves seem more related to calculators than to
thought processes. Originally, machine learning was
considered as a different method of solving the prob-
lem of prediction. The hope was to have a system
that was able to get good levels of accuracy for solv-
ing prediction problems (most certainly not the same
levels as the above mentioned methods but still good
enough for organic chemists) while having a system
that modeled a kind of thought process for solving
the problem. A desire of the system was to also have
lessened the amount of resources (time and memory)
needed to gain good levels of accuracy.
Due to time constraints and failed methods, the
larger problem of prediction was abandoned, but in-
stead the smaller problem of functional group iden-
tification was investigated. This paper presents a
heuristics method for solving prediction problems
which hopes to lay the groundwork for future work
to solve the larger problem of synthesis while still
having an intuitive methodology. As mentioned ear-
lier, functional group identification is a key problem
to solve when presented with a prediction problem
and simulations are not allowed.
This project uses many simple ideas in computer
science but applies them in a different context in the
hopes that they can more easily express ideas.
2 Problem
2.1 Chemical Reactions
Reactions in organic chemistry rely on a number of
characteristics of the chemical system, but generally
speaking the reactions rely on the chemical prop-
erties of the molecules. The properties are defined
by the structure and composition of the individual
molecules. Different elements can have vastly differ-
ent chemical properties. By replacing a single atom
with an atom of a different element, the molecule can
cease to be bonded together, or the molecule can
have completely different chemical properties. Dif-
ferent chemical properties can also come about by
changing the bonding structure of the molecule.
Of course, not all molecules are chemically active,
and similarly not all parts of a molecule need be
chemically active. Organic chemists, through numer-
ous experiments, have defined a set of chemically ac-
tive subgroups of molecules referred to as functional
groups. Functional groups are the keys to synthe-
sis and reaction prediction work. If the functional
groups of the molecules can be identified, the out-
come can consequently be predicted (to a first ap-
proximation).
For clarity and brevity, a molecule used to per-
form the reaction is referred to as a reactant, and a
molecule created by the reaction is referred to as a
product. Chemically active groups of a reactant are
referred to as the functional groups of the reactant,
and groups of a product which are formed will be
referred to as the inverse functional groups of the
product.
2.2 Problem of Synthesis
A synthesis problem in chemistry is a problem in-
volving products that are desired and some starting
materials (the reactants). The problem then is to
devise a method comprised of a set of reactions that
will transform the reactants into the desired prod-
ucts (Vollhardt and Schore, 2007).
Variations on this problem can be made. For in-
stance, instead of trying to specify a method that
will transform the reactants into the products, try
to specify the products that are created by applying
a reaction method to the reactants. This variation
can be thought of as a prediction problem where the
question asks what the predicted products of a reac-
tion are.
More challenging prediction problems can be spec-
ified as well, such as by only specifying the starting
materials and having the chemist use their chemi-
cal knowledge to predict the outcome of the reaction
that is known to exist yet is not specified. Figure 1
graphically depicts the different variations of synthe-
sis problems. In this figure, the desired information
is designated with a question mark and the known
information for the problem is stated. Figure 1 also
depicts which step(s) in the reaction process going
from reactants to products is/are missing from the
problem.
Most organic chemistry courses are taught by in-
troducing a functional group and explaining different
types of reactions they can be involved in and why
the reaction types occur. If the student is able to re-
member the functional groups required for the reac-
tion type to take place and also remembers how the
reaction type transforms the reactants, these chal-
lenging prediction problems can be solved readily.
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Figure 1: Variations of synthesis problems
By identifying the functional groups of the reactants
in a given problem, the student can use the learned
knowledge to correctly predict the outcome of the
reaction. Thus, identifying the functional groups of
the reactants is a critical step in correctly predicting
the outcome of these prediction problems.
2.3 Project Problem
Given a set of reactions belonging to the same type
of reaction and their corresponding results, can a set
of heuristics accurately determine the functional and
inverse functional groups of the reaction type?
2.3.1 Motivation
If a simple set of heuristics is able to identify both
the functional and inverse functional groups of the
reaction then it is believed that enough information
is available to estimate the correct transformation of
reactants that occurs in the reaction.
The argument that identifying these groups is
enough to accurately estimate how the reaction type
proceeds relies on the meanings of ”functional” and
”inverse functional” groups. Since the functional
groups are the chemically active portions of the
molecule, they are the groups that cause change to
occur in the reaction and are not spectators of the
reaction. Inverse functional groups are the groups
created by the reaction by interactions within the
functional groups. If both of these sets of groups
Figure 2: Reaction transformation of functional
groups. As the reaction proceeds, the functional
groups can attach to different sections of molecules
involved in the reaction. Here, colored groups in the
product are similarly colored groups found in the re-
actants. Non-colored groups do not change bonding
at all.
can be accurately identified, they will contain all the
information associated with how the reaction pro-
ceeded.
Most organic reactions are simply a set of bond
transformations within the set of reactants. Because
of this, the set of inverse functional groups and set
of functional groups should contain the same atoms.
By examining these sets and fitting functional groups
onto the inverse functional groups, a hypothesis can
be made as to how the reaction proceeded. It is this
reasoning that leads to the belief that by identify-
ing the functional and inverse functional groups, the
rules of the reaction can be estimated.
Figure 2 graphically depicts this idea. The func-
tional groups and inverse functional groups are cir-
cled in blue and red respectively. Within each func-
tional/inverse functional group, subgroups in the re-
actants are connected to a different set of atoms in
the product. Whether the subgroup is found in the
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set of reactants or products, it is identified by the
same colored circle surrounding it. This shows how
a functional group transforms into the inverse func-
tional group as it goes through the reaction.
If the rules of the reaction can correctly be iden-
tified, this allows for the larger problem of reaction
prediction to be solved. Thus, identification of not
only the functional groups, but also the inverse func-
tional groups is a key step to solving the larger prob-
lem of prediction.
2.3.2 Statement
Fundamentally though, the problem of functional
group identification is the same as inverse functional
group identification. The only difference is that in
one case the reactants are being examined as op-
posed to the products. This paper more specifically
focuses on identifying the inverse functional groups
of the reaction, though this is a technicality as the in-
verse functional group can be considered a functional
group of the reverse reaction.
To solve this problem computationally, a repre-
sentation of molecules that can be understood by
computers is needed. The most intuitive way to rep-
resent a molecule is as a graph with nodes that cor-
respond to the atoms comprising the molecule and
edges that correspond to the bonds connecting the
molecule. Since bonds can have different strengths
associated with them, weights are applied to the edge
that correspond to the strength of the bond. For this
problem, molecules are assumed to be uncharged en-
tities and bonds are assumed to have integral bond-
ing strengths.
2.3.3 Computational Constraints
Since this problem relies heavily on graph data
structures, many applicable algorithms have large
space or time complexities. One of the stated desires
of the original problem was to alleviate some of the
resources needed to compute the solutions to predic-
tion problems. Keeping this in mind, it was decided
that the resources needed to solve the smaller prob-
lem of functional group identification should be kept
small.
A common problem of this project is subgraph iso-
morphism. Throughout the proposed method, com-
parisons between the graph representations of sub-
groups of molecules are made to update tables of
probability information. To accurately do this, an
algorithm that solves the problem of subgraph iso-
morphism is required. Even though it is not known
whether to be NP-Complete, the number of sub-
groups compared makes efficiency vitally important
to the method.
2.3.4 Examples
Figure 3: Claisen Condensation example
Figure 3 shows an example of a reaction type
in organic chemistry known as a claisen condensa-
tion (Vollhardt and Schore, 2007). This figure out-
lines everything involved in the reaction while hiding
the processes that occur in the reaction itself. The
environment molecules are necessary for the reaction
to take place, however they do not have lasting effects
on the system. The bottom two products (methanol
and water) are simply an equilibrium form of the
environment molecules. Thus, though environment
molecules are often needed to allow reactions to oc-
cur, they often do not cause a fundamental change in
the system and therefore are not considered in this
project.
As molecules become larger, their graphical repre-
sentations become cluttered. Hydrogen and carbon
are two of the most commonly seen atoms in organic
chemistry, so a shorthand is created to minimize the
clutter of the drawings.
Carbon atoms most often defines the backbone of
the organic structure. The structure of the organic
molecule is desired to be kept, but it can be assumed
that the structure is defined by carbon atoms unless
otherwise specified. A shorthand then is to omit the
labeling of atoms at the vertices of two lines if the
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Figure 4: Claisen Condensation example shorthand
Figure 5: Claisen Condensation example shorthand
Figure 6: Ester functional group
atom is a carbon whose only purpose is structure.
The lines are bent as they are due to an early theory
of bonding devised by Linus Pauling (Anslyn and
Dougherty, 2006).
Hydrogen atoms usually play no role in the reac-
tivity of molecules. Their purpose is usually to sat-
urate the various atoms to fill the empty orbitals of
atoms (Vollhardt and Schore, 2007). If the orbitals
are not filled, the atoms can become highly reactive
causing the molecule to not behave as if it were iso-
lated. A shorthand then is to assume that all carbons
are saturated with hydrogens unless otherwise speci-
fied (ie. the bond is a non C-H bond). This removes
all hydrogens from the description connected to car-
bons unless they are important for understanding the
reaction.
Figure 4 shows the same reaction as Figure 3, ex-
cept with shorthands applied.
The shorthands described are useful for individual
reactions. However, many reactions belong to the
same reaction type. Since a reaction type is gener-
ally only concerned with the transformations occur-
ring with the functional groups of the reactants, a
shorthand is used to represent the segments of the
molecule which do not impact the reaction. Instead
of fully describing the structures of the segments,
the entire segment is replaced with an ’R’. Segments
that are different in structure and also non-essential
are differentiated from other segments by adding tick
marks to the R in their description. Figure 5 shows
the definition of the claisen condensation reaction
type in this format (Vollhardt and Schore, 2007).
Esters, the functional groups involved in claisen
condensation, comprise most of the reactant
molecules’ structure. Figure 6 shows the graphical
description of an ester. The only new notation is the
introduction of R groups. These are groups which
are not crucial to the chemical activity of the func-
tional group and can be essentially anything so long
as the non-R structures exist. To state that two R
groups need not necessarily be the same, quotation
marks are used to differentiate between different R
groups within the same functional group. In Fig-
ure 6, R’ (attached to an oxygen molecule) may not
be structurally equivalent to R (attached to the car-
bon atom).
3 Previous Work
There are currently a few well accepted methods to
predicting the results of reactions in organic chem-
istry. The two methods (sets of rules for plausible
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reactions and simulation based on quantum mechan-
ical models of the system) mentioned earlier are pre-
dominantly used methods in chemistry (Chen, 2006).
3.1 Databases
As mentioned previously, reactions in organic chem-
istry can be predicted quite accurately using ex-
perimentally determined rules. These rules tell the
chemist in general terms the requirements and steps
needed to have the reaction take place. The more
rules an organic chemist knows, the more plausible
pathways to synthesizing the end product they can
create. Most of these rules can be expressed with
three pieces of information:
1. Required structures for reaction to take place
2. Extra environment information (solvent, tem-
perature requirements, etc.)
3. Result of the reaction. This can be specified
with either or both of the following:
• How the transformation should proceed
• Resulting structure of the transformation
The first item tells the chemist what combinations
of molecules are needed for the reaction to take place
at all. Without these required structures, the reac-
tion will not take place.
The second item informs the chemist of environ-
mental requirements for the reaction to occur. Some
reactions require very low acidity and if this criteria
is not met, the reaction will not occur, or will occur,
but with differing results.
The third item informs the organic chemist of the
general output of the reaction which is crucial for
synthesis. As stated, there are two ways the chemist
can deduce the output of the reaction. If the chemist
is provided with how the reaction transforms the im-
portant molecules in the system, the products can be
predicted. If this information is supplied, perform-
ing the deductions is no longer required. It is more
important to know how the transformations proceed
rather than the output as more information about
the system is available to the chemist to make deci-
sions.
If the three pieces of information are given for each
reaction, numerous paths for the problem of syn-
thesis can be created. Generally, the more rules a
chemist knows, the stronger and more flexible the
chemist is for solving synthesis problems. Unfortu-
nately for chemists, the number of rules for synthesis
has increased dramatically. It is now to the point
that chemists cannot remember all the possible reac-
tion rules and be able to quickly recall/use the infor-
mation. Even if a chemist were able to remember all
the reaction rules, it is unlikely an individual would
be able to produce the plethora of plausible results
given a set of reactants. With the advent of comput-
ers, this burden can be shifted from the chemist to
the machine.
The rules of valid reactions can be encoded and
stored in a database. Given enough processing
power, a chemist can obtain the result of a synthesis
reaction through a query of this database. Given the
query, the machine can create a working set of possi-
ble products by applying each of the applicable rules.
If any of these products match the requested prod-
uct, the path can be returned to the chemist. Rules
can be continually applied until all plausible rules
have been exhausted. By doing this, the database
method can return the set of reactions needed to cre-
ate the product.
Similarly the problem of prediction can be solved.
Since the database stores the transformation rules
for different reactions, if the product of a reaction
is requested and the database has the rules for the
reaction in question, the database can apply the rules
and return the product.
With the database approach to synthesis, as long
as the database knows enough rules and sufficient
processing resources are provided, most variations of
the synthesis problem can be solved.
3.1.1 Analysis of Database Approach
The major advantage of a database approach for
the storage of the rules governing reactions and the
application of rules to queries approach for synthe-
sis problems is that it takes a very large burden off
the chemist allowing the chemist to focus on other
more important things. Also, the database can be
viewed as a repository for all the accepted rules of
reactions in organic chemistry with enough descrip-
tion so as to be easily understood and relearned by
another chemist.
A downside to using a database of organic chem-
istry reactions is that its size can be massive. In light
of the database’s massive size, it still may be unable
to predict the outcomes of new reactions. A chemist,
on the other hand, possesses the ability to think crit-
ically. This ability with the chemist’s chemical intu-
ition can be used to develop hypotheses concerning
original reactions.
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The database’s massive size can be the cause of an
additional problem as well. Most reaction pathways
used to solve synthesis problems involve multiple re-
actions. This causes the products of one reaction
to be the reactants of another. Since the number of
steps taken to reach the products is not specified and
each intermediate step can be viewed as a reaction
problem, the number of possible pathways increases
extremely quickly. This can cause database meth-
ods to apply heuristics to limit the number of steps
allowed (Todd, 2005).
In the simplest implementation, a database ap-
proach is unable to apply the same critical thinking
of a chemist as it lacks a notion of chemical intuition.
Since the example is a never before seen reaction, the
database is unable to make good predictions.
3.2 Quantum Mechanics
A milestone in the natural sciences was the devel-
opment of quantum mechanics. The way that scien-
tists thought about the world was completely rewrit-
ten with this new theory that better described the
smallest scales of the universe. Through systems of
equations, quantum mechanics is able to describe all
observable physical quantities of particles and sys-
tems.
By applying operators and solving the equations
associated with systems, scientists are able to ob-
tain results that very accurately match experimental
values (Repasky et al., 2002). Thus a system can
be evolved over time to give the final state of the
system. A reaction can therefore be simulated very
accurately, allowing chemists to see the results of re-
actions with great confidence in the solution. Unfor-
tunately, setting up the equations and, furthermore,
solving them quickly becomes too difficult to be done
by hand.
A set of libraries can be created to solve equations
related to simulation of reactions. With this library
and a fairly large amount of processing power, a com-
puter is able to simulate a reaction as it would occur
in a system. This allows the chemist to simply run a
job describing the reaction through a computer and
analyze the results. The problem of synthesis can be
solved with these forms of simulations. The chemist
can input the starting material into the simulator
and view the time evolution of the reactions. This
allows the chemist to look for pathways and see if
the end result is what was predicted.
3.2.1 Analysis of QM Simulation
The major benefit of solving the problem of syn-
thesis using this method is that the results generated
describe what happens in the natural world with a
high degree of precision. Unfortunately, the equa-
tions associated with even simple systems are dif-
ficult to solve on a computer within a reasonable
amount of time and a moderate amount of process-
ing power. Most synthesis problems rely on fairly
complex and large scale systems. This results in up-
wards of weeks of computation required to view the
result of a synthesis reaction. Thus, this method is
applicable when precision is far more important than
processing resources.
Though this method of synthesis prediction suffers
from computational complexity, it does have a funda-
mental advantage over the database method: it does
not rely on a set of experimentally determined rules
describing organic reactions. This method works by
relying on rules that describe particles more gener-
ally. This lower level of abstraction allows for the
prediction of unknown reactions.
4 Why investigate a new method?
As stated in Section 3.2 and Section 3.1, there
exist methods of solving organic synthesis problems
which are accurate and very precise. Each method
described though suffers from an inherent weakness
that I believe is an incorrect model of how a chemist
would approach the problem and therefore should be
reexamined.
The method described in Section 3.2 solves the
problem of organic synthesis with simulation which
requires using computationally complex functions.
In essence, methods based on simulation solve sys-
tems of equations by evolving the reaction in time to
compute the results. I believe that this method does
not correctly model how a chemist would approach
a synthesis problem. It is the case that the mathe-
matical functions used to simulate the reaction are
extremely precise, however the essence of a chemists’
intuition about the problem is lost on the computer.
The computer then becomes a fast and powerful cal-
culator.
In the case of a simple database approach (Sec-
tion 3.1), the computer is given a set of rules by
the chemist. These rules describe what a reaction
type requires to occur and how it should proceed.
The pitfall of this method is that the computer only
has information about the rules given to it. With
this idea, the computer is only able to apply known
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rules to the input, resulting in an inability to predict
the outcomes of unseen reaction types. Moreover,
the computer becomes a powerful pattern matcher.
An organic chemist can become powerful at pattern
matching as well, however the chemist is able to un-
derstand new reaction types whereas a rule based
program is unable to.
The idea behind the original project was to investi-
gate a method of solving organic synthesis problems
that more appropriately models how the chemical
intuition comes about in the chemist. Self placed
constraints were applied to satisfy my desire to have
a method of reaction prediction that is less computa-
tionally intensive than simulations but still accurate
enough for organic chemists to trust.
5 Data
A large set of sample reactions belonging to the same
reaction type is required for the method to deter-
mine the functional and inverse functional groups of
reactions. The database was not designed to mini-
mize the time to compute the functional groups of
the reactions, but rather to represent a full range
of molecules with interesting characteristics, and as
such included many larger sized molecules.
Since this method relies on a structural analysis of
molecules in each reaction, a full structural descrip-
tion of the molecules is required.
5.1 Dataset Parameters
This method was applied to a varying number of
randomly chosen sample reactions from a generated
database of approximately 1000 reactions to predict
the correct inverse functional group of one of the
product set’s molecules in each reaction within the
dataset.
5.2 Data Description
For a given reaction, a data file is associated with
it that describes the reaction. In each data file, the
format is described as follows:
Figure 7 gives the format of the input file for a
given reaction. A full description of the structure is
required for each molecule involved in the reaction.
This description is given in Figure 8. It is important
to note that the abbreviated form of element names
are used (ie, for ”Carbon”, ”C” is used).
Bonds between atoms are given in the bond sec-
tion of the molecule description. Chemically, a bond








<desc. env. molecule 1>
<desc. env. molecule 2>



















Figure 8: Molecule de-
scription
<atom 1><bond strength><atom 2>
...
where <bond strength> can be a value










Figure 9: Bond description
synthesis problem being solved, these values are in-
tegral in the range [1,3]. Higher value bonding does
occur, though usually between metals and not with
organic molecules.
When describing a bond, the connected atoms are
given along with a character denoting the strength of
the bond. Figure 9 shows the characters used to de-
note the strength of the bond. Each atom is labelled
by the element name as well as an arbitrary index
that is unique within the set of atoms of the same el-
ement. Atoms with different element types can share
the same index since their label is ultimately differ-
ent.
5.3 Data Source
Large databases of chemical reaction information
were not available to access, so a program was cre-
ated to perform, to a first approximation, the rules
based synthesis routines needed for reaction predic-
tion. Modifications were made to produce reactions
in bulk and to generate the output in the format
required for the machine learning method.
6 APPROACH 9
Since only one reaction type was investigated, the
set of rules was not extensive and allowed for the
generation of thousands of sample reactions of the
same reaction type.
6 Approach
Multiple approaches were investigated before decid-
ing on the method used. Each method provided
advantages and disadvantages, but working in very
strict constraints, many were rejected before the final
approach was selected. Each approach implemented
is described in the Appendix and explanation is given
as to why they were or were not selected for func-
tional group identification.
The methods investigated determining inverse
functional groups of reactions belonging to the same
reaction type. As stated earlier, this step is im-
portant to solving the greater problem of synthesis.
Most methods implemented attempted to solve this
problem deterministically, but the chosen method re-
lies on a large data set and the use of heuristics to
approximate the inverse functional group.
Here, the problem of finding the inverse functional
groups in a reaction can be described as finding the
“best” subgraph of a product such that it includes
the most sites of transformation when the reactions
occur. Defining “best” is somewhat subjective with-
out the introduction of some chemical knowledge,
but the basic idea is to have a tight fit around the
chosen subgroup that shows the location of the trans-
formation.
One of the desired traits of the method used was
that it should model what a person with no chemical
intuition considers when asked to solve the problem
of identifying the inverse functional groups given a
dataset of reactions. As this project is laying the
basic foundation for better methods, a rudimentary
one was investigated initially.
The method chosen attempts to mimic what a per-
son might think of when given the task of identifying
inverse functional groups without having any chem-
ical background. For clarity, this method assumes
that atoms belonging to inverse functional groups are
inherently more important than the rest of the atoms
of the molecule and that molecules contain regions
of reactivity instead of being completely reactive.
6.1 Method
The problem of inverse functional group identifica-
tion can be reduced to identifying which atoms are
important and which are not. If each atom could be
assigned a value based on its level of “importance”,
the correct atoms could be selected more easily. This
leads to the introduction of some scoring function
that defines the importance of each atom. Based on
the relative scores, atoms with high “importance”
scores could be considered as part of an inverse func-
tional group. When first looking at a set of reactions,
the more unique an atom is, the more it will stand
out. The heuristics used to define the scoring func-
tion relate to the uniqueness of the atom in question.
6.1.1 Scoring function
Two measures of “importance” are made for each
atom. One is based on the relative frequency of find-
ing the same element within the molecule and the
second is based on the uniqueness of the region sur-
rounding the atom. The “importance” of each atom
is then the sum of these two measurements.
A first idea for differentiating important atoms
from others is to look at the element types. Ele-
ments seen more often than others might lead one to
think they are somehow more important as they are
seen less often in the molecule.
To represent this thinking, the proposed method
assigns an initial score to the atom based on the rel-
ative frequency of the atom’s type(what element the
atom is). The following states more formally how
this value is calculated:
A few functions need to be defined for calcu-
lating the score associated with only the atom
element type.
elem(a : Atom)
elem returns the type of atom a is.
atoms(m : Molecule)
atoms returns a set containing all the atoms
comprising the given molecule m.
count(item : T, set : {T })
count returns the number of occurrences of
item in the given set.
Now the score associated with the atom a considering
only its properties is defined as follows:
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Molecule <: {}





Scores are represented in log space to avoid ma-
chine precision errors.
Similarly, bond strengths can vary in the molecule.
This could be used as another source for assigning
importance. An atom bonded by a stronger bond
than normally seen could be viewed as more impor-
tant than other atoms as has a more unique trait.
Extending this idea further, by looking at the
atoms connected to the central atom can be exam-
ined for to differentiate two atoms of the same type
in a molecule. This idea results in examining the
different regions the atoms each reside in. The more
unique a region looks, the more interesting the cen-
tral atom may appear. Thus something related to
the uniqueness of the location the atom in question
resides in could be an indication of importance.
Larger regions will likely have a greater impact
on the central atom as adding a single atom com-
pounds the probability of finding the region further.
This, however, seems counterintuitive as atoms far
away from the central atom should have less of an
effect on the central atom’s uniqueness. To remedy
this, some normalization of the scores based on re-
gions surrounding the atom should occur. It may
be difficult to see how much a region’s uniqueness
should impact the central atom when only consider-
ing a single molecule, so examining the regions of all
molecules being considered may give a better idea as
to the impact.
This idea is represented in the proposed method
by calculating the relative frequencies of regions of
increasing size surrounding the atom whose “impor-
tance” score is being calculated. Regions from all
molecules being examined whose sizes match are con-
sidered.
Edit distances between graphs are being avoided
as this is a costly operation for calculating the “im-
portance” scores of each atom, each region is con-
verted to a string that encapsulates all the items
that compose the region but does not encapsulate
the connectivity. Edit distances are avoided because
earlier attempts to implement methods based on edit
distances resulted in the constraints of the problem
being broken.
Each score associated with a region is normalized
by the size of the region defined by the number of
atoms composing it. Since scores are represented in
log space, this actually models an approximately ex-
ponential drop-off in score effect due to an increasing
size of region. Regions of all size are considered in
this part of the calculation for thoroughness. A more
formal definition of this calculation is described be-
low. First a few functions need to be defined:
region(a : Atom, s : Int)
region returns a graph composed of all the
atoms at most s bonds away from a
all regions(s : Int)
all regions returns a Map containing regions
of size s from all molecules being examined as
keys, and the count of each region as a value
total count(map : Map <? ⇒ Int >)
total count returns the sum of all the values in
map
The score associated with looking at regions sur-
rounding the atom is calculated as follows:
Sr(a) = 0
for(size in {1. . . |atoms(m)|}):
c = all regions(size)[region(a, size)]
reg sz = |atoms(region(a, size))|









Unlike Sr(a), Sm(a) is already represented in log
space. This was done to make the equation more
readable. The score, S, assigned to the atom a is
then the sum of Sr(a) and Sm(a).
S(a) = Sr(a) + Sm(a)
The proposed method only defines these two
heuristics for calculating the score associated with
each atom. After the scores have been calculated for
all the atoms in a molecule, a threshold is applied to
determine which atoms are of great enough impor-
tance to be considered part of the inverse functional
group.
Once the scores have been assigned to each atom
in the molecules, a simple threshold is applied to
choose the atoms that should belong to the func-
tional group. This threshold, T, is based on the mean
score calculated and the relative spread of the scores.
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Incorporating the deviation of the data allows for the
removal of data effects such as having a large cluster
of atoms with low “importance” scores affecting the
data.
All atoms having an “importance” score lower
than the threshold are estimated to be part of a
functional group of the molecule. Since the scores
are related to probabilities of different groups in the
molecule and are in the log space, a higher “impor-
tance” score implies having a lower related probabil-
ity which implies a more negative score. Therefore,
atoms are considered part of a functional group if
they are below the threshold. The threshold can be
adjusted by setting a value f which tells the method
how many standard deviations away from the mean
the threshold should be set. A more formal descrip-
tion of the application of the use of the threshold
for a given molecule is described below. First a few
functions need to be defined:
score(a : Atom)
score returns the calculated “importance”
score for a
mean score = the average score of all atoms
comprising the molecule m
std score = the standard deviation of the scores
of all atoms comprising m
f = a factor used to adjust the threshold
T = mean score − (f ∗ std score)
the threshold of the program
func atoms = {}
(will eventually contain all atoms
predicted to belong to a functional group)
The application of the threshold can now be de-
fined as follows:
for(a in atoms(m)):
if(score(a) ≤ T )
func atoms = func atoms ∪ {a}
At the end of this process, all the atoms pre-
dicted to belong to functional groups are in the
set func atoms. Though this method implies that
multiple functional groups can be found within a
molecule which is allowed in chemistry. However,
this problem is only concerned with finding one such
group and thus the set of atoms connected to the
most unique atom is considered the actual inverse
functional group of the reaction.
Figure 10: Sample product set
6.1.2 Example
Figure 10 shows a sample set of products belonging
to separate reactions. The calculation of the “impor-
tance” score associated with one of the atoms will be
calculated to show how the scoring function works.
To make things simpler, hydrogens will be ignored in
this example.
Firstly, the score for the atom C1 will be calcu-
lated. The first step in assigning an “importance”
score to C1 is to calculate the relative frequency of













Now the score based on the region surrounding C1
will be calculated. Unfortunately, this is more diffi-
cult to depict graphically, so a table will be created
to show the calculation of Sr(C1)
size reg size c num reg score
term
1 4 4 5 log(4
5
)/4
2 6 1 2 log(1
2
)/6
3 8 2 2 log(2
2
)/8
4 8 4 4 log(4
4
)/8
5 8 8 8 log(8
8
)/8
6 8 8 8 log(8
8
)/8
7 8 8 8 log(8
8
)/8




To help identify which groups are being selected
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for each iteration, the following table was created:
size set of atoms chosen for region
1 {C1, C2, O2, C5}
2 {C1, C2, O2, C5, C6, C3}
3 {C1, C2, O2, C5, C6, C3, C4, O1}
4 {C1, C2, O2, C5, C6, C3, C4, O1}
5 {C1, C2, O2, C5, C6, C3, C4, O1}
6 {C1, C2, O2, C5, C6, C3, C4, O1}
7 {C1, C2, O2, C5, C6, C3, C4, O1}
8 {C1, C2, O2, C5, C6, C3, C4, O1}
Now that both Sr(C1) and Sm(C1)have been cal-
culated, the final score assigned to atom C1 is:




The best metric for evaluating this method on deter-
mining the functional groups of molecules is to cal-
culate the edit distance between the predicted func-
tional group and the actual functional group. As
stated earlier, this is an expensive process. There-
fore, a few metrics were used to determine the quality
of the method. Both a quantitative and qualitative
metric were used. The quantitative metric gives a
measurable result that can be used to compare dif-
ferent methods and the qualitative metric gives the
scientist an idea of the shortcomings of the method.
7.1 Quantitative Metric
The quantitative metric compared the number of
types of atoms and bonds in the actual functional
group to the predicted functional group. Connec-
tivity was not examined as that would result in an
inexact subgraph matching problem.
An edit distance (ED) score is assigned to each
of the predicted functional groups for the reactions
in the dataset. The edit distance is calculated from
the predicted inverse functional group to the known
actual inverse functional group and is based on the
count of each type of item comprising the actual
functional group. Any discrepancy in the number
of a certain type (be it bond type or atom type) is
added to the edit distance for the predicted group.
The final ED for the predicted functional group is
the sum of the discrepancies for each type.
The tests run used 9 systematically chosen
molecules and 100 randomly chosen molecules. The

























systematically chosen test was performed to see how
the method reacts given a set of reactions that are
all built upon one another. Tests with randomly cho-
sen reactions were performed to show the method’s
performance under real circumstances.
The baseline mentioned in Figure 11 was chosen
to give an upper bound on the maximum edit dis-
tance possible for the method. The baseline shows
the average ED for the dataset if the method had
chosen every atom within each molecule as part of
the predicted functional group.
Based on the results summarized in Figure 11, the
predicted functional group is off by at most the num-
ber of edits required to make the functional group.
This metric suffers from not expressing how equiv-
alent the structures of the functional groups are. If
the method predicts an extra atom belonging to the
functional group, the edit distance increases by two
because an extra bond is needed to connect the atom.
In this fashion, the quantitative metric can be mis-
leading at times.
Based on the baseline chosen, the method’s pre-
cision in choosing the correct functional group is
low. Since the metric only shows the ED from the
predicted functional group to the actual functional
group, a predicted functional group could either be
larger or smaller than the actual functional group
and the result would be the same. With this infor-
mation as well as the baseline values, the method
appears to have large imprecisions in the prediction.
It appears that as the number of reactions increase,
the method finds an optimum data set size. A max-
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imum of 500 random reactions were tested because
this was half the dataset. The result seems a bit wor-
risome in that it appears that more data can help
find a better result, but too much data can have an
adverse effect as well. One reason for this could be
that the larger dataset increases the number of sim-
ilar regions within the molecules, reducing the effect
of the region based portion of the score. If this is
true, it would be a good indication that the heuristics
defined are not enough to model chemical intuition
correctly.
Each test was run and timed to express some mea-
sure of the viability for using the method as a basis
for solving the larger prediction problem. For 100
random reactions, the test took 3.5 minutes to finish
and for 200 random reactions, 7 minutes were taken
to complete, and 500 random reactions took 15 min-
utes to complete. Since the dataset was not designed
to be biased towards the smaller sized molecules, but
was designed to cover a range of molecular sizes,
these timing results show that the proposed method
does have promise when considering resource use. If
better heuristics are implemented and the computa-
tion time stays near these, then I believe the goal of
solving prediction problems using more representa-
tive methods of intuition is reachable.
The threshold chosen for accepting atoms as a part
of a functional group was chosen for this project to be
0.8 standard deviations below the average. This was
done prior to running a rigorous test to determine
the optimal threshold.
Figure 12: Threshold effect on Average ED
A test was performed to determine what the opti-
mum number of standard deviations away from the
mean the threshold should be set at to result in the
most accurate results. Tests involving 100 and 200
reactions were performed while varying the thresh-
old and the effect on the average edit distance was
recorded.
The threshold values varied from 0-1.25. 1.25 stan-
dard deviations was chosen as a stopping point as
this stated that only atoms with “importance” scores
greater than 90% of the data would be included in
the predicted functional group. Figure 12 summa-
rizes the results of this test.
It has been stated that the quantitative metric
does not express information regarding the connec-
tivity of the predicted group. To get a better gauge
for the structural similarity of the functional groups,
the qualitative measurement is used. This is more
useful for determining how appropriate the method
is to the problem as it depicts structural differences.
7.2 Qualitative results
The quantitative metric compares two methods of
functional group identification, however it does not
express structurally how close the prediction method
came determining the correct functional group. For
that, images were created to see the predicted func-
tional groups and compare them to the actual func-
tional group.
Figure 13 and Figure 14 show examples of pre-
dicted inverse functional groups determined by the
method outlined in this paper. To understand the
images, the colors and labels need to be explained.
Each atom represents a node in the graphics and
its filled color indicates what element its type is. An
atom of type carbon is black, oxygen is red, and hy-
drogen is white. The label associated with each atom
gives the atom’s molecular label as well as its group
number. The molecular label is used to distinguish
between atoms of the same type, and the group num-
ber is used to show varying levels of “importance” of
the atoms. The assignment of group numbers is not
deterministic in nature which causes the colors of the
predicted functional groups in the images to differ.
Bonds are depicted as edges in the images. The
strength of the bond is depicted by the number of
edges connecting the two atoms together. If the two
connected atoms share the same group number, the
bond shares the same group color. If they differ, then
the color of the bond is black.
In these images, the functional group determined
by the method connected by magenta bonds in Fig-
ure 13 and by yellow bonds in Figure 14.
Based on qualitative results, the proposed method
still has problems isolating the correct single func-
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Figure 13: Actual functional group circled in
molecule whose predicted functional group is ma-
genta colored
Figure 14: Sample molecule with predicted func-
tional group highlighted in yellow
tional group. Figure 14 shows that the heuristics can
fail by not selecting the oxygen molecules as part of
the functional group.
A database approach to solving the problem of pre-
diction was implemented to generate the dataset for
this project. If this were modified instead to produce
the inverse functional group of a given reaction, the
results would show an exact matching to the actual
functional group. This, however is misleading as the
database already stores the functional groups of the
reaction as well as the transformation that occurs.
Therefore, the database simply needs to track the
atoms through the reaction and then return the con-
nected result.
The proposed method performs poorly in compari-
son as it must determine the inverse functional group
without having knowledge of how the atoms in the
reactants match to those in the product.
8 Future Work
This paper focuses on identification of the functional
and inverse functional groups of the reaction type. A
simple set of heuristics is used to solve this problem,
but based on the results it still suffers from problems.
A future step would be to investigate better ideas
to incorporate to the heuristic model and compare
results.
As stated earlier, this problem is crucial to solv-
ing prediction problems in organic chemistry. A next
step could be to build on the accomplishments in this
paper and examine how best to identify the transfor-
mation rules of a reaction type.
After this step is done, two approaches can be
taken. Either solving larger synthesis problems can
be explored, or different reaction types can be in-
cluded in the dataset. By attempting the former,
the original goal of the project can be accomplished,
whereas the latter could involve investigating meth-
ods to estimate which reactions belong to the same
reaction type.
9 Conclusion
Applying a simple heuristic to identify the functional
groups of molecules is a first step in modeling how a
person might initially attempt to solve the problem.
Without any chemical information being provided,
it is difficult to identify the functional groups of the
reaction type by simply examining structures of the
molecules involved.
The results of this project show that the simple
heuristics applied to this problem are not adequate
enough to correctly identify the functional group of
a specific reaction type.
Even though the proposed method does not accu-
rately predict the functional groups of the reaction
type, it does model some instinctive thinking pro-
cesses a person might go through when given the
same problem.
10 Appendix
The following section describes all the methods im-
plemented and rejected before choosing the final
method for solving this problem.
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The initial approach to solving this problem was to
identify where the reactant molecules best fit on the
products. If the largest groups were placed on top
of the product molecules, the outline of the mapped
group would highlight where important subgroups
occur.
To correctly implement this idea, the problem of
subgraph isomorphism needed to be solved efficiently
due to the large number of matches that needed to
be performed. The code base used for this project
did not include a subgraph isomorphism routine and
therefore one had to be implemented from scratch.
The approaches mentioned below were all methods
implemented to efficiently solve the problem of sub-
graph isomorphism. Unfortunately, due to the effi-
ciency of the implementations, many of the methods
attempted were not viable candidates.
Most subgraph isomorphism algorithms are gener-
ally efficient and only become intractable with spe-
cific graph structures. These algorithms do come
with some graph packages, but as stated earlier the
one chosen for this project did not come with a
packaged algorithm. The methods implemented all
showed signs of intractability
10.1 Brute force
Since the time and space limitations had yet to be
tested, a simple brute force approach was imple-
mented (16t, 2002) to test whether it was necessary
to worry about the space and time constraints for
this problem. Two sample molecules were created,
one with 13 atoms and the other with 19 atoms. The
brute force method was then applied to the inputs
and a result was achieved within 7 minutes of com-
putation.
Unfortunately, this was the result of performing
just one subgraph isomorphism. Since the matching
had to be done on every reaction in the dataset, the
only way to get a solution that fit the constraints
would be to either use a very small data set ( 10
reactions) or use much smaller molecules in the reac-
tion. When this method was implemented, the idea
was to use a larger dataset of hundreds of reactions
to perform the functional group identification which
caused the method to be rejected.
Using smaller molecules in the reactions is not
practical as the actual functional groups themselves
comprise 6-7 atoms each. So to make the method fea-
sible for the problem, molecules that essentially had
no information could only be considered, causing the
problem to lose its interest value.
10.2 Error tolerant decomposition
An error tolerant method for inexact matching based
on decomposing the graphs to be matched and later
recombining was implemented (Messmer and Bunke,
1998). This method decomposes the input graph into
its smallest elements and the model graph into a set
of unique subgraphs. After this has been done, the
units of the input graph are combined together tak-
ing note of the errors for the partial subgraph match.
By recombining larger and larger subgraphs and re-
membering the errors associated with the recombi-
nations, the best subgraph matching can be found.
The function used to divide the model graph was
chosen to split each subgraph into smaller subgraphs
approximately half the size of the original subgraph.
This was done as a first approximation for testing.
This method was implemented and tested on an in-
put graph of size 12 atoms with a model graph of 18
atoms. The matching was started, but after 7 min-
utes of computation and seeing that the method had
only found the best match for a graph half the size of
the original input graph, the method was abandoned
as being to time intensive and not a viable method
for this problem.
10.3 Canonicalization
The major setback to the previously described at-
tempts is they all are time intensive. A canonical-
ization approach was implemented (Owolabi, 1988)
next in hopes that by canonicalizing the molecules
in the dataset, features could be efficiently extracted
and searched for.
Figure 15: Canonicalization test molecule
Figure 15 shows the molecular structure used to
test the canonicalization method. The canonicaliza-
tion method was tested on this molecule and checked
against the results given in (Owolabi, 1988). When
the labels associated with the atoms of the same
type (such as the carbon atoms in the molecule) were
swapped, but the structure was kept the same, the
canonicalization matrices did not match. The prob-
lem arose because the rules that define how to make
the canonicalization matrix still have some inherent
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preference for the label. Even though the paper at-
tempts to remove this, it is believed the issue still
exists and this causes the error.
Because the method did not correctly canonical-
ize two structurally equivalent molecules, the method
was abandoned.
10.4 Word Segmentation
The previous methods attempted to determine the
best match of reactants to products using determin-
istic techniques. Because the previous methods were
all too resource or time intensive, an approach re-
lated to machine learning was investigated in hopes
that it would alleviate some of the resource require-
ments.
The problem of functional group identification was
thought to be analogous to the problem of word seg-
mentation. Molecules were considered analogous to
words and the functional group would be an impor-
tant segment of the molecule. A method based on
word segmentation was implemented with modifica-
tions appropriate to the current problem (Goldwater,
2007).
The main assumption with this method was that
molecules from different reactions containing the
same set of functional groups were able to be iden-
tified. Since the functional groups need to be found
in all reactions, the functional group should be seen
very often. The idea was to find the correct seg-
mentation, based on probabilities, that correctly seg-
ments the molecule into functional group and non-
functional group segments. A description of the
method follows:
A set was created containing products of the
separate reactions that shared the same set of
functional groups. At this point, the functional
groups were not known, it was just known that
the products shared the same set of them. Using
this set for information, another set S0 was created
by randomly segmenting each of the products
in the source set; S0 is the resulting set of seg-
mentations. In clearer terms, S0 is defined as follows:
rx = reaction x reactant having functional group y
Ss = {r1, r2, r3, . . .}
segx = segmentation of reactant x in Ss
sx = {seg1, seg2, seg3, . . .}
S0 = {s1, s2, s3, . . .}
Beginning with S0, the probability of each segment
was calculated. The probability for a segment be-






Porig was stored for each segment in S0 and corre-
sponds to the probability associated with that partic-
ular segment. For each pair of segments in s1 neigh-
boring each other in the unsegmented molecule, the
probability of a new segment created by merging the
two was calculated. If this new probability is greater
than the sum of the individual Porig values for the
two segments, in the next iteration of the method,
the pair of segments will be replaced by the newly
merged segment.
The idea behind this is that the two separate seg-
ments could be parts of an overall group. If so, then
by joining them the probability of finding the now
larger segment would be increased and a larger por-
tion of the actual group, be it functional or not,
would be covered. Segments belonging to different
groups, when joined together, were thought to show
a decrease in the merged probability as the func-
tional group is the only guaranteed group to exist
across reactions.
The merging process was continually iterated until
no changes in the segmentations were made.
This method failed because it suffered from a prob-
lem of clustering. Since the rules only allow for
merges and not for the re-splitting of segments, seg-
mentation boundaries can only disappear and are un-
able to reposition. Neighboring segments can either
stay separate as they originally were, or join together
to form a larger segment. This resulted in large
segments encompassing the original segment used to
seed this method.
Another downside to this method is that since
molecules are generally connected by carbon atoms,
the method had difficulties in determining that car-
bon atoms connecting the functional group to the less
important segments of the molecule are not impor-
tant. This resulted in the final segmentations sur-
rounding whatever the simplest molecule being ex-
amined was.
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