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Lagrangian transport structures for three-dimensional and time-dependent fluid flows are of great
interest in numerous applications, particularly for geophysical or oceanic flows. In such flows,
chaotic transport and mixing can play important environmental and ecological roles, for examples
in pollution spills or plankton migration. In such flows, where simulations or observations are
typically available only over a short time, understanding the difference between short-time and long-
time transport structures is critical. In this paper, we use a set of classical (i.e. Poincare´ section,
Lyapunov exponent) and alternative (i.e. finite time Lyapunov exponent, Lagrangian coherent
structures) tools from dynamical systems theory that analyze chaotic transport both qualitatively
and quantitatively. With this set of tools we are able to reveal, identify and highlight differences
between short- and long-time transport structures inside a flow composed of a primary horizontal
contra-rotating vortex chain, small lateral oscillations and a weak Ekman pumping. The difference is
mainly the existence of regular or extremely slowly developing chaotic regions that are only present
at short time.
PACS numbers: 47.51.+a, 47.52.+j, 47.61.Ne
INTRODUCTION
Even if turbulence is not present in laminar flows,
scalar transport in such systems can be very rich and
complex. In particular, it is well known that in such
systems, transport through successive mechanisms of
stretching and folding of material lines in multiple di-
rections may occur. For the past three decades, the
kinematics viewpoint of fluid transport, i.e. the behav-
ior of advected/passive particle trajectories, has received
much attention[2]. The generation of Lagrangian chaotic
transport in a small Reynolds number flow is generally
achieved by adding at least one degree of freedom to a
two dimensional incompressible base flow. Such degrees
of freedom often take the form of a weak time depen-
dence [18, 22, 28, 29] and/or weak dependence on the
third dimension [4, 13].
The most general approach along these lines is to con-
sider an incompressible three dimensional flow, the su-
perposition of a two dimensional integrable flow V (x, y)
and a small three dimensional unsteady perturbation
0V (x, y, t)+1V (x, y, z), 0 ≤ 0,1  1. If the perturbed
flow is unsteady and two-dimensional (0 6= 0, 1 = 0), or
steady and three-dimensional (0 = 0, 1 6= 0), the kine-
matic behavior and Lagrangian transport structure are
well known and established, with notably the existence of
two-dimensional Kolmogorov Arnold Moser (KAM) tori
acting as barrier to transport.
If the perturbed flow is composed of both an unsteady
two dimensional and a steady three-dimensional pertur-
bation (0 6= 0, 1 6= 0), the situation is more complex
with no theory still completely established yet. Depend-
ing on the number of fast (i.e. action) and slow (i.e. an-
gle) variables that are necessary to described the system,
the kinematic behavior, and consequently the Lagrangian
transport structure, can be very different.
On the one hand, in flows described by one slow and
two fast variables, action-angle-angle flows, the kinematic
and Lagrangian space structure is similar to the sim-
pler case (i.e. unsteady two dimensional or steady three-
dimensional) with the presence of KAM-like regular tori
acting as an impermeable barrier to transport. On the
other hand, in action-action-angle flows, Arnold-like dif-
fusion may appear, enabling essentially complete mixing
via resonance phenomena.
These action-action-angle flows have an important
place in the studies of Lagrangian transport. Indeed,
such flows arise frequently in small (e.g. microfluidic de-
vices) and large (e.g. geophysical or oceanic flows) scales
where geometric symmetries severely constrain the flow
structure, leading to the apparition of multiple flow ac-
tions.
While many previous works have focus on describing,
both qualitatively [5–7, 23] and quantitatively [21, 32–
34], the long-time transport structure of these perturbed
action-action-angle flows, we turn our attention to the
short-time behavior. One motivation is that studying
the long-time behavior of the system requires knowing
or modeling the system over long times, which is not
always possible or physically realistic. For example in
oceanic flows simulations or observations are typically
available only during a short time. Specifically, we seek to
characterize and identify the transport structures present
at short time with the help of alternative tools.
This paper is organized as follows. The physical model,
as well as its assumptions and corresponding dynamical
system, are first described. Then the different transport
characteristics possible in this system are summarized.
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2The Lagrangian structures at long time via Poincare´
sections and infinite time Lyapunov exponent maps are
shown. Finally, we present both qualitatively and quan-
titatively, the evidence of hidden transport structures
present only at short time. Then these short time trans-
port structures are revealed and clearly identified as La-
grangian coherent structures.
TOY MODEL
Apparatus
We consider the same magneto-hydrodynamic (MHD)
flow system as Solomon and Gollub (see Fig. 1). An elec-
tric current passes through a thin layer of an electrolytic
solution (salt water or dilute H2S04) contained in a rect-
angular channel. The current interacts with the magnetic
field produced by a series of magnets of alternating po-
larity embedded into the bottom wall, resulting in a pe-
riodic array of vortices separated by separatrices directly
above the centers of the magnets. Time-dependent forc-
ing is introduced in the system by displacing the fluid
slowly back and forth across the magnets with the use of
a plunger. Typical frequencies of the forcing are around
0.050 Hz, corresponding to a period significantly longer
than the viscous time scale (of the order of 4 Hz).
Flow
Such an apparatus produces a flow composed of a pri-
mary horizontal alternating vortex chain (produced by
the electromagnets), small lateral oscillations (created by
the plunger) and a weak vertical secondary flow (gener-
ated by Ekman pumping). The features of the flow in
Fig. 1, i.e. the crisscrossing of swirling rolls and time-
dependent oscillations, are generic features in chaotic
mixing problems and are present in many flows, no-
tably in the ocean. A two-dimensional pair of contra-
rotating swirling rolls is often used to model oceanic dou-
ble gyres produced by the wind over the ocean’s surface
[1, 14, 16, 25, 26, 35], while the addition of a time de-
pendent forcing and a vertical velocity can be justified
to simulate wind variations or tidal effects and Ekman
pumping present near fronts or induced by night convec-
tion [17]. Critically, a simple analytical expression for
the velocity field has been experimentally verified using
a relatively easy to build small-scale apparatus.
Velocity field
We start from the Eulerian velocity field V = (u, v, w)
and consider the particle path equations
u =dxdt= − cos(x+ 0 sinωt) sin y + 1 sin(2x+ 20 sinωt) sin z,(1)
v = dydt= sin(x+ 0 sinωt) cos y + 1 sin(2y) sin z, (2)
w = dzdt= 21 cos z[cos(2x+ 20 sinωt) + cos(2y)], (3)
where ω, 0 and 1 stand for the base oscillation’s fre-
quency, its amplitude and the Ekman pumping strength,
respectively.
The resulting velocity field and contour levels of the
velocity magnitude in a generic cell for the three dimen-
sional time-dependent case (i.e. 0 6= 0 and 1 6= 0) are
represented in Fig. 2(a–c). Figures 2 illustrates how, in-
side a cell, the vortex pair is horizontally pushed forward
and backward in time by the action of the plunger and
how this two contra-rotating rolls structure is perturbed
in third dimension by the vertical Ekman pumping.
TIME SCALES AND TRANSPORT
CHARACTERISTICS AS A FUNCTION OF
PARAMETERS
Non-chaotic case
The steady two-dimensional case, corresponding to
0,1 = 0, i.e. without periodic forcing and Ekman pump-
ing, is characterized by two invariants (time-independent
quantities), the stream function ψ0 = sinx sin y ∈ [−1, 1]
and the vertical position z ∈ [−pi/2, pi/2]. The stream-
lines of the non-chaotic case are curves of constant ψ and
z. The flow consists of a series of periodic cells, each cell
consisting of two side-by-side recirculating rolls rotating
in opposite directions as represented in Fig. 3. Within a
generic cell, pathlines are organized into two sets of closed
lines around a vertical line of degenerated elliptic fixed
points, located at (x = −pi, y = 0) and (x = 0, y = 0).
In addition, heteroclinic pathlines, connect degenerated
hyperbolic fixed points located vertically on the cor-
ners of a generic half-cell, i.e. (x = −3pi/2, y = ±pi/2),
(x = −pi, y = ±pi/2), (x = pi/2, y = ±pi/2) (see Fig. 3).
The frequency of motion on a streamline is given by
pi
Ω(ψ)
=
∫ xmax
−pi/2
dx√
cos2 x− ψ2 ,
with xmax = 1/ cosψ (see Ref. [34] for more details). On
every streamline we introduce a uniform phase χ mod 2pi
such that χ = 0 on the ex − ez plane and χ˙ = Ω (ψ).
With this uniform phase, the non-chaotic flow can be
described by using the variables (ψ, z, χ) instead of the
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FIG. 1: a) Sketch of the experimental device. A long channel characterized by a chain of electromagnets embedded
into the floor with an oscillating plunger attached to one of the sides. b) Fluid flow: the base flow (blue) is a chain
of alternating horizontal vortices; a weak perturbative flow (red) is generated naturally by Ekman pumping, which
draws fluid inward along the bottom of the vortices and up the vortex centers.
(a) (b) (c) 
FIG. 2: a–c) Velocity field and contour levels of the velocity intensity inside a generic cell for the three-dimensional
time dependent case at time t = pi/2ω, piω, 3pi/4ω.
Cartesian coordinates (x, y, z), with
ψ˙ = 0,
z˙ = 0,
χ˙ = Ω(ψ).
Such a system is generally classified as action-action-
angle, where the two invariants ψ and z are the two ac-
tions (constant quantities) and χ is the angle (oscillating
quantity).
Two-dimensional chaotic case
The slightly unsteady two-dimensional case, corre-
sponding to 0 < 0  1 and 1 = 0 is characterized by
the evolution of a slow variable (perturbed action) and
a fast variable (perturbed angle). The dynamical system
expressed in the variables (ψ, z, χ) becomes
ψ˙ = 0 sinωt G0 (ψ, χ) ,
z˙ = 0,
χ˙ = Ω(ψ) + 0I0 (ψ, χ) ,
4FIG. 3: Streamlines in the integrable case 0,1 = 0,
degenerate elliptic points (bold points) and hyperbolic
points (bold crosses).
where G0 (ψ, χ) = sin 2y and I0 is 2pi periodic in χ. The
time perturbation enables the addition of a degree of
freedom to the system, making the apparition of chaotic
transport possible. In such perturbed cases, the phase
space (real space in this case) dynamics is generally char-
acterized by a mixed structure: a regular region in the
center of the half-cells and a chaotic region around and
between them, as shown in Fig. 4. Tracer particles within
the vortices (localized around the position of the elliptic
fixed points present in the non-chaotic case) remain con-
fined there without being diffused to the other cells, while
those in the chaotic sea (localized around the position of
the heteroclinic orbits present in the steady case) dif-
fuse to the other cells through chaotic transport. Such
a structure is relatively simple and well understood with
the Kolmogorov [12], Arnold [3] and Moser [20] (K.A.M.)
theory. Indeed, the KAM theorem precisely identifies
which invariant quasi-periodic tori (acting as imperme-
able barriers to transport) are simply deformed and sur-
vive under the action of a weakly nonlinear perturbation
from the tori which get destroyed and subsequently be-
come chaotic.
FIG. 4: Poincare´ section for the two-dimensional
chaotic case with 0 = 0.10, 1 = 0 and ω = 2.00.
Three-dimensional chaotic case
The addition of even a small perturbation in the third
dimension can make the structure of the flow much more
complex. The number of slow variables and equivalently
the number of time scales is crucial for the transport
characteristics. When 0 < 0,1  1 one has an action-
action-angle perturbed system, i.e. a system described by
two slow variables and one fast variable:
ψ˙ = 0 sinωt G0 (ψ, χ)− 21 sin z ψ G1 (ψ, χ) ,
z˙ = 21 cos z H (ψ, χ) ,
χ˙ = Ω(ψ) + 0I0 (ψ, χ) + 1I1 (ψ, z, χ) ,
where H (ψ, χ) = cos 2y + cos 2y, G1 (ψ, χ) = sin
2 x +
sin2 y and I1 is 2pi periodic in χ.
In such cases, behavior such as diffusion [5–7, 19, 23,
32–34] are present and may generate complete chaotic
mixing at very long times, unlike action-angle-angle per-
turbed flows in which surviving KAM-like regular tori act
as barrier to transport. In oceanography, understanding
how the effect of a component in the third dimension,
which is small and present only during a relatively short
time, can influence the transport is of crucial importance.
Consequently, we focus on the difference between short-
and long-time transport structures in the weakly three-
dimensional perturbed case, i.e. 0 < 0  1  1.
5LONG-TIME TRANSPORT STRUCTURES
Qualitative observations
The classical approach in dynamical systems theory
consists of studying the long time qualitative behavior of
all possible trajectories. We do this first by using one
of the most common tools, Poincare´ sections. Figures 5
displays the double Poincare´ sections (or Liouvillian sec-
tions, i.e. two-dimensional projections, using a combina-
tion of a stroboscopic map and a plane section) of the
unsteady three dimensional flow (see Eqs. 1-3). Specifi-
cally, the Liouvillian sections considered here are the in-
tersections of the trajectories at every period 2pi/ω with
the planes z = npi/6, where n = −2,−1, 0, 1, 2.
Each generic cell consists of a chaotic mixing region cov-
ering practically the whole space. At this long time (more
than 1000 periods have been computed) the trajectories
seem to wander chaotically everywhere throughout the
space without any apparent structure.
FIG. 5: Horizontal double Poincare´ sections (or
Liouvillian sections) along the vertical axis for a single
trajectory with parameter values 0 = 0.100, 1 = 0.008
and ω = 2.000.
Quantitative observations
In order to gain further insight into the long-time
transport structures within the channel, we compute the
Lyapunov exponents map. The technique consists of as-
sociating a Lyapunov exponent λ with an initial condi-
tion X0 = (x0, y0, t = 0).
First, we consider the time evolution of the Jacobian
J t (x, y) given by the tangent flow and the matrix of vari-
ations ∇Vλ as
dJ t
dt
=∇Vλ (x, y, t) J t, (4)
where J0 = I is the two-dimensional identity matrix.
The Lyapunov map is then defined as
λ (X0) = lim
τ→+∞
1
τ
ln |γmax (X0)| , (5)
where γmax is the largest eigenvalue (in norm) of the
Jacobian Jτ .
The Lyapunov map X0 → λ (X0) allows us to
distinguish between the initial conditions leading to
the presence of regular (non-mixing) islands, i.e. re-
gions associated with zero Lyapunov exponent values,
and the initial conditions leading to chaotic mixing
characterized by positive Lyapunov exponent value.
The structures in phase space are then easily identified
and the relative sizes of the regular (non-mixing)
islands determined. This tool can be used to deter-
mine not only the phase space structures, but also
quantify the degree of the mixing produced. A large
Lyapunov exponent indicates strong stretching and
folding, which is the archetypal mechanism of chaotic
mixing. Due to the symmetry of the system, the
domain of the Lyapunov exponent map reported be-
low has been chosen as a periodic cell of the channel,
i.e. {−3pi/2 < x < pi/2,−pi/2 < y < pi/2,−pi/2 < z < pi/2}.
Figure 6 shows horizontal sections of the Lyapunov field
at long time for parameter values 0 = 0.10, 1 = 0.08
and ω = 2.00. It is clear that in Fig. 6, the chaotic
transport is extremely well spread throughout the all
cell space with a near-uniform distribution of the chaos
intensity.
SHORT-TIME TRANSPORT STRUCTURES
Short-time transport structure effects
Qualitative observations
First, we look at the transport behavior at short time
by simply computing the time evolution of advected par-
ticles carried by the velocity field (see Eqs. 1-3). Figure 7
shows how two sets of advected particles, each initially
concentrated at the center of the two half-cells, are trans-
ported during few hundreds of the forcing period ω. It is
clear that depending on the location inside the cell, par-
ticles seem to be transported either regularly or chaoti-
cally, in contrast with the widespread chaotic transport
6λ
FIG. 6: Lyapunov exponent field on the planes
z = npi/6, with n = −2,−1, 0, 1, 2.
present at long time. The particles stay confined around
the vertical axis and are regularly spread out near the
top wall without displaying any sign of sensitivity to ini-
tial condition. However, near and along the vertical walls
of the half-cell, the particles are heavily deformed by a
mechanism of successive stretching and folding.
Quantitative observations
The results from Sec. seem in contradiction with
those presented here, depicting Poincare´ sections and
Lyapunov field implying a well spread-out chaotic trans-
port throughout the fluid domain (see Figs. 5-6). In order
to gain more insight into this apparent contradiction, we
have decided to quantify both the vertical and horizontal
chaotic transport.
A good way to quantify the degree of mixing or chaotic
transport as a function of spatial location is by deter-
mining the mixing index M through the box counting
method (see Ref. [30]). This technique offers the advan-
tage of being relatively easy to implement, fast and rather
cheap in computing power. For this, we follow Np ad-
vected particles and divide the domain into Nx×Ny×Nz
boxes or cells. At each time, the number of particles ni is
computed in each box, and from this the fraction of the
total number of particles, or particle rate ri. Given the
number of particles ni inside each box i, the computation
is performed as follows.
ri =
ni
np
if ni < np, (6)
ri = 1 if ni ≥ np,
where np is the average number of advected particles,
i.e. np = Np/(NxNyNz). After computing the fraction
of particles in each box and at each time t, the time evo-
lution of the mixing index M(t) is calculated by taking
the average over all the boxes, i.e.
M(t) =
1
NxNyNz
NxNyNz∑
i=1
ri(t).
A mixing index converging towards zero
(limt→+∞M(t) = 0) indicates an extremely weak
mixing process, while a mixing index converging towards
one (limt→+∞M(t) = 1) corresponds to a perfect mixing
process. Figures 8 illustrates the mixing index M in the
horizontal (i.e. Nx × Ny × Nz = 3200 × 3200 × 1) and
vertical (i.e. Nx ×Ny ×Nz = 3200× 1× 3200) direction
versus the time t expressed in terms of the number of
periods T = 2pi/ω and versus the vertical flow strength
1.
The time evolution of M both for the horizontal and
vertical transport shows a very interesting behavior. M
starts from a very small value then increases in an os-
cillatory fashion (instead of increasing monotonously) to
reach, at longer time, a plateau at M = 1 indicating
complete mixing. Such a behavior is in perfect accor-
dance with the results seen up to here. The fact that the
mixing index of both the vertical and horizontal mixing
reaches at long time (i.e. t > 600pi/ω) the limit M = 1
corroborates the qualitative (Poincare´ sections in Fig. 5)
and quantitative (Lyapunov exponent field in Fig. 6) re-
sults showing that the long-time chaotic transport is com-
plete. More importantly, the mixing index oscillations
present at short times (representing alternations between
horizontal and vertical chaotic transport) clearly reveal
specific structures at short times. The effects of these
short-time structure is qualitatively observed through the
time evolution of dense sets of advected particles that
are transported regularly near the horizontal walls and
chaotically near the vertical walls.
Figure 8 shows also that as 1 (i.e. the vertical flow
strength) is increased, the amplitude of these oscillations
diminish and vanish around 1 ≈ 0.1 = 0. Such re-
sults, clearly indicate that this specific short-time struc-
ture is present only when the vertical flow is weak, i.e.
1 < 0 and appears as some kind of remnant of the two-
dimensional time dependent system 1 = 0 (see Fig. 4).
Now that we have seen that the presence of a short
time structure characterized by the combination of regu-
lar transport (around the vertical axis and near the hor-
izontal walls) and chaotic transport (near the vertical
walls of the half-cell), the next task is to reveal and iden-
tify these structures.
7(a) (b) (c) 
FIG. 7: Dynamics of two sets of 100, 000 advected particles at time t = 0, 150pi/ω, 400pi/ω (a-c), for oscillation
amplitude 0 = 0.100, vertical flow strength 1 = 0.008 and frequency ω = 2.00.
(a) (b) 
FIG. 8: a) Horizontal (Nx ×Ny ×Nz = 3200× 3200× 1) and b) vertical (Nx ×Ny ×Nz = 3200× 1× 3200) mixing
index as a function of the number of period T = 2pi/ω and vertical flow strength 1 for Np = 200, 000 advected
particles.
Identification of the short time transport structures
Short time Lyapunov exponent field
As stated in Sec. , the long time structures in phase
space can easily be identified with the Lyapunov expo-
nent field at infinite time. Using the same approach, the
short time structure can be revealed with the Finite Time
Lyapunov Exponent (FTLE) field.
Figure 9 shows FTLE map X0 → λ (X0, τ) on hori-
zontal sections for time τ = ±20pi/ω. FTLE maps for
both positive and negative time have been computing to
provide information about the forward and backward dy-
namics. In Fig. 9, we distinguish two regions: a region
of weak chaotic transport (cold color) located around the
vertical axis joining the two horizontal walls and a region
of strong chaotic transport (hot color) near the vertical
walls. Once again these results corroborate the existence
of a short time structure transporting regularly from bot-
tom to top walls via the vertical axis and chaotically near
the vertical walls.
Lagrangian coherent structure
Recently, dynamically active barriers to transport la-
beled as Lagrangian Coherent Structures (LCS) have
been revealed and studied in fluid flows [8–11]. These
structures are now seen to be crucial in understanding
8(a) (b) 
λ
FIG. 9: a) Forward and b) backward finite time Lyapunov exponent map on horizontal sections at τ = ±20pi/ω with
parameter values 0 = 0.100, 1 = .008 and ω = 2.00.
transport phenomena notably in time-dependent systems
including oceanic[15, 24], atmospheric[31] and physiolog-
ical flows[27]. These structures divide the fluid into dy-
namically distinct regions, revealing geometry hidden in
the velocity field or trajectories of the system. These
attractive and repulsive Lagrangian coherent structures
can be defined as the ridges of the finite time Lyapunov
exponent map calculated backward and forward in time.
Figure 10 presents these LCS that have been computed
from the ridges of the forward and backward FTLE map
(see Figs. 9). From these LCS that play the role of gener-
alized attractive and repulsive manifolds (i.e. barriers to
transport attracting or repulsing neighboring particles),
the short time transport structures can be unambigu-
ously revealed. From Fig. 10 we can see how the at-
tractive (blue curve) and repulsive (red curve) LCS wind
and tangle together. The attractive and repulsive LCS
smoothly join together and wind around a surface start-
ing from the bottom wall, passing around the vertical axis
and finishing near the top wall. The fact that the attrac-
tive and repulsing LCS are smoothly joined and formed
one curve ensures the presence of regular transport on
this region and at this short time. Near the top wall
and close to the vertical wall three hyperbolic structures
separate the attractive and repulsive LCS (see Fig. 10).
The attractive (or repulsive) LCS coming from the top
(or bottom) wall begin to wander and tangle along the
neighboring of the vertical walls, intersecting transversely
the repulsive (attractive), thus indicating the presence of
chaotic transport.
CONCLUSION
In this paper, we have exposed how the short-time
differs from the long-time Lagrangian transport behav-
ior for a three-dimensional time-dependent fluid model.
More precisely, the model features are characteristic of
oceanic flows and can be completely described by a set
of three variables, one extremely slow, one slow and one
fast. Contrary to most approaches that focus only on
transport behavior at infinite time or averaged over time,
we have turned our attention to the transport structures
at short time. We have shown both qualitatively (us-
ing snapshots of the time evolution of advected particles)
and quantitatively (using horizontal and vertical mixing
index) the presence of specific short-time transport struc-
tures. In addition, using Lagrangian Coherent Structures
we were able to identify and characterize these short-time
transport structures. These short-time structures show
strong and fast chaotic transport along vertical half-cell
boundaries as well as seemingly regular transport around
the half-cell vertical axis and near the top and bottom
half-cell boundaries. These short-time structures con-
trast with the long-time behavior showing a spread-out
chaotic transport throughout the cell. This knowledge
9FIG. 10: Attractive (blue) and repulsive (red)
Lagrangian coherent structures inside a generic half-cell.
Only a part of the attractive and repulsive LCS
extension have been represented for clarity.
of short-time transport structures is of great interest in
numerous concrete applications, particularly for oceanic
flows where simulations or observations are available only
over a short time.
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