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Abstract
The central concern of this thesis is the use of image processing to categorize and search
collections of digitized images of residential structures. An obvious application is content-
based searching and closest-match searching of a real-estate image database. A solution is
found for the classification of American houses. The intent of this classification is not only
to automate, or obviate the need for image database key entries, and thus reduce human
labor, but also to provide a more reliable and flexible method for searching. A supervised
learning model was chosen, as presented in Therrien-89. Each image was analyzed as a
whole for some features, and explicitly segmented for others. Although well-known meth-
ods were used for analyzing the feature-space, the feature extraction algorithms were spe-
cifically developed for recognizing houses. At the center of this work are two powerful
means of selecting the optimum geometric information from an image of a house. The first
method is the least computationally intensive. It involves finding the separation between
classes and selecting features by minimizing this distance function. The Bhattacharyya
distance was used as a criterion. The second approach is to use the Karhounen-Lo6ve
method to directly calculate a set of non-correlated random features optimized for classifi-
cation. The latter of the two approaches provided the best results. A two-class maximum-
likelihood classifier was implemented. Classification was done by finding the minimum
distance between the test sample and the mean of each class in the training set. Closest-
match searching was done by finding a minimum distance between each feature vector in
the image database and the test sample. Both Euclidean and Mahalanobis distances were
used for classification and searching. Three different features-sets were developed simul-
taneously, and yielded different results. The best performance was obtained by using a lin-
ear Hough transformation to develop a robust rules-based feature extractor. Much of the
difficulty encountered in our research is the result of high variance in the data due to conic
distortion and object occlusion. Both problems are inherent in real-life images. Bayes'
probability of error was estimated to be 25.0% for the best case, with a bias towards
selecting front-gabled houses. The total number of houses tested was 86. Further methods
for improving performance are developed.
Thesis Supervisor: Prof. Steven R. Lerman
Title: Professor of Civil and Environmental Engineering
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Chapter 1
Introduction
1.1 Background
Statistical pattern recognition, as described in Fukunaga-90, has been gathering
momentum recently due to advancements in image archival technology (See Weiss-94).
The need for better searching methods of image databases is growing as information tech-
nology makes its transition into distributed multi-media. A domain that typifies this grow-
ing need is the domestic housing market. Private owners, historical societies, and local
governments all share an interest in preserving and classifying houses in American town-
ships. As small suburban houses are prevalent in New England, and statistical pattern rec-
ognition lends itself quite well to the classification of similar objects, this domain selection
seems appropriate. Since no generalized method is feasible in pattern recognition, each
new problem must be dealt with on a case-by-case basis. Many concepts from machine
learning and robot vision developed during the last three decades are now emerging under
the new constraints of image database searching. Another factor is the recent commoditi-
zation of very powerful computers, making the use of computation-intensive methods eco-
nomically feasible.
The general methodology of statistical pattern recognition is empirically based. First,
reality must be mapped to a less complex space, as a requirement of discretization. This
transformation is referred to by Therrien-89 as observation-space to feature-space map-
ping. The next step is to transform the feature-space into a lower dimension classification-
space. Once an initial feature-set has been developed, then several iterations of testing and
optimization are needed before we can be satisfied with the performance of the classifier.
Because of the complex nature of the experiment, there is neither a closed-form solution
for, nor feasible means of calculating, the optimal feature design parameters. Hence,
empirical data must be obtained for testing of alternative techniques, and the errors of the
different methods determined. The methodology, developed by Pentland-89, of selecting
features based on eigenvalues will be very useful once the first feature-set is established.
By plotting each feature's normalized probability distribution against that of another, the
amount of class separation or overlap may be observed. Features can be selected or elimi-
nated on this basis. The eigenvalue method does this in a more direct quantitative way.
The shapes of the class distributions are a function of the eigenvalues and eigenvectors of
the covariance matrices of the classes. In the two-dimensional Gaussian case, this shape is
an ellipse with locus (median between two loci) at the class mean, oriented along the two
eignevectors. The major and minor axes of the ellipse are a function of the square root of
the two eigenvalues. In the multidimensional case, the shape is a hyperellipse. By select-
ing the best features, their eigenvalues and eigenvectors will describe hyperellipses that do
not overlap. In this way can control, the shape of our class boundaries and hence improve
the performance of our classifier. To find the total error, the Baye's error must be estimated
for all the features by finding their joint probability distribution. If the error is too high,
then more features must be added. The practical limit of this procedure is the time and
resources of the researcher, since more features can always be used, and the feature-space
always expanded. The theoretical limit is when the size of our feature space reaches that of
the observation space (in our case, the individual pixels of the image). Then, we will have
taken as much information as the data can give us. If the number of features is too high,
error estimation may prove a difficult task for the most capacious of machines. In this
case, the Bhattacharyya or Chernoff bounds of the error may be approximated (See Ther-
rien-89).
1.2 Objective
The goal of this research is to develop a method that will allow us to both classify houses
and also allow rapid searching among similar houses. Also, a framework must be estab-
lished for extending the work. The requirements of the problem focus our efforts on the
development of a set of features specific to a restricted domain. A number of software
applications have been developed towards this end by the author. This work is only a small
portion of what is required for the development of a robust, 2D image classifier, but much
effort has been put into data acquisition to allow for future expansion of this work.
1.2.1 Classification of Houses by Humans
Although the construction of small residences has become a highly commoditized
industry, there is an architectural school devoted entirely to the study and design of these
structures. Over the last two hundred years, American houses have undergone an elaborate
evolution in response to shrinking property sizes and changing environmental constraints.
Over this time, a balance of function and aesthetic value has usually been maintained. For
historical reasons, classification of styles has become quite arcane, and requires a deeper
understanding of the given periods to fully interpret the styles than can be conveyed in this
thesis. Suffice it to say that the classification of houses by humans is complex, and
involves features not easily interpreted from a single view of a house.
The style of homes that were used as both training data and test samples in this work
fall under the class of neo-eclectic (See McAllester-93). These are houses that, although
possessing a modern form, borrow details from specific classical styles. Such traditional
classes as "Cape", "Garrison Colonials", "English Colonial", or "Dutch Colonial" posess
more subtle commonalities within them than can be readily interpreted from the gross
external appearance of the house. For instance, an Adam Colonial is characterized prima-
rily by a side-gabled roof and a semi-circular, or semi-elliptical fanlight over the front
door. A French Colonial is characterized by many narrow doors and windows and a hipped
roof. A Georgian Colonial is characterized by hipped roof and arched dormers (See McAl-
lester-93). We can clearly see that a more generic interpretation of the forms requires a
smaller set of more general features for classification, and those features are scaled appro-
priately for ease of extraction into a normalized feature-space.
1.2.2 Classification of Houses by Machines
The problem of classifying houses resolves to designing a set of features that can reli-
ably capture the presence of architectural features that distinguish a house from the wide
variety of styles. Because classification of houses by humans is already a difficult task, a
more general description for houses is needed than "cape" or "garrison". Classification is
done by geometric form, as described in the language of architecture. For instance, a Gar-
rison Colonial, in architectural terms, is a two-storied, side-gabled house with an over-
hanging second floor. In our feature-space, it is distinguishable by having four horizontal
lines across the front of it, the top two being close together. Within its class, there is less
variation in the roof detail because it can have no dormers. A cape, on the other hand,
could be a two-storied side-gabled house with or without dormers. This type of cape is dis-
tinguishable by a one-story front, so three horizontal, evenly spaced lines span its width. A
higher density of short slanted lines along the roof might indicate the presence of dormers.
A given cape style house could be side-gabled with central gable, in which case, the short
lines would be a little longer.
In statistical pattern recognition, the salient features of each class of house will emerge
in the distribution of the data as analysis progresses. If dormers are present, and prove sta-
tistically discernible from gables, then an eigenvector for dormers will emerge, and will
have a high eigenvalue. Although methods exist for assisting in the search for the optimal
features, most of the analysis is empirically based, and the features that will emerge can-
not be predicted until they are experimented with.
1.2.3 Content-Based Searching of House Images by Machines
Content-based searching of images in the context of pattern recognition, involves
associating a set of statistics with an image, and finding similar images by comparing
these statistics to those of either a mean, or all the members of a known training set. This
is an intellectually simple method, but is more powerful than other methods commonly
used in searching. The basis of comparison is the multi-dimensional statistical distance
between points in the feature-space, and classification is done by minimizing this distance
(See Therrien-89). A well-designed set of features will yield excellent results using this
method if the sample size is sufficiently large (See Section 2.5). Since all the features that
are contained in the system can be extracted from an image the person making the query
presents, the system will necessarily return the closest matches possible using all the avail-
able information.
1.3 Prior Work
The classification of houses is a subtle and complex field in architecture. It does not lend
itself readily to statistical pattern recognition as such. A simpler interpretation, however, is
required to decompose the established classes into those that make sense in terms of exter-
nal geometry, rather than floor plan or historical characterization. Other studies done in
different domains of classification can be compared to the research done for this thesis.
One such study was the classification of human faces using (See Pentland, and Moghad-
dam-94) and other studies have addressed object classification where color could be used
to differentiate objects (See Gong-94).
1.3.1 Pattern Recognition
Until recently, the most popular pattern recognition systems on the market have been
OCR's, or optical character recognition systems. The general concept for these is the same
as for this work. A training set is obtained for each character for each font, then a feature
development stage yields a set of classification features. These features are tested for how
well they allow a classifier to distinguish each class from the others. This property is
known as class separation. The features are revised until the performance of the classifier
is acceptable. However, the classes for the more common fonts are quite separable and
given a tightly controlled environment such as provided by a flat-bed document scanner,
proper segmentation can be reliably achieved, and sums of pixel areas used as features.
Some OCR systems use mean-squared error as a criterion for comparison, with a tem-
plate. This method performs very well for classes with inherently small variances, and
large mean distances between classes, but are not as powerful as those based on eigenvec-
tor analysis. OCRs are only one application of pattern recognition. Much research is cur-
rently being done in the area of image pattern recognition. One such project has
successfully classified human faces (See Pentland-89, and Pentland and Moghaddam-93).
Still other systems have shown promising results using a combination of image segmenta-
tion based on hue and chroma thresholding (See Gong-94), then using a combination of
key word searching and simple feature classification (dominant regions, and color infor-
mation) to aid in searching in a heterogeneous image database. This last approach is a very
interesting one. Combined with a more sophisticated image recognition system, a very
powerful search engine could be assembled.
1.3.2 Classification of Human Faces by Machines
Much of this work gets its impetus from the Photobook project by Pentland, Picard,
and Sclaroff-91. A special compression technique is used that allows reconstruction of
images as well as providing information for classification. Our approach deals with
straight edges, and does not have the same requirements as the faces problem. Our con-
strained data set gives us the liberty to use a smaller feature space, but our lack of control
over the data acquisition makes explicit segmentation less accurate'. Also, there is much
higher variance inherent in houses than in faces. As a result, the house problem requires a
larger number of samples for each class. Fortunately, the number of classes required in the
house problem is much less than for faces.
Pentland states, "There must be a similarity metric for comparing objects or textures
that roughly matches human judgment of similarity." In our work we are attempting to
construct a semantic set that represents the slant of roofs and presence of dormers or
gables. Our ultimate goal is to obtain a reasonable correspondence between the way
humans see houses and the information our classification features can provide. Pentland
also states that the search must be efficient enough to be interactive. In our system, the two
most computationally intense tasks are feature extraction and training. If features were
1. Although much care was taken to photograph houses from a consistent canonical view, this was
not always possible because trees or other structures were in the way. This variation in view angle
accounts for much higher variance than that observed in the faces data because all the faces (See
Pentland and Moghaddam-93) were precisely aligned with the camera.
extracted for all the test images to be compared, the actual searching and classifying could
be done at interactive speeds even on relatively slow computers.
1.3.3 Content-Based Searching
Much work has been done recently in the area of content-based searching of image
and video databases. Gong, et. al.-94 describes a system that uses a combination of key
word search and image content-based searching. The feature extraction used is described
as being successful for certain types of images, and region definition in which feature
extraction is done depends heavily on color segmentation. The premise is that a colormap
that provides separate channels for hue, value and chroma may be successfully used to
segment out regions of an image. Upon experimenting with this method, I concluded that
it could not be applied to houses. In 8-bit color, there are just not enough colors, in any
colorspace, to uniquely identify a region of interest. Gong-94 describes the use of explicit
segmentation. By subdividing the image into nine segments and using the color histogram
information for each one, and then for the entire image, they claim an acceptable level of
success in detecting high-frequency texture that the previous hue and chroma thresholding
methods could not detect. This latter technique has been borrowed for this research.
Another work, Yoshitaka-94, describes a text-based system for extracting specific fea-
tures on demand. For example, a database query could be made to find the length of hair of
a student in a database containing photos of students as well as other information. A
method would be called by which the hair region would be located, the area measured, and
an estimated hair length would be returned. Although Yoshitaka's approach is useful for
retrieving details from pictures in a homogeneous database of images, this thesis proposes
a more flexible system for searching that will yield more general information comprising
the principal components of the features humans can recognize.
The author has found no other works that specifically address image content-based
searching of house databases using statistical pattern recognition.
1.3.4 Structure of the Thesis
Chapter 1 is an introduction chapter that describes the domain-specific issues as well
as the methodology for implementing a house classification system. A literature review
and a statement of objectives are also presented. Chapter 2 is a detailed description of fea-
ture extraction, classification, hypothesis testing, error assessment, and error probability
estimation. Chapter 3 is a detailed description of architectural feature decomposition, spe-
cific feature development, classification and hypothesis testing, and error estimation.
Three different sets of features are designed and tested for both classification and search.
This chapter will also describe further feature development based on the performance
results presented early in the chapter. A set of criteria for either keeping or throwing away
features will be developed here. This chapter also outlines several methods that have been
developed for further improvement of the classifier and search engine. Chapter 4 is a sum-
mary of findings. It describes the features that were kept and the ones that were thrown
away, and the impact of optimizing the system. The final performance is evaluated. Rec-
ommendations for future study are also made in this chapter.
Appendix A contains a list of variable definitions. Appendix B contains some of the
Matlab code used in support of this thesis. Appendix C contains sample database searches
using the best features.
Chapter 2
House Hunting: A Research and Analysis Approach
2.1 Overview
This chapter will describe the theory involved in statistical pattern recognition in some
detail. The basis for classification and all the consequent results that follow is Bayes' the-
orem. The maximum likelihood test, as it relates to single hypothesis testing, is discussed.
We will then extend the discussion of hypothesis testing to a multi-class system. Bayes'
error is described as the principal concept for feature selection and exclusion. The two
search methods, closest match and explicit classification, using both observation features
and eigenfeatures are also outlined. The use of eigenvectors and eigenvalues in feature
extraction is a very important component of this work, and the Karhounen-Lobve method
is described. By taking the eigenvalues and eigenvectors of the covariance matrix for each
class, an uncorrelated optimal feature vector is found for either classification or represen-
tation. Finally, a way of re-classifying the data based on unsupervised learning is proposed
in the face of poorly classified data.
2.2 Bayes' Decision Theory
The statistical learning method used in this thesis is based on Bayes' rule. Given that
we know how many of each class are in the training set, we can estimate the probability of
observation. Our prior is 1/Nc, where Nc is the number of classes. If we use a set of param-
eters extracted from each set, we can estimate the posterior for the sample. If we then
compare the parameters from the sample to the classes, we have the conditionals. Maxi-
mizing the conditional gives us our decision. The following is a generalization of this
approach.
Bayes' rule is a simple process of revising estimates of probabilities. We will follow
the notation found in Therrien-89:
1. Pr[A] = The Prior Probability - The preliminary estimate of the probability
of an event A before any new information is known.
2. Pr[AIB] = The Posterior Probability - This is the revised estimate after new
information is known. The probability of A given B.
3. Pr[BLA] = The Conditional Probability - This is the frequency with which an
observation is associated with an event. It is not the same as Pr[AIBJ.
4. Pr[B] = The Probability of the Observation - The probability of making the
observation given all the ways it may occur.
Bayes' formula is given as
Pr[AB] Pr [BIA] x Pr [A]Pr [APr (2.1)
Let's now consider the random vector X, as given in equation 2.2. The components of
this vector, x1 , x2,... xn are also random vectors.
X = x2 (2.2)
If we consider the instance t of the random variable x, and 9 is an instance of y, such
that tl,12 ..
.
-tn and 91,92.--.9n are fixed real numbers and the probabilities of events,
xst:xlstl,x2 s t 2 .....XnS n , and ys.:yYl91,Y2s92 .yn'9n ,
are a function of the random variables x, and y, the probability distribution functions for
the random vectors x and y are given as follows.
Px (t) Pxlx2 ...xn(xI, x2 .... , Xn)m Pr [x .t] (2.3)
Py (9) PY1Y2..- y n (Y 1 , Y2 --- Yn) "Pr [y, 9] (2.4)
Bayes' formula for discrete random vectors then becomes:
Px1y( tP)= Pxy( 219) xPy() (2.5)Px () (2.5)
where Pxy is the probability distribution function for x given y.
2.2.1 Likelihood Ratio Test in One-Dimension
Based on Bayes' theorem, the likelihood ratio test for two classes was illustrated in
Fukunaga-90:
w1
1() = Pylw (ylwl) > Pr[W2 ] (2.6)Pylw 2 (yJw2) < Pr[w 1]
where Pr[w1 ] is the probability that y belongs to class w1, and Pr[w2] is the probability
that y belongs to class w2. Here, we have taken y to be the random vector, and w1 and w2
are the two classes, and we are to choose w if the left-hand-side is greater than the right-
hand-side, and w2 otherwise. Taking the negative of the log of 1(9) gives us
W 1
1(9) = -logI()= -log (Pyl 1 (yw 1)) + log (Pyw 2 (yw 2 )) log( Pr[w) (2.7)
> 2
W2
The logarithm function referred to in this thesis is the natural log unless otherwise stated.
This is a very useful form for the upcoming development of our classifiers.
2.3 The Quadratic Classifier
The equation for Gaussian distribution in one-dimension is as follows:
px ( 12) = e 220 (2.8)
where m is the mean, and a is the standard deviation. The multi-variate form, the one we
will find most useful in this thesis, is
Px) (2x) n/2lKx e L2 (2.9)(2)nI)K~X11/2e
The symbol IKýx from equation 2.9, denotes the determinant of the covariance matrix Kx,
and the superscripted symbols (t - mx)T denotes the transpose of that matrix term. Notice
that the multi-variate form of the Gaussian distribution only depends on the mean vector
mx, and the covariance matrix Kx just as the single dimensional Gaussian distribution only
depends on the mean m and standard deviation a. If we assume our data to be Gaussian,
and we can estimate the two parameters above stated, then we can use the following clas-
sifier derived from the above equations. First, we redefine h (ý) from 2.7 to fit the Gauss-
ian form more cleanly.
h(9) = -21og(l(9)) (2.10)
The quadratic classifier for a single hypothesis is now given by substituting I in 2.9 with
9, and 2.9 into 2.7.
W1
h(.) = ( -ml)TKl-'( -ml)-( -m2)T(K2)-'( -m2). < A (2.11)logjK2 1 >w2
where 2.10 gives us the threshold A.
A = -2ogPr (2.12)
Pr [wl]
2.4 Distance Functions and Database Searching
The above classifier gives us the maximum likelihood criterion for our decision with a
single hypothesis, assuming Gaussian data, and that we can estimate the mean and covari-
ance parameters. It is equivalent to comparing each new point to the square of the distance
between the point and the class means. This is known as the Mahalanobis distance of the
discrete random vector 9 to the class wi.This distance cannot be used if we choose to clas-
sify houses based on the assumption that our data is non-Gaussian. We then cannot use the
quadratic classifier for our decision estimations and assume that it is an optimum decision
function. We can still use our parameters to compare our classes and individual training
points to the test sample. Other distances must be used such as the Euclidean distance
from a feature vector to the mean of a class, or between feature vectors.
2.4.1 The Mahalanobis Distance for Multi-Class Hypothesis Testing
The Mahalanobis distance for more than two classes and a given Ki, and mi is as fol-
lows
4, (, mi, Ki ) = [-(9-mi)T Ki - ' ( -mi) - log (IKij + 2Pr [wi]) ]1/2 (2.13)
where mi is the mean of wi, the ith class', and Pr[wi] is the probability of the correct deci-
sion being wi. By comparing this distance of the random vector sample 9 to the mean of
each class, and finding the minimum, we can do the same thing as we would using the
two-class quadratic classifier. The actual procedure would compare the squares of the
1. The notation wi is taken from Therrien-89. The variable w denotes a region containing y. Many
regions are denoted by the indexing subscript i, and y belonging to that region is denoted by yi.
Mahalanobis distances, and find the minimum value among all the classes with respect to
the test sample.
2.4.2 The Euclidean Distance as an Approach for Closest Match Searching
If the data is found to not follow a multivariate Gaussian distribution, then another dis-
tance function may be used instead of the Mahalanobis distance. We can do something a
little different now. In the event that we cannot estimate the parameters mi and Ki , explicit
classification is impossible. In this case we can compare the distance not to the mean of
each class, but to each individual ' in the entire data set. This will allow us to find the
closest match of our test sample to another sample. We will now deal with a single collec-
tion of objects, and consider that each object is its own class. The distance that makes
most sense for this search is the Euclidean distance, because it does not depend on mi and
Ki. This distance is given by
de (i, 2) = I i- 21 = (/ij 2j) 2  (2.14)
where 9 is a vector of n image feature vectors for image i, and 2 is our test feature vec-
tor. If we use 2.14 to calculate each distance in our database, assuming the data has any
random distribution, then sort, we should have a sort based on similarities in our feature
space.
A further refinement of this search could be to use individual features, or sets of fea-
tures depending on what we are looking for. To do this, we need to map sets of features
that describe a syntax that humans understand, but this is a topic best left for future
research.
2.5 Separability and Error Estimation
The separability of classes is a measure of how distant the central moments of their
distributions are with respect to their variances. If the probability distribution function, or
PDF, associated with each of the two classes is steep and narrow, and the two means are
distant, then these are considered to be separable classes. On the other hand, if the PDFs
are shallow and overlap, then the classes are not easily separable.The overlap of the two
PDFs is considered the probability of error in the Bayesian sense. Figure 1 shows two
PDFs that overlap. The total probability of error is the area under the overlapping seg-
ments. The probability of error for each class, or the probability of choosing class w, as
class w2 erroneously, is the area under the overlapping segments on the other side of the
decision boundary from the class mean mi. Conversely, the probability of choosing class
w2 as class wl erroneously, is the area under the overlapping segments on the other side of
the decision boundary from the class mean m2.
2.5.1 Divergence
The separability estimation is done either by finding the divergence or the Bhatta-
charyya distance for the data. If we assume Gaussian distributed data, the closed form
expression for the divergence, given two population of points with means mi and m2, and
covariances K1 and K2, is
D = tr(Kl-IK 2 +K 2 -'K I -21) + (m -m 2 )T (Kl-' + K 2 -1 ) (mI -m 2 ) (2.15)
where I is the identity matrix and the operation tr() denotes the trace of a matrix. If the
divergence is high, then separability is also high. The intuition behind the divergence is
reasonably straight forward. In general, the divergence is the measure of how far the
means of two classes are apart. In the Gaussian case, both the divergence and the Bhatta-
charyya distance are functions of covariance as well, and so the divergence and the Bhat-
tacharyya distance are a similar measures of separability. In fact, it is shown in Therrien-
89 that for the case where K1 = K2, the divergence is simply 8B, where B is the Bhatta-
charyya distance. The difference in means, as shown in figure 2.1, is inversely propor-
tional to the probability of error between the two classes.
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Figure 2.1: Example of two log PDFs and their divergence.
2.5.2 Bhattacharyya Distance
The Bhattacharyya distance is given by 2.17 (see Therrien-89). It is difficult to con-
sider it a distance function intuitively unless we know that it is the negative log of a func-
tion of two PDFs, rather than a function of the log of two PDFs. This function is called the
Bhattacharyya coefficient, and is given in equation 2.16. Equation 2.17 was derived by
substituting equation 2.9 into equation 2.16 (See Therrien-89 for details).
PB = e- B  f Pl (y ) p2(y)dy = p1(: E[ (py )/Jp 2(y)w 2 ] (2.16)
B = 8(m 1 - 2 ) 1 ( M I(K 1 +K 2 )/21 (2.17)"(m(ml-m2) +  (2.17)2 2 IKI1 /21K211/ 2
A large Bhattacharyya distance, B>>1, indicates good separation of classes, and a small
number, B<<l indicates poor separability. Since the Bhattacharyya distance is a function
of the covariances of the two classes as well as their means, the spread of the data within
the class is evaluated as well as the distance between them. This tells us something about
how the two PDFs overlap in addition to the difference in their means. The Bhattacharyya
distance and the divergence are interchangeable in the Gaussian case, but since the Bhatta-
charyya distance, as measured by the number of matrix inversions, is less computationally
intensive, it will be used for the Gaussian case in this thesis. The divergence may be used
in measuring the separability of the non-Gaussian case.
2.6 The Karhounen-Loeve Method of Feature Extraction
Until now, the features that have been referred to have all resided in what is termed
observation space, only slightly abstracted from the actual pixel information level found in
color images, and are still features that are not necessarily uncorrelated. They are manipu-
lated entirely within the space of the values we extracted from the image without any a
priori knowledge inherent in them. We have not discussed the existence of ordered, uncor-
related optimal features in a higher-order1 , lower dimensional feature-space. The follow-
1. Order statistic: This refers to the rank of the correlation matrix Q seen later. A high rank refers
the selection of only those features associated with the highest eigenvalues of the covariance matrix
(See Fukunaga-90).
ing is a brief introduction to the way features are selected by use of the Karhounen-Love
method. This is a discrete version of the Karhounen-Loxve expansion.
Features are extracted from the image data as follows. A series of values are extracted
as a random vector f. This vector is normalized by multiplying it by some linear normal-
ization factor F. The normalization done at this point consists of a constant weight for each
feature, so F is actually a weighting function.
X = Fxf (2.18)
The nature of the features will be discussed in chapter 3, but for now, let it suffice to say
that they are a measure of different properties of the image as a function of how pixels are
organized. They will be referred to as either pixel activity, or color intensity features. The
vector X is a reduced set of observation features.
The method proposed in Therrien-89 for optimal representation is to find the eigenval-
ues and eigenvectors of the covariance matrix for each class, include those features associ-
ated with the highest eigenvalues, and then discard the rest. This method is known as the
Karhounen-Love method. For the two-class problem, it is shown in Therrien-89 that a
variation on finding the eigenvalues and eigenvectors of the covariance method is needed
to include information from two classes into a single set of optimized features. Let R1 and
R2 represent the correlation matrices for the two classes of observation vectors rather than
the covariance matrices previously denoted by K1 and K2.
Ri = E i[xx 1] (2.19)
where Ei[] is the expected value given the density of class wi . Let Q be given as
Q = R 1 + R2  (2.20)
and let S be a linear transformation such that
STQS = STR I S+ STR2 S= I (2.21)
This transformation can be performed given the following representation:
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where V 1, V2 ,...,Vn are the vertical eigenvectors of the composite correlation matrix Q,
and ti are the eigenvalues of Q.
x' = STX (2.23)
where x' is the transformed feature vector, and x is the original feature vector. Because
R' 1 + R' 2 = I (2.24)
the eigenvectors of R' 1 and R' 2 are identical, and because the correlation matrices are pos-
itive, semi-definite, the eigenvalues are all non-negative, and fall between 0 and 1, inclu-
sive. The eigenvalues of the two matrices are related by l1 = 1 - R2. As a result, the
eigenvectors that are best suited for classifying one class are least suited for classifying the
other. Now, what remains is to select the features. Therrien proposes two methods, and
states that they are equivalent. The simplest method is to select the eigenvectors corre-
sponding to the m largest eigenvalues regardless of class. Once these have been selected,
we may use the transformation
y = v2 STX (2.25)
LV-"
(2.22)S =
where v1, vZ,..., vm are the row eigenvectors of Q selected for having the highest eigenval-
ues, and S is the transformation matrix from 2.22. This transformation will allow us, by
use of a distance function, to find the closest match between different elements of the
Eigen feature-space. A quadratic classifier can now be implemented using this feature set.
This classifier is expected to perform better than one implemented without the use of this
transformation. Features may also be optimized by other means such as minimizing the
divergence or Bhattacharyya distances.
It should be noted that, although in theory this is the most efficient method because it
yields optimized features directly from the eigenvalue and eigenvector calculations, com-
putational constraints may restrict its use on larger feature vectors. It will be seen in chap-
ter 3 how features were first reduced by use of the Bhattacharyya distance before they
could be optimized by the Karhounen-Lo6ve method.
2.6.1 Error Assessment and Estimation
Although we have closed form solutions for divergence and Bhattacharyya distances
for our classes if we assume normal distributions, the error estimation will ultimately be
done empirically. This is because we are not certain that our data is Gaussian, and our
training set is not as large as we would like it to be. An estimate can be found by calculat-
ing the areas under overlapping sections of the PDFs. A better method is to estimate
Bayes' error based on the results of two tests, using C-method and L-method as described
in Therrien.
The general methodology for error assessment and correction is as follows:
1. Test classifier on known test samples
2. Assess the number of correct classifications
3. Calculate the error based on this assessment
4. Establish separability for each class and feature
5. Adjust feature selection based on 3 and 4, then repeat starting at 1.
6. If error is still too high, consider re-classification, or increase sample size.
There are several evaluation techniques for doing steps 1 to 3. A method of being sure
of having independent samples that are properly normalized and appropriately scaled is to
use part of the training set as test data. The methods that will be used for this thesis are the
"leave-one-out", or L-method, and the C-method. The L-method is done by selecting one
of the training samples as test sample, in which case it is not included in the learning set.
Training is done on the remaining samples, then the left out sample is tested, and the
results recorded. That sample is replaced, as training sample, and a new test sample is
taken from the training set. This requires N training sessions, one for each sample. The C-
method test merely tests on all the samples in the training sets. It is shown in Therrien-89
how the results of these two tests form the bounds of Bayes' probability of error. This is
the theoretical probability that a wrong class will be selected. Figure 2.2 illustrates the
relationships given in 2.18.
Ei (C-Method) % ei (Bayes) s ei (L-Method) (2.26)
where ci is the probability of choosing class wi incorrectly. Bayes' error is bounded by
the errors resulting from C-method and L-method is the theoretical probability of error for
our design samples. As seen in figure 2.2, all three probabilities are decreased as sample
size is increased. This is consistent with the intuitive notion that more information yields
better decisions.
If this procedure of feature selection still results in very high error, then re-classifica-
tion may be attempted. Several techniques exist for doing this. A commonly used algo-
rithm is called Isodata [Therrien-89]. This method involves re-assigning elements to
different classes based on thresholds of means and covariances, splitting and merging
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Figure 2.2: Illustration of the Bounds of Bayes' Error.
classes to create new ones or eliminate bad ones. This method is a last resort, as it pre-sup-
poses that our feature space cannot provide the same level of information as our observa-
tion space, and that our features are somehow inadequate. In this method, an attempt is
made to select the "true" statistical classes, or collections of vectors that cluster about a
common mean, and are described by a common covariance matrix. This is referred to in
pattern recognition as unsupervised learning. Isodata was a useful tool in determining that
only two classes could be reliably recognized using the current sample size. The algorithm
did not converge for more than two classes.
2.7 Summary of Methods
Bayes' theory is the basis for the quadratic classifier whose design was outlined in this
chapter. Subsequent descriptions of search methods provide an alternative approach to the
quadratic classifier. The Mahalanobis distance is a measure for comparing samples to the
means of each class in a training set for explicit classification, or best-match search. As a
means of finding the closest match between a test sample and any sample in a database
that is independent of the form of the PDF, the Euclidean distance between feature vectors
is used instead of the Mahalanobis distance.
The Karhounen-Lo)ve method for a two-class system is examined in detail, and is pro-
posed as a method for closest-match searching of the image database, as well as a means
of explicitly classifying the image. This method, in theory, supersedes the previous error
correction methods, since an optimized set of features may be found by doing one trans-
formation rather than by a series of trial and error. However, large feature vectors may
make this method impracticable without initial reduction by another means.
Methods for estimating the separability and probability of error were described in
some detail. A closed form solution exists for the divergence and Bhattacharyya distance
of classes of Gaussian data. Error estimation is done empirically. The L-method and C-
Method are proposed as a means of finding the bounds of Bayes' error. A set of optimized
features have been developed, and are to be evaluated in the following chapters. In the
event that feature optimization does not yield satisfactory results, an algorithm for re-clas-
sifying is proposed in the hope of improving the performance of the classifier.
Chapter 3
Classification and Searching of a Houses Database
3.1 Overview
This chapter is a compilation of all the development and experimentation that resulted
in the MauHouse image classifier and image database search engine. The two principal
functions implemented are explicit classification and content-based searching of an image
database of traditional New England houses. Although a multi-class system was imple-
mented, it could not be tested because of the small sample size. A two-class classifier was
tested in addition to the various searching methods. The first section is a discussion of the
geometric taxonomy of houses, potential problems in classification, and how features may
be generalized so as to provide a basis for classification that is independent of subtleties in
house design.
Three methods of feature extraction were examined in detail. The first feature set is a
measure of pixel activity in an edge-bitmap representation of the original image (found by
applying an edge-detection algorithm to the image). The measurements were of vertical,
horizontal, and diagonal "activities", followed by one intensity histogram feature. For this
set of features, the image was segmented into six segments. Analysis was done on each
segments in addition to the entire image. The second method utilizes singular-value
decomposition to form a basis of description using all the pixels of the image. This is sim-
ilar to the Karhounen-Lobve method in that the features extracted are, in descending order,
the best features for representation of that image. The third, and last feature set was imple-
mented using a rules-based method of extracting straight lines as objects in the image, and
assigning values based on the length and position of lines in relation to the center of the
image. A fuzzy Hough transformation (see Sonka-93) is used for line extraction, and the
values and positions of local maxima in the Hough accumulator matrix is evaluated by a
rule-set.
Once the initial feature extraction was completed, subsequent feature selection for
each of the three feature-sets was performed by two methods. The Bhattacharyya distance
was used as a measure of divergence, and features were selected based on maximum val-
ues of the distance between classes associated with that feature. A computational limit is
imposed by computers on the size of matrices that can be inverted when poorly scaled.
The Bhattacharyya distance is easier to calculate, and was not only used by itself to reduce
the feature sets, but also as a step towards using the Karhounen-Lobve method of feature
optimization. Several proposals are made for further improving the performance of the
classifier and search engine including further development of the Hough rules-based fea-
ture-set and improvements in implementing the Karhounen-Lobve method.
3.2 Geometric Classification of Houses
As stated in section 1.3.1, classification of houses is inherently a difficult task, so a
generalized description of houses is sought. We will examine the geometric taxonomy of
houses. The principal atomic objects are identified, and the ones that describe a class in the
most general sense are selected as the best objects to look for in a house image in order to
be able to identify it as belonging to a certain class. The remaining objects are considered
clutter, and should be removed from the feature set.
The main geometric class descriptions of houses are defined hierarchically in figure
3.1. The two parent classes are thought to contain the most general features. Refinement of
these classes into subclasses requires more information about subtle geometric forms, but
the subclasses are expected to have less variance since they all share the same principal
features. Further refinement should reduce intra-class variance, but the divergence
between classes will increase accordingly. For each level of this hierarchy, a variety of dif-
ferent methods may be necessary to obtain satisfactory results. As can be seen from figure
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Figure 3.1: Simplified House Class Hierarchy. Instances of these geometric classes
include labels we are familiar with shown in dashed ovals.
3.1, there is large discrepancy in intra-class variance, even between the two main classes.
Front gabled houses show much less variation (as observed during a survey of neighbor-
hood in the Boston area) than side-gabled houses. As a result, we should expect more dif-
ficulty in classifying side-gabled houses. In fact, although an eight-class classifier was
originally implemented, only the two main classes could be detected with any kind of reli-
ability. Small sample size played a large role in this problem, but other factors also con-
tributed, and will be discussed later in this chapter.
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The example analyzed in this thesis uses a variety of classifiers to decide if a house is
front gabled, or side-gabled. If we were to use a telephoto lens to photograph our houses
from a great distance, and thus reduce the effects of conic projection, then the edge-bit-
maps of both types of houses might look like those in figure 3.2. The most outstanding
feature of the front-gabled house is its main gable. The side extension, or wing, contrib-
utes little to its description as a front-gabled house. In fact, it makes it look more like a
En F rE
Front-Gabled House(a) Side-Gabled(b)
Figure 3.2: Simplified House Edge Bitmaps.
side-gabled house. The right sides of the two houses are quite similar. However, the pres-
ence of dormers on the roof of the side-gabled house make it at once more similar, and
more easily distinguished from front-gabled houses.
Although dormers are similar in structure to gables, their scale is different, and they
will be detected as shorter slanted lines. Dormers are also more statistically significant
than other features such as round windows, or chimneys since dormers are more common.
The other principal features are vertical and horizontal edges. These are responsible for
determining the form factor of houses, and tallness is associated strongly with front-
gabled houses, and shortness with side-gabled houses. However similar the two houses in
figure 3.2 may seem, there is enough information in a statistically significant sample set to
reliably discriminate between them. Variations such as two gables on the front-gabled
house, with or without wings, or dormers on the wings; and on the side-gabled house,
cross-gabled with garage, or porch, could still be distinguished if one or more of the most
statistically significant features were not misinterpreted by the feature extractor. This type
of difficulty arises when conic distortion plays a role in how the lines are arranged. Lines
that should be vertical appear to lean towards the center of the image. Some of these lines
may appear like the edge of a gable because of their length, or perhaps seem like the edge
of a dormer. Figure 3.3 shows how the two houses would actually appear from across the
street. Since long vertical edges are associated with side-gabled houses in many cases, a
Front-Gabled House Side-Gabled(a) (b)
Figure 33: Simplified House edge bitmaps. Here we see the two houses as they really
appear. There are more long slanted lines here than just those belonging to gables. The
slanted edge of the side-gabled house will correlate strongly with gables.
long roof such as in figure 33b with conic distortion would very likely be mis-classified as
a front-gabled house if other features were not made prominent.
In summary, the features that were selected as most general in discriminating between
the two classes of houses are short slanted lines, long slanted lines, long or short vertical
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and horizontal lines. Conic distortion makes the task of detecting lines correctly difficult.
Some robust methods for interpreting line information will be described in the following
sections.
3.3 How the Images Were Obtained and Processed
The images used for this research were obtained by photographing selected houses in
the Boston area. Processing was done using the Kodak PhotoCDTM service currently pro-
vided by various photographic processing labs. A total of 86 houses were photographed.
Images were taken off the CDROM using image format conversion software. The format
used was the thumbnail image size of 128 by 192 pixels. A color depth of eight bits was
used. The color conversion from 36-bit color to eight-bit color was done using a dithering
algorithm that adapted a color map for each image (rather than using the system default
colormap). The small image size used was necessary to improve processing image pro-
cessing performance. Once the image is located, any of the other resolutions available on
the PhotoCD may be called up.
3.4 Feature Detection and Extraction
Three methods for feature detection were simultaneously developed. The first uses
directed filters and bit summations to extract pixel activity information in different direc-
tions, and segmentation is used to map different features to different regions of the image.
A set of color features is used also. The second method uses singular-value decomposition
(See Pentland and Starner-93) of the matrix of intensity values of the image to extract a set
of eigenvalues that are used as features. This is an interesting method for image compres-
sion that also yields information about the image. The highest eigenvalues represent the
principal components of the image that are best suited to represent it. They are the ones
with the highest variance. By eliminating the lower valued ones, it is possible to obtain a
more generalized description of the image, and extend this description to a class of
images. Pentland and Starner also showed that by eliminating the. first few eigenvectors
for faces, (those associated with differences in illumination) an illumination invariant fea-
ture-set may be obtained. A variant of this was applied to houses, but lighting conditions
were found to be reasonably consistent. The final method was implemented using rule-
based detection of straight lines found in the image. Lines are first detected using a Hough
transformation, then rules are used to determine if their location, angle and length fall
within a set of ranges of values that can be set according to the requirements of each set of
images. We would not want to miss scanning for shallow roof angles, or take a very steep
roof for a vertical edge, so these values must be carefully chosen. An adaptive system, or
one that can detect these limits automatically, would be helpful in this process. This
should be considered for future research. The sums of each value is used as a feature in
this feature-set.
3.4.1 Activity Features
Activity features were simple to implement. By using an edge-detector, an edge bit-
map like the one in figure 3.4 is created. The edges consist of ones in a vectorized matrix
of the bitmap. The sum of these one-bits is performed in the four directions, vertical, hori-
zontal, left diagonal, and right diagonal. This is similar to the use of directed filters in tex-
ture analysis, but much more coarse. The aspect ratio, total activity, or entropy, and finally
a color intensity feature were also found.The image was segmented uniformly, and these
features were extracted for each segment, and then for the entire image. A variety of dif-
ferent segment distributions were attempted, and the best performance was found for three
vertical, and two horizontal segments. These seven features over six segments in addition
to the features for the whole image added up to 49 features. Although extensive scaling
was done during the feature calculations so that these values would not make computation
difficult, it was impossible to invert matrices this large using an IEEE floating point pro-
cessor. Since this operation is only needed for calculating the Mahalanobis distance,
results were still obtained using the Euclidean distance between feature vectors. After the
initial feature reduction, this problem disappeared, even with matrices almost as large,
since values associated with low variance had been removed.These low variance features
contributed to making the covariance matrix closer to zero since these values are located
along the diagonal. Although the pixel activity method was the least computationally
intensive method, because of the use of segmentation, processing time was longer than the
singular-value decomposition method, but much shorter than for the Hough transform
method. A figure 3.4a shows an edge-bitmap of one of the sample house images used. Fig-
ure 3.4b shows a set of graphs depicting line activity detections in the different orienta-
tions.
3.4.2 Singular Value Decomposition Method of Feature Extraction
This method was developed at the Media Lab at MIT by Pentland and Starner as part
of the original Photobook project, then called Eigenfaces. The principle is the same as that
used to optimize features later in this chapter, the Karhounen-Lobve method of eigenvalue
and eigenvector analysis. The mathematical principle is the same as that outlined in sec-
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Figure 3.4: Analysis of an actual house: a) A Sobel edge bitmap of the house in c. This
method proved to be the most robust. b) Activities found for the four orientations are
illustrated in activity plots. Not the correspondence between peaks and edges. c) The
original color image of a house.
tion 2.6, but the covariance of the image intensity matrix as a set of vectors is used. A vec-
tor s is obtained as an entire set of features. An initial count of 30 features was used, but
feature reduction was needed before the quadratic classifier could be tested. To illustrate
the power of this method, figure 3.5 shows a house with varying numbers of features used
to represent it. At five features, a vague semblance of the house is still recognizable as
such. This works well for representation, but for the small sample size available for this
work, results were marginal. This set of features takes little time to extract.
(b)
(d)
Figure 3.5: Eigen Analysis of an actual house using: a) 30 features b) 20 features c) 10
features, and d) 5 features.
3.4.3 Rules-Based Honugh TIansformation Method of Feature Extraction
This method yielded the best results because it is easily tunable for extracting straight
lines in ranges of angles by use of a set of rules. Like the activities method, the image we
start with is an edge bitmap of the sample house. Then, an algorithm for transforming the
image into a Hough accumulator matrix is implemented based on Parker-93. Because this
is a computationally intensive procedure, a version of the algorithm that searches only
small ranges of angles was developed. The principle is simple. The image is scanned, and
each time a bit in cartesian space is located that is not zero, it is stored as a curve repre-
senting slope and intercept in Hough-space. The equation of the line in circular coordi-
nates is used to avoid undefined slopes for vertical lines. This is given in equation 3.3.
Figure 3.6 is an illustration of the transformation. Starting with the cartesian form, where x
and y are the constant terms, and M and b are parameters, the equation of a line is
y = Mx+b (3.1)
We get all points passing through (x,y) by varying M and b through all possible values. By
rearranging terms, and taking M and b to be constants, and x and y to be parameters, we
do the transformation into to Hough-space. We can plot a line in (M,b) coordinates, and all
the lines, and any other collinear points in (x,y) coordinates will be described as a point in
(M,b) coordinates. This point will have an "intensity" value measured by how many times
a line crosses that same point. This is equal to the length of all the collinear pixels on the
slope M, and having the y-intercept b. This idea of intensity is useful in designing an algo-
rithm for doing this transformation. An accumulator matrix is used to store these repeated
line crossings as ones. These clusters of higher values in the matrix can be located. Their
values give us the length of the line in (x,y) coordinates, and their locations in the matrix
give us their angle and distance from the origin.
b = - xM + y (3.2)
Because we wish to avoid a discontinuity in the function when M is infinite, we convert
our cartesian coordinate into circular coordinates as follows:
r = xcos (0) + ysin (0) (3.3)
sin (0) = 1 (3.4)
cos (0) - (3.5)
r - b (3.6)
where M is the slope of the line in figure 3.6, b is the y-intercept of that line, and 0 and r
are angle and radius. The importance of this mapping is that it provides a robust assess-
ment of the location and length of lines in an image. The code implemented stores values
in an accumulator matrix. The maxima of this matrix are located where the most line
crossings are present in the Hough representation. This indicates points that are co-linear
in cartesian coordinates.
This is not a lossless transformation, however, and cannot be directly used to represent
objects. However, it is robust for precisely the same reason (See Sonka-93). The accumu-
lator sums all co-linear points, and cannot know if it has reached the end of a line segment.
Edge fragmentation is present in almost all of the edge bitmaps used in this research, as
seen in figure 3.4a, so this is a necessary compromise. Figure 3.7a is a simulated house
and 3.7b is a gray-level view of its Hough accumulator matrix. Since actual images pro-
vide a Hough matrix that is difficult to interpret visually because edges are one bit wide,
the simulation is made up of thick lines to accentuate the Hough matrix.
Once the Hough transformation is mapped, a rule set is applied to the accumulator
matrix after locating all the local maxima. These maxima represent co-linear points in car-
tesian coordinates. The local maxima are found by searching specific locations in the
matrix, since we are only interested in examining a small range of angles. The Hough
matrix consists of lines that cross at nodes. Because of this, there are gaps between lines,.
These gaps make it difficult to treat the Hough matrix as a surface description because it is
not continuous. Because the mapping is not continuous, the search for local maxima is dif-
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Figure 3.6: Illustration of the Hough Transformation. Here 0' and r' define a point in
Hough-space as well as a line in cartesian-space.
ficult and unreliable. By thresholding the accumulator matrix, all the lower values may be
eliminated leaving only peaks like islands in an ocean of matrix sparsity. This allows use
of special algorithms for manipulating sparse matrices, and increases the efficiency of the
search. This threshold must be chosen carefully so as not to eliminate any short lines that
could be of significance. A visual technique that was found useful is to select a Hough
matrix out of a random sample and plot it in two dimensions viewed from one side. This
usually provides a useful glimpse of the profile of peaks, and an proper assessment can be
made. Also, by doing this, some intuition can be formed about the various lines that
appear in the Hough matrix. It was found by experimentation that there were clearly two
average lengths of lines present. Further investigation is needed to completely map these
lines to features present in houses. With a better understanding of this mapping a more
powerful set of rules might be written that would preclude the need for a training set. This
method is called structural pattern recognition, and is beyond the scope of this thesis, but
should be viewed as a possible extension of using Hough transformations to recognize
houses.
-- Akio.
The rules used were written with conic distortion in mind. By allowing a wide margin
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Figure 3.7: a) A simulated house and b) its Hough accumulator matrix. Notice the
high intensity regions in the upper right and lower left quadrants. These correspond to
the right and left roof tops respectively. The two regions in the middle to either side of
the r=0 line at 900 correspond to the two vertical lines. The regions at the bottom left,
and top right correspond to the upper and lower horizontal lines.
of interpretation for vertical lines, it is possible that the slant on roofs caused by conic dis-
tortion may be obscured. This de-emphasizes the effects of conic distortion by overlook-
ing it. Problems may arise when the slant due to conic distortion is higher than the
threshold value of the rule. A high performance penalty will be payed in terms of misclas-
sification in this case.
3.5 Evaluation of the Non-Optimized Feature Sets
As stated earlier, large feature sets pose a computational problem when calculating the
Mahalanobis distance as this involves inversions of poorly scaled matrices. The Euclidean
distance, however, can be calculated for high dimensional vectors, and this preliminary set
of performance results is based on finding the closest distance to the means of classes
without knowledge of class variance. Searching is also illustrated using this method as
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Figure 3.8: The result of a search using the pixel activity method of section 33.1. This
search was done using a non-optimized feature-set. The results are impressive for
searching front-gabled houses. See appendix for example searches of side-gabled
houses.
shown in figure 3.8. Figures 3.9 and 3.10 are sample runs of the same house using the
m
m
other two feature-sets. The results of the searches appear inferior to those obtained by
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Figure 3.9: The result of a search using the singular value decomposition method of
section 3.3.2. This search is no improvement over figure 3.8.
using the nearest-mean classifier for the two-class problem. Since this search only displays
the first eight houses found, it cannot be used as a strict test of the classifier. Results in
table 3.1 were quite varied, and not consistent enough to estimate Bayes' probability of
error.
The estimated probability of error for all the error entries in all the tables is given by
Esg,for side-gabled, efg for front-gabled, and E for the total probability of error for the two
classes. For example, in table 3.1, the entry for the estimated percent probability of error
for the pixel activity method using the L-method is 36.90. The total error for that set of
tests is 33.77. The errors were found for both classes using the C-method test and the L-
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method test. Bayes' error is estimated using the bounding method described in section
2.6.1. In all the tables, SVD refers to the singular decomposition method of feature extrac-
tion.
Side-Gabled Front-Gabled Total Error
Feature-Set Test %sg % g %
Activity Method C 100 0 54.65
L 36.90 30.77 33.69
SVD Method C 34.04 41.03 37.21
L 34.78 48.72 40.70
Hough Method C 40.43 23.08 32.56
L 39.13 25.64 32.56
Table 3.1: Results of Nearest Mean classification tests using C and L methods.
3.6 Evaluation of Features Reduced Using the Bhattacharyya Distance
The method described in section 2.5.2 for feature reduction was applied to the three
feature sets. The Bhattacharyya distance was found been the two classes for the entire fea-
ture set, and if the result was too low, usually in the order of 10-2, then smaller groups of
features were tested. Finally each feature was tested individually. Features were discarded
based on how small their Bhattacharyya distances were. The same test search was per-
formed for all three methods as was done in the last section. The pixel activity search per-
formed much better than that done using the non-optimized feature-set. The Hough
D = 57.95 Image: 7
u = 66 image: 77 D = 66.29 Image: 19 U = (//.4 image: 34
U = 93.52 Image: 3 D = 94.62 Image: 47 U = 9f.59 image: b4
Figure 3.10: The result of a search using the pixel activity method of section 3.3.1.
This search performed better for the first two houses, but no differently for the rest.
method performed the best for front-gabled houses. In classification, as shown in tables
3.2 and 3.3, performance for the pixel activity method and the singular value decomposi-
tion (SVD) were reduced somewhat for the Euclidean distance search, and the pixel activ-
ity method was biased towards side-gabled houses, which is not consistent with our
previous expectation. The Hough transformation method, on the other hand, performed
somewhat better. Bayes' error was estimated for all cases and tabulated in table 3.4.
Although some values of C-method tests were larger than the corresponding L-method
tests, the average of the two values were taken as an approximation. Of all the tests, the
Hough transformation method performed the best.
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Figure 3.11: The result of a search using the singular value decomposition method of
section 3.3.2 using a reduced feature-set. This performance was also impressive as
compared to the previous SVD search.
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Figure 3.12: The result of a search using the Hough Transformation method of section
3.3.3 using a reduced feature-set. This performance showed the most improvement
over the previous search of its kind.
Side-Gabled Front-Gabled Total Error
Feature-Set Test % fg %
Activity Method C 638 71.79 36.04
L 13.04 48.72 29.07
SVD Method C 42.55 43.59 43.02
L 45.65 43.59 44.19
Hough Method C 40.43 20.51 31.40
L 39.13 23.08 31.85
Table 3.2: Results of Nearest Mean Classitio Tests ausing C and L methods for
reduced feature-sets.
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Side-Gabled Front-Gabled Total Error
Feature-Set Test % %sg  Efg% E
Activity Method C 38.30 66.67 51.17
L 89.13 61.54 75.58
SVD Method C 42.55 43.59 43.02
L 45.65 43.59 44.19
Hough Method C 34.04 2.56 19.77
L 32.61 28.21 30.24
Table 3.3: Results of Quadratic Classification Tests using C and L methods for
reduced feature-sets.
Side-Gabled Front-Gabled Total ErrorFeature-Set % sg fg %
Activity Method 9.71 60.25 32.55
SVD Method 44.1 43.59 43.60
Hough Method 39.78 21.79 31.62
3.4: Bayes' error for the nearest-mean classification using reduced feature
Side-Gabled Front-Gabled Total Error
Feature-Set % s % g %
Activity Method 63.71 64.10 63.37
SVD Method 44.1 43.59 43.60
Hough Method 33.32 23.07 25.00
-sets.
Table 3.5: Bayes's error for quadratic classification for reduced feature-sets.
3.7 The Karhounen-Lokve Method of Feature Extraction
Table
This method was described in detail in section 2.6, and is a powerful means of finding
the principal components of the classes. As stated earlier in this chapter, there are difficul-
ties associated with inverting large poorly scaled matrices. Although the Bhattacharyya
distance suffers from the same constraints, it is an external measure of what features to
select, and does not return information that is directly used as features as is the case with
the KL method. For this reason, even if the Bhattacharyya distance calculation returns bad
values, those can be excluded from the feature-set in order that the calculations may pro-
ceed as well as for their inappropriateness as features. This method was implemented with
satisfactory results. Feature reduction reduced the feature count for all three classifiers to
10. Search performance was slightly improved for all cases, and classification resulted in
higher errors for the Hough method, and slightly lower errors for the others. Table 3.6
through 3.10 show the results of all tests. The features selected in the last section are the
Side-Gabled Front-Gabled Total Error
Feature-Set Test % sg % fg %
Activity Method C 4.25 79.49 38.37
L 23.90 51.28 36.04
SVD Method C 36.17 35.90 36.05
L 45.65 41.03 43.02
Hough Method C 44.68 25.64 36.05
L 43.48 28.21 36.05
Table 3.6: Results of Nearest Mean Classification Tests using C and L methods for
KL feature-sets.
Side-Gabled Front-Gabled Total ErrorFeature-Set Test % sg % fg% esg % Efg % e
Activity Method C 97.87 0 53.49
L 8.70 43.59 24.44
Table 3.7: Results of quadratic classification tests using C and L methods for KL
feature-sets.
Table 3.7: Results of quadratic classification tests using C and
feature-sets.
L methods for KL
Side-Gabled Front-Gabled Total ErrorFeature-Set % sg % fg %
Activity Method 14.07 65.38 37.20
SVD Method 40.91 38.46 39.53
Hough Method 44.08 26.92 36.05
Table 3.8: Bayes' error for the nearest-mean classification using KL feature-sets.
Side-Gabled Front-Gabled Total ErrorFeature-Set % sg % fg %
Activity Method 53.28 21.79 38.96
SVD Method 38.96 28.20 33.72
Hough Method 44.08 26.92 36.05
Table 3.9: Bayes's error for quadratic classification for KL feature-sets.
best set based the Hough method, but the current feature-sets for SVD and pixel activities
gave the best results for the quadratic classifier. The nearest-mean classifier in the previ-
ous section performed the best for the pixel activities method.
3.8 Problems and Proposed Solutions
Side-Gabled Front-Gabled Total Error
Feature-Set Test % Eg % fg %
SVD Method C 14.89 12.82 13.95
L 63.04 43.59 53.49
Hough Method C 44.68 25.64 36.05
L 43.48 28.21 36.05
Given the difficulties of small sample size, and high variance in shape, all the classifi-
ers performed as well as expected. However, there are some issues that should be
addressed in future research in order to improve upon the methods used in this thesis.
The pixel activity extraction should use a better segmentation method. A combination
of Hough method, for segmentation, and pixel activity within segments could be used to
extract texture information. Information around the top edges should be extracted with
smaller segments, and the center and bottom should use larger segments, if any at all.
More orientations should be used. In this way, the bias towards side-gabled houses may be
eliminated.
The SVD extraction should not have included the first few eigenvectors. It was shown
by Pentland and Starner-93 that by eliminating these, effects of illumination differences
could be reduced.
The Hough extraction method needs a better way of locating the local maxima. The
accumulator matrix should be smoothed, perhaps by using B-splines. In this way a better
estimation of line information can be achieved.
Finally, the problem of conic distortion may be dealt with by implementing the follow-
ing algorithm:
1. Locate the top most horizontal line in the house image
2. If it exists, measure its end-points, and look for the next horizontal line.
3. If the second line is longer than the first, stretch the top one, and all the pixels in the
intervening regions until both lines are of the same length
4. Do feature extraction
Chapter 4
Conclusions
4.1 Summary of Major Findings
A simplified geometric taxonomy was established for describing houses. This was a nec-
essary first step towards understanding the problem of recognizing house images. A test-
bed for pattern recognition was developed that could vectorize images, store them in a
database, and allow rapid development of feature extraction and development techniques.
A variety of different methods were evaluated as solutions to the problem of recognizing
houses, and full assessments were made of each of three feature-sets using supervised
learning, and C and L methods for testing. Bayes' error was estimated based on these two
tests. Feature development was accomplished by selecting those features that minimized
the Bhattacharyya distance between classes. Much improvement was observed after the
initial feature reduction. An unsupervised learning algorithm was used to verify that no
more than two classes could be observed reliably in the sample-space available. Following
this approach, a two class quadratic classifier was developed in addition to a rapid search
engine for images based on the same feature-sets as the classifier.
The Karhounen-Lobve method of feature selection was implemented with incremental
success. For the Euclidean distance search (or nearest-mean), Bayes' error for the pixel
activity method was higher. For the SVD method it was lower, and then higher again for
the Hough method. For the quadratic classifier, or Mahalanobis distance classifier, both
pixel activity and SVD improved dramatically, but the Hough method did not perform as
well as before.
Three feature extraction methods were used. The first uses pixel activity in various ori-
entation of the image as features. A color feature is also used in this method. Explicit seg-
mentation of varying segment sizes and number was used to extract features associated
with different locations on the image. The same features are then extracted from the entire
image. The best results were obtains using three vertical and two horizontal segments.
The second method was to use singular value decomposition to obtain eigenvalues of
the intensity matrix of an image and use them as features. This method displayed average
performance, perhaps due to the small sample size.
The best overall performance was obtained by the Hough transformation rules-based
feature-set. This method was biased towards front-gabled houses in a two-class problem
of side-gabled and front-gabled houses. This was an expected phenomenon since the vari-
ance in front-gabled houses was determined to be much lower than for side-gabled houses.
The best performance achieved was 25% for the Hough transformation features after the
first feature reduction using the Bhattacharyya distance as a criterion for eliminating fea-
tures.
4.2 Future Research
This research was undertaken with extensibility in mind. By using the software devel-
oped here as a test-bed for further development of better feature techniques, a reliable
house classifier could be built. A method of mapping the different salient features present
in a house could be implemented by use of perturbation techniques. For instance, by using
the SVD method, and removing one feature at a time, and displaying the image, the effect
could be cataloged, and a dictionary of features established for houses of different classes.
The same could be done using the rules-based Hough method. By searching for the proper
threshold values that apply to a variety of house classes, a truly robust feature extractor
could be implemented. Also, the effect of segment size should be studied further as it
applies to the pixel activity method. Performance of this system is marginal, so there is
much room for improvement. De-skewing of roof lines to compensate for the effects of
conic projection is a method that should be explored in detail.
Appendix A
Variables Definition
A Threshold of a quadratic classifier
B Bhattacharyya Distance
b Y Intercept in Hough Explanation
dM Mahalanobis Distance
de Euclidean Distance
D Divergence of classes, or Distance in Image Labels
E [] Expected Value of a Random Vector Term
Ci Probability Error in Selecting Correct Class
Esg Probability of Error in Selecting Side-Gabled Incorrectly
8sg Probability of Error in Selecting Side-Gabled Incorrectly
Probability of Error in Selecting Either Classes Incorrectly
F Scaling Factor for Feature Values
f Random Variable Feature Vector
h (Y) Log Likelihood discriminator function
Kx  Covariance Matrix of Features for a class x
L Length of a line for Hough Explanation
I (M) Likelihood discriminator Function
M Slope in Hough Explanation
m Mean of a Set of Feature Vectors (Or a Class)
Nc Number of Classes
Pr[] Probability of an Event [I Happening
Px Probability Density Function given x
Cy Standard Deviation of a univariate Gaussian
i The Number Pi = 3.14159...
pB Bhattacharyya Coefficient
Q Composite Correlation Matrix of 2 Classes
Ri  Correlation Matrix of Class i
r Radius in Hough Explanation
r' Constant Radius in Hough Explanation
S Karhounen-Lo6ve Transformation Matrix
O Variable Angle from Hough Explanation
0' Constant Angle from Hough Explanation
()T Transpose Operator
V1  Vertical Eigenvectors
V1 Horizontal Eigenvectors
wi  Class of Index 1
X A Random Vector
x n  An element of a Random Vector
i A fixed instance of x
x Range Variable in Hough Explanation
y Domain Variable in Hough Explanation
Appendix B
Matlab Code
B.1 Hough Transformation
% This function finds the rectilinear Hough transformation of
% pixels in image BW having a value less than the threshold T.
% function Z = Lhough(BW,delta_r,tl,t2,t3,t4,t5,t6,t7,t8,t9,tl0);
% BW - is a bitonal image matrix with zeros as edges. Use -BW.
% delta_r - is the coarseness of scan in r, ie do every delta r pixel
at
% angle theta.
% thetal - is the starting angle in degrees. It must be 0 to 180.
% theta2 - is the ending angle in degrees. It must also be 0 to 180.
% Start of function body:
function Z = Lhough(BW,delta_r,tl,t2,t3,t4,t5,t6,t7,t8,t9,tlO);
% Setting some constants involving the image geometry.
cony - 3.1415926535/180.0;
(size y size_x] = size(BW);
size_x = size_x - 1;
size_y - size_y - 1;
centerx - size x/2;
center_y - size_y/2;
rmax - sqrt( (size x*size_x+size_y*size_y) /2.0); % This is half the diag-
onal of BW
t = 1;
if tl < 0
error('Angle 1 must be degrees from 0 to 180, not less than 0');
elseif tl >180
error('Angle 1 must be degrees from 0 to 180, not greater than 180');
else
tl;
end
if t2 < 0
error('Angle 2 must be degrees from 0 to 180, not less than 0');
elseif t2 >180
error('Angle 2 must be degrees from 0 to 180, not greater than 180');
else
t2;
end
% Initializing a table of transcendental values for Hough space.
omega = 0:180;
sarr = sin(omega*conv);
carr = cos(omega*conv);
% Make Z a zero matrix
clear Z;
Z = zeros(181,2*rmax+l);
% Set the coarseness of radius
x = round(deltar/sqrt(2));
% Transform each pixel in BW into Hough coordinate space
% (r,omega), but in matrix coordinates, this is (omega,r).
trange - [tl t2 t3 t4 t5 t6 t7 t8 t9 tl0];
for ttmp = 1:9
ttmp;
trange(ttmp);
trange(ttmp+1);
for i = O:x:sizex-1,
for j = O:x:size y-l,
if (BW(j+1,i+1) < t)
for omega = trange(ttmp):trange(ttmp+1),
rr = (j - center_y)*sarr(omega+1) - (i - center x)*carr(omega+l);
if (rr < 0.0)
r = round(rr);
else
r = round(rr) + 1;
end
Z(omega+l,rmax+r+l) = Z(omega+l,rmax+r+l) + 1;
end
end
end
end
end
B.2 Hough Rules Extraction
% Usage:
% [nill,nllr,nlrl,nlrr,nllv,nlrv,nllhnlrh,nsll,nslr,nsrl,nsrr,nslv,nsrv,nslh,nsrh]
% = Lhough2bw(Z,tols,toll,tl,t2,t3,t4,t5,t6,t7,t8,t9,t 10);
% nill - Number of long lines found close to center, inclined right.
% nllr - Number of long lines found close to center, inclined left.
% nlrl - Number of long lines found far from center, inclined right.
% nlrr - Number of long lines found far from center, inclined left.
% nllv - Number of long close vertical lines found.
% nlrv - Number of long far vertical lines found.
% nlrh - Number of long far horizontal lines found.
% nsll - Number of short lines found close to center, inclined right.
% nslr - Number of short lines found close to center, inclined left.
% nsrl - Number of short lines found far from center, inclined right.
% nsrr - Number of short lines found far from center, inclined left.
% nslv - Number of short close vertical lines found.
% nsrv - Number of short far vertical lines found.
% nslh - Number of short close horizontal lines found.
% nsrh - Number of short far horizontal lines found.
% Z - The Lhough accumulator matrix.
% tols - Tolerance used to filter out really short lines. Repersents
% length of the smallest line in pixels.
% toll - Tolerance used to define the longest short line. Also pixel line length.
function [nlll,•nnllrrl,nlrr,nnv,nlrv,nhnlrhns lrnsrl•••nsnsnsrrnsvnsrv,nslh,nsrh =
Lhough2bw(Z,tols,toll,tl,t2,t3,t4,t5,t6,t7,t8,t9,tl0);
% function P = Lhough2bw(Z,tols,toll,tl,t2,t3,t4,t5,t6,t7,t8,t9,tlO);
Isize_i size.j] = size(Z);
P = zeros(size_i,size j);
nill = 0;
nllr = 0;
nlrl = 0;
nlrr = O;
nllv = 0;
nlrv = O;
nllh = 0;
nlrh =0;
nsll = 0;
nslr = 0;
nsrl = 0;
nsrr = 0;
nslv = 0;
nsrv = 0;
nslh = 0;
nsrh = 0;
trange = [tl t2 t3 t4 t5 t6 t7 t8 t9 tlO];
for ttmp = 1:9
for i = trange(ttmp)+1:trange(ttmp+ 1)+1
forj = 1:sizej
if Z(ij) >= tols
P(i+ 1,j) = Z(ij);
else
P(i,j) = 0;
end
end
end
end
P;
Rlast = 0;
trange = [tl t2 t3 t4 t5 t6 t7 t8 t9 tl0];
for ttmp = 1:9
for i = trange(ttmp)+ 1 :trange(ttmp+ 1)+ 1
trange(ttmp);
trange(ttmp+ 1);
Pmax = 0;
Max = 0;
Clast = 0;
I;
forj = 1:size(P,2)
if P(ij) > 0% Hitting the next hump
foo = ['hump at' num2str(j) ' ' num2str(i)];
if P(ij) > Pmax % Instantaneous max
foo = ['1st local Max ' num2str(j) ' ' num2str(i) ' ' num2str(P(i,j))];
Pmax = P(ij);
Max = Pmax;
end
if i == size(P, 1) % If on the last row, this is it for row max.
Rlast = 1;
end
if j = size(P,2) % If on the last column of this row, max it.
Max = Pmax;
Pmax = 0;
Clast = 1;
end
if Clast == 0 & Rlast == 0;% If still not near the end, look-right for max.
if P(i,j+ 1) < Pmax % Look right for downslope
Max = Pmax; % If downslope, then we passed local max. Max is set.
else
Max = 0;
end
if P(i+ 1,j) < Pmax % Look down for downslope
Max = Pmax;
else
Max = 0;
end
end
else
Pmax = 0;
Max = 0;
end
if Max > 0% If we have a new local max, do rules.
Max;
if j <= round(size(P,2)/2)
if i > 0 & i<=5
if Max > toll
nllh = nllh + 1;
else
nslh = nslh + 1;
end
elseif i > 5 & i <= 85
if Max > toll
nll = nill + 1;
else
nsll = nsll + 1;
end
elseif i > 85 & i <= 95
if Max > toll
nllv = nllv + 1;
else
nslv = nslv + 1;
end
elseif i > 95 & i <= 175
if Max > toll
nllr = nllr + 1;
else
nslr = nslr + 1;
end
elseif i > 175 <= 180
if Max > toll
nllh = nllh;
else
nslh = nslh;
end
end
else
if i > 0 & i <= 5
if Max > toll
nlrh = nlrh + 1;
else
nsrh = nsrh + 1;
end
elseif i > 5 & i <= 85
if Max > toll
nlrl = nlrl + 1;
else
nsrl = nsrl + 1;
end
elseif i > 85 & i <= 95
if Max > toll
nlrv = nlrv + 1;
else
nsrv = nsrv + 1;
end
elseif i > 95 & i <= 175
if Max > toll
nlrr = nlrr + 1;
else
nsrr = nsrr + 1;
end
elseif i > 175 & i <= 180
if Max > toll
nlrh = nlrh;
else
nsrh = nsrh;
end % lxrh test
end %
end
end
end
end
end
end
%nlll
%nllr
%nlrl
%nlrr
%nllv
%nlrv
%nllh
%nlrh
%nsll
%nslr
%nsrl
%nsrr
%nslv
%nsrv
%nslh
%nsrh
More Sample Searches Using Best Features
Image: 35
D = 25.24 Image: 63
D = 30.6 Image: 58
U = 20.14 Image: 69
D = 25.35 Image: 8
D = 30.69 Image: 36
D = 24.79 Image: 67
U = 26.83 Image: 32
U = ;.4 image: f• 6
Figure B.1: Pixel Activity Search: Notice the two wrong choices, Image 67 and
Image 8. Image 67 resembles, and some may argue, is a side-gabled house with an
off-center gable, where Image 8 is scaled in such a way as to be interpreted as having
a gabled dormer, rather than a front gable. Scaling also contributes to firm factor,
which is dominant in the set of features.
D = 406.1 Image: 68
D = 619 Image: 74 D = 630.3 Image: 82 U = 35b.3 Image: 33
D = 6-8.3 Image: 75 D = 689.1 Image: 22 D = 699.2 Image: 26
Figure B.2: This search used the SVD, or Eigen features. Although it cannot be seen in a
grayscale image, the color and texture of the roof on Image 35 is visibly similar to red
brick. Four of the six brick houses in the database were retrieved in this search. Other
similarities in color intensities such as vegetation can be observed in the color image. The
closest match, Image 68, has green area almost equal to the test image bushes. Other sim-
ilarities in color intensities can be observed in the siding of houses. Images 82 and 26
have siding very similar to the test image.
Image: 35 v = b54.3 Image: 52
- --- - - --
Image: 35
D = 22.47, Image: 33
D = 27.75, Image: 65
D = 13.93, Image: 55
D = 25, Image: 30
D = 29.6, Image: 37
D = 16.34, Image: 63
D = 25.63, Image: 32
D = 30.28, Image: 77
Figure B.3: This search used the Hough feature-set. Only one house is mis-classified.
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