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I. INTRODUCTION
Sudden cardiac death, usually due to ventricular fibrillation, claims the lives of as many as 400 000 people each year in the United States alone. In order to understand the cause of ventricular fibrillation, as well as other cardiac arrhythmias, the dynamical properties of the heart have been studied using mathematical models of various forms. For example, ionic models [1] [2] [3] attempt to reproduce cardiac dynamics by characterizing the concentration differences and ionic fluxes across the cardiac cell membrane as determined by experimental data. These multidimensional models are fairly complex, often with more than 20 state variables, which makes analysis of such models difficult.
Another approach is to examine cardiac dynamical behavior, rather than individual ionic processes. One such behavior that has been studied extensively is restitution, the characteristic shortening of action potential duration ͑APD͒ with increased heart rate. In pioneering work by Nolasco and Dahlen 4 and Guevara et al., 5 restitution was described as a one-dimensional mapping model
where A n+1 is the APD following a diastolic interval ͑DI͒ D n . While analysis of this simple model yields much insight into possible mechanisms for abnormal cardiac rhythms, restitution has proved to be more complex than originally proposed. For example, it has been shown that the functional relationship given in ͑1͒, known as the restitution curve ͑RC͒, depends on the pacing protocol used to obtain it, 6 ,7 a phenomenon known as rate-dependent restitution. Experimentally, two pacing protocols are commonly used to investigate cardiac restitution, the dynamic and the S1-S2. Recently, a new protocol was introduced that measures the lessknown constant-BCL ͑CB͒ RC ͑Ref. 8͒ ͑see Sec. II for more detail regarding the CB RC͒. It was shown that these RCs describe different aspects of cardiac dynamics: the steadystate response, responses to perturbations, and transient responses. Moreover, it was shown that simultaneous measurement of all RCs at each basic cycle length ͑BCL͒ allows more complete characterization of cardiac dynamics and possible prediction of the onset of instability.
The new protocol, called the perturbed downsweep protocol, was implemented experimentally in a bullfrog heart preparation. 9 The resulting responses were plotted in a restitution portrait ͑RP͒, which simultaneously displays several RC segments at each BCL, as well as transient responses, instead of only a single RC. Analysis of the experimental RP revealed that a mapping model of the form ͑1͒ cannot reproduce many features of the experimental RP. However, a mapping model of the form
exhibits an RP that is qualitatively similar to that seen experimentally. The mapping model of the form ͑2͒ is considered to have short-term memory in that the response depends on the pacing history ͑a number of previous DIs and/or APDs͒. Mapping models of the form ͑2͒ have been formulated to phenomenologically represent memory, 10, 11 and have also been derived as an asymptotic approximation of a simplified ionic model. 12 The short-term memory included in these models allows them to reproduce experimental observations, such as rate dependence, that are not produced by the memoryless mapping model ͑1͒.
Given the fact that a three-variable model of the form ͑2͒ reproduces important cardiac behaviors, it is important to understand the physical significance of the experimentally measured RCs for such a memory model. An interpretation of different RCs was presented previously 8 for a two-variable model of the form
shedding light on the origins of rate-dependent restitution. However, extension of that analysis for a three-variable model is not transparent. Moreover, although the mapping model ͑2͒ produced an RP that was qualitatively similar to experiments, quantitative agreement was not obtained. In addition, the three-variable model breaks down in trying to predict the onset of alternans. Therefore, higher-dimensional models with even more memory variables may be required in order to obtain quantitative agreement with the RP and to predict alternans. Thus, an understanding of the meaning of different RCs for models with greater amounts of memory ͑i.e., more than two variables͒ is necessary to design useful pacing protocols and to continue to use restitution as a tool for analyzing cardiac dynamics. Here, we examine restitution for mapping models with an arbitrary amount of memory, i.e., any model that can be represented in the general form
Therefore, this analysis applies to the one-, two-, and threevariable models already mentioned, as well as to any future models with more memory variables that may emerge. This analysis is performed in the context of the RP and therefore focuses on the 1:1 regime of possible responses. First, we describe the components of the RP as they apply to models of the form ͑4͒. Next, we interpret each of the various RCs in terms of these higher-dimensional models. Finally, we present a graphical visualization of the RCs for such models, and a specific example of this visualization for a model of the form ͑2͒. We find that, in addition to aiding in the comprehension of restitution for complex mapping models, our analysis demonstrates the limitations of the commonly used dynamic and S1-S2 protocols and uncovers the potential advantages of measuring CB restitution.
II. THE RESTITUTION PORTRAIT
The analysis in this paper is presented in the context of the RP, which simultaneously shows a dynamic RC, segments of S1-S2 RCs, and CB transient responses. To produce an RP, stimuli are applied according to the perturbed downsweep protocol and APD is plotted as a function of previous DI for all responses. An example of an RP is shown in Fig. 1 . The details of the perturbed downsweep protocol and the RP have been described in detail previously. 9 Briefly, in this protocol, BCL is decreased in a downsweep. At each BCL in the downsweep, once steady state is achieved, perturbations are applied at BCL+ ␦ and at BCL-␦ before de-creasing the BCL for the next step in the downsweep. In between the 2 perturbations, pacing resumes at the current BCL until the response returns to steady state. Figure 2 shows the details of the RP for a single BCL in the downsweep. As shown in this figure, in applying the protocol, two different RCs are produced, the dynamic and the S1-S2. The dynamic RC describes steady-state responses over all BCLs. In Fig. 2 , the steady-state response, also known as the fixed point, corresponds to the intersection of the RCs. The S1-S2 RC segment shows responses to the perturbations. Note that the S1-S2 RC segment in the RP represents only a portion of a conventional S1-S2 RC around the fixed point ͑the point where the perturbation is equal to zero͒.
The CB transients are a feature of the RP that have only been described in detail for the two-variable model of the form ͑3͒. Here, we clarify their meaning for mapping models with more memory. The CB transient responses are all responses that occur while pacing at a constant BCL. In particular for the RP, CB-D responses are those that occur after a sustained change in BCL ͑Fig. 2, filled circles͒. The CB-S responses are the transient responses after each of the perturbations is applied ͑open circles͒. For a two-variable mapping model of the form ͑3͒, all CB transient responses ͑CB-D and CB-S͒ fall on a single curve, which was defined as the CB RC. 8 However, for models with higher degrees of memory, CB responses do not fall on a single curve, as shown in Figs. 1 and 2. 13 Therefore, in this paper, the responses to constant pacing are referred to as "CB transients," rather than a CB RC.
III. RESTITUTION CURVES FOR HIGHER-DIMENSIONAL MODELS
For the following analysis, we consider mapping models in which APD is described as a function of a number of previous sequential DIs and/or APDs in the form ͑4͒, where A n + D n = B n , as depicted in Fig. 3 . In this paper, the degree of memory is determined by the number of variables in the argument for F. The one-variable model A n+1 = F͑D n ͒ is considered a memoryless model, whereas the two-variable model A n+1 = F͑D n , A n ͒ has one degree of memory. We refer to arguments involving either a DI or an APD as "D variables" and "A variables," respectively.
A. The dynamic restitution curve
To examine the dynamic RC, we use the fact that the dynamic RC consists of the steady-state responses over all BCLs. At steady state, the following conditions apply:
where A * and D * represent the steady-state values of APD and DI. By substituting the variables D * and A * into ͑4͒, we can write
is an implicit expression for the dynamic RC. The steady-state values of D * and A * for any BCL B are determined by solving ͑7͒ for D * and A * with the condition D * = B − A * . Therefore, for the dynamic RC, a higherdimensional mapping can be reduced to a two-dimensional function ⌿.
In the RP, the dynamic RC is obtained by plotting A * as a function of D * . Therefore, the slope of the dynamic RC at any fixed point is given as
where fp denotes evaluation at the fixed point. The righthand side of ͑8͒ results from the fact that A * = A n+1 = F. By 
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where the expression extends for all variables in the model. Note that the partial derivatives of the D variables and the A variables with respect to D * and A * , respectively, are equal to one by ͑5͒ and ͑6͒. Therefore, by rearranging terms and solving for ‫ץ‬A * / ‫ץ‬D * , we obtain the following expression for the slope of the dynamic RC:
where the numerator is the sum of all partial derivatives of F with respect to the D variables, and the expression enclosed in parentheses in the denominator is the sum of the partial derivatives of F with respect to the A variables in the model. For a one-variable model, there is only one RC, regardless of the protocol, and therefore, S dyn = dF / dD n , as expected. For two-and three-variable models, the expressions for S dyn given previously 8, 14 are special cases of ͑10͒. Thus, the dynamic RC can be expressed in terms of only two variables, A * and D * , which are determined from all of the variables in the mapping. In this sense, the explicit functional dependence of the dynamic RC on any one of the individual memory terms is lost. Additionally, the slope S dyn for the mapping model ͑4͒ has a form given by ͑10͒ regardless of the amount of memory in the model and depends on the derivatives of F with respect to all of the A and D variables in the model. Hence, S dyn depends on the degree of memory in the model.
B. The S1-S2 restitution curve
As a result of rate-dependent restitution, the S1-S2 RC depends on the S1-S1 BCL used to generate it. Figure 4 shows the stimuli and responses obtained during a part of the perturbed downsweep protocol when a perturbation is applied for a particular BCL B. We note that in the perturbed downsweep protocol ͑or a conventional S1-S2 protocol͒, the perturbation ͑S2 stimulus͒ is applied after the response has reached steady state at B, with the steady-state response given by ͑D * B ,A * B ͒. The responses to the perturbations ͑D S2 , A S2 ͒ form the S1-S2-RC segments in the RP, where D S2 =D * B ± ␦. The response A S2 , can be determined from the mapping ͑4͒, by noting the following:
Equations ͑13͒-͑16͒ result from the fact that the S2 stimulus is applied after steady state has been reached, and therefore all variables previous to the first variable ͑D n ͒ are at steady state. Note that in ͑16͒, D * B is considered a constant equal to the steady-state DI for that BCL. To signify that it is a constant, it is written in a roman typeface, rather than in italics. Therefore, the S1-S2 RC is given by substituting equations ͑11͒-͑16͒ into ͑4͒,
Thus, for a given BCL B, the S1-S2 RC is given by the function ⍀, and depends only on the first D variable and the steady-state DI, regardless of the number of memory variables in the mapping model. In the RP, the S1-S2 RC is obtained by plotting the pairs ͑D S2 , A S2 ͒, with D S2 as the independent variable. Therefore, the slope of the S1-S2 RC at the fixed point is given by
where the right-hand side of ͑18͒ results from the fact that A S2 = A n+1 = F. By differentiating ͑4͒ with respect to D S2 , we obtain
Note that ‫ץ‬D n / ‫ץ‬D S2 = 1, while the partial derivatives of all previous A and D variables with respect to D S2 are equal to zero because they do not depend on D S2 . Therefore, the slope of the S1-S2 RC for a mapping model with an arbitrary number of memory variables is given by
The slope of the S1-S2 RC is determined by Eq. ͑20͒ regardless of the number of A and D variables in the mapping model ͑4͒, and thus does not depend on the amount of memory in the model. However, the values of the S1-S2 RC do depend on the amount of memory in the model, because the steady-state values of APD and DI for a given BCL depend on all of the A and D variables in the model as described in Sec. III A.
In some ionic models, such as the Beeler-Reuter and Luo-Rudy phase 1 models, S 12 has been shown to predict the onset of instability. [15] [16] [17] [18] Presumably, this is because there is little memory present in such models. For the memoryless mapping model given by ͑1͒, the criterion for stability of the 1:1 response predicts that alternans will occur when ͉FЈ͑D n ͉͒ ജ 1. 5 Thus, according to ͑20͒, S 12 can be used to assess stability for memoryless models. Incidentally, S dyn and S 12 will be equivalent for memoryless models because the RC obtained will be the same for any pacing protocol.
C. Transient CB responses
The RP includes transient responses in addition to the RCs mentioned above. These transients are obtained during constant pacing at a BCL B either for a decrease in BCL in the downsweep, or for recovery from a perturbation. The full mapping F can be reduced for these CB responses by noting that A m + D m = B for m = n , n −1,n −2,.... Therefore, during pacing at a constant BCL B, the following holds:
i.e., during constant pacing, A n+1 depends only on the D variables in the model. In the RP, A n+1 is plotted versus D n . For models with one D variable, such as those considered by Tolkacheva et al. 8, 19 and Gilmour and collaborators, 20, 21 all CB responses will fall on the curve given by A n+1 = ⌽͑D n ͒. For models with more than one D variable of memory, such as that considered by Chialvo et al. 10 and Fox et al., 22 the responses will not fall necessarily on a single curve in the RP due to the dependency of ⌽ on previous D variables.
Whereas the RCs described previously in Secs. III A and III B are given by exact expressions, the sequence of CB responses is only determined by iterating the model. However, insight into the expected dynamics can be gained by determining the eigenvalues and eigenvectors of the mapping ⌽. Eigenvalues and eigenvectors can be determined by first linearizing around the fixed point ͑D * , A * ͒,
where fp denotes evaluation at the fixed point. Rewriting ͑22͒ in terms of deviations from the fixed point
.
͑23͒
In ͑23͒, the square matrix is m ϫ m, where m is the number of D variables in the mapping model. The first row of this matrix consists of the partial derivatives of ⌽ with respect to each of the D variables ͑with a negative sign͒. The remaining rows are zeros with the exception of the lower off-diagonal elements which have a value of 1. Eigenvalues and eigenvectors of this matrix can be determined by standard eigensystem analysis. Also, due to the form of this matrix, determination of its characteristic polynomial is straightforward. Therefore, criteria for stability can be determined by imposing conditions on the eigenvalues in the characteristic polynomial, as demonstrated previously for two-and threevariable models. 8, 14 In these previous studies, analytical formulations for the stability criteria were expressed in terms of the RC slopes. For models with more than three variables, further analysis, and possibly the development of a new pacing protocol, will be required to determine how to relate the analytical expression for stability to quantities that can be measured experimentally.
The behavior of the CB responses for a given BCL is governed by the eigenvalues and eigenvectors of the square matrix in Eq. ͑23͒ and is illustrated by example in Sec. IV C. This example will show that the dynamics of the mapping model ͑4͒ depends on m, the number of D variables ͑and eigenvalues͒ in the model. In particular, m determines the dimension of the space where the CB responses reside, which affects the appearance of the CB responses in the RP.
IV. VISUALIZATION
In this section, we present a graphical visualization to demonstrate the relationship between the mapping model F and the components of the RP. We apply certain restrictions to the mapping model, such as those presented in the preceding sections, to allow determination of the surfaces that contain each of the RP components. To generate the plots used in this visualization, we used a three-variable mapping model of the form ͑2͒, given as Eq. ͑A4͒ in the Appendix. However, unless otherwise noted, this visualization technique can be generalized for mapping models with arbitrarily many degrees of memory.
A. The dynamic restitution curve
As presented in Sec. III A, for the dynamic RC, a mapping F with an arbitrary number of memory variables is reduced to an expression of only steady-state pairs ͑D * , A * ͒. These pairs reside on a two-dimensional surface defined by the function ⌿ with A * and D * as independent variables, as shown in Fig. 5 . In this plot, the vertical axis represents A n+1 . The dynamic RC is then determined by noting that at steadystate, the following condition holds:
Therefore the dynamic RC is determined by the intersection of the surface ⌿ with the plane A defined by ͑24͒. This plane is outlined in black in Fig. 5͑a͒ , and its intersection with ⌿ is shown as the solid gray curve. The solid gray curve is the dynamic RC in three-dimensional space, and will be abbreviated 3D-DRC. However, RCs are typically viewed in two dimensions, specifically in the ͑A n+1 − D n ͒ plane. Therefore, the conventional dynamic RC is the projection of the 3D-DRC onto the ͑A n+1 − D n ͒ plane, or in this case, the ͑A n+1 − D * ͒ plane ͓Fig. 5͑b͔͒. Note that there is only one dynamic RC over all BCLs. The steady-state response for a given BCL B is determined by the pacing relation
For the axes shown in Fig. 5 , the pacing relation corresponds to a plane defined by A n+1 = B − D * , and the steady-state response for that BCL is given by the intersection of the 3D-DRC with that plane. This intersection is shown in Fig. 5͑c͒ . The stars shown on the curve in Figs. 5͑a͒ and 5͑b͒ correspond to this intersection.
Graphical determination of S dyn
To determine S dyn , we must find a vector that is tangent to the dynamic RC at the fixed point. We will first determine a vector tangent to the 3D-DRC as illustrated in Fig. 5͑b͒ , and then project that vector onto the ͑A n+1 − D * ͒ plane. When two surfaces intersect to form a curve, a vector that is tangent to this curve at any point is given by the cross product of the normal vectors to the surfaces at that point. A normal vector of the surface ⌿ at any fixed point is the gradient of the level surface given by
where î, ĵ, and k are the unit vectors in the positive A * , D * , and A n+1 directions, respectively. Similarly, the normal vector of the surface A is given by
The cross product yielding the tangent vector T ជ at any fixed point is then given by
Therefore, the vector given in ͑28͒ is tangent to the 3D-DRC at the fixed point, as shown in Fig. 5 . The projection of T ជ onto the ͑A n+1 − D * ͒ plane is given by its ĵ and k components and yields the tangent to the dynamic RC at the desired fixed point. Therefore, the slope is given by the ratio of the k component to the ĵ component, or
is equivalent to the expression ͑10͒ for S dyn derived earlier by the chain rule. This graphical visualization demonstrates that the surface ⌿ containing the 3D-DRC can be represented in two dimensions, as a function of D * and A * . However, D * and A * are determined from all the variables in the mapping model; therefore the shape of ⌿, and thus the slope S dyn , depends on the memory in the mapping model.
B. The S1-S2 restitution curve
According to ͑17͒, the S1-S2 RC for a given BCL depends only on the first D variable and the steady-state response, regardless of the degree of memory. To visualize this, the function ⍀ can be plotted as a two-dimensional surface, where D S2 and D * are independent variables ͓Fig. 6͑a͔͒. This surface describes A n+1 as a function of D S2 for various steady-state D * values. However, for a given BCL, D * has a certain value as determined by the dynamic RC. Therefore, the S1-S2 RC is determined by intersecting the surface ⍀ with the plane B defined by
This intersection ͑shown as the heavy gray curve in Fig.  6͒ is the S1-S2 RC in three dimensions ͑3D-SRC͒. The 3D-SRC is projected onto the ͑A n+1 − D S2 ͒ plane to yield the conventional S1-S2 RC ͓Fig. 6͑b͔͒. Note that a different surface ⍀ exists for every B, yielding a different RC for each S1-S1 pacing interval. The star shown in Fig. 6 shows the steady-state response, when D S2 =D * B , and corresponds to the star in Fig. 5 .
Graphical determination of S 12
The 3D-SRC is parallel to the ͑A n+1 − D n ͒, or ͑A n+1 − D S2 ͒ plane. Therefore it follows that the slope of the S1-S2 RC at the fixed point is given by the partial derivative of ⍀ in the D S2 direction, or
͑31͒
Equation ͑31͒ is equivalent to ͑20͒ by the chain rule. Note that in Fig. 6 , the shape of the surface ⍀ in D S2 direction, and thus the expression for S 12 , does not depend on the amount of memory in the mapping model ͑4͒. All memory is manifest in the D * direction, and is involved in determining APD values for the S1-S2 RC, but not the slope S 12 .
C. CB transient
As presented in Sec. III C, the function ⌽ describing transient CB responses is m dimensional, where m is the number of D variables in the mapping model. Therefore, ⌽ can only be presented graphically for m ഛ 2. Here, we present a visualization for the specific model given in the Appendix ͑A4͒, which has two D variables. Recall that in the RP, two types of CB responses are generated: the transient CB response after a sustained change in BCL ͑CB-D͒ and the transient CB response to a perturbation in BCL ͑CB-S͒. Experimentally, and in the RP of Fig. 1 , neither of these types of CB responses form a single curve; they both initially oscillate before slowly reaching steady state. The eigenvalue analysis of this specific mapping, as well as a graphical visualization, are presented here to illustrate how these CB transients are generated.
For a mapping model with only two D variables, Eq. ͑21͒ is rewritten as
This mapping describes any responses to pacing at B, the same BCL used to determine the fixed point indicated by the star in Fig. 5 , and used to generate the S1-S2 RC in Fig. 6 . Similar to the mappings ⌿ and ⍀, ⌽ can also be plotted as a two-dimensional surface as in Fig. 7 . During constant pacing, all responses must fall on this surface, and a different surface exists for each BCL. For this specific mapping, the linearized equation ͑23͒ can be rewritten as
where = ͉‫ץ‬⌽ / ‫ץ‬D n ͉ fp and = ͉‫ץ‬⌽ / ‫ץ‬D n−1 ͉ fp . The eigenvalues of the 2 ϫ 2 matrix given in Eq. ͑33͒ are   FIG. 6 . Visualization of the S1-S2 RC. ͑A͒ The shaded surface is the surface ⍀. The outlined plane is the plane B. The intersection of these two surfaces ͑light gray trace͒ forms the 3D-SRC. ͑B͒ The projection ͑black͒ of the 3D-SRC ͑gray͒ onto the ͑A n+1 − D n ͒ plane yields the conventional S1-S2 RC. The stars indicate the value of the S1-S2 RC when D n =D * B . The specific form of ⍀ is given as ͑A7͒ in the Appendix. FIG. 7 . Visualization of the CB responses. The shaded surface is the surface ⌽. The two planes outlined in black correspond to the two eigendirections of the 2 ϫ 2 matrix given in ͑33͒. The intersection of each of these planes with the surface ⌽ ͑gray curves͒ governs the behavior of the transient CB responses. The filled black circles show the CB-D responses that occur when the BCL is changed from 500 to 400 ms. The filled white circles show CB-S responses that occur after perturbations are applied at BCL ±10 ms. The intersection of the two gray curves occurs at the steady-state value A * B = ⌽͑D * B ,D * B ͒ for the BCL B = 400 ms. The specific form of ⌽ is given as ͑A8͒ in the Appendix.
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The eigendirections spanning these eigenvectors are shown in the ͑D n − D n−1 ͒ plane along with their associated eigenvalues in Fig. 8 for the particular mapping used to generate the surface ⌽ in Fig. 7 . Note that Fig. 8 shows a bird's eye view of the ͑D n − D n−1 ͒ plane and therefore, D n−1 increases in a downward direction.
An eigenvalue describes the decay of a perturbation ␦ as ␦ n = n ␦ 0 . Therefore, eigenvalues close to 1 describe very slow decay and eigenvalues close to zero describe fast decay. For the particular mapping shown here, there is a slow eigenvalue/vector ͑ 1 = 0.95͒ and a fast eigenvalue/vector ͑ 2 = −0.29͒. The Appendix includes an explanation of the origins of these eigenvalues for this particular mapping. The ͑D n , D n−1 ͒ values for CB-D and CB-S responses are also shown in Fig. 8 . The CB-D responses show this initial fast response followed by a slow response along the direction of the slow eigenvector. The CB-S response is dominated by the fast eigenvector. The response governed by the slow eigenvector gives rise to the observation of accommodation, the slow change in APD that accompanies a change in BCL. Accommodation has been observed in superfused 9,23,24 and perfused 25 experimental tissue preparations, in single-cell experimental preparations, 26 in clinical in-vivo human ventricular recordings, 27 and in ionic models of cardiac membrane. [28] [29] [30] Mapping models that reproduce accommodation will have both fast and slow eigenvalues, while those models that do not reproduce accommodation will have eigenvalues that are more similar in magnitude.
In Fig. 7 , vertical planes associated with these two eigendirections are shown as they intersect the surface ⌽. The ͑D n , D n−1 ͒ values shown in Fig. 8 are also mapped to the surface ⌽, demonstrating how these eigendirections govern the behavior of the CB responses. The specific example presented in Fig. 7 is for a three-variable model ͓m = 2 for the matrix in Eq. ͑23͔͒, where the CB surface ⌽ can be graphically represented. For a model with only one D variable ͑m =1͒, the expression given in ͑21͒ can also be represented graphically; however, it describes a curve, rather than a surface. For models with m Ͼ 2 D variables, the expression in ͑21͒ forms an m-dimensional hypersurface and all CB responses must fall on that hypersurface. Note that, for any number of D variables, the CB responses in the RP are the projection of the responses onto the ͑A n+1 − D n ͒ plane.
D. Simultaneous projection onto "A n+1 − D n … plane
All of the surfaces ⌿, ⍀, and ⌽ have the axes D n and A n+1 in common. ͑For the surfaces ⌿ and ⍀, D * and D S2 represent D n , respectively.͒ Therefore, the 3D-DRC, 3D-SRC, and transient CB responses described above can be projected simultaneously onto the ͑A n+1 − D n ͒ plane to show the parts of the RP for a given BCL ͑Fig. 9͒. The stars in Figs. 5 and 6 show the point where the RCs intersect in this projection. This superposition of projections differs from an RP obtained using the perturbed downsweep protocol experimentally or in iterating a model ͑Fig. 2͒. This is because only segments of these RCs around the fixed points are obtained in applying the perturbed downsweep protocol. It is only these segments around the fixed point that are necessary to evaluate the stability of the response.
This graphical visualization demonstrates how each component of the RP represents a different section of the space of variables of the mapping model ͑4͒. Each subspace of variables is projected onto the ͑A n+1 − D n ͒ plane to form the RP as shown in Fig. 9 . The dynamic and S1-S2 RCs reside on two-dimensional subspaces, regardless of the degree of memory in the mapping model ͑4͒. However, the CB transient responses reside on an m-dimensional subspace. From the determination of the different subspaces presented in Secs. IV A-IV C, we see why there will be one dynamic RC over all BCLs, one S1-S2 RC for each fixed point, and CB responses that will not necessarily be represented by a single curve for higher-dimensional mappings. 
V. DISCUSSION
In this paper, we have interpreted experimentally measured RCs in the framework of mapping models with arbitrary degrees of memory. Although we have presented this interpretation in the context of the RP, this analysis also applies for typical dynamic and S1-S2 pacing protocols when slopes are measured around the fixed point. We used analytical and graphical techniques to collapse higher-dimensional mapping models to the number of variables necessary to determine the dynamic and S1-S2 RCs and the CB transient responses. We have found that the slope of the dynamic RC depends on the amount of memory in the model, while the slope of the S1-S2 RC does not. We also found that CB responses belong to an m dimensional space, where m is the number of D variables in the model. While this work has focused on the 1:1 regime of possible responses, it may be possible to extend the graphical techniques developed here to better understand other behaviors, such as the 2:2 response.
It is important to note that in this study we assume that cardiac dynamics are described by a model of the form ͑4͒. Previously, models of this form were derived empirically from experimental data. 10, 11, 20 More recently, it has been shown that some ionic models consisting of ODEs ͑repre-senting transmembrane voltage and channel gating variables͒ can be approximated as mapping models of the form ͑4͒. For example, it was shown that the Fenton-Karma simplified ionic model can be approximated as a two-variable mapping. 19 Similarly, it was shown that a new two-current simplified ionic model that includes a concentration variable can be represented as a three-variable mapping. 12 Therefore, it is possible that mapping models of the form ͑4͒ with more memory variables may approximate more detailed models of cardiac membrane, and thus reproduce experimental results more completely. Indeed, we have found that increasing the amount of memory in the mapping model from two to three variables has led to closer agreement with experimental results. 9 Models that include even more memory may provide even better agreement with experiments, especially in prediction of alternans.
We recognize that it is also quite possible that development of a new type of mapping model of a different form may accomplish this task. For example, recent studies have suggested that the appearance of alternans is related to intracellular calcium cycling, rather than APD restitution. 31, 32 While it is possible that a mapping model of the form ͑4͒ with enough variables can include effects of intracellular calcium cycling, it also may be necessary or expedient to include variables other than APDs and DIs in a mapping model. For example, such variables may include uptake and release of calcium from the sarcoplasmic reticulum as recently proposed by Shiferaw et al. 33 For any new model, it will be necessary to interpret the experimentally measured restitution curves as we have done here in order to understand the physical significance of each of the protocols used in practice. However, to date, no other such models have been completely developed, and therefore it is important to understand the RCs for the most common types of mapping models.
The results of this study may have important implications for measuring restitution in practice. Modeling and experimental studies typically use S1-S2 and dynamic protocols. Our analysis shows that these two RCs reside on twodimensional surfaces, regardless of the dimension of the mapping model. Therefore, these two common protocols cannot be used to assess whether cardiac dynamics are described by models with more than two variables. Moreover, criteria for the onset of alternans based only on S 12 or S dyn have had only mixed success when applied to experimental data. 20, 34, 35 In this regard, the CB transients, which are usually disregarded during dynamic and S1-S2 protocols, may prove to be of practical use. First, they may lead to a more reliable criterion for alternans. The first step in this direction is the study by Tolkacheva et al., who demonstrated the importance of CB responses for prediction of alternans in a threevariable model.
14 Specifically, this study showed that the criterion for alternans for a three-variable model cannot be expressed in terms of only S 12 and S dyn , while it can for the one-and two-variable models. 5, 8 Second, the CB responses are the only component of the RP that depends on higher-dimensional memory. Thus, they may lead to a practical method of determining the dimensionality of cardiac dynamics. For example, the sequential APD and DI data can be embedded into increasingly higher dimensions to determine if the CB responses fall on an m-dimensional surface. We conjecture that such analysis would provide a means of estimating a lower bound on the dimension of cardiac dynamics.
The importance of the CB responses was also seen in our previous study, in which CB responses revealed that a twovariable model does not describe experimental observations adequately. Specifically, a two-variable model predicts that there is a unique CB RC for each BCL and therefore, transient responses will fall on this curve. However, CB responses did not fall on one curve experimentally, and our analysis demonstrates the reason for it. In the model ͑2͒, the possible CB responses are described by a surface in D n and D n−1 . With the dependence on D n−1 , the projection of the CB surface onto the ͑A n+1 − D n ͒ plane will have some extent in A n+1 for a given D n , and CB responses will fall within this extent in a manner that depends on the protocol. If there were no dependence on D n−1 , as is the case for the two-variable model, all CB responses would fall on a single curve when projected in the ͑A n+1 − D n ͒ plane. However, with the dependence on D n−1 , the CB responses are governed by the eigenvalues and eigenvectors of the mapping for a particular BCL, and do not fall on a single curve.
As we begin to find that cardiac dynamics cannot be represented by simple unidimensional mappings, we are faced with increasingly complex models. Experimentally measured RCs only show such dynamics through one section of the space represented by a mapping model, i.e., the ͑A n+1 − D n ͒ plane. Therefore, intuitive understanding of the RCs and expected dynamical behavior becomes difficult. In this regard, this analysis of models with an arbitrary degree of memory may give rise to better experimental pacing protocols. These protocols will rely less on the dynamic and S1-S2 RCs that yield limited information about cardiac dynamics. Instead, they will be designed to utilize the CB transient responses that hold valuable information regarding the degree of memory present in the system.
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APPENDIX: MODEL EQUATIONS
While the results presented in this paper apply to general models of the form ͑4͒, a specific model was used to generate the graphics used for illustration. The model used was developed by Gulrajani, 11 and specifically formulated by Chialvo et al. 10 and Fox et al.,
22
A n+1 = ͑1 − ␣M n+1 ͒G͑D n ͒, ͑A1͒
where we use the form of G͑D n ͒ presented by Chialvo et al.,
Tolkacheva et al. 14 showed that the model given by ͑A1͒-͑A3͒, can be expressed as a three-variable mapping. Based on the derivation presented therein, this three-variable mapping can be written as 
͑A4͒
For the simulations, we used parameters previously given in Ref. 9 that reproduce the qualitative features of the experimental bullfrog heart RP, a 1 = 1500 ms, a 2 = 300 ms, 1 = 100 ms, ␣ = 1, and 2 = 30 000 ms. For determination of the S1-S2 RC and transient CB responses, a BCL of 400 ms is used in the following equations where the term B appears.
Dynamic RC
The specific expression used for the surface ⌿ is given by . ͑A6͒
S1-S2 RC
The expression used for the surface ⍀ is given by where M * is defined in ͑A6͒.
Eigenvalues for the three-variable mapping
The eigenvalues of a mapping model will depend on mapping model parameters. If parameters are chosen to reproduce accommodation, there will be at least two different time scales, one fast and one slow. For the particular model studied here ͑A1͒-͑A3͒, the memory variable M is responsible for accommodation with a time constant on the order of 2 . For this model, the assumption of long 2 allows some analysis regarding the origins of the two different time scales.
Assumption of long 2 ͑ϾϾBCL͒ allows the map equations ͑A1͒-͑A3͒ to be written as
where B = A n + D n . The Jacobian of this mapping can be written in the form J = J 0 + J 1 as
where is 1 / 2 , and J 0 and J 1 are the two 2 ϫ 2 matrices. Therefore, if 2 is large ͑as it must be to produce accommodation͒, the eigenvalues of J are equal to the eigenvalues of J 0 plus some small correction: −͑1−␣M * ͒GЈ͑D * ͒ + 1 ͑fast eigenvalue͒ and 1 + 2 ͑slow eigenvalue͒, where 1 and 2 are small and can be determined by perturbation theory. Therefore, the slow eigenvalue is close to 1, independent of pa-rameters ␣, a 1 , a 2 , and 1 ; while the fast eigenvalue depends on all parameters. Incidentally, it can also be shown that S 12 Ϸ͑1−␣M * ͒GЈ͑D * ͒, and therefore, the fast eigenvalue will also be approximated by S 12 for this particular model under the long 2 assumption.
