ARBIB: An autonomous robot based on inspiration from biology by Damper, R. I. et al.
Evidence of ARBIB’s ability to adapt to an environment was acquired over an extended
period, as described below. Adaptation was monitored by recording neural and synaptic ac-
tivity at key points within Arbib’s nervous system during its exploration of the test environ-
ment. ARBIB was implemented on a Khepera robot in mode 3 (controlled by serial link pro-
tocol at 38400 Baud). An 80486 Linux PC ran the Khepera simulator (version 2), augmented
with Hi-NOON capability. Physically, the Khepera robot does not possess bump sensors.
Hence, the bump sensory neurons are actually fed with infrared signals at positions 6 and 7
of Khepera (see Figure 3 of [51]) as a convenient way of detecting objects at short range.
Because ARBIB’s behavior is probabilistic, results are averaged over several ‘runs’ .
Also, it must be given sufﬁcient exposure to the environment for learning to be effective.
Thus, each ‘run’ consists of several ‘mini-trials’, starting from approximately the same start
point. Weights are reset to baseline values only at the beginning of a new run: they are not
reset at the beginning of each mini-trial. In this way, extended periods of learning can be
studied even with a relatively compact test environment.
ARBIB was initially positioned at the start location, chosen such that IR sensors at
positions 6 and 7 (see above) are active (and capable of kick-starting the CPG). Directly
ahead, at a distance of 28cm (measured center to center), a cylindrical object of 8cm in di-
ameter and 9cm in height was placed. (A red mug was used for this purpose with the handle
facing away from the robot.) Viewing the scene from the start location, a light source (a
bench power supply unit feeding a 4.8V, 0.5A MB3 ﬁlament bulb) was positioned 8cm to
the left, suspended 16.5cm above and 9cm behind the mug. The robot laboratory (which
is windowless) was darkened as much as possible so that the mug threw a distinct shadow
(which did not encompass the start position).
Each mini-trial commenced by placing ARBIB at the start location (as described above)
and invoking the simulator. The robot was allowed to move towards the mug, reacting to
the obstacle (possibly colliding) until ﬁnally it left the area of its shadow, away from any
29potential collision. The mini-trial was then stopped and ARBIB replaced at the start location
– ready for the next mini-trial. After six such mini-trials, constituting a complete run, the
simulator was terminated and data logged for subsequent analysis. Six runs were completed,
accumulating data for 36 mini-trials, lasting a total of approximately 1.7 hours and yielding
54584 KB of data.
To avoid the dangers inherent in presenting results from single runs, action potentials and
synaptic weights have been averaged over all six runs. Because of the probabilistic behavior,
the different stages of learning and the fact that the start point is only approximately the
same, the time scales over each mini-trial (and, therefore, over each run) actually differ.
Unfortunately, there is no obviously best way to present the results of learning. Should
we take averages over real time or over some normalized time scale? In what follows, we
have decided to present results in terms of real time. This means that data are truncated to
the shortest time scale of the six runs (approximately 850s or just over 14 minutes). This
shortest time scale was then divided into bins of 50s and APs were counted in each bin
before ensemble averaging the bin values across the six runs.
*** FIGURE 8 ABOUT HERE ***
Figure 8 showsthe resulting plots of averageAP count forthe left and right bumpsensory
neurons. In interpreting this (and subsequent) plots, the reader should recall that each run
is a composite of six mini-trials. Accordingly we would expect ﬁrings to cluster into six
groups, more or less equally spaced across the time extent of the plot, because collisions can
only take place towards the end of a mini-trial. As can be seen, however, activity decays
with time in both cases – left bump and right bump. This is evidence of sensory substitution
through classical conditioning. That is, ARBIB learns to rely upon a different sense modality
for proximity detection than the one involved in its hard-wired reﬂexes (i.e. bumping into an
object).
30As shown in Figure 9, right and left infrared sensory neuron activity also decays, albeit
at a lower rate. Again, this is evidence of ARBIB learning through chained conditioning.
In time, it starts to use a different sense modality than that previously learned – the infrared
sense isbeingsubstituted bythe light sense (usingthe delta lightsensory neurons)as asource
of collision detection.
*** FIGURE 9 ABOUT HERE ***
The activitiesof theinfraredinterneurons, depictedinFigure10, showsignsof increasing
before reducing. This results from strengthening of synaptic weights between the infrared
sensory and infrared interneurons before the establishment of chained conditioning. After
this is established, however, the activities reduce as light sensing takes over from the infrared
sense in evoking the withdrawal reﬂex.
*** FIGURE 10 ABOUT HERE ***
Consider next how synaptic weights change during this experiment. It was observed that
two classes of behavior emerged: when avoiding the mug, ARBIB either consistently passed
it on its right (runs 2,4,5 and 6) or consistently passed it on its left (runs 1 and 3). Because
thepatternoflearningisdifferentinthetwocases, resultsarepresentedseparatelyforthetwo
behaviors. Figure 11 shows weights developing between infrared sensory and interneurons
for the ﬁrst case (runs 2,4,5 and 6). Clearly, the left infrared ipsilateral and right infrared
contralateral synapses havebeen considerably strengthened by conditioning, whereas the left
infrared contralateral and right ipsilateral synapses have not. However, in the second case
(runs 1 and 3) in which ARBIB learns to pass the mug on its left, the situation is reversed
(Fig. 12). That is, the right infrared ipsilateral and left infrared contralateral synapses have
been strengthened, but the right infrared contralateral and left ipsilateral synapses have not.
*** FIGURE 11 ABOUT HERE ***
31tions between the US-ﬁelds and UR-ﬁelds are prewired and are not modiﬁable”. Third, there
is nothing as low level (from the biological perspective) as our central pattern generator
to provide the motivational force for exploring the environment. In place of our CPG are
“command neurons” and “speciﬁc motor responses”. Finally, Verschure et al. seem to have
a different view of reinforcement learning to ours. They state [p.185] that their classical
conditioning approach “would fall under the paradigm of reinforcement learning” whereas
we have preferred to emphasize the distinctions (section 4.3). In short, Verschure et al.’s ap-
proach is behaviorally-based while ours is biologically-based. As pointed out by Donegon,
Gluck and Thompson [26], there seems much to be gained from attempting to integrate these
two approaches. Verschure et al.’s work has since evolved considerably [76], principally by
the construction of “a behaving real world artifact” which conﬁrms and extends their ideas.
However, the approach remains behaviorally-based.
In the realm of psychological learning theory, controversy has raged for decades on the
precise relation between classical conditioning and reinforcement learning. For instance,
Lieberman [43, p.355] says:
“Reinforcement and classical conditioning are extraordinarily similar in their
basic principles, which suggests that they involve the same learning mechanism,
but neither form of learning is able to account for the other: R-S
￿
and S-S
￿
con-
tingencies have different effects on behavior, and the effects of one cannot be
reduced to the other. Another way to account for their similarity is to assume
that both rely on a common system for detecting relationships between events.”
and
“Anyanalysisthatclaimsthatreinforcementandclassicalconditioningare based
on the same learning process needs to be able to explain why classical condition-
ing inﬂuences autonomic responses more that skeletal responses whereas the
34•
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Figure 4: Basic reﬂex behavior is providedby Bumper Left and Right sensory neurons which
are connected to the Reﬂex Left and Right interneurons respectively. (The actual number of
bump sensors depends upon the speciﬁc implementation.) Each Reﬂex interneuron is con-
nected to the Reverse Motor neuron and the ipsilateral Steer neuron. This causes ARBIB to
reversewhile turning away from the object that it hitbefore resuming itswandering behavior.
(Key as for Figure 3.)
54Figure 7: The ARBIB robot (Z180 implementation). Bump sensors are mounted at either
end (left and right) of the front bump bar. IR sensors are mounted just above, with the LDRs
mounted high on printed circuit boards (where they can be angled down as convenient).
570
5
10
15
20
25
30
35
40
45
50
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850
A
v
e
r
a
g
e
 
A
P
 
C
o
u
n
t
"
Time (s)
Left Bump Sensory Neuron
0
5
10
15
20
25
30
35
40
45
50
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850
A
v
e
r
a
g
e
 
A
P
 
C
o
u
n
t
"
Time (s)
Right Bump Sensory Neuron
Figure 8: Average counts of action potentials from left and right bump sensory neurons
as ARBIB learns in an environment where a hard object (a mug) casts a shadow. Activity
reduces with time, providing evidence of sensory substitution through classical conditioning.
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Figure 9: Average counts of action potentials from left and right infrared sensory neurons
as ARBIB learns in an environment where a hard object (a mug) casts a shadow. Activity
reduces with time, providing evidence of sensory substitution through chained conditioning.
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Figure 10: Average counts of action potentials from left and right infrared interneurons as
ARBIB learns in an environment where a hard object (a mug) casts a shadow. Activity
initially increases with time, providing evidence of the infrared sense substituting for bump
sense, but then decreases as the light sense starts to substitute for the infrared sense.
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Figure 11: Synaptic weight changes between infrared sensory and interneurons for emergent
behavior in which ARBIB learns to pass an obstruction on its left side. Only left ipsilateral
and right contralateral synapses are strengthened. Weight parameters were:
￿
min
￿
￿ 16,
￿
base
￿ 0 and
￿
max
￿ 16.
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Figure 12: Synaptic weight changes between infrared sensory and interneurons for emer-
gent behavior in which ARBIB learns to pass an obstruction on its right side. Only left
contralateral and right ipsilateral synapses are strengthened. Weight parameters were:
￿
min
￿
 
￿ 16,
￿
base
￿ 0 and
￿
max
￿ 16.
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Figure 14: Average activity of the reﬂex interneurons reduces over time as ARBIB learns to
avoid collisions.
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