In this paper, a theorem is proved that generalizes several existing amalgamation results in various ways. The main aim is to disentangle a given edge-colored amalgamated graph so that the result is a graph in which the edges are shared out among the vertices in ways that are fair with respect to several notions of balance (such as between pairs of vertices, degrees of vertices in the both graph and in each color class, etc). The connectivity of color classes is also addressed. Most results in the literature on amalgamations focus on the disentangling of amalgamated complete graphs and complete multipartite graphs. Many such results follow as immediate corollaries to the main result in this paper, which addresses amalgamations of graphs in general, allowing for example the final graph to have multiple edges. A new corollary of the main theorem is the settling of the existence of Hamilton decompositions of the family of graphs K(a 1 , . . . , a p ; λ 1 , λ 2 ); such graphs arose naturally in statistical settings.
Introduction
Throughout this paper, all graphs are finite and undirected (possibly with loops and multiple edges). The letters G and H denote graphs. Sets may contain repeated elements (so are really multisets). Each edge is represented by a 2-element multisubset of the vertex set; in particular {u, u} represents a loop on the vertex u. A k-edge-coloring of G is a mapping K : E(G) → C, where C is a set of k colors (often we use C = {1, . . . , k}), and the edges of one color form a color class.
Informally speaking, amalgamating a finite graph G can be thought of as taking G, partitioning its vertices, then for each element of the partition squashing the vertices to form a single vertex in the amalgamated graph H. Any edge incident with an original vertex in G is then incident with the corresponding new vertex in H, and any edge joining two vertices that are squashed together in G becomes a loop on the new vertex in H.
More precisely, H is an amalgamation of G if there exists a function φ called an amalgamation function from V (G) onto V (H) and a bijection φ : E(G) → E(H) such that e joining u and v is in E(G) if and only if φ (e) joining φ(u) and φ(v) is in E(H); We write φ(G) = H. In particular, this requires that e be a loop in H if and only if, in G, it either is a loop or joins distinct vertices u, v, such that φ(u) = φ(v). (Note that φ is completely determined by φ.) Associated with φ is the number function η : V (H) → N defined by η(v) = |φ −1 (v)|, for each v ∈ V (H). We also shall say that G is a detachment of H in which each vertex v of H splits (with respect to φ) into the vertices in φ −1 ({v}). A detachment of H is, intuitively speaking, a graph obtained from H by splitting some or all of its vertices into more than one vertex. If η is a function from V (H) into N, then an η-detachment of H is a detachment of H in which each vertex u of H splits into η(u) vertices. In other words, G is an η-detachment of H if there exists an amalgamation function φ of G of Nash-Williams [27, 28] .
The main theorem of this paper, Theorem 3.1, not only generalizes several well-known graph amalgamation results, (for example, in [14, 16, 20, 22, 30] ,Theorem 1, Theorem 1, Theorem 3.1, Theorem 2.1 and Theorem 2.1 respectively all follow as immediate corollaries)), but also provides the right tool to find necessary and sufficient conditions for K(a 1 , . . . , a p ; λ 1 , λ 2 ) to be Hamiltonian decomposable, as shown in Theorem 4.3. The latter graph, K(a 1 , . . . , a p ; λ 1 , λ 2 ), is of particular interest to statisticians, who consider group divisible designs with two associate classes, beginning over 50 years ago with the work of Bose and Shimamoto [3] . Recently, partitions of the edges of K(a 1 , . . . , a p ; λ 1 , λ 2 ) into sets, each of which induces a cycle of length m, have been extensively studied for small values of m [10, 11, 12] . Theorem 4.3 provides a companion to this work, settling the problem completely for longest (i.e. Hamiltonian) cycles with a really neat proof. When a 1 = . . . = a p = a, we denote K(a 1 , . . . , a p ; λ 1 , λ 2 ) by K(a (p) ; λ 1 , λ 2 ). It is expected that Theorem 3.1 can be used to provide conditions under which one can embed an edge-colored K(a (p) ; λ 1 , λ 2 ) into an edge-colored K(a (p+r) ; λ 1 , λ 2 ) such that every color class of K(a (p+r) ; λ 1 , λ 2 ) induces a Hamiltonian cycle. However obtaining such results will be much more complicated than for companion results for simple graphs, with a complete solution unlikely to be found in the near future.
We describe terminology and notation in Section 2. Then we prove the main result in Section 3. In Section 4, we give necessary and sufficient conditions for the graph K(a 1 , . . . , a p ; λ 1 , λ 2 ) to be Hamiltonian decomposable as a corollary of the main theorem.
Terminology and more definitions
In this paper, R denotes the set of real numbers, N denotes the set of positive integers, and Z k denotes the set of integers {1, . . . , k}. If f is a function from a set X into a set Y and y ∈ Y , then f −1 (y) denotes the set {x ∈ X : f (x) = y}, and f −1 [y] denotes {x ∈ X : f (x) = y}\{y}. If x, y are real numbers, then x and x denote the integers such that x − 1 < x ≤ x ≤ x < x + 1, and x ≈ y means y ≤ x ≤ y . We observe that for x, y, z, x 1 , . . . x n ∈ R, a, b, c ∈ Z, and n ∈ N: (i) a ≈ x implies a ∈ { x , x }, (ii) x ≈ y implies x/n ≈ y/n (iii) the relation ≈ is transitive (but not symmetric), (iv)
x ≈ y and y < a implies x ≤ a, and (vi) a = b − c and c ≈ x, implies a ≈ b − x. These properties of ≈ will be used in Section 3 when required without further explanation.
We make extensive use of edge-colorings in this paper. An edge-coloring of a multigraph is (i) equalized if the number of edges colored with any two colors differs by at most one, (ii) balanced if for each pair of vertices, among the edges joining the pair, the number of edges of each color differs by at most one from the number of edges of each other color, and (iii) equitable if, among the edges incident with each vertex, the number of edges of each color differs by at most one from the number of edges of each other color. Equitable edge-coloring has been used in scheduling and timetabling problems [7, 24] . In [6, 7, 8, 9] de Werra studied balanced equitable edge-coloring of bipartite graphs. His techniques easily allows his coloring to be equalized as well, so we have the following result: Theorem 2.1. Every finite bipartite graph has a balanced, equitable and equalized k-edgecoloring for each k ∈ N.
If G is a k-edge-colored graph, and if u, v ∈ V (G) and A, B ⊂ V (G), with A ∩ B = ∅ then (u) denotes the number of loops incident with vertex u, d(u) denotes the degree of vertex u (loops are considered to contribute two to the degree of the incident vertex), and m(A, B) denotes the total number of edges joining vertices in A to vertices in B. We refer to m(A, B) as the multiplicity of pair A, B, naturally generalizing the multiplicity m(u, v) of a pair of vertices u, v as used in [2] . In particular by m(u, A) we mean m({u}, A). If
, and m(u, G 1 ) denote m({u}, A).
The subgraph of G induced by the edges colored j is denoted by G(j), and ω(G) is the number of components of G. The neighborhood of vertex v, written N (v), denotes the set of all vertices adjacent to v (not including v).
Main Theorem
The main theorem below describes some strong properties that can be guaranteed to be satisfied by some detachment G of a given edge-colored graph H. Condition (A1) addresses the issue of P -almost-regularity (where P is a partition of V (G)), while conditions (A3) and (A5) address the equimultiplicity issue in G. Conditions (A1), (A3) and (A5) have companion conditions (A2), (A4) and (A6), respectively, that restricts the graphs considered to the color classes of G. Condition (A7) addresses the connectivity issue of each color class of G.
Theorem 3.1. Let H be a k-edge-colored graph and let η be a function from V (H) into N such that for each w ∈ V (H), η(w) = 1 implies H (w) = 0. Then there exists a loopless η-detachment G of H with amalgamation function ψ : V (G) → V (H), η being the number function associated with ψ, such that G satisfies the following conditions:
for each w ∈ V (H) with η(w) ≥ 2 and every pair of distinct vertices u, u ∈ ψ −1 (w); [18, 29, 30] where the edge-connectivity of each color class is specified; such results are not generalized by Theorem 3.
Proof. Let H = (V, E) and let n = v∈V (η(v) − 1). Our proof consists of the following major parts. First we shall describe the construction of a sequence of graphs H 0 = H, H 1 , . . . , H n , where H i is an amalgamation of H i+1 (so H i+1 is a detachment of H i ) for 0 ≤ i ≤ n − 1 with amalgamation function ψ i that combines a vertex with amalgamation number 1 with one other vertex. To construct each H i+1 from H i we will use two bipartite graphs B i , B i . Then we will observe some properties of B i . We will show that these properties will impose conditions on H i+1 in terms of H i . The relations between H i+1 and H i lead to conditions relating each H i , 1 ≤ i ≤ n to the initial graph H. This will then show that H n satisfies the conditions (A1)-(A7), so we can let G = H n . Initially we let H 0 = H, η 0 = η, and we let ψ 0 be the identity function from V into V . Now assume that
If i = n, we terminate the construction, letting G = H n and ψ = ϕ n . Otherwise, we can select a vertex y of H i such that η i (y) ≥ 2. H i+1 is formed from H i by detaching a vertex v i+1 with amalgamation number 1 from y.
To decide which edge (and loop) to detach from y and to move to v i+1 , we construct two sequences of bipartite graphs B 0 , . . . , B n−1 and B 0 , . . . , B n−1 together with a sequence F 0 , F 1 , . . . , F n−1 of sets of edges (possibly including loops) with F i ⊂ E(B i ) for i = 0, . . . , n − 1; each edge in F i corresponds to an edge in H i which will have one end detached from y and joined to v i+1 when forming H i+1 .
Let c i1 , . . . , c ik and L i be distinct vertices which do not belong to V i . Let B i be a bipartite graph whose vertex bipartition is {Q i , W i }, where
and whose edge set is
Intuitively speaking, for each color j ∈ Z k and each vertex u ∈ W i \{L i } an edge is placed between c ij and u in B i for each edge in H i (j) joining y to u. Moreover, two edges are placed between c ij and L i in B i for each loop incident with y in H i (j). This is shown in Figure 1 . For B i we have 
Now let T i be formed by a subgraph of B i induced by the edges colored 1 and 2. Since η i (y) ≥ 2, this is always possible. For each color j ∈ Z k for which
Therefore since two color classes of
Let B i be the bipartite graph whose vertex bipartition is {Q i , W i }, obtained by splitting all the vertices c ij in T i for each j ∈ Z k for which condition (3) holds, into α ij vertices c i,j,1 , . . . , c i,j,α ij all of degree 2 as described in (M1)-(M2) below. (We don't split vertices c ij in T i for j ∈ Z k for which condition (3) does not hold; but they and their incident edges remain in B i .) (M1) First, as many of c i,j,t 's 1 ≤ t ≤ α ij as possible are joined by 2 edges to the same vertex in W i ; (M2) Then, among all c i,j,t 's 1 ≤ t ≤ α ij with valency less than 2, as many of them as possible are incident with two edges that correspond to edges in H i (j) that join y to vertices that are both in the same component of H i (j)\{y}.
For each j ∈ Z k that satisfies condition (3), we let C ij = α ij t=1 {c i,j,t }. Otherwise, we let C ij = {c ij }. By Theorem 2.1, we can give B i an equalized, equitable and balanced 2-edgecoloring K i . This gives us two color classes either of which can be chosen to be F i , say the edges colored 1 are chosen. Since K i is equitable, we have
where v i+1 is a vertex which does not belong to
and E i+1 = k j=1 E(H i+1 (j)). Intuitively speaking, H i+1 is formed as follows. Each edge {c, v} ∈ F i with c ∈ C ij and v ∈ W i \{L i } directly corresponds to an edge {y, v} in H i (j); replace {y, v} with the edge {v, v i+1 } colored j in H i+1 . So in forming H i+1 (j) from H i (j) the end of this edge is detached from v and joined to the new vertex v i+1 instead. Moreover, we remove m B i (1) (C ij , L i ) loops colored j incident with y in H i and we replace them with
otherwise.
We now check that B i , described above, satisfies the following conditions for each color
In order to prove (P1) and (P2) first we show that
There are two cases:
• Case 1:
• Case 2:
, among all vertices in C ij , there are exactly
vertices of degree 2 which are joined to v (at most one vertex in C ij is joined to v by one edge). Since K i is balanced(or equitable), among these vertices of degree 2, exactly one of them is joined to v by an edge colored 1. Therefore
Clearly
This proves (P1).
This proves (P2).
This proves (P3).
In order to prove (P4), there are two cases:
• Case 1: C ij = {c ij }. From (4) it follows that
follows that
This proves (P4). Most of the conditions that H i+1 must satisfy, are numerical, and we consider them first. The reader who is more interested in the connectivity issue, namely property (A7), may wish to jump to the consideration of conditions (D1)-(D2) on the last two pages of this section.
Using (4) and (P1)-(P4), now we show that H i+1 , described above, satisfies the following conditions:
Note that η i+1 (y) = η i (y) − 1. Let us fix v ∈ N H i (y), and j ∈ Z k . From the construction of H i+1 , we have
This completes the proof of (B1).
This completes the proof of (B2).
and
. This completes the proof of (B3). From the construction of H i+1 , we have that
y). This completes the proof of (B4).
It is easy to see that,
This completes the proof of (B5). Finally, from the construction of
This completes the proof of (B6).
Recall that ϕ i = ψ 0 . . . ψ i , that ψ 0 : V → V , and that ψ i : V i → V i−1 for i > 0. Therefore ϕ i : V i → V and thus ϕ −1 i : V → V i . Now we use (B1)-(B6) to prove that for 0 ≤ i ≤ n, H i satisfies the following conditions:
(ii) H i (w) = H i (v r ) = 0 for each w ∈ V with η i (w) = 1 and each 1 ≤ r ≤ i;
for every pair of distinct vertices v r , v s ∈ ϕ
(C6) For each w ∈ V , and each j ∈ Z k
(C7) For every pair of distinct vertices w, z ∈ V
(C8) For every pair of distinct vertices w, z ∈ V , and each j ∈ Z k
Let w, z be an arbitrary pair of distinct vertices of V , and let j ∈ Z k . We prove (C1)-(C8) by induction. Let us first verify (C1)-(C8) for i = 0. Recall that H 0 = H, and η 0 (w) = η(w).
If
. If η(w) = 1, by hypothesis of Theorem 3.1, H (w) = 0. This proves (C1) for i = 0. (C2) can be proved in a similar way. Obviously d H 0 (w)/η 0 (w) = d H (w)/η(w) and (C3)(ii) is obvious, so this proves (C3) for i = 0. The proof for (C4) is similar and (C5)-(C8) are sufficiently obvious. Now we will show that if H i satisfies the conditions (C1) -(C8) for some i < n, then H i+1 (formed from H i by detaching v i+1 from the vertex y) satisfies these conditions by replacing i with i + 1; we denote the corresponding conditions for H i+1 by (C1) -(C8) . If η i+1 (w) = η i (w), then (C1) -(C6) are obviously true. So we just check (C1) -(C6) in the case where w = y. Also if η i+1 (w) = η i (w) and η i+1 (z) = η i (z), then (C7) -(C8) are clearly true. So in order to prove (C7) -(C8) we shall assume that either η i+1 (w) = η i (w) − 1 or η i+1 (z) = η i (z) − 1. (so y ∈ {w, z}; the asymmetry in condition (iii) of (C7) and (C8) prevents us from assuming that w = y.)
, and by (C1)(i) of the induction hypothesis,
. Also note that
This proves (C1) (i).
(C2) The proof is similar to the proof of (C1) (i), following from (B2) and (C2) of the induction hypothesis.
, and by (C3)(i) of the induction hypothesis,
This proves (C3) (i).
, and by (C3)(ii) of the induction hypothesis,
. This proves (C3) (ii).
(C4) The proof is similar to the proof of (C3) , following from (B4) and (C4) of the induction hypothesis.
. Therefore
This proves (C5) (i).
. This proves (C5) (ii).
(C6) The proof is similar to the proof of (C5) , following from (B6) and (C6) of the induction hypothesis.
(C7) If z / ∈ N H (w) then m H (w, z) = 0 and (C7) is trivial. So we assume that z ∈ N H (w).
The other case, η i+1 (z) = η i (z) − 1), is similar. This proves (C7) (i).
(ii) By (C7)(ii) of the induction hypothesis
. Since in forming H i+1 no edge is detached from v r and v s for each v r ∈ ϕ
The other case, η i+1 (z) = η i (z) − 1, is similar. This proves (C7) (ii).
This proves (C7) (iii).
(C8) The proof is similar to the proof of (C7) , following from (B6) and (C8) of the induction hypothesis.
As a result of (C1)-(C8), we prove that G is loopless, and satisfies conditions (A1)-(A6) of Theorem 3.1. Recall that H n = G, ϕ n = ψ, and η n (w) = 1 for each w ∈ V . Let w, z be an arbitrary pair of distinct vertices of V , and let j ∈ Z k . Now in (C1)-(C8) we let i = n. From C1(ii) it is immediate that G is loopless.
. Therefore G satisfies (A5). A similar argument shows that G satisfies (A2), (A4), (A6). In order to prove that G satisfies the last condition (A7) of Theorem 3.1, it suffices to show that if for some
is an even integer for all v ∈ V i+1 , and
is an even integer, then it follows inductively that for each 0 ≤ r ≤ n and each v ∈ V r , d Hr(j) (v)/η r (v) is an even integer and ω(H r (j)) = ω(H 0 (j)).
). This will complete the proof of Theorem 3.1.
So we now establish (D1) and (D2). Let j ∈ Z k be a color for which for all v ∈ V i ,
is an even integer. Recall that y is the vertex for which η i+1 (y) = η i (y) − 1. To establish (D1), there are three cases to consider:
which is an even integer.
is an even integer.
• Case 3:
This proves (D1). In order to prove (D2), let H y i (j) be the component of H i (j) which contains y. It is enough to show that ω(H y i+1 (j)) = ω(H y i (j)). Let ω ij = ω(H y i (j)\{y}) and let Γ i,j,1 , . . . , Γ i,j,ω ij be the vertex sets of the components of H y i (j)\{y}. Note that Γ i,j,r is a subset of V (B i ), of V (T i ), and of V (B i ) for 1 ≤ r ≤ ω ij . Since d H i (j) (v)/η i (v) is an even integer for each v ∈ V i , it follows that d H i (j) (v) is an even integer for each v ∈ V i . Therefore H i (j) is an even graph (all vertices are of even degree). Since d H i (j) (y) is even, so is d H i (j) (y) − 2 H i (j) (y). Since H i (j) is an even graph, and the sum of the degree of the vertices in any graph must be even, it follows that m H i (j) (y, Γ i,j,t ) = m B i (c ij , Γ i,j,t ) is even for 1 ≤ t ≤ ω ij . (In fact every edge cut in H i (j) is even.) Now from (M2) it follows that for each t, 1 ≤ t ≤ ω ij , m B i (1) (C ij , Γ i,j,t ) ≈ m B i (C ij , Γ i,j,t )/2. There are two cases to consider:
• Case 1: m T i (c ij , Γ i,j,t ) = m B i (c ij , Γ i,j,t ). In this case we have m B i (1) (C ij , Γ i,j,t ) = m B i (C ij , Γ i,j,t ) 2 = m T i (c ij , Γ i,j,t ) 2 = m B i (c ij , Γ i,j,t ) 2 . • Case 2: m T i (c ij , Γ i,j,t ) < m B i (c ij , Γ i,j,t ). In this case we have
Therefore in both cases m B i (1) (C ij , Γ i,j,t ) ≤ m B i (c ij , Γ i,j,t )/2 for 1 ≤ t ≤ ω ij . This is shown in Figure 2 . This means, at most half of the edges joining y to Γ i,j,t , 1 ≤ t ≤ ω ij , are moved to v i+1 in forming H i+1 . So from each vertex u = v i+1 in H y i+1 (j), there is a path of edges colored j from u to y. Moreover, v i+1 is either adjacent with y or is adjacent with another vertex in H y i+1 (j), so v i+1 is also joined to y by a path of edges colored j. Therefore ω(H y i+1 (j)) = ω(H y i (j)). This proves (D2) and the proof of Theorem 3.1 is complete. 4 Hamiltonian Decomposition of K(a 1 , . . . , a p ; λ 1 , λ 2 ) Let a 1 , . . . , a p ∈ N, and λ 1 , λ 2 ∈ N ∪ {0}. Let G be the graph K(a 1 , . . . , a p ; λ 1 , λ 2 ). Recall that G is a graph with p parts V 1 , . . . , V p , with |V i | = a i for 1 ≤ i ≤ p, m G (u, v) = λ 1 for every pair of distinct vertices u, v ∈ V i for 1 ≤ i ≤ p, and m G (u, v) = λ 2 for each u ∈ V i , v ∈ V j for 1 ≤ i < j ≤ p.
A graph G is said to be even if all of its vertices have even degree. Let k ∈ N. We say that G has an evenly-equitable k-edge-coloring if G has a k-edge-coloring for which, for each v ∈ V (G) (i) d G(i) (v) is even for each i ∈ Z k , and (ii) |d G(i) (v) − d G(j) (v)| ∈ {0, 2} for each i, j ∈ Z k .
We need the following theorem of Hilton [13] : each Hamiltonian cycle contains at most (a − 1) pure edges from each part. Since the total
