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Abstract
The 2008 measurement of the electron magnetic moment is the most precisely
measured property of an elementary particle, with an astonishing precision of 0.28
parts per trillion. It makes possible the most precise determination of the ﬁne struc-
ture constant and the most precise test of quantum electrodynamics and the Standard
Model of particle physics. This thesis describes the installation of a new apparatus
designed to have improved stability, more optimal control over the radiation ﬁeld and
inhibited spontaneous emission, and narrower resonance lines.
A gaseous 3He NMR probe was developed to shim the magnetic ﬁeld. Quantum
jump spectroscopy with a single trapped electron produced the narrower resonance
lines needed for a higher precision measurement of the electron magnetic moment.
Positrons have been accumulated in the new apparatus, as an important step toward
a greatly improved lepton CPT test.
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Chapter 1
Motivations and Background
This thesis describes the preliminary measurements and quantum jump spec-
troscopy of a single electron suspended in a cylindrical Penning trap at 100 mK.
These measurements have been made in a new, high stability apparatus, designed to
improve the precision of the electron and positron magnetic moments. Though the
precision of the electron magnetic moment is already staggering, several motivating
factors drive us toward improving the measurement. These include a more precise
determination of the ﬁne structure constant, better tests of quantum electrodynamics
(QED), tighter limits on electron substructure, and ﬁnally, with an improved positron
magnetic moment measurement, a better test of CPT in a lepton system.
1.1 The Magnetic Moment
The electron is a simple spin 1/2 particle. Its magnetic moment ~µ, the subject of
this thesis, is pointed along the direction of the spin,
1
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~µ = −g
2
e~
2m
~S
~/2
= −g
2
µB
~S
~/2
(1.1)
where -e is the charge of the electron, m is its mass, ~ is the reduced Planck, ~S is
the spin of the electron and g is the g-factor of the electron. The second equality
further highlights the magnetic moment as a product of the dimensionless angular
momentum (~S/(~/2)), the natural magnetic moment scale (µB, the Bohr magneton),
and the dimensionless constant that sets the strength of the magnetic moment (g/2)
in Bohr magnetons.
Though equation 1.1 is speciﬁc to the electron, this form (the product of angular
momentum, natural scale and dimensionless constant) applies to the magnetic mo-
ment for many systems, though the g-factor will be diﬀerent for each situation. For
a classical system with equal uniform charge to mass distribution, g = 1. For a Dirac
point particle, g = 2. The interactions of the electron with the vacuum of free space
cause this value to deviate slightly from 2 by about a part per thousand. Internal
substructure can also have a signiﬁcant eﬀect on the g-factor; for example, for the
proton, g/2 ≈ 2.793 [1].
1.2 Measuring the g-factor
The g-factor of the electron is the most precisely measured property of a fundamen-
tal particle to date. Its most recent value of g/2 = 1.001 159 652 180 73 (28) [0.28ppt]
comes from our 2008 measurement using a single electron trapped in a cylindrical Pen-
ning trap and cooled to its cyclotron ground state [2]. This remarkable precision was
achieved by building on a long history of g-factor measurements.
2
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A review of the early history of lepton g-factors can be found in [3]. Though the
electron anomaly had been measured using atomic beam techniques [4], the ﬁrst direct
measurement of the electron g-factor came in 1954 at the University of Michigan [5]
with a precision of ≈ 10−2 (still consistent with g=2 for a Dirac point particle). In
1958, the measurement technique was reﬁned to measure the anomaly rather than g
[6] to a precision of nearly a part per thousand in the anomaly (so ≈ a ppm in g). The
ﬁrst single electron [7] measurement came in 1979 [8] (with a positron comparison in
1981 [9]) and a series of reﬁnements lead to the longstanding 1987 measurement of
the electron and positron g-factor at the ≈ 4 ppt level [10]. This measurement was
made in a hyperbolic Penning trap [11] at 4.2 K.
A series of measurements at Harvard [12, 2, 13] has improved the precision of
the electron, but the positron value has yet to be improved upon since 1987, as the
apparatus used for the Harvard measurements did not have the space needed to load
positrons.
It has been said that one should "Never measure anything but frequency" [14].
At its core, the g-factor is a frequency measurement, or rather, a ratio of frequencies,
which is even better. For an electron in free space, the g-factor can be represented
by a ratio of the spin and cyclotron frequencies, as is shown in equation 1.2:
νs =
2µB
h
=
g
2
νc → g
2
=
νs
νc
(1.2)
where νs is the spin frequency and νc is the cyclotron frequency. This relationship is
true for any spin 1/2 particle. For a proton, whose g-value is far from 2, measuring
this ratio has lead to the most accurate single particle g-factor measurement [1] and
3
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the most accurate measurement of the antiproton g-factor [15]. For the electron,
however, the g-factor only deviates from 2 by about a part per thousand. In this
case, it is convenient to express the g-factor as:
− µ
µB
=
g
2
=
νs
νc
=
νs − νc + νc
νc
=
νa + νc
νc
= 1 +
νa
νc
(1.3)
where νa ≡ νs−νc is the anomaly frequency (named after the "anomaly" that g 6= 2).
Since g/2 for the electron deviates only slightly from 1, measuring the anomaly and
cyclotron frequencies (rather than the spin and cyclotron) improves the precision of
the g-factor by three orders of magnitude for the same measurement precision in the
individual frequencies.
As will be discussed throughout this thesis, at the current precision of the electron
g-factor, equation 1.3 is modiﬁed into equation 1.4, which includes contributions from
an imperfect Penning trap (see chapter 2), special relativity (see chapter 6), and a
cavity correction (see chapter 6).
g
2
' 1 +
ν¯a − ν¯
2
z
2f¯c
f¯c +
3
2
δ +
ν¯2z
2f¯c
+
∆ωc
ωc
. (1.4)
where the inputs are the measured anomaly frequency, ν¯a, the measured cyclotron fre-
quency from |0, ↑〉 to |1, ↑〉, f¯c, the measured axial frequency, ν¯z, the cavity correction,
∆ωc
ωc
, and the special relativistic correction, δ.
4
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1.3 The Fine Structure Constant and g
As mentioned above, the interactions with the vacuum modify g (away from 2)
for the electron. The eﬀects of these ﬂuctuations can be calculated in the framework
of QED and the Standard Model, with
− µ
µB
=
g
2
= 1 + C2
(α
pi
)
+ C4
(α
pi
)2
+ C6
(α
pi
)3
+ C8
(α
pi
)4
+ C10
(α
pi
)5
+ ...+ ahadronic + aweak
(1.5)
where ahadronic comes from terms involving hadronic interactions, aweak comes from
weak interactions, Cn are the coeﬃcients for the n-vertex QED terms with only pho-
tons and leptons, and
α =
e2
(4piε0)~c
(1.6)
is the ﬁne structure constant.
The ﬁne structure constant sets the scale for the electromagnetic interaction and
is one of the dimensionless input parameters of the Standard Model and our system
of fundamental constants. Equation 1.6 is actually the low-energy limit of the ﬁne
structure constant, as the vacuum interactions screen the electron charge and can be
penetrated at higher energies, and equation 1.5 also refers to this low energy limit.
The Cn coeﬃcients can be calculated by evaluating the Feynman diagrams with
n vertices involving photons and leptons. Figure 1.1 shows some of the Feynman
diagrams at each relevant order. Because the number of vertices is increasing with
each coeﬃcient, so are the number of possible diagrams, as well as the number of
integrals necessary to calculate each coeﬃcient.
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(a) (b)
(d)
(d)c
(e)
Figure 1.1: An example of the Feynman diagrams contributing to the g-
factor: (a) the second order term and (b-e) an example of each of the 4-10th
order diagrams, respectively.
The ﬁrst three coeﬃcients (C2, C4, and C6) have been calculated analytically. The
mass independent terms are known exactly and the mass dependent terms are known
exactly as functions of lepton mass ratios (me/mµ, me/mτ ). Their combined values
and uncertanties (arising from the uncertainties in the mass ratios) can be seen in
equations 1.7 a-c.
C2 =
1
2
= 0.5 (exact) [16] (1.7a)
C4 = −0.328 478 444 002 55 (33) [17, 18, 19, 20] (1.7b)
C6 = 1.181 234 016 815 (11) [21, 20] (1.7c)
C8 and C10 have yet to be calculated analytically, but at the current g-factor
precision, they must also be known. Instead, decade long computational calculations
6
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have provided the following numerical values, with C10 just calculated for the ﬁrst
time last year.
C8 = −1.909 7 (20) [20, 22] (1.8a)
C10 = 9.16 (57) [20, 22] (1.8b)
For C10, the number of Feynman diagrams is staggering (12,672) and even keeping
track of the diagrams becomes cumbersome. Indeed, an automated scheme has been
created both to generate and evaluate the integrals associated with these diagrams
[23, 24, 25].
The remaining terms in the expansion ahadronic and aweak do not arise from QED.
The total contribution from the hadronic loops is given by:
ahadronic = 1.677 (16)× 10−12 (1.9)
and is large enough to contribute to g
2
at its current precision. The uncertainty
in ahadronic is neglible compared to the other dominant experimental and theoretical
uncertainties.
The best estimate for the weak contributions comes the electroweak corrections
to the muon magnetic moment [26], scaled down for the electron to give:
aweak = 0.029 7 (5) × 10−12. (1.10)
This is an order of magnitude to small to contribute to g/2 at its current precision.
7
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A summary of the contribution of all of these elements and their uncertainties is
shown in ﬁgure 1.2. For comparison, the ﬁgure also shows the 2008 Harvard experi-
mental result.
contribution to g/2
10-15 10-12 10-9 10-6 10-3 100
contribution
uncertainty
ppt ppb ppm
µτ
µτ
µτ
1
Harvard 08
weak
C2(α/π)
C4(α/π)
2
C6(α/π)
3
C8(α/π)
4
C10(α/π)
5
hadronic
µτ
µτ
µ
Figure 1.2: A summary of the contributions and uncertainties to g/2.
By inverting the series in equation 1.5, we can extract a value of the ﬁne structure
constant in terms of the electron g-factor. At the current precision of the g-factor,
this yields the most precise determination of α. However, this makes the assumption
that the expansion in equation 1.5 completely encapsulates all of the relevant physics
relating g and α. The value of α from inverting the series is
α−1 = 137.035 999 173 (34) [0.25ppb] (1.11)
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where the number in parentheses is the error and the number in square brackets
is the relative uncertainty. With the recent evaluation of C10 and update of C8, the
dominant source of uncertainty arises from the g-factor measurement [0.24 ppb] rather
than the theory [0.06 ppb].
1.4 Comparisons of α and Tests of QED
By comparing this determination of α with the next most precise independently
measured value of α, we can test the physics going into equation 1.5, namely QED.
Figure 1.3 shows several of the most precise determinations of α. There are numerous
other less precise determinations of the ﬁne structure constant (see, for example, Table
XXV in [27]).
8.0 8.5 9.0 9.5 10.0 10.5 11.0
ppb = 10-9
-10 -5 0 5 10
(α-1 - 137.035 990) / 10-6
ge–,e+ UW (1987)
Rb (2011)
Cs (2006)
ge– Harvard (2008)
Figure 1.3: Recent determinations of the ﬁne structure constant from g-factor
and atom recoil measurements.
Aside from the g-factor, the next most precise determination of α comes from the
"atom recoil" experiments. Though this determination actually requires the input
from several diﬀerent experiments, they are named after the measurement of the
9
Chapter 1: Motivations and Background
recoil velocities of atoms, which limits the uncertainty in the determination of the
ﬁne structure constant.
To understand how the measurement can determine the ﬁne structure constant,
we begin by rewriting the ﬁne structure constant in terms of the Rydberg constant,
α2 =
2R∞
c
mX
me
h
mX
(1.12)
where R∞ is the Rydberg constant, c is the speed of light, me is the electron mass, h is
the Planck constant and mX is the mass of the atom used in the recoil experiment. In
this expression, nearly each term comes from a diﬀerent experiment (or experiments).
The speed of light, c, is exact in the SI system of units, so it contributes no uncertainty.
R∞ is known to extremely high precision (5.0 ppt) from hydrogen and deuterium
spectroscopy [27]. The electron mass is known from a comparison of the cyclotron
frequency to that of a fully ionized carbon ion [28] and is known to 2 ppb (or can
be determined from bound electron g-factor measurements [29] to ≈ 0.4 ppb). The
mass of the atoms is also determined by comparisons of cyclotron frequencies of
simultaneously trapped ions in Penning traps [30] and are known to better than 0.2
ppb.
Finally, the limiting measurement comes from determining h/mX . The basic idea
of the experiment is to give an atom a momentum "kick" as it absorbs a photon and
to measure the recoil velocity. The two most precise experiments involve cesium and
rubidium. In the cesium experiment, an atom interferrometer is used to measure the
recoil velocity of a cesium atom, which can be used to obtain a value of h/mCs, and
to determine the ﬁne structure constant with a relative uncertainty of 7.4 ppb [31].
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The ﬁne structure constant determination from this experiment can be seen in ﬁgure
1.3.
A more accurate determination, however, comes from 87Rb. In this experiment, a
Ramsey-Borde atom interferometer is combined with Bloch oscillations to coherently
transfer many "kicks" to the atom and measure the ﬁnal veloctiy. This measurement,
combined with the others described above, has yielded a determination of the ﬁne
structure constant with a relative uncertainty of 0.66 ppb [32]:
α−1 = 137.035 999 037 (91) [0.66 ppb] (1.13)
The comparison of this value to the value determined from the g-factor and equa-
tion 1.5 is the best numerical test of QED to date:
α−1 − α−1(Rb)
α−1
= (9.6± 6.9)× 10−10 (1.14)
which agrees within 1.4 σ. We could instead use the next most accurate determination
of α to calculate g
2
. This leads to:
g
2
(α) = 1.001 159 652 181 84 (76) [0.76 ppt] (1.15)
with a diﬀerence between the experimental and calculated values of:
g
2
− g
2
(α) = (−1.11± 0.81)× 10−12 (1.16)
which places a limit of:
∣∣∣∣δg2
∣∣∣∣ < 2.0× 10−12 (1.17)
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1.5 Limits on Electron Substructure
Placing limits on δg/2 constrains the new physics that could be entering into
the expansion in equation 1.5 [25]. As mentioned above, the proton's rich internal
structure modiﬁes the proton g-factor substantially away from 2. The electron could
also have an internal substructure. So far none has been found, but the structure
could still remain hidden and produce the low mass, small radius electron if it were
comprised of very tightly bound constituents of high mass (m∗) [33]. Naively, we might
imagine that δg/2 ≈ O(me/m∗). If we made the assumption that δg/2 = (me/m∗),
we would ﬁnd very tight limits for them∗ (wherem∗ = 2/(δg)me) and for the electron
radius (Re = ~/(m∗c)).
Without lucky cancellations, however, this model would predict a very high contri-
bution to the fermion self energy, and thus, a high electron mass. Since the observed
electron mass is much less than m∗, a more natural scaling might be one that su-
presses the ﬁrst order contribution due to some symmetry (for example, a chirally
invariant model [33]). In this case the ﬁrst order contribution the the magnetic mo-
ment would also cancel, and we would be left with δg/2 ≈ O(m/m∗)2. If we assumed
that δg/2 = (me/m∗)2, then we could again place limits on the mass of the constituent
particle, as well as the electron radius. These would be:
m∗ > 360 GeV/c2 (1.18)
Re < 5× 10−19m (1.19)
This bound on the electron radius compares favorably with the most stringent
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limit set by the Large Electron Positron (LEP) collider, in which they used scattering
measurements to look for evidence of contact interactions at 10.3 TeV [34], which
places a limit on the electron radius of Re . ~c/E = 2× 10−20 m.
1.6 CPT
Because of its high precision and because the recent techniques for measuring the
electron g-factor can be used on positrons as well as electrons, the g-factor is an ideal
system in which to test charge, parity, and time reversal (CPT) symmetry. CPT
combines three separate discrete symmetries: charge conjugation (where antimatter
is transformed into matter), parity (where all spacial coordinates are reversed so that
~r → −~r), and time reversal (t→ −t).
At one time, each of these symmetries was believed to be an exact symmetry of
nature. A groundbreaking experiment measuring the axial assymmetry of electrons
emitted in the beta decay of 60Co [35], however, revealed parity violation (in inter-
actions containing the weak force). It was then posited that perhaps the combined
symmetry of charge conjugation and parity (or CP) was instead the preserved sym-
metry. In 1964, it was discoverd that the K02 meson could decay to 2 pions through
a CP violating decay [36], and several more meson decays have also since shown CP
violation [37, 38, 39].
Presently, the combined symmetry of CPT is believed to be a valid symmetry, and
the CPT theorem states that any quantum ﬁeld theory that satisﬁes some assumptions
(e.g. locality and lorentz invariance) must obey CPT symmetry [40]. However, gravity
cannot yet be described by a quantum ﬁeld theory and CPT remains an open topic of
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investigation. One consequence of the CPT theorem is that particle and anti-particles
should have equal masses, energy levels, magnitudes of charge and magnetic moments,
etc. Experimental searches have repeatedly conﬁrmed the validity of CPT in several
systems. See ﬁgure 1.4 for some of the best tests of CPT.
fractional precision
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Figure 1.4: The fractional precision of various tests of CPT. The data is
compiled from [41] and [15].
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The comparison of the electron and positron g-factor is currently the best test of
CPT in a lepton system and one of the best tests of CPT to date [10]. The limit
comes from the 1987 Univeristy of Washington g-factor comparison and is given by:
rg ≡ |(g− − g+)/gav| . 2.1× 10−12 (1.20)
Our group has measured the electron g-factor more precisely (by a factor of nearly
20), but in an apparatus that lacked a method for loading positrons to perform a
similarly precise measurement [2]. With the apparatus described in this thesis, there
is reason to believe the positron will be measured with at least the precision of the
2008 electron measurement.
Currently, the precision of the g-factor comparison as a test of CPT is only beaten
by a comparison of the nuetral kaon and anti-kaon mass [42, 43]. This measurement,
which takes advantage of a large cancellation in the masses of KL and KS, ﬁnds that:
rK ≡ |(mK −mK¯)/mK | . 6× 10−19 [90% CL] (1.21)
Despite the high precision of these experiments, it remains important to pursue
CPT violation in a variety of systems (baryons, leptons, bosons, etc.) and measure-
ments (masses, magnetic moments, energy levels, etc.), as we do not yet know what
form any violation might take.
The beneﬁt of the measurements shown in ﬁgure 1.4 is that any diﬀerence observed
in these parameters would constitute a violation of CPT. In the search for CPT
violations, however, a model for how CPT might be violated might provide a more
directed search. One such model is a standard model extension [44], which allows for
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CPT and Lorentz violations, but preserves gauge invariance, microcasuality, power
counting renormalizability, conservation of energy, conservation of momentum, and
covariance under observer rotations and boosts (though it allows covariance to be
broken for the particle's reference frame).
The extension adds terms to the standard model Lagrangian that satisfy the
above requirements and are also Hermitian. These additions can be parameterized
with constants whose limits can be bound by several experiments (for a summary, see
[45]). In the context of the g-factor experiment, the extension serves to modify the
Dirac equation [46, 47] to:
(
ıγµ∂µ − eAµγµ − aµγµ − bµγ5γµ − 1
2
Hµνσ
µν
+ ıcµνγ
µ∂ν − eAνcµνγµ + ıdµνγ5γµ∂ν − qAνdµνγ5γµ −m
)
ψ = 0 (1.22)
where aµ and bµ are CPT violating coupling constants and cµν , dµν and Hµν are CPT
preserving coupling constants. An analysis of these contributions for our system [46]
reveals that the primary coeﬃcient that has a measurable eﬀect is b3, whose presence
can be seen in the diﬀerence in anomaly frequencies for the electron and positron:
∆ωa =
(
ω−a − ω+a
)
= −4b3 (1.23)
In addition, the framework provides a methodology for comparing tests of CPT
that is a more direct comparison of a CPT violating parameter [46] (rather than
comparing masses, charges, coupling constants, etc. directly). For our system, they
posit that the CPT ﬁgure of merit, which is more comparable to the energy scaling
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of the kaon CPT violating parameter in equation 1.21, should be:
re ≡
∣∣(E−n,s − E+n,−s) /E−n,s∣∣ (1.24)
which reduces to:
re =
∣∣∣∣∆ωa2m
∣∣∣∣ = ∣∣∣∣2b3m
∣∣∣∣ (1.25)
For the 1987 g-factor measurement, this sets a limit of re . 12× 10−22 [48]. Since
~b violates Lorentz invariance by having a ﬁxed direction in space, it is possible to
set a bound on the magnitude of ~b by measuring b3 as the earth rotates around its
axis (or as the earth rotates around the sun). For the University of Washington data,
this places a limit of
∣∣∣~b∣∣∣ . 50 rad/sec [48], which could have been ∣∣∣~b∣∣∣ . 0.7 rad/sec
for the most fortuitous alignment of ~b and the magnetic ﬁeld. Any improvement in
the electron positron g-factor (or anomaly) measurements could signiﬁcantly improve
these bounds.
1.7 Summary
This chapter has discussed the motivations for improving the electron and positron
g-factor measurements, which include improving the determination of the ﬁne struc-
ture constant and tests of QED, setting limits on electron substructure and improving
the best test of CPT in a lepton system. The remaining chapters will describe the ap-
paratus, techniques and measurements we have made on our way toward an improved
g-factor measurement, with a focus on the single electron quantum jump spectroscopy.
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Penning Traps
Though it would be ideal to measure the electron and positron magnetic moments
in free space, practically, we cannot perform these measurements if the particles are
not ﬁrst conﬁned long enough for a precise measurement. One of the key techniques
that allows for precision spectroscopy on single electrons and positrons is the ability to
trap charged particles. Although a number of schemes exist to trap ions [11, 49, 50],
all of the work in this thesis takes place in Penning traps, which are described here.
Beginning with a discussion of ideal traps and their eﬀect on the free space motions
of an electron or positron, we will also explore real Penning trapsincluding their
possible geometries and imperfectionsand an invariance theorem that allows us to
account for these imperfections in the measured trap frequencies. Finally, the various
frequencies and damping timescales for the traps used in this work will be discussed.
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B-field
+
E-field
Figure 2.1: An ideal Penning trap is the superposition of an axial magnetic
ﬁeld (seen in blue) plus an electrostatic quadrupole (seen in red). The above
electric ﬁeld conﬁguration has been chosen to make a trapping potential for
an electron. For a positron, only the sign on the electric ﬁeld needs to be
reversed.
2.1 Ideal Penning Traps
The Penning trap is a superposition of a strong, homogeneous magnetic ﬁeld
(equation 2.1) and an electrostatic quadrupole (equation 2.2). These ﬁelds can be
seen in ﬁgure 2.1. The homogenous magnetic ﬁeld provides radial conﬁnement of a
charged particle; the electrostatic quadrupole adds axial conﬁnement, while slightly
reducing the radial conﬁnement.
~B = Bzˆ (2.1)
V ∝ z2 − ρ
2
2
(2.2)
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Though the Penning trap conﬁnes a charged particle to allow for spectroscopy, the
addition of the trapping ﬁelds has some added consequences. To consider the eﬀect
of these ﬁelds, let us ﬁrst consider an electron or positron in a magnetic ﬁeld in free
space. For a positron or electron of mass m and charge ±e in a magnetic ﬁeld Bzˆ,
the particle will have a cyclotron frequency
νc =
eB
2pim
(2.3)
and a spin frequency
νs =
2 |~µ|B
h
=
g
2
νc, (2.4)
where h is the Planck constant and |µ| is the magnitude of the magnetic moment so
that ~µ = µ ~S/(~/2) and µ/µB = −g/2.
With the addition of the electrostatic quadrupole, however, 4 characteristic fre-
quencies arise: the unchanged spin frequency, the axial frequency, the trap-modiﬁed
cyclotron frequency and the magnetron frequency. The axial frequency, νz arises from
the harmonic axial conﬁnement from the electrostatic quadrupole. The quadrupole
also slightly weakens the radial conﬁnement, which leads to a modiﬁed cyclotron fre-
quency, ν
′
c and also adds a new motion, the magnetron motion (with a frequency
νm), which can be thought of as arising from a slow ~E × ~B drift. The 3 motional
frequencies are represented in ﬁgure 2.2 (not to scale).
For a perfect quadrupole, the trap-modiﬁed cyclotron frequency
ν
′
c = νc − νm (2.5)
diﬀers from the free space cyclotron frequency only by the magnetron frequency [11]
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axial
magnetron
cyclotron
Figure 2.2: The motions of an electron in a Penning trap. Note that the
relative sizes are not to scale for the relative frequencies used in this work.
νm =
ν2z
2ν ′c
(2.6)
2.2 Real Penning Traps
Although a discussion of ideal Penning traps provides a useful framework for
understanding the motions and frequencies involved with the addition of the electro-
static quadrupole, in the real world, we can realize only an approximation. There
are, however, several ways to make a good approximation. This is normally done
by fabricating a Penning trap out of electrodes with a carefully selected geometry to
produce the desired potential.
The most straightforward of these geometries is to place the surfaces of the elec-
trodes on the equipotentials of the electrostatic quadrupole. These traps are typically
21
Chapter 2: Penning Traps
called hyperbolic Penning traps (because the electrodes are hyperbolas of revolution),
and an example can be seen in ﬁgure 2.3. To produce a perfect quadrupole potential,
these electrodes would have to extend inﬁnitely, be perfectly conducting and be per-
fectly machined. Though these constraints cannot be realized, optimized designs have
been discussed [51], and many succesful hyperbolic traps have been constructed and
used, for example, in the observation of a single trapped electron [7] and a previous
comparison of the electron and positron g-factors [10].
Figure 2.3: An example of a hyperbolic Penning trap. Figure taken from
[52]: a schematic of the ﬁrst trap to exhibit inhibited spontaneous emission.
The earliest alternative to the hyperbolic electrodes was the cylindrical Penning
trap (ﬁgure 2.4) proposed long ago for electron magnetic moment experiments [53].
Other geometries can also be useful. Open endcap Penning traps [54] can be made to
approximate the quadrupole potential and are useful when axial access is necessary
(for transferring particles, or loading from an accelerator or ion source). We employ
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an open endcap Penning trap (ﬁgure 2.5) to improve the positron loading rate (see
chapter 5). Planar Penning trap geometries (see ﬁgure 2.6) have also been proposed
[55] and may be a viable option for making harmonic Penning traps stable enough to
detect a single electron.
zo
ρo
top compensation
ring
bottom compensation
top endcap
bottom endcap
spacers
microwave
waveguide
field emission
point 
magnetic
bottle
Figure 2.4: A cross section of the cylindrical Penning trap used for most of
this work. This trap is also referred to as the "precision" trap, to distinguish
it from the open endcap, loading trap. The dimensions, z0 and ρ0 are the
radius and half height of the cylindrical trap, and their values are listed in
table 2.1.
Figure 2.5 shows a cross-sectional view of the "loading" trap as an example of an
open endcap trap. The cylindrical trap (similar to the one used in this work) has
produced a suﬃciently harmonic pontential to observe a single electron [56], and has
also been used in the previous installment of the electron g-factor measurement [2] to
make the most accurate measurement of a property of a fundamental particle to date.
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zoρo
top endcap
top compensation
ring
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bottom endcap
spacers
Figure 2.5: A cross sectional view of the open endcap Penning trap used to
accumulate positrons. This trap is frequently referred to as the "loading" trap
to distinguish it from the cylindrical trap in which spectroscopy is performed.
The dimensions, z0 and ρ0 are deﬁned in the ﬁgure, and their values are listed
in table 2.1.
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B
Figure 2.6: A three-gap planar trap with an electron (not to scale) drawn in
to show the trapping region. Taken from [55].
Perhaps its greatest advantage (compared to the other geometries discussed so far),
however, is its analytically calculable and easily identiﬁable cavity mode structure,
used to control the radiation ﬁeld and modify the electron's spontaneous emission.
The advantages of this will be discussed further in chapter 6.
In our typical setup, we apply the potential VR between the ring and endcap
electrode to set the depth of the potential well, we apply VComp to the compensation
electrodes to tune the anharmonicity of the potential well, and we ground the endcaps.
The values of these voltages and other typical trap parameters for both the loading
and precision trap can be seen in table 2.1.
With a particular geometry of electrodes in mind, it is now possible to characterize
the electrostatics of our cylindrical Penning trap. These ideas can be extended to
the other geometries listed, though some goemetries have the disadvantage of less
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Table 2.1: Dimensions and typical values for both the precision and loading
traps.
Precision Trap Parameters Loading Trap Parameters
z0 0.3880 cm z0 0.3186 cm
ρ0 0.3995 cm ρ0 0.3001 cm
∆zc 0.2337 cm ∆zc 0.2703 cm
VR 96.98 V VR -8.537 V
VEC 0 V VEC 0 V
VComp 79.19 V VComp - 7.567 V
B 5.2 T B 5.2 T
symmetry [55]. It is useful to deﬁne a trap dimension constant, d:
d2 =
1
2
(
z20 +
ρ20
2
)
(2.7)
where ρ0 and z0 are deﬁned in ﬁgure 2.4. The potential near the center of the trap
can be expanded in a series:
V = −VR
z2 − ρ2
2
2d2
− VR
2
∞∑
k=0
even
Ck
(r
d
)k
Pk(Cos(θ)) (2.8)
where symmetry under z → −z is assumed. Here, VR is the potential on the ring
electrode, z is the axial coordinate, r is the spherical radial coordinate, θ is the angle
(deﬁned from the z-axis), ρ is the cylindrical radial coordinate, d is the trap dimension
as deﬁned above, Ck are the trap coeﬃcients and Pk are the Legendre polynomials.
To show the dependence on the compensation electrode potential, we can further
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separate out the trap coeﬃcients into terms that depend solely on geometry, C0k , and
a term that depends explicitly on the compensation voltage, Dk, as in equation 2.9.
For a given choice of geometry, these coeﬃcients can be calculated explicity, as shown
by the expressions in [11, 57], and the values for our traps are given in [58].
Ck = C
(0)
k +Dk
(
1
2
− VComp
VR
)
(2.9)
We can now explicitly write down an expression for the axial frequency.
νz =
1
2pi
√
eVR
md2
(1 + C2) (2.10)
The compensation potential aﬀects the axial frequency via the coeﬃcient D2. Since
we use the compensation voltage to tune the anharmonicity of the potential well, it is
convenient to have the axial frequency independent of this tuning parameter. D2 can
be set to 0 by carefully choosing the geometry of the ring and compensation electrodes
and traps with D2 = 0 are said to be "orthogonalized" [51]. The cylindrical Penning
trap described in this thesis is an example of such an orthogonalized trap [53].
2.3 Brown-Gabrielse Invariance Theorem
Thus far, we have only discussed imperfections in approximating an electrostatic
quadrupole with real electrode geometries. These imperfections can lead to anhar-
monic terms in the potential, which can be accounted for and minimized with a
careful choice of geometry and the adjustment of a compensation voltage (see more
about tuning the anharmonicity of a trap in chapter 5). Unfortunately, this does not
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cover the spectrum of imperfections that could arise in a real Penning trap. Slight
changes in the dimensions (which always exist within the machining tolerances) or
patch potentials (which are harder to quantify) could still cause harmonic distortions
to the potential or lead to a misalignment of the strong axial magnetic ﬁeld and the
electrostatic quadrupole.
Fortunately, these imperfections can be carefully accounted for. This analysis
leads to an invariance theorem,
ν2c = ν¯
2
c + ν¯
2
z + ν¯
2
m (2.11)
which relates the measured trap frequencies (each denoted with a bar over the top
of them) to the free space cyclotron frequency, which we are interested in for the
magnetic moment measurement. The relationship is derived in [59]. In the case
where ν¯c  ν¯z  ν¯m, the free space cyclotron frequency can be approximated by the
familiar expression from the ideal Penning trap.
2.4 Damping rates, Equilibrium and Stability
A Penning trap is not an intrensically stable ion trapthe magnetron motion is
an inverted harmonic oscillator [11]. On a long enough timescale, the magnetron
radius grows as the motion decays, until an electron or positron is lost from the trap.
The cyclotron and axial motions, however, can both be represented by harmonic
oscillators, and are therefore stable. Any damping mechanisms in these motions
should drive a particle towards its axial or cyclotron ground state with some associated
time scale. However, the equilibrium state for each of these motions is not necessarily
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the ground state, but rather depends on the details of the energy level spacing for
each motion, and the temperature of the bath to which each motion is coupled.
For our typical magnetic ﬁeld of about 5.2 T, the cyclotron energy spacing is
about about 7 K (in temperature units). As we will see below, the cyclotron motion
is in radiative equilibrium with the trap electrodes, which are held constant at 100
mK. Since the cyclotron motion is in thermal equilibrium with the electrodes, the
distribution of states follows a simple Boltzmann distribution. Since the temperature
is small compared to the level spacing, the odds of being in anything but the ground
state are suppressed by the Boltzmann factor of e−
hν
kBT . For the ﬁrst excited state,
this suppression is already ≈ e−70, so the cyclotron is eﬀectively always in its ground
state.
The axial motion is in thermal equilibrium with the detection electronics. Though
the axial temperature can vary somewhat [2], it is believed to be set by the tempera-
ture of the ampliﬁer that detects the axial motion. See chapter 7 for a discussion on
how to measure the axial temperature. In the previous version of the experiment [13],
this temperature varied between 0.23 and 1.09 K at diﬀerent magnetic ﬁeld values
(when the ampliﬁers were oﬀ). This variation in temperatures was not fully under-
stood, but given this range, we can see that the axial motion is far from its ground
state. At our typical axial frequency of about 200 MHz, the energy spacing of the
axial levels is ≈ 0.01K, which means that the average quantum number (k) is > 10.
In addition to the equilibrium state, each of the damping timescales is important
for spectroscopy or an eventual g-factor measurement. For the unstable magnetron
motion, the damping time needs to be very long compared to the measurement time
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(so we do not lose the electron or have its magnetron radius change too much) which
we achieve with careful ﬁltering and due to the magnetron's low coupling. For the
axial motion, the damping timescale sets the time necessary for the axial motion to
cool and also determines the amount of axial signal measured (see chapter 5). For the
cyclotron motion, the damping rate determines the amount of time that the electron
spends in its ﬁrst excited state after a successfully driven cyclotron excitation. This
timescale must be at least long enough to get the necessary averaging time to detect
that a cyclotron transition has occured (see chapter 7).
For the cyclotron motion, the primary damping mechanism is radiative. Since the
electron and positron are charged particles, any acceleration leads to radiated power
(as is given by the Larmor formula in equation 2.12), which damps the motion.
P =
e2a2
6piε0c3
(2.12)
Where a is the acceleration, c is the speed of light and ε0 is the permittivity of free
space.
The amount of radiated power is highly frequency dependent, as the acceleration
scales as the frequency of a given motion. The axial and magnetron motions are also
damped radiatively, but for the precision trap shown in Figure 2.4 and the biases we
apply in table 2.1, with very long lifetimes.
In the case of the axial motion, our method of detection (see chapter 5) reduces the
axial time constant considerably by adding a resistive damping mechanism. For the
magnetron motion, the radiative damping timescale is so long that it is diﬃcult to even
measure. Practically we ﬁnd that the motion tends to damp much more quickly (on
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Table 2.2: Precision trap frequencies and radiative damping rates.
Trap Motion Frequency Radiative Damping
magnetron νm ≈ 137 kHz γ−1m ≈ 4 Gyr
axial νz ≈ 200 MHz γ−1z ≈ 1 yr
cyclotron νc ≈ 145.5 GHz γ−1c ≈ 100 ms
spin νs ≈ 145.7 GHz γ−1s ≈ 5 yr
Table 2.3: Loading trap frequencies and radiative damping rates. Note that
the cyclotron and spin motions aren't addressed in the loading trap, so their
values are estimated from the value of the magnetic ﬁeld in the precision trap
center.
Trap Motion Frequency Radiative Damping
magnetron νm ≈ 9.75 kHz γ−1m ≈ 10× 1012 yr
axial νz ≈ 53.3 MHz γ−1z ≈ 62 yr
cyclotron νc ≈ 145 GHz γ−1c ≈ 100 ms
spin νs ≈ 145 GHz γ−1s ≈ 5 yr
the order of days), likely due to magnetron heating (see below) or accidental resistive
damping of the motion, so we prevent the radius growth with sideband cooling [11].
The radiative damping timescales can be seen in table 2.2 for the precision trap and
in table 2.3 for the loading trap. Note that the cyclotron and spin frequencies are not
measured in the loading trap, but are instead estimated from the expected magnetic
ﬁeld shift between the loading trap and the precision trap.
The damping timescale for the cyclotron motion is listed as if the the cyclotron
were in free space. In practice, the Penning trap forms a microwave cavity that can
inhibit spontaneous emission [52] by more than 2 orders of magnitude by reducing
the density of states that the into which the cyclotron motion can radiate. This
increase in lifetime provides the necessary time to average long enough to measure
the cyclotron motion in its excited state, and varies with each cyclotron frequency
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(see chapter 6).
2.5 Magnetron Cooling
After loading, transferring, or to counteract heating in between measurements,
we need a method to reduce the magnetron radius. If we apply a drive at the axial
frequency plus or minus the magnetron frequency (to one half of a split compensation
electrode), we can drive a sideband of the axial frequency that exchanges energy be-
tween the axial magnetron motion. As we are interested in decreasing the magnetron
radius, we typically apply the sideband that is the sum of these frequencies ωz + ωm.
Because the harmonic oscillator of the magnetron motion is inverted, this "sideband
cooling" actually adds energy to the magnetron motion, pushing the electron up the
potential hill to a smaller magnetron radius.
Ideally, we would cool the magnetron motion to its ground state (l = 0, where
l is the quantum number of the magnetron motion). In practice, however, there
is a limit to the amount of "cooling" we can do on the magnetron motion. If we
denote the axial quantum number as k, the cooling limit occurs when l = k. This
limit can be understood by considering the transition rates when a drive of ωz + ωm
is applied to the particle [11]. Two separate transitions can occur. Cooling occurs
when a transitions is driven such that |k, l〉 → |k + 1, l − 1〉 but heating occurs when
|k, l〉 → |k − 1, l + 1〉. The transition rate for the cooling process contains the term
a†zam and therefore carries a factor of (k + 1)l. The heating rate, on the other hand
has the operator aza†m, which carries the factor k(l + 1). Since these factors are the
only diﬀerence between the cooling and heating rates, it is now easy to see that the
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cooling and heating rates balance when k = l. This cooling limit can be derived from
thermodynamic principles, as well [60].
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A New Apparatus
The previous chapter covered an overview of the physics of Penning traps, includ-
ing some of the imperfections that can be accounted for in real Penning traps. In
practice, it takes a signiﬁcant amount of supporting equipment to make our Penning
trap work. This chapter will focus on the apparatus, consisting of a superconducting
solenoid, cryogen spaces and a dilution refrigerator that allow us to have 100 mK
Penning trap in a 5.2 T magnetic ﬁeld. Chapter 5 discusses the electronics necessary
for such a trap.
The following apparatus is new for the work done in this and another [58] thesis.
Its beneﬁts over the previous version of the apparatus [2] include increased space for
a positron loading source, improved cooling power at 100 mK, improved mechanical
stability between the trap and the magnet, increased cryogen volumes for longer
cryogen hold times and the addition of a helium reliquiﬁer. The realization of these
improvements is discussed in detail below.
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3.1 Superconducting Solenoid
At the heart of our apparatus is the superconducting solenoid that generates the up
to 6 T conﬁning magnetic ﬁeld for our Penning trap. We use a Cryomagnetics model
4983, which consists of a 6 T main superconducting coil, a ±0.5 T Z0 superconducting
coil, 11 superconducting shim coils (Z, Z2, Z3, X, Y, ZX, ZY, C2, S2, Z2X and Z2Y)
and a Gabrielse-style shield coil [61].
The main coil is made from monoﬂiament niobium titanium (NbTi) and is de-
signed to run in persistent mode (i.e. the current ﬂows without being connected to
the power supply). It produces 6 T at 45.33 A and has an inductance of 210 H. The
Z0 coil is also a monoﬂiament NbTi coil, but it only produces 0.5 T with 39.7 A and
has an inductance of 1.8 H. The smaller ﬁeld from the Z0 coil allows for ﬁner control
of the homogeneous ﬁeld at the center of the solenoid. Both the main coil and the Z0
coil are powered by a cryomagnetics CS4-10V power supply.
The 11 shim coils are designed to provide their full ﬁelds at only 1 amp of current.
They are powered by a custom current supply designed and built by the Harvard
physics electronic instrument design lab. The current supply provides currents of up
to 1.25 A with stability (jitter and drift) at better than one part in 10−5. The output
is also insensitive to changes in temperature of a few degrees C (the amount the lab
temperature tends to vary over the course of the day) at the part in 10−5 level, as
well. These shim coils can be used to produce a very homogeneous magnetic ﬁeld, as
discussed in chapter 4.
The Gabrielse-style shield coil is an extra pair of superconducting coils added
to guard against external ﬂuctuations in the homogeneous magnetic ﬁeld [61]. The
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geometry of the loops is chosen such that, when a homogeneous external magnetic
ﬁeld is applied, the condition that
∫
B · dA = 0 also ensures that the magnetic ﬁeld
does not change at the center of the solenoid. Cryomagnetics measured a shielding
factor of >1000 when they applied a magnetic ﬁeld from an external Helmholtz coil.
Though this is an order of magnitude better than the magnet in which the 2008
g-factor measurement was made, the coil Cryomagnetics used only approximates a
homogenous ﬁeld. Thus, the shielding factor for the magnet may actually be less
than the measured value.
Despite the numerous advantages this new magnet oﬀers, when the magnet ﬁrst
arrived, it regularly quenched during charging (typically around half of the stated ﬁeld
value). A thorough investigation revealed two disturbing facts. Firstly, the X-shim
persistent switch heater (PSH) was disconnected (see ﬁgure 3.1a). Second, the wiring
of the coils was diﬀerent than the manual claimed, as Cryomagnetics had tested the
magnet in one conﬁguration, then modiﬁed it and shipped it without further testing.
Since the X-Shim coil remained superconducting during charging, it would build up
enough current to quench the shim coil. When the shim coil rapidly quenched, it
would sometimes cause the main coil to quench, as well, leading to our charging
diﬃculties. Our repair of the X-shim heater can be seen in ﬁgure 3.1, after which we
have had no problems charging the magnet.
3.2 Dilution Refrigerator and Experimental Insert
Both the loading and precision trap are kept at 100 mK by being in thermal contact
with the mixing chamber stage of a Janis Research Company Model JDR-500 3He-
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a) b) c)
Figure 3.1: Fixing the persistent switch heater on the X-shim: a) the persis-
tent switch heater (PSH) is buried under the epoxy and disconnected from
the its lug, b) the PSH lead is extricated and a new wire is soldered on, and
c) the wire is soldered onto the lug.
4He dilution refrigerator system, which can provide up to 330 µW of cooling power
at 100 mK (as measured without the trap wiring). The ﬁve stages of the refrigerator
(4K plate, 1K pot, still, intermediate cold plate (ICP), and mixing chamber (MC))
are kept thermally isolated from one another and are all held under vacuum within an
inner vacuum can (IVC). The IVC is surrounded by liquid helium within the Dewar
and has several ports that extend to room temperature for access to the experiment
(for microwaves, electronics, positron source, etc).
Extending from the mixing chamber plate there are two custom made silver tripod
extensions (one included from Janis and one made in house), which provide room for
cold electronics and locate the traps in the center of the superconducting solenoid
(with the precision trap centered in the solenoid). The tripod region is home to the
ﬁrst stage of detection ampliﬁers and the electronic components that provide the ﬁnal
stage of ﬁltering for signals going to the electrodes (see chapter 5), and can be seen
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in ﬁgure 3.2.
tripod
region
trap can
pump-out
port radial
alignment
pin
50 cm
pinbase
ampliers
Figure 3.2: A schematic of the tripod and trap can region.
Attached to the bottom of the tripod region is a separate vacuum enclosure, called
the trap can, which houses the Penning traps. Constructed from titanium and sealed
oﬀ with indium and a copper pinch oﬀ tube, the trap can allows us to have an better
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vacuum in the trapping region (< 5 × 10−17 torr in a similar apparatus at 4.2 K
[62]) than in the IVC (≈ 10−7 torr). This vacuum is achieved by pumping out the
trap can at room temperature (to ≈ 10−7 torr), closing oﬀ the vacuum chamber (by
pinching oﬀ the copper tube on the pump out port), and cooling down to 100 mK.
Cryopumping of the remaining gases gives us the low vacuum necessary to have long
particle lifetimes in the trap. The trap can's top ﬂange (the pinbase) holds all of the
electronics feedthroughs, as well as a microwave ﬂange, a positron ﬂange, a special
200 MHz feedthrough ﬂange and one spare ﬂange. It also acts as the ground for the
experiment and a schematic of the pinbase layout is shown in ﬁgure 3.3. A schematic
of the trap can is shown in ﬁgure 3.2
We must be very careful to avoid magnetic materials near the Penning traps.
In addition to avoiding materials that are electronically paramagnetic, it has been
observed that even the nuclear paramagnetism from many common trap materials
(copper, macor, etc.) can cause magnetic ﬁeld instabilities [12] due to slight temper-
ature ﬂuctuations around 100 mK. We limit the materials in the trap can region to
those with low nuclear magnetic moments (silver, titanium, molybdenum and quartz),
though there is still some unavoidable amount of copper in the pinbase feedthrough
pins and in some electronic component connectors.
The experimental insert also contains a retractable positron source. This source
has been described thoroughly elsewhere [58], and only a brief descrition will be
provided here. A sealed 22Na source is suspended by a nylon string that is coiled
around a spool on rotatable vacuum feedthrough at room temperature. By rotating
the spool, the positron source can be lifted or lowered through tubing within the
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Figure 3.3: A schematic of the pinbase as viewed from the top, showing the
location of every electrode connection, as well as the positron, microwave and
200 MHz feedthrough ﬂange.
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dilution refrigerator. The source can be positioned above the pinbase for loading (as
described in chapter 5), or retracted to the mixing chamber or 4K plate for storage.
Four sets of LEDs and photodiodes can read out the position of the source at these
locations (two at the pinbase, one at the MC, and one at the 4K plate). As the source
moves through the tripod region, it passes through a bend in the tubing, which cuts
oﬀ the line of sight to the positron loading ﬂange and discontinues loading.
To insert the dilution refrigerator and experiment into the helium space (see the
next section for a discussion of the cryogen spaces), the experiment is surrounded
by an aluminum and G10 tube that mates into an 8.57" sliding seal on the Dewar
neck. By engaging the sliding seal and venting all of the rapidly boiling oﬀ helium
through the dilution refrigerator, the experiment and refrigerator can be eﬃciently
vapor cooled and set directly into the same liquid helium bath that surrounds the
magnet, all without quenching the superconducting solenoid. The sliding seal o-
ring is made from a teﬂon covered stainless steel spring. The advantage of this over
traditional o-ring materials (viton, buna-n, etc.) is that the teﬂon ostensibly makes
a good seal down to very low temperatures.
In practice, however, we have found that the seal slightly leaks when the G10 and
aluminum tube is too cold. In addition, the lower portion of the IVC extends beyond
the sliding seal (to mate into the magnet) and must be inserted into the helium space
before the seal can be made. In order to avoid getting oxygen into the magnet and
helium into the lab, we use a helium-ﬁlled glove bag (Spilfyter hands-in-bag 4-hand
Chamber Model Number 690341) when inserting the experiment.
The typical procedure begins with the Dewar closed oﬀ and the dilution refrigera-
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tor/experiment hanging from a crane. First, we exchange (in a glove bag) the Dewar
top plate with a plexiglass plate. The plexiglass plate has no radiation baes and
allows us to look into the magnet bore to look for ice or other impediments. If the
magnet bore is clear, we (once again in the glove bag) exchange the plexiglass plate
for the experiment, lowering the experiment in enough to engage the sliding seal.
Even with the sliding seal engaged, we leave the helium atmosphere in the glove bag
until the experiment is fully inserted.
3.3 Cryogen spaces, Hold Times, and Stability
One of the major improvements of this apparatus over the previous apparatus is
the support between the Penning trap and the magnet. For the 2008 measurement,
the dilution refrigerator supporting the Penning trap hung from a nearly 2 meter
structure relative to the magnet. In the new apparatus, however, the trap support is
located directly on top of the superconducting magnet, with the radial alignment set
by a pin that mates to a hole in the bottom plate of the magnet. See ﬁgure 3.4 for
the layout.
In order for the experiment to rest on the magnet top, it must be decoupled from
the Dewar top. Only a ﬂexible bellows connects the hat of the dilution refrigerator
to the Dewar top (see ﬁgure 3.4). This conﬁguration alone would mean that pressure
variations in the Dewar space would create variations in the upward force felt by
dilution refrigerator, which could cause vibrations or other instabilities. To cancel
these out, there is an additional upper bellows connected to the helium space.
Another beneﬁt of the new apparatus is the size and number of the cryogen spaces.
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Figure 3.4: A schematic of the Dewar, magnet and dilution refrigerator show-
ing several of the key features mentioned in the text.
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In the previous version of the experiment, which evolved historically, the apparatus
had 5 separate cryogen spaces. Each reservoir had to be ﬁlled on a diﬀerent timescale,
and each ﬁll disrupted the stability of the system (see chapter 7), causing delays
in data taking while the system settled. The new apparatus has only 2 cryogen
spacesone large reservoir for liquid helium and another for liquid nitrogen. This
reduction in the number of cryogen spaces comes from combining experiment and
magnet cryogen spaces. See ﬁgure 3.4 for the layout of the cryogen reserviors.
Each cryogen space is also much larger than in the previous experiment, reducing
the number of ﬁlls even further. The liquid helium reservoir (ignoring the helium
necessary to cover the superconducting magnet) can hold 500 liters, while the nitrogen
Dewar space holds 190. Given the typical boil oﬀ with the dilution refrigerator running
(≈20 liters/day), this means that the helium space can go more than 3 weeks without
having to be ﬁlled. This has been extended to almost indeﬁnitely by the addition of
a helium reliquiﬁer (discussed below).
The nitrogen space was designed to have a hold time of 2 weeks. However, when
the apparatus arrived, the nitrogen hold time was closer to 3.5 days. After some
investigation, we found large sections of super insulation missing from the nitrogen
Dewar space, allowing room temperatue radiation to be incident directly on the ni-
trogen space. By pulling apart the Dewar and adding more superinsulation, we have
increased the hold time of the nitrogen space to over a week.
44
Chapter 3: A New Apparatus
3.4 Helium Recovery System
Helium is a valuable resource. Currently, the main supply of helium comes from
the United States government, whose stockpile has supported research and children's
birthday parties for decades [63]. As the stockpile has dwindled, however, helium
prices have increased [64], and with them, the uncertainty of the future of liquid
helium based experiments. To oﬀset these cost concerns, protect a valueable non-
renewable resource, and increase the stability of our system, we have retroﬁtted a
helium reliquiﬁer into the existing apparatus. Given the size of our Dewar and its
relatively high heat load (both from radiation and from conduction when the dilution
refrigerator is inserted), we have chosen the current state of the art local helium
reliquiﬁer, which is a Cryomech PT415-RM Helium Reliqueﬁer. The heart of the
reliqfuier is a 2 stage pulse tube driven by a (model number CP1010) compressor
that can provide 1.5 W of cooling power at 4.2 K.
The reliquiﬁer is speciﬁed to be able to reliquify from 15 L of liquid helium per
day from room temperature gas up to >27 L of liquid helium per day recondens-
ing/reliquifying rate. In practice, this has turned out to be enough to reliquify all
of our helium boil oﬀ, even with the dilution refrigerator running and the 1 K pot
helium being recovered (see below).
The reliquiﬁer must be carefully positioned and inserted into the helium Dewar to
protect the fragile vacuum transfer line (stinger). The apparatus necessary to insert
the reliquiﬁer is custom and begins with a plate that is carefully mounted on a beam
above helium Dewar. The plate is aligned with a plumb bob such that the stinger
of the reliquiﬁer will line up with a sliding seal into the helium Dewar space (within
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1/8"). Once mounted, the reliquiﬁer hangs from a custom made birdcage mount (see
Figure 3.5c). The stinger is lowered until it's just over the sliding seal, at which
point the sliding seal is uncapped in the stinger is slowly inserted (see Figure 3.5b).
The reliquiﬁer is then slowly lowered, with the stinger guiding the reliquiﬁer into the
Dewar. It is advisable to keep one hand on the mount and one hand on the stinger
to make certain that they are moving at the same rate, while another person slowly
lowers the crane.
Before the reliquiﬁer can be inserted into the helium space, it must be purged of
the air inside the cold head and stinger space. This can be done via the external
valves that we have added to the reliquiﬁer, by simply closing oﬀ the exhaust valve
(see Figure 3.6) and ﬂowing the purge gas through the purge valve. Typically we
ﬂow nitrogen initially for about 30 minutes followed by about 30 minutes of helium
purging. The helium can continue to ﬂow until the stinger is inserted into the helium
Dewar space, which ensures that air does not ﬂow in and freeze in the narrow channel
of the stinger.
The reliquiﬁer is then lowered onto a custom stand that has been mounted on the
Dewar top (see Figure 3.5c). The stand has been designed such that the reliquiﬁer
can be bolted down to secure the reliquiﬁer and protect the stinger. The stand also
sets the ﬁnal vertical position of the reliquiﬁer, and has been chosen to keep the length
of the stinger outside of the dewar to (much) less than 1 inch (see Figure 3.5d).
The reliquiﬁer is connected to a remote motor via a 3 foot long, high pressure
helium line, which was purchased to decouple vibrations from the Dewar top. The
compressor and remote motor are connected through two 75 foot long stainless steel
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a) b)
c) d)
Figure 3.5: a) The helium reliquiﬁer is hanging from a crane, carefully po-
sitioned such that the stinger lines up over the sliding seal into the helium
Dewar b) The reliquiﬁer is lowered so that the stinger is engaged in the slid-
ing seal c) The reliquiﬁer is lowered until it sits on a custom stand and is
bolted down d) A view of the stinger and the sliding seal after the reliquiﬁer
has been inserted. The exposed stinger should be 1 inch.
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lines, which isolate the compressor (stored in a separate room with cooling water and
power) from the Dewar top. The noisy electrical ground from the compressor is kept
from the experiment by electrical breaks in both the 75 foot lines and through an
electrical break on the line connecting the remote motor and the reliquiﬁer.
The Dewar's helium exhaust is fed into the input of the reliquiﬁer. By allowing
the helium vapor to exhaust out of Dewar in the usual conﬁguration, we are still
able to take advantage of any vapor cooling that occurs as the helium leaves the
Dewar. See Figure 3.6 for a schematic of the helium exhaust recovery. Once the
compressor is started, the cold head typically cools down from room temperature to
below 4.2 K (where we start reliquifying helium) within a few hours. We monitor
the temperature of the cold head with a silicon diode temperature sensor, read out
by a Scientiﬁc Instruments Model 9700 temperature controller. The controller also
controls the power applied to a 50 V, 50 W, 50Ω heater on the cold head. This
heater is useful for controlling the reliquiﬁcation rate and for heating up the cold
head quickly when we would like to pull out the reliquiﬁer.
When the helium space is sealed oﬀ from exhausting to the outside world, the
system is eﬀectively closed. Thus, by controlling the heat that we put into the cold
head heater, we are able to control the pressure in the Dewar/exhaust/reliquiﬁer
system. By regularly measuring the pressure and feeding back this information to
the heater on the cold head, we are able to stabilize the pressure in the system to the
level of a few mpsi. This level of pressure regulation is comparable to the previous
version of the experiment [13] and should keep the magnetic ﬁeld from the solenoid
similarly stable (see chapter 7). This pressure control loop, including its safeguards,
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Figure 3.6: Schematic of the helium recovery system, including the 1 K pot
helium recovery. The arrows indicate the direction of helium ﬂow.
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will be written up more completely in a future thesis [65].
When the dilution refrigerator is running, there is an additional source of helium
lossthe 1 K pot. In order to keep the 1 K pot cold, we must continually pump on
and evaporate helium from it. To recover this helium, we have replaced the 1 K pot
pump with a large dry scroll pump (Edwards XDS35i) and fed its exhaust through a
custom nitrogen cold trap (which shares a low loss nitrogen Dewar with the 3He-4He
mixture cold trap) and then back into the exhaust of the Dewar. Extra valves have
been added so that the cold trap can be isolated from the helium Dewar exhaust and
pumped out with a separate pump (See Figure 3.6), which can be used to clean out
the cold trap upon warm up.
With this addition, the helium system is truly closed, and we have run without
seeing any helium loss for weeks. See ﬁgure 3.7 for an example of the helium level
before and after the reliquiﬁer is turned on. If the reliquiﬁer never shut down and
the experiment never needed to be cycled, the hold time of our helium space would
essentially be indeﬁnite. In practice however, we have been limited by experimental
cycling. While we are lowering in the experiment from room temperature, the helium
boiloﬀ rate is much too high for the reliquiﬁer to handle (typically about 50 liters of
liquid helium over 3 hours).
We have also found that, on a slow timescale (typically ≈ months), the reliquiﬁer
stinger can clog up. We believe that the culprit is the stinger clogging with nitrogen
ice (which may be entering through the latex tubing connecting the exhaust to the
reliquiﬁer). When this happens, the cold head remains <4.2 K, but the reliquiﬁer no
longer keeps up with the boil oﬀ of the Dewar. If we heat up the cold head, we ﬁnd
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Figure 3.7: The level of the helium in the experiment with the reliquiﬁer
oﬀ and on. Note that the boiloﬀ number is when the dilution refrigerator is
inserted into the Dewar.
that the temperature increases to nearly 4.2 K, remains level for quite some time (as
the pressure relief valve on the reliquiﬁer goes oﬀ) and then continues to increase,
which is consistent with the stinger being clogged and liquid helium building up
around the cold head. We have found that the rate of clogging increases (sometimes
to immediately) if we warm up the cold head well above 4.2 K. Presumably this is
because the cold head is acting as a cold trap for nitrogen or other gases, which are
then dumped into the stinger as the cold head warms up.
We have shown that the reliquiﬁer can drastically reduce boiloﬀ and increase
the helium hold time, which saves money and could increase stability, since ﬁlling
the helium space disrupts the experiment. There is some chance, however, that the
vibrations from the reliquiﬁer and remote motor could couple into the experiment.
How these vibrations could couple into the experiment is a complex problem, which
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we are not eager to understand. Instead, it would be nice to rid ourselves of the
vibrations caused by the reliquiﬁer. The vibrations at the remote motor, the reliqiﬁer
and Dewar top have been measured, with the reliquiﬁer on and oﬀ, and plans to
introduce a signiﬁcant damping system are already underway.
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Low-Temperature Nuclear Magnetic
Resonance
The ideal Penning trap is the superposition of a uniform magnetic ﬁeld and an
electrostatic quadrupole, as discussed in chapter 2. Our quadrupole is approximated
by carefully biasing trap electrodes of the appropriate geometry. Our homogeneous
magnetic ﬁeld is approximated by a superconducting solenoid with a main coil and
several shim coils (detailed in chapter 3). This chapter will disuss the methods we use
to measure the ﬁeld produced by these coils and how to make the ﬁeld more uniform
(or "shim" the magnet).
In the new apparatus, the bore of the superconducting magnet must remain at 4.2
K (or at least below the superconducting temperature of niobium titanium, ≈ 7K in
our magnetic ﬁeld) while the magnet is energized. The experiment helium space and
the magnet helium space are shared, which allows us to set the experiment directly on
the top of the magnet. Although this design choice may have signiﬁcant improvements
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in stability over the old apparatus (see chapter 3), it has provided new challenges for
measuring and shimming the magnetic ﬁeld prior to inserting the experiment.
The 2008 electron g-factor measurement was made in a magnet whose bore could
be warmed up, which allowed for room temperature measurements and shimming
of the magnetic ﬁeld with a water nuclear manetic resonance (NMR) probe. This
chapter will discuss the extension of our NMR techniques into the low-temperature
realm, with the focus on the design and implementation of a new 3He probe used to
measure and shim magnetic ﬁelds at 4.2 K. The unusual feature of this probe is that
the 3He is gaseous at 4.2 K.
4.1 A Brief Introduction to Pulsed Fourier Trans-
form NMR
There is more than one way to shim a magnet using NMR [66, 67, 68, 69], but
our technique focuses on pulsed Fourier transform spectroscopy. In this technique,
we begin with a collection of nuclear spins in a homogeneous (or nearly homogenous,
as we'll see below) magnetic ﬁeld. Here, the uniform magnetic ﬁeld, ~B = Bz zˆ,
deﬁnes the direction of the z-axis. We then apply a short, pulsed radio frequency
(RF) oscillating magnetic ﬁeld near the Larmor frequency of a nuclear spin, but in
a direction orthogonal to the static ﬁeld (in the x-y plane). If the drive frequency
is close enough to the precession frequency, the pulse tilts the spins away from the
direction of the uniform ﬁeld and into the x-y plane. After applying the RF drive
pulse, the newly tilted magnetization vector then precesses in the x-y plane (since the
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spins precess around the static ﬁeld along the z-axis), which can be measured with
an RF pickup coil (often, as in our probes, the same coil as the drive coil).
The precession in the x-y plane, which is called a free induction decay (FID),
decays with several well known time scales. The most energetically favorable equilib-
rium position is for the spins to align with the homogeneous magnetic ﬁeld. Thus,
the spins will eventually line back up along the z-direction, on a timescale called the
longitudinal relaxation time (or T1 for short). Another useful timescale, called the
transverse relaxation time (or T2 for short), measures the timescale on which the
transverse signal decays. Though these timescales naively might sound as though
they should be the same (and in some limits, they can be), T2 is often shorter than
T1 due to dephasing of the spins. The source of the dephasing can sometimes be
complex interactions between the spins (which is why T2 is often called the spin-spin
relaxation time), but in one simple case, can be due to inhomogeneities in the ap-
plied magnetic ﬁeld. In the limit that the transverse signal decay is dominated by
external magnetic ﬁeld inhomogeneities, the timescale for decay is called T ∗2 . This
decay mechanism is distinguished from T2, because the process is not truly random,
but rather is a position dependent dephasing (for stationary spins). The signal in the
x-y plane could be recovered, for example, by a spin echo measurement [70].
Once an FID has been measured, we can then extract useful information about
the static magnetic ﬁeld. The fast oscillation frequency (usually determined by taking
the Fourier transform of the FID), plus the knowledge of the magnetic moment of
the nuclear species of interest, determines the value of the static magnetic ﬁeld. In
addition, we can also extract the decay time of the FID (which translates into the
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width of the Fourier transform peak). In the limit that the applied magnetic ﬁeld
is the dominant source of dephasing, this width determines the ﬁeld inhomogeneity
over the sample volume.
The ring down frequency and timescale provide us with the mechanisms to measure
and shim a magnetic ﬁeld via two methods. In the ﬁrst method, a small sample can
be used to measure the magnetic ﬁeld at several distinct locations within a magnet.
The magnetic ﬁeld proﬁle can then be adjusted until at each point reads the same
value. The other method, typically used as a second step, places a larger sample
volume over the region of interest to be shimmed, and uses the width of the Fourier
transform of the FID as a measure of ﬁeld homogeneity. By adjusting the magnetic
ﬁeld proﬁle, the ring down time can be monitored and maximized, thus, maximizing
the homogeneity.
4.2 Room-temperature NMR
For the 2008 g-factor measurement, the magnetic ﬁeld was shimmed with both
techniques. The initial shimming was carried out by moving a small water sample
axially. Finally, a 1 cm diameter sample was used to maximize the ring down time of
an FID. For similar magnets, we have previously shown that the magnetic ﬁeld can be
shimmed to a part in 108 over a 1 cm diameter sphere, as in ﬁgure 4.1. This shimming
data comes from a magnet used for antiproton mass measurements in [71]. Data from
the magnet used for the 2008 g-factor measurement will be discussed below.
Since water NMR has proved a fast and eﬃcient method for shimming magnetic
ﬁelds, it is worthwhile to consider some of the characteristics of the water NMR that
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Figure 4.1: An example of a water NMR signal from a well-shimmed magnet
taken from [71]
will motivate the design of a low-temperature NMR probe. Firstly, water in its liquid
form at room temperature has a fairly long T2 time [72], which means that when the
magnetic ﬁeld homogeneity is tuned, the FID has a narrow resonance. This allows
for both an accurate determination of the absolute value of the ﬁeld, as well as the
possibility of measuring a very homogeneous ﬁeld (since the transverse decay time
will not be dominated by T2 at low ﬁeld homogeneities).
Secondly, we are easily able to measure the FID from a 1 cm diameter water
sample. We would like to have a comparable signal size from our low-temperature
NMR setup. Since the drive and detections electronics will be similar, it is mainly
the size of the magnetization vector from the sample that will determine the signal
size. For water at room temperature (≈ 300 K) in a 1 cm diameter spherical sample
volume (0.530 cm3) in a 5.3 T magnetic ﬁeld, the magnetization of a macroscopic
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water sample will follow the typical magnetization of a 2 state paramagnet (see, for
example, equation 3.32 in [73]):
M = Nµ tanh
µB
kBT
(4.1)
where M is the magnetization, N is the number of spins, µ is the magnetic moment
of each spin, kB is the Boltzmann constant and T is the temperature. For the con-
ditions listed above, we would expect our sample volume to have a magnetization of
Mwatersample = 9.0×10−9 A/m. For our low-temperature NMR probe, we have strived
to match this magnetization (as discussed below).
4.3 Low-temperature NMR
Though water is ideal for our room-temperature NMR, it is a poor candidate for
measuring and shimming the magnetic ﬁeld to the same degree of precision in the 4.2
K bore. Though liquid water at room temperature has a long T2 time, the interactions
in water ice decrease T2 and broaden the resonance [72], make the absolute value of the
ﬁeld and the ﬁeld homogeneity diﬃcult to determine as accurately. A water sample
presents other practical problems. For example, having a spherical sample of water
enclosed by pyrex glass (our typical sample containment material), which freezes and
thaws regularly, could thermally stress and crack the glass. A much better candidate
would be a substance that remains liquid at 4.2 K. Of course, 4He is liquid at 4.2 K,
but unfortunately has no magnetic moment.
The alternative presented here is to use a gaseous 3He sample. 3He is gaseous
at 4K (it liquiﬁes at 3.2K at 1 atmosphere of pressure) and has a magnetic moment
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(which is about 76% that of a proton water) [74]. The challenge, of course, is that
there are typically far fewer spins in a gas compared to a liquid, and the FID is
proportional to the number of spins.
A naive approach might be to ﬁll up a spherical sample volume with 3He, as we
typically have done with water. Looking at equation 4.1 for the ideal paramagnet,
we see that there are two competing factors for the size of the magnetization vector
associated with the sample. On the one hand, the density of spins in a gaseous sample
is severely reduced. On the other hand, the lower temperature means there will be a
much larger polarization of the spins.
It turns out that, if we were to follow the same procedure as the water NMR
(simply ﬁlling a 1 cm diameter pyrex sphere with one atmosphere of 3He at room-
temperature), we would decrease the signal size by nearly 2 orders of magnitude,
which would be diﬃcult to detect using our previous methods. However, if we could
use the same spherical sample volume at 4.2 K, but keep the pressure at nearly 1
atmosphere, we would recover nearly the same magnetization vector as the water
sample, and therefore, nearly the same signal size.
In order to achieve a 4.2 K sample of 3He with 1 atmosphere of pressure, we
could drastically over-pressurize the sample at room-temperature. This would be
inadvisable for multiple reasons. Firstly, the pressure in the pyrex sample volume
would present a serious shatter hazard. Secondly, the high pressure 3He gas would
leak out of the seals and diﬀuse out of the glass at a faster rate, which would not be
desirable due to the high cost of 3He ($450 per STP liter in 2009).
A better alternative is to link the small 4.2 K sample volume to a large 3He
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reservoir at room temperature. We can then ﬁll both the reservoir and sample volume
with 1 atmosphere of 3He at room temperature. As the sample volume is cooled down,
3He will cryopump into the cold volume, increasing the density of spins. As long as
the reservoir is large enough, the pressure will remain at nearly 1 atmosphere, and
the magnetization vector will be similar to the water sample. We were surprised
after developing our He3 NMR probe, when a literature search for related room
temperature probes turned up the suggestion that the room temperature probe being
reported could possibly be adapted for low temperature operation, much as we had
done [75].
From a signal standpoint, 3He is an ideal candidate for our low-temperature NMR.
However, it is worth mentioning a few of the concerns for using 3He. Firstly, the cost
of 3He is very high (several hundred dollars per liter at standard temperature and
pressure (STP)) compared to distilled water, which could be prohibitive. However,
as we'll see in the next section, the amount needed for a 3He probe is small (≈ 1
liter STP) and can be stored within the apparatus. Perhaps more of a concern is
that 3He has applications in homeland security [76] as a neutron detector. After
the conception and construction of the probe described below, 3He has become a
regulated substance by the government. Currently, 3He is still available to universities
for research purposes, but the future status is unknown.
Finally, 3He experiments have sometimes demonstrated extremely long T1 times
[77] (and sometimes as long as > 1 hour in a cryogenic experiment [78] and > 74
hours for a polarized sample at room temperature [79]). For comparison, protons
in water typically have a T1 of a few seconds [72, 80]. Though this would not be a
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problem in principle, in practice, too long of a T1 time could limit the duty cycle of
the experiment, which could slow down shimming or make an initial NMR resonance
at a new ﬁeld diﬃcult to ﬁnd. We can partially avoid this constraint by tipping only
a small fraction of the spins, which allows us to repeat the measurement several times
without drastically depleting the longitudinal magnetization vector.
Still, we can see the eﬀects of a long T1 time in our apparatus. If we repeatedly
measure a signal too quickly, we notice that the size of the FID (as measured by the
initial amplitude of the voltage oscillations) slowly begins to decrease, but rebounds
if we wait long enough in between measurements. Though we do not actually have
enough power to measure T1 in the usual manner (inversion recovery), we can still
make a measurement of T1 in our system.
By applying so many RF pulses so as to completely deplete the magnetization
vector in the z direction (as measured by the peak amplitude of the FID in response
to another RF pulse), we can then measure the timescale on which the axial mag-
netization recovers (again measured by the FID). The recovery follows equation 4.2,
and we can ﬁt this to measure T1. We further check that this number is independent
of the number of scrambling pulses. The T1 time in our system is 42.6 ± 4.2 seconds,
where the error bar comes from the standard deviation of all of ﬁts. Though this
is still much longer than the water probe, in practice, this timescale has not been
prohibitive for shimming our magnet.
Mz(t) = Mz,eq
(
1− e−t/T1) (4.2)
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4.4 The 3He Probe
Following the two volume approach, the apparatus consists of a 1 liter, room
temperature reservoir connected through a thin capillary to a 1 cm diameter spherical
pyrex sample volume at 4.2 K. The spherical pyrex bulb is located near the center of
our superconducting magnet. The room temperature reservoir is made of standard
3" diameter capped copper piping. The upper half of the capillary is a thin-walled,
stainless steel tube while the lower half is OFE copper (to minimize magnetic materials
near the magnet ﬁeld center). A copper ﬂange is soldered onto the bottom of the
copper capillary. The pyrex sphere was purchased from Wilmad Labglass (in order
to use low iron content pyrex), and joined to an OFE copper capillary via a glass to
metal seal made by Larson Electronic Glass. In order to keep the impurity content
low, we must provide Larson with low iron content pyrex with which to make the
glass to metal seal. The OFE copper tube coming from the pyrex sphere is soldered
into a copper ﬂange and makes an indium seal with the ﬂange on the copper capillary.
These ﬂanges allow the sample volume to be easily exchanged. Figure 4.2 shows the
relevant 4.2 K portion of the apparatus.
The system is initially ﬁlled to a pressure of 1 atmosphere with 3He with the entire
apparatus at room temperature. As the sample volume is cooled down, the number
of spins increases in the sample volume, while only slightly decreasing the pressure
of the system. For a 1 liter reservoir at room temperature and a 0.53 cm3 volume
at 4.2 K, this leads to a helium density increase of over 63 times over system with
no room temperature reservoir. Though the polarization of the sample in our 5.2 T
magnetic ﬁeld is only about 0.096%, the density increase leads to a magnetization of
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50 cm
sample  volume
magnet mating plate
radial alignment pin
indium seal
Figure 4.2: A schematic of the 4.2 K section of the 3He probe.
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≈ 9× 10−9 A
m
, which, by design, is comparable to that of the room temperature water
sample with the same volume.
By adding a valve at room temperature, the 1 liter reservoir also doubles as a
storage container for the helium when the magnetometer is not in use. By cryop-
umping (submerging into liquid nitrogen) the 3He into the reservoir, more than 99%
of the helium can be stored in the copper reservoir, which reduces diﬀusion losses
through the glass portion of the apparatus. This also allows the sample volume to be
exchanged (with an indium seal) with minimal 3He loss.
The body of the apparatus is compatible with both the new ≈5" bore magnet for
the positron/electron g-factore measurements, as well as with the bucket Dewar that
ﬁts into the previous generation of Nalorac magnets. In its stripped down form, the
probe can slide into a bucket Dewar with an adapter that seals between the top plate
of the apparatus and the top of the magnet bore. To put the probe into the new
system, aluminum exentions are added on. These extensions increase the size of the
radiation baes to reduce the radiative heat load while in the larger opening to the
helium space of the new system. More importantly, a precisely machined aluminum
extension also attaches onto the lower portion of the apparatus. This allows the probe
region to mate securely onto the top of the new magnet, for alignment and stability.
Inserting the 3He probe into the magnet is done in the same manner as inserting
the experiment (by mating to the same sliding seal). While venting only through
a port on the top plate of the probe, the entire lower portion of the apparatus is
vapor cooled, plunged into the liquid helium bath and set on top of the magnet. The
thermal mass of the probe is much lower than that of the dilution refrigerator, so it
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50 cm
He-3 reservoir
electronics port
pump/ll port
positioning tool
radiation baes
Figure 4.3: A schematic of the upper section of the 3He probe.
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can be plunged in far more quickly (typically < 1hour as compared to 3-4 hours for
the experiment) with less helium loss.
The sample volume is radially aligned in our magnet by an assembly that sur-
rounds it. The lower portion has a pin which mates to the bottom of the magnet,
and the upper portion has a plate that ﬁts into the magnet bore. These can be seen
in ﬁgure 4.2. The aluminum assembly mates concentrically with a nylon tube that,
in turn, mates concentrically with a centering ring on the copper capillary. Note that
the nylon tube is not shown in ﬁgure 4.2 in order to show the pyrex sample volume.
The axial positioning of the sample is adjusted at room temperature. A 1 1/2" di-
ameter, 28 threads per inch positioning tool allows the sample to be located axially
to sub-millimeter precision over a 2.5" range around the center of the magnet. This
can be seen in ﬁgure 4.3.
The drive and detection electronics are shown in ﬁgure 4.4. A radio frequency
drive is generated from a Programmed Test Sources (PTS) 250. A timing pulse closes
two normally open switches and passes the signal into a power ampliﬁer. The power
ampliﬁer boosts the signal while another timing pulse closes a switch between the
drive and the probe coil through a SPDT switch. After the drive pulse is complete,
a third timing pulse closes a switch between the coil and the detection chain. The
NMR signal passes through two low noise ampliﬁers and a band pass ﬁlter, before
being mixed down with the initial radio frequency signal. The signal is mixed into the
audio regime where it is detected via a National Instruments data acquisition card
adapter and recorded on the computer.
In order to get good power transfer into the probe coil, the impedance of the
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a PTS250normally
open 
switches
power 
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acquisition
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Figure 4.4: The NMR drive and detection schematic used for the 3He probe.
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coil must be well matched to the source. To accomplish this, we have used the
standard NMR matching circuit shown in ﬁgure 4.5. The matching circuit makes
use of both a matching and a tuning capacitor. For our initial design, we used a
ﬁxed matching capacitor and a variable capacitance diode (varactor) for the tuning
capacitor. In practice, however, the detection has worked reasonably well by tuning
the matching circuit at room temperature, and the varactor was later removed due
to its magnetism and its limited tuning range at low temperature. The capacitors
are now both American Technical Ceramics (ATC) capacitors and the coil is hand
wound from high purity OFE copper, to minimize magnetism.
CM
CT
NMR
coil
1 pF
11.3 pF
Figure 4.5: Matching circuit for the NMR coil. Typical values of CM and CT
are shown, though CT must be adjusted for each coil.
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4.5 Magnetic Field Measurements and Shimming
With the above apparatus, we are able to measure NMR from 4.2 K gaseous 3He.
To test the probe and the shim coils in the new magnet, we measured the magnetic
ﬁeld shift for the Z and Z2 shim coils. Figures 4.6 and 4.7 show the magnetic ﬁeld
shifts created by the Z and Z2 shim coils for ± 1 amp relative to the uncharged coils.
These values are consistent with the shim coil design specs.
+1A-1A
Figure 4.6: The magnetic ﬁeld proﬁle of the Z-shim at ± 1 A, as measured
by the 3He probe. The position axis is centered around the expected center
of the ﬁeld based on the probe dimensions.
Once we have mapped out the Z-shim magnetic ﬁeld proﬁle, we can use the infor-
mation to determine the center of the magnetic ﬁeld. This occurs where the Z-shim
coil crosses zero (i.e. where the fully energized Z-shim doesn't shift the magnetic
ﬁeld from the unenergized value). Using the expected dimensions of the 3He probe,
we can also conﬁrm that this occurs at the expected location relative to the probe
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+1A
-1A
Figure 4.7: The magnetic ﬁeld proﬁle of the Z2-shim at ± 1 A, as measured
by the 3He probe. The position axis is centered around the expected center
of the ﬁeld based on the probe dimensions. Notice that the Z2 shim also adds
a substantial oﬀset to the homogeneous magnetic ﬁeld.
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dimensions. The center is found to be within 1/8" of where it was expected, which
is close to the limit of how accurately the probe length has been determined.
After these initial measurements, we can locate our 1 cm diameter spherical volume
at the center of the magnet and attempt to shim the magnet. At this phase, T ∗2 is
our primary handle for determining the homogeneity of the magnetic ﬁeld. We begin
by measuring an FID and looking at the decay envelope (or width of the FFT). The
process of shimming then involves choosing a shim coil and adjusting its current.
Then we measure another FID and check to see if the ﬁeld homogeneity has been
improved. Initially, several ﬁeld coils may appear to have no eﬀect on T ∗2 . This is
typically because one gradient is dominating the ﬁeld inhomogeneity and the other
coils cannot be set until the limiting gradient is removed. In this fashion, all of the
shim coils are set to maximize T ∗2 . The process is iterative, and each shim coil is
adjusted several times before a suitable current in all coils is found.
The left column of ﬁgure 4.8 shows an example of an FID after shimming the new
magnet with the 3He probe. The ﬁgure shows the full time trace of an FID (top),
the ﬁrst few ms of the FID to show the fast oscillations (middle) and the Fourier
transform of the data (bottom). Note that the full width half maximum (FWHM)
of this data is 11.5 Hz, which corresponds to a ﬁeld homogeneity over 1 cm diameter
sphere of 68 ppb.
As shown above, measurements in previous magnets have demonstrated ﬁeld ho-
mogeneities of a part in 108 over 1 cm diameter sphere. However, if we compare to the
recent shimming data used for the 2008 g-factor measurement, as shown in the right
column of ﬁgure 4.8, we actually see that the FID is longer our the new magnet, and
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the ﬁeld is actually better shimmed over the 1 cm diameter sphere. It is not clear why
our shimming should be able to produce a more homogeneous magnetic ﬁeld, but this
is our ﬁrst conﬁrmation that the new magnet and shims can make a homogeneous
enough ﬁeld for a g-factor measurement comparable to the 2008 measurement.
Figure 4.8: A side by side comparison of the NMR signal from a well-shimmed
magnet for the 3He probe in the new magnet (left) and the water probe in
the 2008 g-factor magnet (right). From top to bottom: the full FID time
trace, the ﬁrst 5 ms to show the fast oscillations, and the Fourier transform.
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With the narrow Fourier transform of ﬁgure 4.8, we can make a measurement of
the magnet drift rate. By measuring the peak value of the Fourier transform over
time, we can see that the magnet current is decaying and can measure the rate. 5
weeks after charging the magnet, we took two measurements of the Fourier transform
nearly 41 hours apart. We measured an 11 Hz shift on a 168.6 MHz frequency, which
shows an average drift rate of 1.6 ppb/hour. This is well within the 10 ppb/hour
drift rate guaranteed by the Cryomagnetics, and close to their "expected" value of 1
ppb/hour. We would have expected a slightly lower drift rate (< ppb/hour) after 5
weeks of charging, and this may point to the need for a more aggressive overshoot of
the magnet current while charging (we typically "ring in" on the magnet current by
overshooting by 1 A, undershooting by 1/2 A, etc.). We have seen a much lower drift
rate, which comes from our measurements of the cyclotron frequency, and is discussed
in chapter 7.
Further attempts to characterize the magnet stability with the probe were inter-
rupted by our discovery that minor changes in the position of the probe seemed to
greatly change the shimming, which is the topic of the next section.
4.6 Rotational Variation of the Magnetic Field Shim-
ming
After carefully shimming the magnet with the 3He probe, we found that rotating
the probe caused the shimming to degrade (worsening as the probe was maximally
rotated from the original position). Figure 4.9 shows how the FFT of an FID varies
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for a particularly bad case as the probe is rotated over 2pi radians. For the data in
the ﬁgure, the magnet has been shimmed at Θ = 0, and is rotated via the positioning
threads shown in ﬁgure 4.3. This means that, at 2pi rad, the probe is rotated back
to the original position, but is axially shifted (lower in this case) by 1/28 of an inch.
Note that despite this axial shift, the shimming again looks good at 2pi.
There could be more than one possible cause for this rotationally dependent shim-
ming. One is poor radial alignment in the magnet. If the sample volume were located
far away from the center of the magnet in the x-y plane, rotating the probe could
swing the sample volume from a well shimmed location to a poorly shimmed loca-
tion. The water NMR used in the previous magnet also displayed some rotational
dependence to the shimming and radial alignment was a primary suspspect.
However, the radial alignment of the 3He probe should be better than the water
NMR probe, due to the assembly discussed above. Estimates of radial misalignments
place them at a couple of millimeters at most. The fact that the sample volume can
move ≈ 1 mm axially in the ﬁeld without destroying the shimming suggests that this
level of translation should be acceptable if the magnet were well shimmed.
Perhaps a more likely possibility is that there is some residual magnetism in the
3He probe. In this scenario, the initial shimming at Θ = 0 would remove the magnetic
gradients introduced both by the superconducting solenoid and by the 3He probe. As
the probe is rotated, the gradients from the probe will also rotate, while the shim
coils and superconducting solenoid remain ﬁxed, which could cause the shimming to
degrade.
Much eﬀort has gone into the search for magnetic materials in the 3He probe.
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Initially, it was found that some SMA connectors that were OFE copper and gold
plated contained a thin layer of nickel plating as an adhesion layer. These were
replaced with non-magnetic connectors. Several aluminum parts near the magnet
region were also replaced with OFE copper. Though the rotational variance improved
(to the few ppm level), unfortunately, the sensitivity of the shimming to rotating the
probe has not been fully removed.
4.7 Summary
We have designed, built and demonstrated a gaseous 3He NMR probe for mag-
neometry at 4.2 K. This probe can be used in each of the magnets in the lab and
can be inserted into the new magnet with the same sliding seal technology that the
dliution refrigerator uses. The 3He probe has conﬁrmed the functionality of the shim
coils, and we have also shown that the new magnet can be shimmed to 68 ppb over a 1
cm diameter sphere, which is more homogeneous than the magnet in which the previ-
ous version of the experiment was performed. However, some rotational dependence
of the 3He probe remains, and may be due to residual magnetism in the probe or to
radial misalignment of the sample. The previous water NMR probe also showed some
rotational variability, and the eﬀect in the new probe will have to be investigated.
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Loading and Detecting a Single
Electron
The previous chapters have discussed the general physics of Penning traps, the
new cryogenic apparatus used to support the traps and supply the magnetic ﬁeld,
and the low-temperature magnetometry used to measure and shim the magnetic ﬁeld.
This chapter focuses on the electronic interactions with the electrons (and positrons).
Guided by the push toward single electron measurements, the chapter will cover
the loading mechanisms for both electrons and positrons, the DC biasing necessary
to apply the trapping ﬁelds and bias the ampliﬁers, the RF drive and detection
schematics used to cool or excite the particles, and, ﬁnally, the various methods of
detection we use to determine the number of electrons, to tune the anharmonicity,
and determine the axial frequency precisely enough to see the small shift from a single
quantum cyclotron excitation.
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5.1 Electron and Positron Loading
Our easiest method of loading electrons comes from using a ﬁeld emission point
(FEP). We start with 0.018" diameter tungsten rods (ESPI 3N8 tungsten), which
we electrochemically etch (see, for example, Appendix A in [81]) to a sharp point.
With a tip that has a small radius of curvature, we can now apply a modest voltage
(typically < 1 kV) to the FEP under vacuum (preferably in a vacuum of  10−7 torr)
and generate a large enough electric ﬁeld to cause ﬁeld emission. As can be seen in
ﬁgure 5.4, the current going through the FEP is monitored through a 1 MΩ resistor
at room temperature. We also add 200 MΩ in series with the monitoring resistor to
limit the current in the event of an accidental short.
Since the electric ﬁeld in our Penning trap is conservative, trapping electrons ﬁred
from the FEP requires the removal of some of their energy in the trapping region.
Collisions with background gases are the primary mechanism by which the electrons
lose their energy. Though the vacuum in the trap can is typically extremely good
(< 5 × 10−17 torr in a similar apparatus at 4.2 K [62]), electrons ﬁred into the trap
electodes can free gases that have been cryopumped onto the struck surfaces. As
some of the electrons collide and lose energy, they can now remain in the trapping
well. We typically ﬁre the FEP for 30-60 seconds at a low current (< 1 nA). To load
smaller numbers, we simply ﬁre the FEP at lower and lower currents until we ﬁnd
only 1 in the trap.
The positron loading mechanism is quite diﬀerent, and one of the main features of
the new apparatus is additional space needed to accomodate a positron source. Our
source is comprised of 22Na salt that has been electron beam (e-beam) welded into a
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thin, titanium-foil covered disc (from Eckert and Ziegler). The activity was measured
to be 15.6 ± 0.5 µCi on Dec 1st, 2009, but the half life of 22Na is 2.603 years, so the
activity is constantly decaying, to a value of 5.6 µCi as this thesis is written.
To trap the emitted positrons, we also need to remove some of their energy in the
trapping region. Since they would annihilate upon contact with electrodes, we cannot
use the same method of collisions as we do for the electron beam. Instead, positrons
leaving the source pass through a 2 µm thick, single crystal tungsten moderator,
where they are slowed and some of them pick up an electron to form a loosely bound
positronium atom [82]. If the atom passes through a suﬃciently strong electric ﬁeld
in the trapping region, it can be ionized, and the stripped oﬀ electron can carry away
enough energy to leave the positron trapped.
This method can also be used to load electrons. By simply inverting the loading
electric ﬁeld (changing the sign of the voltage on all the electrodes), the positron
can be ejected while the electron remains. The loading rates from each of these pro-
cesses should be the symmetric, provided that the trap electrodes are biased to keep
secondary electrons from loading into the trap. As expected, the large asymmetry
observed when the electrodes are not biased (to prevent secondary loading) is greatly
reduced as the biasing is improved [58].
To load positrons, we position the source (see chapter 3) over the loading trap and
bias the electrodes to the loading conﬁguration, as shown in ﬁgure 5.1. The length
of time determines the number of positrons (or electrons) loaded into the trap, and
we have demonstrated a rate of 1-2 e+/min. Given the size of our source (≈ 6.3
µCi at the time the loading data was taken), this leads to a loading rate per mCi
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of 3-6 e+/s/mCi, which is comparable to the rate achieved in a similar loading set
up with a 2.5 mCi source[82]. Our absolute loading rate is 2.5-5 times higher than
that observed in the University of Washington experiment (using a diﬀerent loading
mechanism) [83], even though our source activity is ≈80 times smaller.
We have found that ﬁring the FEP can reduce the loading rate. Firing the FEP
20 times (at ≈1 nA for ≈1 minute per ﬁring) roughly cut the loading rate in half (for
both positrons and electrons). This is not unexpected, since the current from the FEP
strikes the tungsten moderator, and the loading requires a layer of adsorbed gas on
the moderator. A reduced loading rate has been seen for the same loading mechanism
if antiprotons strike the moderator [84], or if a laser heats the moderator [85]. The
layer of gas (and loading rate) is restored by thermal cycling the experiment.
To get positrons into the precision trap, they will have to be transferred between
the two traps. This will be discussed in chapter 8.
5.2 DC Biasing and RF Drive Lines
In order to bias the electrodes and ampliﬁers necessary for trapping and detection,
we need to bring voltages from the noisy room temperature environment to the 100
mK stage of the dilution refrigerator. To detect the signal from 1 electron, these
biases must have very little noise and key voltages must be exceptionally stable.
Filtering begins at room temperature, where each of the bias lines is broken out,
ﬁltered with an LC lowpass (see ﬁgure 5.4) and passed into the IVC via one of several
40-pin Fischer connectors. Since the room temperature ﬁltering happens inside the
breakout box, the connection between the breakout box and the hat must be very well
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Figure 5.1: The potentials for loading and trapping positrons overlaid on the
loading trap stack.
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shielded, as in ﬁgure 5.2. Adding this shiedling to our own cables, as well as to the
temperature sensor and heater cables provided from Janis, proved to be instrumental
in eliminating noise and seeing the signal from 1 electron.
Figure 5.2: A cable showing the amount of shielding necessary between the
room temperature ﬁlter box and the IVC of the experiment.
Each line is then ﬁltered carefully at 1 K and again at 100 mK (see ﬁgure 5.4)
with another LC ﬁlter, before going through one ﬁnal RC ﬁlter at the pinbase. Each
bias voltage has its negative lead grounded to the pinbase, which acts as the ground
for the whole experiment. This helps to avoid ground loops (provided that the power
supplies are not internally grounded, as well), which would reduce the stability of the
voltages reaching the electrodes.
For the most sensitive lines (e.g. the ring lines), there is another inductive ﬁlter
at room temperature, just before the ceramic vacuum feedthrough. Though this
set of inductors is, in principle, not a ﬁlter (since there is no frequency dependent
voltage division), in practice, the stray capacitance of the lines and feedthroughs
makes the inductors behave as a low-pass ﬁlter. Since it has been left out of the
last few schematics of the experiment wiring, this ﬁlter is shown carefully in 5.3. Its
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absence could be seen via increased noise on the ampliﬁer.
+_
RF choke
part #
28C0236-0
(~45 µH)
twisted pair wrapped
4 times around a ferrite bead
(part # 28B0375-10)
in a torroidal fashion
twisted
pair
twisted
pair
to ceramic
feedthrough
Figure 5.3: Ring ﬁlter at the ceramic feedthrough schematic (left) and photo
(right)
The FEP requires special ﬁltering, since the components used for the 1 K and 100
mK ﬁlter boards are not rated to handle the high voltage of the FEP (up to 1 kV).
The FEP ﬁlter can be seen in ﬁgure 5.4. The capacitor is an ATC capacitor, whose
voltage rating is only 50 VDC, but which we have discovered routinely withstands 1
kV when it is cold.
In the typical running conﬁguration (as discussed in chapter 2), the voltage sta-
bility of the ring electrode determines stability of the axial frequency. Since the axial
response from a single electron is quite narrow (≈1 Hz damping width out of a 200
MHz frequency), we require a high degree of stability for the ring voltage. This is,
in part, achieved by a state of the art voltage source (a Fluke 5720A voltage calibra-
tor), which has a stability of 500 ppb per 24 hours. This voltage is ﬁltered through
either 1 (a 1 MΩ) or 2 (a 1 MΩ + a 100 MΩ) resistors going to a 10 µF metalized
polypropylene ﬁlm capacitor, leading to a time constant of 10 seconds or 16.8 min-
utes, depending on which conﬁguration is used. The smaller resistor is typically used
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to make large changes in voltage quickly, while the large resistor is used while taking
data (and can be added by plugging in an additional box at the hat). To improve the
drift when the self-excited oscillator (described below) is on, we can measure the axial
frequency to monitor the ring voltage. If the axial frequency drifts, we can apply a
correction and charge pump the 10 µF capacitor to keep it stable, by applying 50
ms pulses from a biasDAC (a stable digital to analog converter built by the Harvard
physics electronic instrument design lab) stacked on top of the Fluke. These pulses
are applied as frequently as the averaging time of the self-excited oscillator.
The ring bias lines go through a high leakage resistance (to avoid forming a voltage
divider with the 100 MΩ resistor) ceramic feedthrough at the hat. The resistance is
too high to test with a standard electrometer (whose scale typically maxes out at
≈ 10 TΩ). Instead, we can use the electron's axial frequency (see section 5.3) to
measure the leakage resistance. By unplugging the ring voltage and monitoring the
axial drift overnight, we can use the known trap coeﬃcients and the 10 µF capacitance
to calculate an RC time constant and extract R. For our test, the axial signal only
drifted 82 Hz on 201.177828 MHz over nearly 16 hours, which indicates a leakage
resistance of >1 PΩ (1 PΩ = 1015Ω).
The endcap voltages aﬀect the axial frequency stability at the same level as the
ring voltage, but are kept extremely stable by grounding them at the still via 10 MΩ
resistors. These 10 MΩ resistors are carefully chosen so that their resistance at 4K
matches to one part in 104, so they can be used for antisymmetric biasing of the
endcaps. The stability of the compensation electrode voltage, since the precision trap
is orthogonalized [57], is less important (by a factor of ≈100) than that of the ring
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voltage. We bias the comps with three ﬂoating biasDAC channels stacked on top of
the output of the Fluke 5720A.
The stability requirements for the loading trap electrodes are also less of a concern
to the ﬁnal measurement. They must be good enough to load and detect particles in
the loading trap, but can be unplugged and shielded during g-factor measurements in
the precsion trap. The loading trap ring and endcaps are biased with a Fluke 5440B
voltage calibrators, while the remaining electrodes are biased with a BabyDAC (a
stable digital to analog converter built by the Harvard physics electronic instrument
design lab, whose output is not ﬂoating).
The cooling power (≈ 300 µW at 100 mK) of the dilution refrigerator necessitates
careful heat sinking of each bias line as it makes its way from room temperature to
the trap electrode. Bias voltages come down in twisted pairs of teﬂon coated 0.003"
diameter constantan wire. Bundles of constantan wires (typically 40 pairs) are then
wrapped a few times around a gold plated copper heat sink bobbin (homemade or
LakeShore part number HSB-40) and epoxied with (black or blue) Stycast 2850. The
bobbins are then bolted onto each stage of the dilution refrigerator.
The RF drive lines are carefully heatsunk and ﬁltered. Each RF drive line from the
hat comes down a section of semi-ridgid stainless steel microcoaxial cable (microcoax)
to 4 K, to minimize the heatload. At each stage of the dilution refrigerator, a section of
copper microcoax is wrapped several turns (typically 4-5) around a heat sink bobbin
and is epoxied with Stycast 2850. To reduce room temperature RF noise (either
Johnson noise or noise picked up by imperfect shielding of cables), we also add a cold
attentuator to each RF drive line. These attenuators can be seen in ﬁgure 5.4 and are
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installed at the 1 K pot stage of the dilution refrigerator. These ﬁlters reduce both
the drive amplitude and the noise going down the drive line, which is a worthwhile
trade, as we are not limited by the strength of our drives.
5.3 Axial Detection
The axial motion is our primary handle for measuring the spin and cyclotron states
of the electron and positron, and is chosen to be about 200 MHz in the precision
trap and 53.3 MHz in the loading trap. This careful choice of axial frequeny in
the precision trap is determined by several factors: the axial shift for a cyclotron
transition, the width of the cyclotron resonance and the power necessary to drive an
anomaly transition.
The axial shift for a cyclotron transition (see chapter 6) is given by equation 5.1.
Since the shift is inversely proportional to ωz, moving to higher axial frequencies
means that it will be harder to resolve the axial shift from a cyclotron excitation.
However, the width of the cyclotron lineshape (see chapter 6) is given by equation
5.2, which goes as ω−2z . As the axial frequency is increased, the linewidth is getting
smaller more quickly than the axial shift. As long as the axial shift is still resolved,
this means that a higher frequency is desirable.
δc =
e~
mωz
B2 ∝ 1
ωz
(5.1)
∆ωc = n¯zδc ∝ 1
ω2z
(5.2)
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Figure 5.4: Precision trap wiring diagram
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Figure 5.5: Loading trap wiring diagram
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The other primary consideration is the power necessary to drive the anomaly
transition. This is given by equation 5.3 [81] (relative to the power required at
ωz = 0). The approximation applies when ωz is far from ωa.
P (ωz)
P (ωz = 0)
=
(ω2a − ω2z) + ω2aγ2z
ω4a + ω
2
aγ
2
z
≈
(
1− ω
2
z
ω2a
)2
(5.3)
The anomaly transition can be driven with lower power when the axial frequency
approaches the anomaly frequency. If the frequency is too close, axial thermal motion
could drive unwanted anomaly transitions; too far, and the power required to drive
the anomaly transition may be large enough to induce systematic errors, as has been
seen in previous experiments [86].
Balancing these three considerations lead the previous version of this experiment
to the choice of 200 MHz for the axial frequency for the precision trap. This choice
produced narrow cyclotron linewidths, a measurable axial shift and no measured
anomaly power systematic. Thus, we have also chosen 200 MHz for our precision
trap axial frequency.
The axial frequency for the loading trap is far less crucial to the measurement.
Its value of 53.3 MHz was chosen due to the extensive lab knowledge concerning
ampliﬁers in this frequency range and is much more managable than a 200 MHz
coupling. The inductor is wound by hand and the exact frequency is chosen to avoid
RF noise from tv stations.
In detecting the axial frequency in either of these cases, the trapping electrodes
themselves are the ﬁrst step. As the electron oscillates in the axial potential well, it
induces an image current in the trapping electrodes, given by equation 5.4 [11].
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I =
eκ
2z0
z˙, (5.4)
Where I is the current induced in the endcaps, e is the electron charge, κ is a dimen-
sionless geometric constant, z0 is the trap half height (deﬁned in Chapter 2) and z˙ is
the velocity of the electron.
To detect this current, we put it through the eﬀective resistance of a tuned circuit
ampliﬁer (see ﬁgure 5.6 for a schematic). The detection electrode and its neighboring
electrodes add the unavoidable capacitance. To tune out their reactance at the axial
frequency, we add an inductor to form a resonator. For the loading trap ampliﬁer, a
hand wound silver coil adds the necessary inductance. At 200 MHz, the inductance
necessary to cancel the trap capacitance (≈ 10 pF) is only ≈30 nH, which would be
diﬃcult to achieve reliably with a traditional coiled inductor, so instead we use the
distributed inductance of a transmission line.
The transmission line is custom and consists of a silver wire surrounded by a
cylindrical silver outer conductor with vacuum (and the occasional teﬂon spacer)
between them. In order for the axial signal to leave the trap can vacuum, it passes
through a custom made, low capacitance feedthrough. This feedthrough is made
from a copper outer conductor joined to glass joined to a tungsten inner conductor
(constructed by Larson Electronic Glass). The feedthrough becomes part of the
transmission line by torch brazing the silver inner conductor to each side of the
tungsten (a tricky procedure outlined in [81] Appendix B).
Unavoidably, there is also some loss in the resonator. This can arise from a small
series resistance in the inductor (or solder joints) or from lossy RF materials nearby
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the resonator (though these are minimized). Near resonance, these losses can be
modeled as a large parallel resistor, as is show in ﬁgure 5.6.
RI
to FET
L C
Figure 5.6: Equivalent schematic of the tuned circuit near resonance where
Johnson noise in the resistor plus the electron signal acts as a current source,
the trap capacitance acts as the capacitor, the coil (or inductance from the
transmission line) acts as the inductor and the resistance arises from a small
series resistance in in the inductor.
On resonance, the impedance of the RLC circuit is resistive and is given by equa-
tion 5.5, where L is the inductance, ωr is the resonant frequency and Q is the typical
Q-factor of a resonator. The size of the signal we measure from the electron is pro-
portional to this resistance, so we aim to have as high of a Q-factor as possible.
R = QωrL (5.5)
When there are no charged partices in the trap, the ampliﬁer is driven by Johnson
noise in the resistor, as given by equation 5.6:
In =
√
4kBT∆f
R
(5.6)
where In is the current noise, kB is the Boltzmann constant, T is the temperature,
and ∆f is the frequency bandwidth of interest.
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The Johnson noise current going through the resistor dissipates power in the form
of (In)2Re(Z), where Z is the frequency dependent impedance of the resonator. The
impedance of the parallel RLC circuit is well known (see, for example, section 8.4 in
[87]) with a real component
Re(Z) = R
(Γ/2)2
(ω − ωR)2 + (Γ/2)2 (5.7)
that has a Lorentzian shape with a full width at half maximum of Γ = ωr/Q =
1/(RC). These ampliﬁer noise resonances are our typical method for evaluating the
Q of our resonators, with examples shown in ﬁgures 5.7 and 5.8 at 4 K for the ﬁrst
stage precision ampliﬁer and loading ampliﬁer, respectively.
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Figure 5.7: The noise resonance of the ﬁrst stage precision ampliﬁer at ≈
4K viewed through the detection chain. The ampliﬁer is dissipating 100 µW
and the Q ﬁts to greater than 600.
The apparatus places several demands on the choice for an ampliﬁer, which must
be able to function at high magnetic ﬁelds and cryogenic temperatures (which can
cause the carriers can freeze out of many silicon based devices, for example). In
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Figure 5.8: The noise resonance of the ﬁrst stage loading ampliﬁer at ≈ 4K
viewed through the detection chain. The ampliﬁer is dissipating 100 µW and
the Q ﬁts to greater than 800
addition, the ﬁrst ampliﬁer is located at the 100 mK mixing chamber stage of a
dilution refrigerator. Since our dilution refrigerator can only dissipate a maximum of
330 µW, the ampliﬁers must produce only a fraction of this power.
Fortunately, all of these requirements can be met with the Fujitsu FHX13LG
HEMT (high electron mobility transistor). For each trap, the detection chain con-
sists of 2 stages of ampliﬁcation (see ﬁgure 5.4 and ﬁgure 5.5 for schematics). Each
ampliﬁer is built on a carefully laid out homemade amp board. These layouts can be
seen in ﬁgures 5.9 through 5.12.
The ﬁrst stage ampliﬁer is starved down to run below 100 µW and can be run
as low as 10 µW. The signal must then travel through several sections of lossy but
thermally isolating stainless steel microcoax, on its way to room temperature. In order
to elevate above the noise ﬂoor of the ﬁrst room temperature ampliﬁer, a second stage
of ampliﬁcation is needed. We locate the second stage ampliﬁer at the still, where
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the temperature is higher (≈0.6-0.7 K) and the cooling power is high enough to
accomodate more power dissipation (we run the second stage ampliﬁers at 250 µW).
The loss between the ﬁrst and second stage ampliﬁers is typically <2 dB.
Even with the ampliﬁers running at such low power, great care is taken to heat
sink them. To this end, one of the source leads of each FET is soldered directly to
a silver post that is bolted to the dilution refrigerator stage on which each amp is
located. Since the FETs cannot withstand the high temperatures of our usual lead-
tin solder (the maximum storage temperature of the FHX13LG is 175° C), we solder
this lead to the post using a low-temperature indium solder (52% Indium/48% Tin),
which has a eutectic point of 118° C. Even with this heat sinking, the temperature
of the ampliﬁers tends to remain higher than the temperature of the mixing chamber
(see chapter 7) while they are on (and also for quite some time after they turn oﬀ).
When there is an electron in the trap, the induced image current (equation 5.4)
passes through the equivalent resistance of the resonator, and the electron loses energy
at the rate of I2R, which damps the axial motion. The damping rate arising from
this resistive loss is given by equation 5.8.
γz =
(
eκ
2z0
)2
R
m
(5.8)
and is ≈1 Hz in our trap.
The response of the electrons to the Johnson noise of the resonator circuit can be
represented as an LC circuit in parallel with the resonator, as shown in ﬁgure 5.13
[88], where
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Figure 5.9: The ﬁrst stage precision ampliﬁer: amp board (left) in the amp
can with the heat sink and transmission line (center) and photo (right).
Numerical values without units are resistances in ohms.
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Figure 5.10: The second stage precision ampliﬁer: amp board and mount
(left) photo of the unshielded ampliﬁer and mount (center) and photo of the
shielded ampliﬁer bolted to the still (right). Numerical values without units
are resistances in ohms.
95
Chapter 5: Loading and Detecting a Single Electron
1 cm
heat sink
 and
mount
to trap
inductor
15 nH
100
1 M
1 M
820 nH
0.5 pF
(ATC)
1 pF
1 
nF
1 
nF
10
.6
 p
F
signal
out
1 cm
FHX13LG
Figure 5.11: The ﬁrst stage loading ampliﬁer: amp board (left) in the amp
can with the heat sink and inductor (center) and photo (right). Numerical
values without units are resistances in ohms.
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Figure 5.13: When there are trapped charged particles between the electrodes
(left), they can be modeled as the equivalent circuit shown (right)
l =
m
N
(
2z0
κe
)
=
R
Nγz
(5.9)
and
c =
N
ω2z l
(5.10)
Here, N is the number of charged particles and the rest of the terms have been deﬁned
above. When ω ≈ ωr (where ωr is the resonant frequency of the tuned circuit for the
ampliﬁer), the power spectrum can be shown to be represented by equation 5.11 [89]:
P ∝ ω
4
r(ω
2
z − ω2)2
[(ω2z − ω2)(ω2r − ω2)− ω2ΓNγz]2 + ω2Γ2[(ω2z − ω2) + ΓNγz]2
(5.11)
For this work, the most useful limit of this expression is when there are small
numbers of particles in the trap (so that Nγz << Γ). In this limit, the power
spectrum is an inverted Lorentzian dip in the ampliﬁer noise resonance. The dip has
a full width at half maximum is given by Nγz. These dips are an easy way to see
electrons in the trap, and an example of dip is shown in ﬁgure 5.14.
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Figure 5.14: A dip in the ampliﬁer noise resonance power spectrum. Here
there are about 10,000 electrons in the precision trap.
5.4 Driving the Axial Motion and Anharmonicity
Though monitoring the dip in the ampliﬁer noise resonance is a useful way to
detect electrons in the trap, as the number decreases, so does the width of the dip
(eventually approaching the single particle axial damping width). To see such a
narrow dip requires a low resolution bandwidth on the spectrum analyzer used to
monitor the noise coming from the ampliﬁer, which generally means longer sweeping
times and averaging times. If there is drift in the axial frequency, it can "wash out"
the dip, as the spectrum analyzer averages the dip as it moves over several diﬀerent
axial frequencies.
By exciting the electron above its thermal amplitude, we can measure the axial
frequency more quickly by increasing the signal to noise. By applying a drive, mea-
suring the response at each frequency, and then stepping the frequency, we can trace
out an axial resonance. The easiest and most direct way to do this would be to use a
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at νz+δ. By simply applying the drive to one electrode, however, it would be diﬃcult
to avoid direct feedthrough of the drive to the ampliﬁer, which is also tuned to be
resonant at νz. It is possible to apply the drive to two electrodes, carefully choosing
the phase and attenuation of each drive such that the drives cancel at the ampliﬁer
but not at the electron. This is, in fact, what we do with the self-excited oscillator
(see section 5.5).
Another way to avoid direct feedthrough is to modulate the trapping potential
[7]. By applying a low frequency ν1 (≈1-2 orders of magnitude lower than νz), we
can modulate the trapping potential [11], which produces sidebands at νz ± ν1. By
applying a drive at νz ± ν1, we can drive the electron's axial motion and measure
a response at νz. This schematic for applying this drive can be seen in ﬁgure 5.15.
Notice that ν1 is at 4.995 MHz and we are driving the νz − ν1 sideband. Instead of
applying the low frequency drive to the ring electrode or to both endcaps (since it is
the potential between the ring and endcaps that is largely setting the trapping poten-
tial), we apply the drive only to the bottom endcap. This anti-symmetric application
of the drive still produces the desired modulated trapping potential.
The axial response from applying these drives is measured by a phase-sensitive
technique and the schematic of the detection chain is also shown in ﬁgure 5.15. We
mix the ≈200 MHz signal down (ﬁrst with a signal at νz − 5MHz and then with
another at 4.995 MHz) to 5 kHz so that it can be read by a signal analyzer and a
data acquisition card on the computer. By measuring the amplitude of the response,
we can use a global phase to separate out the in phase and out of phase components.
Example responses are shown in ﬁgure 5.16.
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Figure 5.16: In phase response of a small driven cloud of eletrons (left) and
the out of phase response for the same small cloud of electrons (right).
These driven responses are instrumental in the push going from ﬁrst observing
large clouds of electrons to observing smaller numbers. In addition to speeding up
detection by increasing signal to noise, the driven response can be used to tune the
anharmonicity of the trap. For a trap that is not well tuned, the driven response
will display an anharmonic resonance. An example of this is shown in ﬁgure 5.17. In
the ﬁgure, the drive frequency is ﬁrst swept up and then swept down. The classic
anharmonic oscillator will display hysteresis in the sweep direction, as the response
is not purely a function of frequency.
Anharmonicity generally arises from trap imperfections that are not suﬃciently
cancelled because of a slight mistuning of the compensation voltage. Though the op-
timal voltage can be calculated for the desired trap geometry, machining tolerances
and other imperfections generally make the actual compensation voltage slightly dif-
ferent. By loading a small cloud of electrons, applying a drive sweeping up and then
down as in ﬁgure 5.17, the anharmonicity can be measured. The direction of the
anharmonic response can be used to tune the compensation voltage until the trap is
harmonic. For the precision trap and the response in ﬁgure 5.17, the compensation
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Figure 5.17: An example of an anharmonic driven response from a cloud of
electrons. The arrows indicate the direction of the sweep. In this case, the
compensation voltage is set too low.
voltage is set too low. The leading anharmonicity term comes from C4 in equation
2.9. In a typical orthogonalized trap, C4 can be tuned to be a few parts in 10−5 [56],
and no signiﬁcant asymmetry between drive sweeps is observed. This process can
then be iterated for smaller and smaller numbers of electrons until the anharmonicity
is reduced to below the single particle damping width.
5.5 Self-Excited Oscillator
Instead of using an external frequency synthesizer to excite the electron's axial
motion, it is possible to use the signal derived from the electron itself, making a
self-excited oscillator (SEO) [90]. To set up a stable self-excitation, we begin by
considering the axial equation of motion. As equation 5.12 shows, we will consider
the case with a driving force and also allow for anharmonicity (hence, ωz is a function
of the amplitude, A).
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z¨ + γz z˙ + ωz(A)
2z = Fd(t) /m, (5.12)
For analysis, it's convenient to write the driving force in terms of the damping, as
in equation 5.13, so that equation 5.12 is rewritten into equation 5.14. For a stable
oscillation, equation 5.14 makes it clear that achieving G = 1 is the ideal case where
the drive cancels the damping.
Fd(t) /m = Gγz z˙ (5.13)
z¨ + (1−G)γz z˙ + ωz(A)2z = 0, (5.14)
This assumes that the axial oscillation and the drive applied to the particle are
in phase. If we allow a phase shift (φ) between them (this global phase is set by
the cable length that closes the feedback loop), then the condition of cancelling the
damping and achieving stable oscillation becomes that of equation 5.15.
G cosφ = 1 (5.15)
In practice, we tune the global phase carefully so that φ ≈ 0. If the condition
of equation 5.15 is not satisﬁed, the particle's amplitude will be excited or damp
exponentially, and the motion will not be stable. Since there is noise in the feedback
loop (from the ampliﬁers), any change in the noise or ampliﬁer gain will cause this
exponential run away. In order to counteract these ﬂuctuations, we need a way to
adjust the gain in nearly real time so that the amplitude remains stable.
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We acomplish this by using a digital signal processor (DSP). The DSP performs a
discrete fourier transform of the 5 kHz mixed down signal to determine the amplitude
of the oscillation (only considering the highest bin height). The DSP then compares
the measured amplitude to the desired amplitude and adjusts the gain by adjusting
attenuation on a voltage variable attenuator. See ﬁgure 5.18 for a schematic of the
SEO drive and detection setup. The signal from the electron is applied to the bottom
endcap and the bottom compensation electrode. By tuning the phase with a variable
cable length and the relative attenuation with ﬁxed and variable attenuators, we are
able to cancel the drive that reaches the ampliﬁer by ≈30 dB.
As we will see in chapter 7, the large signal to noise and quick read out time of the
self-excited oscillator make it ideal for monitoring the axial frequency and looking for
small changes. See ﬁgure 5.19 for an example of the self-excited signal from a single
electron. This will be our primary handle for measuing cyclotron excitations and
anomaly transitions.
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Figure 5.19: Example of the self-excited signal from a single electron.
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Microwaves and Microwave
Resonances
The crux of the g-factor measurement is determining the cyclotron and spin (or
anomaly) frequencies [2, 13]. For our high magnetic ﬁeld strength (≈5.2 T), these
transitions are at 145.5 GHz in the microwave (D band) regime (see table 2.2). This
chapter will focus on the microwave aspect of the experiment, which will include the
electron's resonances, their detection, and the microwave generation and transmission
necessary to excite them. The Penning trap itself also acts as a microwave cavity,
and its modes aﬀect the g-factor measurement by increasing the cyclotron lifetime
and shifting the cyclotron frequency. These eﬀects will also be discussed.
107
Chapter 6: Microwaves and Microwave Resonances
6.1 Spin and Cyclotron Resonances
The primary measurements that determine the electron g-factor are of the cy-
clotron and anomaly frequencies. For an electron in a magnetic ﬁeld, the spin can
only take on 2 valuesup or down. For each spin state, there is a ladder of cyclotron
states available to the electron. If the cyclotron frequency were purely harmonic, then
this would lead to the energy diagram in ﬁgure 6.1, with the left ladder for spin down
and the right ladder for spin up. The ladders do not align since the electron g-factor
deviates slightly from 2 (so that νs = g/2 νc for a free electron in a magnetic ﬁeld),
so the spin and cyclotron frequencies are diﬀerent by about a part per thousand.
Including special relativity makes the cyclotron states slightly anharmonic, as there
is a state dependent relativistic shift, as seen in ﬁgure 6.2.
n = 0
n = 1
n = 2
n = 0
n = 1
n = 2
νc 
νc 
νa
νc
νsνc
νa
Figure 6.1: The energy levels of an electron in a Penning trap, neglecting
special relativity. Bars denote trap modiﬁed frequencies.
This slight shift can be thought of as a relativistic mass increase for each increasing
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cyclotron state. Here, the change in cyclotron frequency is given by equation 6.1 and
δ is deﬁned in equation 6.2 [11]. Because this relativistic shift is state dependent, one
beneﬁt of being able to detect single cyclotron jumps (see chapter 7) is that we can
choose the cyclotron and anomaly transitions we wish to use for spectroscopy and,
thus, remove all uncertainty due to the relativistic shift. The states and transitions
we use are shown in red in ﬁgure 6.2.
∆νc = −δ (n+ 1 +ms) (6.1)
δ
νc
=
hνc
mc2
(6.2)
n = 0
n = 1
n = 2
n = 0
n = 1
n = 2
νc - 5δ/2
νc - 3δ/2
νa
fc = νc - 3δ/2
νa = gνc / 2 - νc
νc - δ/2
Figure 6.2: The energy levels of an electron in a Penning trap, including
special relativistic shifts. Bars denote trap modiﬁed frequencies and δ is
deﬁned in equation 6.2. The red arrows indicate the cyclotron and anomaly
transitions measured in [2] and in chapter 7.
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6.2 Magnetic Bottle and Detection
As can be seen from ﬁgure 6.2, we measure cyclotron transitions between the
ground and ﬁrst excited state for a spin up electron. Though the detection of single
microwave photons has been demonstrated in select systems [91, 92], detecting a single
≈150 GHz photon inside of a precision Penning trap would be impractical. Instead,
we detect the cyclotron (and spin) state of the electron by coupling the motion to the
axial frequency by adding a magnetic distortion to the trap. The distortion (called
the magnetic bottle) is given by:
∆Bz = B2
(
(z2 − ρ2/2)zˆ − (ρz)ρˆ) (6.3)
and is generated by a pair of nickel rings placed outside of the trapping electrodes
(ﬁgure 2.4). In the high magnetic ﬁeld of the superconducting solenoid, the magnetism
of the nickel rings saturates at µ0M/(4pi) = 0.0485T [11], giving B2 = 655 T/m2 for
our geometry.
For a particle in the magnetic bottle, there is a contribution to the Hamiltonian
in the form of -µ ·∆B. For a particle centered in the trap (ρ = 0), the extra term is
given by equation 6.4.
∆H(ρ = 0) = −µB2z2 (6.4)
which makes the axial potential:
Hz =
mω2z0z
2
2
− µB2z2 = (1
2
mω2z0 − µB2)z2 (6.5)
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This equation shows the utility of the magnetic bottle. The axial frequency now
depends not only on the electrostatic trapping potential, but also on the total mag-
netic moment of the electron. Since the frequency depends on the total magnetic
moment, we will see contributions from the spin state, the cyclotron state and the
magnetron state. For a well-cooled particle, however, the contribution of the mag-
netron motion to the overall magnetic moment is neglible. Then, the axial potential
becomes :
Hz =
(
1
2
mω2z0 − µBB2(
1
2
+ n+
g
2
ms)
)
z2 (6.6)
since g/2 ≈ 2, the eﬀect of a spin transition or a one-quantum cyclotron excitation is
quite similar and shifts the axial frequency by:
∆ωz
ωz
=
2µBB2(
1
2
+ n+ g
2
ms)
mω2z0
(6.7)
This small change in frequency signals whether or not a cyclotron excitation or spin
ﬂip has occured.
The measurement is a quantum non-demolition (QND) measurement since the
Hamiltonian from equation 6.6 commutes with the cyclotron and spin Hamiltonians.
Monitoring the axial frequency to determine the cyclotron (or spin) state does not
alter the cyclotron (or spin) state, though spontaneous emission can still cause the
state to decay. Figure 6.3 shows a cyclotron excitation from the aparatus used in [2].
Transitions in our new magnetic bottle will be shown in chapter 7.
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Figure 6.3: The axial shift from a cyclotron excitation from the aparatus
used in [2].
6.3 Consequences of the Magnetic Bottle: Broad-
ened Lineshapes
Though the magnetic bottle allows us to monitor the spin and cyclotron states by
observing shifts in the axial frequency, the bottle has some undesirable consequences,
as well. These eﬀects are primarily due to coupling the thermal axial motion in
the magnetic bottle gradient to the cyclotron and spin frequencies. With the trap
electrodes at 100 mK, the electron is in its cyclotron ground state (see section 2.4).
Due to the long lifetime of the spin state (≈ 5 yearssee table 2.2), the spin also
remains in a known state over the course of a measurement. The axial motion (whose
frequency is only ≈200 MHz) is in thermal equilibrium with the detection electronics
and has an average quantum number of k > 10.
The magnetic bottle adds a quadratic axial magnetic ﬁeld dependence, so any
ﬁeld dependent frequency (cyclotron, spin or anomaly) is rewritten to be:
ω(z) = ω0
(
1 +
B2
B
z2
)
(6.8)
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where ω0 represents any of the ﬁeld dependent frequencies and B2 is the magnetic
bottle strength introduced above. We can then deﬁne a linewidth parameter [93, 11]:
∆ω ≡ ω0B2
B
〈z2〉 = ω0B2
B
kBTz
mω2z
(6.9)
where in the second equation, the equipartion theorem relates the average axial posi-
tion squared to the axial temperature. This linewidth parameter and the timescale for
thermalization (γz) determine the general lineshape (fully worked out in [11, 81, 93]).
For our purposes, it is useful to consider the lineshape in two limits: where ∆ω  γz
(the case where the axial motion is strongly coupled to the detection electronics tem-
perature bath) or ∆ω  γz (the case where the axial motion is decoupled from the
detection electronics temperature bath).
In the case of strong axial coupling (∆ω  γz), the axial position relaxes to the
thermal average in the time it takes to resolve the frequency of interest. The lineshape
arising from this limit will be a lorentzian that is oﬀset from the central value (ω0)
by the linewidth parameter (∆ω). The average thermal position also broadens the
lorentzian, so it has a modiﬁed linewidth of γ0 + 2∆ω2/γz, where γ0 is the natural
linewidth. For our frequencies and axial damping rates, the anomaly lineshape should
be well approximated by this limit.
In the case of weak axial coupling (∆ω  γz), the axial motion is decoupled
from the detection electronics during the time required to determine the frequency
of interest. For each excitation, the axial motion is in a particular quantum state,
and the lineshape would be given by a lorentzian shifted from the central frequency,
as in equation 6.8. Between excitation attempts, however, the axial motion has time
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to rethermalize, and the lineshape that is built up from multiple attempts is the
convolution of the natural lineshape of each attempt and the distribution of axial
states (which follows a Boltzmann distribution). This leads to a lineshape that has a
sharp edge at ω0 that decays exponentially away with a width of ∆ω. The cyclotron
lineshape should be well approximated by this limit.
These lineshapes illustrate the unfortunate consequence of adding a magnetic bot-
tle to detect the cyclotron and spin state: broadened lineshapes, which make deter-
mining the cyclotron and anomaly frequencies more diﬃcult. Since uncertainty in the
lineshapes was the primary source of uncertainty in the 2008 g-factor measurement
[2], it would be best to remove the thermal lineshape entirely. As a ﬁrst step in this
direction, we have reduced the magnetic bottle size in the new apparatus by a factor
of 2.3 (see chapter 7).
6.4 The Cylindrical Penning Trap as a Microwave
Cavity
The cylindrical Penning trap was designed as an alternative to the hyperbolic
trap due to the ease of calculating its electromagnetic properties [53]. The precision
Penning trap has cylindrical symmetry and has a set of microwave resonances (its
cavity modes), which can aﬀect the electron's resonances [94, 95]. Inside the cavity,
the electrode walls are gold plated silver, which, especially at cryogenic tempera-
tures, is an exceptionally good conductor [96]. Though there are small gaps between
electrodes, λ/4 chokes (see ﬁgure 2.4) are included to reﬂect microwave power that
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would otherwise leave the cavity. For these reasons, the trap approximates an ideal
cylindrical cavity.
The boundary conditions for an ideal conductor are that E‖ and B⊥ are equal to
zero at any boundary and the other components are continuous across the boundary.
Applying these to the cylinder leads to the standard transverse-electric (TE) and
transverse-magnetic (TM) modes that are well-known (derived, for example in [97]).
The electric and magnetic ﬁelds are shown in equations 6.10(a-d) for the TE and TM
modes, using ρ, φ and z as the usual cylindrical coordinates:
For TEmnp:
E =E0
(E)ωmnp
c
(
ρ0
x′mn
)2
sin(ppi
2
( z
z0
+ 1)) (6.10a)[
∓ρˆ m
ρ
Jm(x
′
mn
ρ
ρ0
) cos((E)ωmnpt∓mφ)
−φˆ x
′
mn
ρ0
J ′m(x
′
mn
ρ
ρ0
) sin((E)ωmnpt∓mφ)
]
B =
E0
c
[
zˆ Jm(x
′
mn
ρ
ρ0
) sin(ppi
2
( z
z0
+ 1)) cos((E)ωmnpt∓mφ) (6.10b)
+
ppi
2z0
(
ρ0
x′mn
)2
cos(ppi
2
( z
z0
+ 1))[
ρˆ
x′mn
ρ0
J ′m(x
′
mn
ρ
ρ0
) cos((E)ωmnpt∓mφ)
±φˆ m
ρ
Jm(x
′
mn
ρ
ρ0
) sin((E)ωmnpt∓mφ)
]]
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For TMmnp:
E =E0
[
zˆ Jm(xmn
ρ
ρ0
) cos(ppi
2
( z
z0
+ 1)) cos((M)ωmnpt∓mφ) (6.10c)
− ppi
2z0
(
ρ0
xmn
)2
sin(ppi
2
( z
z0
+ 1))[
ρˆ
xmn
ρ0
J ′m(xmn
ρ
ρ0
) cos((M)ωmnpt∓mφ)
±φˆ m
ρ
Jm(xmn
ρ
ρ0
) sin((M)ωmnpt∓mφ)
]]
B =
E0
c
(M)ωmnp
c
(
ρ0
xmn
)2
cos(ppi
2
( z
z0
+ 1)) (6.10d)[
±ρˆ m
ρ
Jm(xmn
ρ
ρ0
) cos((M)ωmnpt∓mφ)
+φˆ
xmn
ρ0
J ′m(xmn
ρ
ρ0
) sin((M)ωmnpt∓mφ)
]
.
The indices m, n and p indicate the number of nodes or anti-nodes in each direction
m (=0, 1, ...) is the number of nodes along the φ direction over pi radians, n (=1,
2, ...) is the number anti-nodes in Eφ going out radially, and p (denoted as TE1,
TE2,... or TM0, TM1, ...) is the number of anti-nodes along the z-direction. Jm are
the familiar Bessel functions of order m, while xmn is the nth zero of the mth order
Bessel function. Primes indicate deritives, so that J ′m is the ﬁrst derivative of the
mth order Bessel function and x′mn are the zeroes of this function. The frequencies of
these modes are given by equations 6.11(a-b).
(E)ωmnp = c
√(
x′mn
ρ0
)2
+
(
ppi
2z0
)2
(6.11a)
(M)ωmnp = c
√(
xmn
ρ0
)2
+
(
ppi
2z0
)2
. (6.11b)
Several modes are of special interest to the g-factor measurement. Perhaps the
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most important are those that couple to the cyclotron motion of the particle in the
x-y planemodes that have a non-zero value of the transverse electric ﬁeld. For both
TE and TM modes, the transverse components of the electric ﬁeld are go as:
sin(ppi
2
( z
z0
+ 1)) =

(−1)p/2 sin(ppiz
2z0
) for even p,
(−1)(p−1)/2 cos(ppiz
2z0
) for odd p,
(6.12)
For a particle centered in the trap (ρ → 0 and z → 0), the electric ﬁeld for
modes with even p go to zero, so we will consider modes with odd p to couple to
the cyclotron. Additionally, the transverse electric ﬁeld is either proportional to
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). Equations 6.13(a-b) show that, for a particle well
centered in the trap (ρ→ 0 and z → 0), only the ﬁelds with m=1 remain.
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(6.13b)
Combining these considerations, we see that the cyclotron coupling modes of in-
terest are the TE1n(odd) and TM1n(odd) modes. If the cyclotron frequency approaches
one of these modes, the coupled oscillators shift each other's frequencies so that the
cyclotron frequency is modiﬁed from its free space value [13]. A better understand-
ing of the cavity modes was one of the primary improvements of the 2008 g-factor
measurement [2] over the 2006 measurement [12]. For g-factor data, the cyclotron
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frequency should be far away from these modes to minimize the cavity shift and its
uncertainty.
Avoiding these modes also drastically increases the cyclotron lifetime. Sponta-
neous emission is inhibited [98] by decreasing the density of states into which the
cyclotron can radiate. Previously, the lifetime of the cyclotron has been increased by
more than 100 over its free space lifetime. For our purposes, this increase in lifetime
is crucial to the measurement, as it gives us enough time to average our self-excited
oscillator to read out the cyclotron state (see chapters 5 and 7).
Aside from the modes that couple to the cyclotron frequency, there is another set
of modes that could be of interest to the g-factor experiment. Modes with electric
ﬁelds that vary as zρˆ or ρzˆ couple the axial and cyclotron motions, and could be
used for cavity assisted axial sideband cooling (see chapter 8). At the trap center,
the TE1n(even) and TM1n(even) display this gradient.
An ideal geometry for a Penning trap designed for a g-factor measurement would
contain a region of frequency space where 1.) no cyclotron coupling modes occur and
2.) several cooling modes are present. The 2008 measurement was performed in a
cylindrical trap that fulﬁlled the ﬁrst requirement, but did not have any conveniently
located cooling modes. Our current trap design (a more complete description of
which can be found in [58]) satisﬁes both conditions. Figure 6.4 shows the locations
of the various modes for diﬀerent trap geometries. The dotted line in the ﬁgure is our
current trap geometry, which contains a frequency window with no coupling modes
but with 3 available cooling modes.
The modes of ﬁgure 6.4 are calculated for a perfectly conducting closed cylinder.
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Figure 6.4: The calculated locations of the various modes as a function of the
cylindrical trap geometry. Red modes couple to the cyclotron motion and
blue modes enhance the coupling between the axial and cyclotron motion.
The dashed line shows the trap geometry for the old trap (top) and the new
trap (bottom).
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The ﬁnite conductivity of the electrodes, the holes and slits, and the other imperfec-
tions of our real trap cause the mode frequencies to be shifted slightly and cause each
mode to have a ﬁnite Q factor. In order to perform a g-factor measurement at the pre-
cision of the 2008 measurement, the frequencies and Q's of the real trap modes must
be identiﬁed. The methods below have been discussed carefully in [99, 100, 13, 2], so
only a brief summary is presented below.
To map a large region of interest, one can use a parametric mode map [99, 100].
In this method, an RF drive is applied to a cloud of electrons at twice the axial
frequency. For a certain range of parameters (above a threshold drive strength) the
drive parametrically excites the center of mass motion of the electron cloud. In a
manner that is not completely understood, the amplitude of CM motion is, at times,
proportional to cyclotron damping rate. This proportionality can be used to measure
the cavity modes, since the lifetime of the cyclotron state depends on the proximity
of the cyclotron frequency to a cavity mode. Thus, by sweeping the magnetic ﬁeld
while monitoring the CM drive amplitude, the modes of the cavity can be mapped
out over a large region (typically 10 GHz out of 145 GHz) in several hours. The
mode frequencies are typically close enough to the calculated values that they can be
individually identiﬁed. By repeating this type of mode map after a room temperature
thermal cycle, it has been shown that the mode Q's and locations are remarkably
resilient [13].
The mapping of nearby modes can also be done with a single electron. In this
method, the cyclotron lifetime is measured with a single electron by building up
statistics over many decay events. See chapter 7 for more details on an individual
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lifetime measurement. By measuring cyclotron lifetimes at several magnetic ﬁeld
values, the locations and Q-factors of the modes can determined well enough to correct
for the frequency shift so that it is no longer the dominant source of error in the g-
factor measurement [13, 2]
6.5 Microwaves into the Apparatus
In order to drive spin ﬂips or cyclotron excitations, we must generate microwaves
and couple them into the trap. Our microwave drive begins from an Agilent E8251A
Performance Signal Generator. Its upgraded internal oscillator (option UNJ), which
improves the frequency stability and the phase noise of the source, also serves as the
timebase for the entire experiment. Because the g-factor is unitless and because we
measure it as a ratio of frequencies, the absolute value of the second is irrelevant to the
measurement. However, since the anomaly and cyclotron frequencies are resolved at
diﬀerent times, the stability of the timebase is crucial on the measurement timsecale.
The signal generator's frequency stability was suﬃcient for the 0.28 ppt of the 2008
electron g-factor measurement [2] and should be suﬃcient for a positron measurement
of similar accuracy. For an improved measurement, however, we have acquired a
Stanford Research Systems FS725 rubidium frequency standard, whose aging rate is
more than an order of magnitude better than the signal generator's.
We begin by generating ν¯c/10 from the signal generator, as it can only output
frequencies up to 20 GHz. To get to the ≈150 GHz cyclotron frequency, we then
send the signal through an SMA cable into a 10x multiplier (see ﬁgure 6.7), which
is custom made by ELVA-1 Millimeter Wave Division and uses an impact ionization
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avalanche transit-time (IMPATT) diode to multiply the frequency by ten. This high
power diode can put out as much as 2 mW, though for individual spin and cyclotron
excitations, the actual power required is much lower. Therefore, the circuit also
contains 2 voltage controlled attenuators that can reduce the drive strength of the
150 GHz signal by up to ≈ 200 dB.
The microwave access to the experiment is through a port on the top of the IVC
(see ﬁgure 6.7), which means we need to position the multiplier directly above the
dilution refrigerator when in use. In order to still be able to remove the experiment
(by pulling it vertically out of the Dewar), the multiplier is mounted in a custom
made box on a post that allows it to swing in and out of position. When aligned, the
post positions the microwave horn from the multiplier over the microwave ﬂange at
the hat.
To get into the IVC, the microwaves travel through a custom made teﬂon KF25
kwik ﬂange into one of the clear shot ports on the dilution refrigerator. We have found
that the teﬂon ﬂange seals much better with a little vacumm grease, as the teﬂon tends
to compress somewhat as it gets clamped. Beneath the teﬂon ﬂange, several sections
of gold-plated copper waveguide direct the microwaves from room temperature to 4
K. Though a single section of waveguide could transmit the microwaves with less loss,
it would also present an unacceptable heatload on the 4 K section of the apparatus.
Instead, several sections of waveguide with horns are carefully joined together with
G10 in order to minimize the space between microwave horns, but to maximize the
length of the thermal path through the thin G10 sections. As can be seen in ﬁgure
6.5, the microwave horns are kept 1/16" apart, while the length of thin (0.038" wall
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thickness) G10 is greater than 1". There are 5 total sections of waveguide, the last of
which mates directly into a custom ﬂange on the 4K stage of the dilution refrigerator.
horn
thermally
isolating 
G10
waveguide
radiation bae
vacuum
pumping
port
Figure 6.5: A photo (left) and a drawing showing the cross section (right) of
a section of thermally isolating waveguide. Note that the hole in the G10 is
to allow the waveguide to pump out more eﬀectively as the IVC is evacuated.
After passing through the sections of waveguide, two teﬂon lenses help to focus the
microwaves into a horn on the mixing chamber stage. These lenses have been modiﬁed
from standard 50 mm diameter, 10 cm focal length teﬂon lenses from Thorlabs. Due
to the tight space and the size of the clear shot ports (less than 1"), the lenses
are carefully turned down to 1" diameter so that they can mount into standard
1" optics mounts (see ﬁgure 6.6). The lenses also act to block higher frequency
room temperature radiation from getting to the experiment and heating the mixing
chamber. We found that one lens mounted at the 1K pot and one mounted at the
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ICP worked well to maximize the power arriving at the mixing chamber.
clear shot
teon lens 1” mount
custom post
Figure 6.6: A turned down teﬂon lens mounted in a standard mount on a
custom post on the ICP stage of the dilution refrigerator. Note that there is
another lens mounted at the 1 K pot stage.
Once the microwaves have made it to the mixing chamber (with approximately
40 dB of attenuation, which reduces the room temperature radiative load), they pass
through a silver waveguide and then through a sapphire window that makes an indium
seal with the trap can. One more section of silver waveguide takes the microwaves to
a small slit in the Penning trap, between the top endcap and the top compensation
electrode. The amount of power that couples into the cavity, is, in general, a more
complicated problem, and depends on the frequency of the microwaves relative to a
cavity mode.
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Figure 6.7: A schematic showing the path of the microwaves from the signal
generator to the trap. In the microwave path, single lines represent cables
and double lines represent waveguides. The ﬁgure also shows the microwave
power available at various points throughout the system.
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Quantum Jump Spectroscopy of a
Single Electron
The ultimate goal of our experiment is to improve the g-factor measurement for
both the electron and the positron. To improve the precision of the measurement, we
must improve upon what limited the precision of the previous measurement. For the
2008 g-factor measurement [2], the lineshape error was the primary source of error
for the measurement, as is shown in table 7.1.
To reduce this error, we have commissioned a new apparatus designed to improve
the magnetic ﬁeld noise (chapter 3). We have also sought to decrease the error by
narrowing the width of the cyclotron and anomaly resonances, by decreasing the size
of the magnetic bottle in the new trap (see section 6.2). This chapter presents mea-
surements taken using this magnetic bottle. These include measuring the cyclotron
resonance for a cloud of electrons, a single electron, and with quantum jump spec-
troscopy of a single electron. The measurements conﬁrm the reduced bottle size and
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Table 7.1: Summary of uncertainties from the 2008 g-factor measurement.
Note that the lineshape uncertainty is the primary source of uncertainty to
improve upon for future measurements. Taken from [2].
νc / GHz = 147.5 149.2 150.3 151.3
g-value range 0.73 0.29 0.33 0.45
statistical uncertainty 0.39 0.17 0.17 0.24
correlated lineshape
model uncertainty 0.24 0.24 0.24 0.24
uncorrelated lineshape
model uncertainty 0.56 0 0.15 0.30
provide evidence that we are close to the stability necessary to make measurements
with the reduced bottle size. The long cyclotron lifetime at this magnetic ﬁeld is the
ﬁrst indication that we have inhibited spontaneous emission (see section 6.4) even
though the cavity mode structure of the trap remains to be studied.
The cyclotron lineshape, measured with a single electron quantum jumps, illus-
trates using the size of the magnetic bottle to measure the axial temperature and sets
a limit on the magnetic ﬁeld drift.
7.1 Cyclotron Resonances in Electron Clouds
Before measuring a cyclotron line with a single electron using quantum jump
spectroscopy, it is useful to initially ﬁnd cyclotron resonances using a small cloud of
electrons because the resonance of the single electron can be quite narrow.
After loading a small cloud of electrons, we apply a strong microwave drive to the
electrons (as in section 6.5) near ν¯c. The initial frequency of this drive can be chosen
based on the magnet current, or more precisely, from NMR (see chapter 4). The
strong drive excites the cyclotron motion of the cloud. Collisions within the cloud
127
Chapter 7: Quantum Jump Spectroscopy of a Single Electron
of electrons or coupling due to non-quadratic terms in the potential distribute the
cyclotron energy into the other motions in the trap, as well. For a strong enough
cyclotron drive (we typically begin with 2 mW at the microwave multiplier for a new
magnetic ﬁeld setting), the energy added to the cloud can be detected as an axial
response from the electrons. This bolometric detection technique [88] provides a
response (≈1-5× the axial width) that can be measured on a spectrum analyzer with
a wide (≈10-20× the axial width) frequency window. Figure 7.1 shows an example of
the axial response of a small cloud of electrons for a single cyclotron drive frequency.
Depending on the amount of heating from the microwave drive, the axial response
of the cloud can be shifted a variable amount relative to the unheated cloud (as
measured by a dip or a driven axial scandiscussed in chapter 5), which necessitates
a wide spectrum analyzer frequency window.
In order to measure a cyclotron resonance from the broad response, one can sweep
the microwave frequency through the cyclotron frequency. The integrated axial re-
sponse (integrated over the points in a suitably chosen spectrum analyzer window),
as the microwave frequency is swept, gives a lineshape for the cyclotron resonance.
Figure 7.2 shows an example of an ≈1 MHz wide resonance for a small cloud of
electrons.
Note that for high powers, the cyclotron responses can show quite a bit of hys-
teresis with respect to the direction of the sweep. This is likely due to the increased
spread in magnetic ﬁeld values that the electrons encounter as they are excited both
axially and radially. Waiting ≈ 5γz−1 between excitation attempts at each microwave
frequency helped to reduce hysteresis (by allowing the axial excitations to damp out),
128
Chapter 7: Quantum Jump Spectroscopy of a Single Electron
201.16 201.17 201.18 201.19
0.0
0.2
0.4
0.6
0.8
1.0
frequency HMHzL
re
s
p
o
n
s
e
Ha
.u
.L cyclotron
axial
Figure 7.1: The axial response from a strong cyclotron drive applied at a
single frequency (red). Here the microwave power is set to its maximum
output of 2 mW (but is attenuated ≈40 dB by the time it reaches the mixing
chamber). For comparison, a driven axial response (blue) for the same cloud,
generated by sweeping an axial drive and measuring the response at each
frequency (discussed in chapter 5). The cyclotron drive heats the cloud and
shifts the axial response relative to the unheated cloud.
but did not completely eliminate it. The remaining hysteresis is likely due to sideband
heating, and could perhaps be further reduced by cooling between each point.
In practice, however, this technique is most useful as a way to get an estimate of
the cyclotron frequency for a single electron. Reducing the microwave power in the
drive and the number of electrons in the cloud reduces the width of the cyclotron
resonance, as can be seen in ﬁgure 7.3 as compared to ﬁgure 7.2. The width of the
narrower resonance is ≈250 MHz and the single electron resonance was found within
one linewidth of the cloud's response.
129
Chapter 7: Quantum Jump Spectroscopy of a Single Electron
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.5
0.95
1.00
1.05
1.10
1.15
1.20
1.25
frequency - 145,499.5 HMHzL
in
te
g
ra
te
d
a
x
ia
l
re
s
p
o
n
s
e
Ha
.u
.L
Figure 7.2: An example of a driven cyclotron resonance in a cloud of a few
hundred electrons. For this method, the axial response is monitored over a
10 kHz window on the spectrum analyzer and integrated at each point. As
the frequency of the microwave drive is swept, the integrated signal shows a
resonance. Here the microwave power is attenuated ≈4 dB (attenuators at
0.5 V) from from its maximum output of 2 mW (plus an additional ≈40 dB
passing through the dilution refrigerator).
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Figure 7.3: An example of a driven cyclotron resonance in a cloud of ≈100
electrons. Here the microwave power is attenuated ≈15 dB (attenuator at
0.8 V) from from it's maximum output of 2 mW.
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7.2 Single Electron Quantum Jumps in a Smaller
Magnetic Bottle
Once the cyclotron frequency is roughly known from the cloud's cyclotron reso-
nance, we can measure the cyclotron excitations from a single electron. The procedure
for driving single electron cyclotron transitions is quite diﬀerent from the cloud tech-
nique described above. For a single electron, we use the self-excited oscillator (see
section 5.5) to monitor its axial frequency. We then apply a frequency near ν¯c and look
for a shift in the axial frequency. For an electron, we always begin in the |0, ↑〉 state,
as seen ﬁgure 6.2 (prepared by applying resonant cyclotron and anomaly drives).
To initially ﬁnd a response, a high microwave power is used to broaden the cy-
clotron line and make the resonance easier to ﬁnd. With the axial detection ampliﬁers
on and while monitoring the axial frequency with the self-excited oscillator (see chap-
ter 5), we apply a strong cyclotron drive to drive excitations to n ≥ 3 (see ﬁgure
7.4). These excitations quickly decay down, as the lifetime of the excited states gets
shorter and shorter for increased n (equation 2.99 in [11]). These quantum jumps to
much higher cyclotron states will lead to a broadened out cyclotron line, as in ﬁgure
7.5. This lineshape was built up using the procedure outlined below, except that the
self-excited oscillator is left on during the scan, which also helps to broaden out the
observed response. The power is then reduced until no excitations above n=1 are
observed.
Observing these single quantum jumps conﬁrms that a single electron is trapped
(as was indicated byt the width of the response to an axial drive). If there were two
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Figure 7.4: Some of the ﬁrst driven excitations of the cyclotron state in the
new, smaller magnetic bottle. These excitations, which are driven with a
high microwave power and with the self-excited oscillator left on, are excited
into n ≥ 3 states, which quickly decay down. Notice that the discrete nature
of the decays is immediately discernable.
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Figure 7.5: A power broadened cyclotron line from a single electron. The
higher curve (blue) shows the excitation fraction into n ≥ 1, while the lower
curve shows the excitation fraction into n ≥ 2. Note that the peak excitation
fraction is nearly 100% on resonance and that the width of the line is > 0.5
MHz. This makes the feature very easy to ﬁnd after ﬁnding the resonance of
the electron cloud.
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Figure 7.6: Several driven excitations of the cyclotron state in the new,
smaller magnetic bottle. The last excitation includes a jump up to n=2,
further showing the discrete nature of the jumps, but indicating that the
microwave power is still too high. The dashed line shows the shift from the
larger magnetic bottle of the 2008 g-factor measurement for comparison.
electrons in the trap, the axial shift would only be half of the expected value (since
the axial shift scales as 1/m, as in equation 6.7, reproduced here).
∆ωz
ωz
=
2µBB2(
1
2
+ n+ g
2
ms)
mω2z0
(6.7)
The calculated magnetic bottle size (B2 = 658 T/m2) is in good agreement with the
measured magnetic bottle size. By averaging over several cyclotron excitations and
decays in the magnetic bottle (the discrete jumps seen in ﬁgure 7.6) and extracting a
frequency shift, we can use equation 6.7 (reproduced above) to calculate the strength
of the bottle. In doing this, we measure a magnetic bottle of 622 ± 66 T/m2, where
the error bars come from the the standard deviation in axial shift sizes. The precision
of the measured magnetic bottle strength does not aﬀect the g-factor precisionit
must only be known precisely enough to determine the threshold for detecting the
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axial shift caused by a cyclotron excitation.
The fact that we can easily observe cyclotron excitations in the ﬁrst excited state
tells us that the lifetime of the state is already long enough to perform a measure-
ment, even before we tune the cyclotron frequency to choose the lifetime. Figure
7.7 shows the distribution of lifetimes of individual cyclotron excitations in the trap.
This distribution ﬁts to an exponential, and we can extract a decay time, which is the
cyclotron lifetime for this magnetic ﬁeld at a particular self-excited oscillator ampli-
tude. Previously, it was found that the cyclotron lifetime varies as a function of the
electron's amplitude [13, 101]. This is expected, as the increased amplitude modu-
lates the coupling between the cyclotron frequency and a cavity mode (see [101]). In
order to measure the zero amplitude lifetime, lifetimes at several amplitudes of the
self-excited oscillator can be measured and ﬁt to extract the zero amplitude lifetime
[13, 101].
The ﬁt lifetime is 2.71 ± 0.17 seconds. This is more than 28 times the free space
value of the cyclotron lifetime. This preliminary lifetime measurement is our ﬁrst
evidence that the cavity mode structure is as designed. Namely, by choosing ν¯c ≈
145.5 GHz, we have chosen a cyclotron frequency which is far from any cavity modes,
which is consistent with the cavity mode structure from ﬁgure 6.4.
7.3 Quantum Jump Spectroscopy
We can now use an automated procedure to build up a lineshape using quantum
jump spectroscopy. We apply a microwave drive frequency near ν¯c and look for a
cyclotron excitation (from |0, ↑〉 → |1, ↑〉) as indicated by the axial frequency shift of
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lifetime = 2.71 ± 0.17 s
Figure 7.7: A histogram of the lifetime of many individual cyclotron exci-
tations (bins) overlaid with an exponential ﬁt (curve). The ﬁt curve has a
lifetime of 2.71 ± 0.17 seconds. This long cyclotron lifetime (over 28 times
the free space valuesee table 2.2) is evidence that the cyclotron frequency is
very far from a cyclotron coupling mode, as we would expect from the trap
design.
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equation 6.7. By stepping the drive frequency through a set of discrete frequencies
(spaced by roughly 1/10 of the expected linewidth) and recording a histogram of the
excitation fraction at each frequency, we can trace out the cyclotron resonance. The
procedure for the 2008 g-factor measurement is outlined below:
1. Establish the ground state with the self-excited oscillator by measuring the
unshifted axial frequency.
2. Turn the self-excited oscillator oﬀ and the magnetron cooling drive on.
3. Wait 0.5 s so that the for the self-excited amplitude to damp out.
4. Turn the ampliﬁers oﬀ. Wait 1.0 s for the ampliﬁers to cool down.
5. Turn the magnetron cooling drive oﬀ. Wait 1.0 s for the axial oscillations damp
out.
6. Apply a cyclotron drive near ν¯c and a detuned anomaly drive for 2.0 s.
7. Turn the ampliﬁers and self-excited oscillator back on. Wait 1.0 s for the self-
excited oscillator to stabilize.
8. Trigger the computer data-acquisition card (DAQ) to measure the axial fre-
quency.
The DAQ reads continuously and LabVIEW Fourier Transforms the data over a
predetermined averaging time. If there is axial frequency shift that is consistent
with a cyclotron jump, the program records a successful drive attempt and lets the
cyclotron excitation decay before restarting the process at a new microwave drive
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frequency. When the scan frequency hits the end of the scan window, it restarts
at the beginning of the window. A very similar procedure exists for measuring the
anomaly frequency (which will be discussed in chapter 8).
Though this is the procedure for taking g-factor cyclotron data, the preliminary
lineshape presented in this chapter was taken using a slightly diﬀerent procedure:
1. Establish the ground state with the self-excited oscillator.
2. Turn the self-excited oscillator oﬀ and the magnetron cooling drive on. Wait
0.5 s.
3. Turn the magnetron cooling drive oﬀ. Wait 0.5 s for the axial oscillations damp
out.
4. Apply a cyclotron drive near ν¯c for 0.5 s.
5. Turn the self-excited oscillator back on. Wait 1.0 s for the self-excited oscillator
to stabilize.
6. Trigger the computer data-acquisition card (DAQ) with a 1.0 s averaging time.
The main diﬀerence between this procedure and the g-factor cyclotron procedure is
that the amps are left on during the excitation attempt. Though this is not ideal (it
increases the axial temperature of the particle during the cyclotron excitation), at
this early stage, it was found to be necessary to achieve the desired stability of the
axial frequency in order to measure quantum jumps with near unit accuracy.
Initial attempts to take a lineshape following the 2008 procedure proved unsuc-
cessful. As the ampliﬁers were toggled on and oﬀ, a downward shift of a few Hz
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in the axial frequency was observed upon turning back on the self-excited oscillator.
The frequency recovered to the initial axial frequency with a timescale of a few sec-
onds, but the dip in frequency often masked any cyclotron excitations, whose lifetime
are also only seconds long. For the ﬁnal measurement, where the lineshape will be
measured with the ampliﬁers oﬀ, this stability will have to be improved to the level
achieved for the 2008 measurement.
Still, the cyclotron lines measured below are the ﬁrst experimental conﬁrmation
that we have the stability in the apparatus to measure cyclotron resonances in the
new, smaller magnetic bottle with the self-excited oscillator oﬀ. Using the procedure
outlined above, we can build up such a resonance, which can be seen in ﬁgure 7.8.
This data is the combination of 3 data sets taken over 22 hours and 50 minutes.
The microwave power was chosen such that the excitation fraction is ≈ 25%. At this
magnetic ﬁeld, the microwave drive was attenuated≈ 80 dB (3.1 V on the attenuators)
from the microwave multiplier's maximum output of 2 mW.
In order to correct for magnetic ﬁeld drift over the course of a night, the previous
version of the experiment regularly monitored the magnetic ﬁeld by using the electron
itself as a magnetometer [12, 2]. By measuring the frequency of the sharp cyclotron
edge over the course of the night, the magnetic ﬁeld drift could be removed from
the ﬁnal data. See ﬁgure 7.9 for an example of this ﬁeld drift and how the data is
adjusted. The data in ﬁgure 7.8, taken over the course of nearly 23 hours, has no
magnetic ﬁeld correction.
By comparing these two ﬁgures, we can see that the ﬁeld drift over the course
of this measurement is less than for the night of data shown in ﬁgure 7.9, which
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Figure 7.8: A lineshape built up from several attempts at driving single
electron, single cyclotron jumps. Note that this data is from several runs
performed over the course of nearly a day and combined with no magnetic
ﬁeld correction. The microwave power is attenuated from it's maximum 2
mW by ≈ 80 dB (3.1 V on the attenuators). The zero on the graph is only
chosen to approximately line up with the lineshape's edge.
showed a somewhat high ﬁeld drift of 0.6 ppb/h drift over the course of the night
(≈ 14 hours). Thus, our cyclotron lineshape gives us reasonable evidence that the
magnetic ﬁeld drift is lower in the new magnet, since the absolute ﬁeld drift is lower for
our measurement even when measured over a longer time. For example, if we were to
naively attribute the entire width of the cyclotron line (just under 1 kHz) to magnetic
ﬁeld drift, this would still only be a magnetic ﬁeld drift of < 0.3 ppb/h. The actual
ﬁield drift is likely much less than this naive upper bound, and is certainly low enough
for a g-factor measurementat least at the precision of the 2008 measurement.
We can also use the information from the cyclotron lineshape to measure the axial
temperature of the electron. From the expected lineshape in the cyclotron limit (see
section 6.3), we expect to measure a sharp cyclotron edge followed by a decaying
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140
Chapter 7: Quantum Jump Spectroscopy of a Single Electron
exponential. As is shown in equation 6.9, the width of the exponential decay depends
directly on the axial temperature of the electron. The data from ﬁgure 7.8 appears to
show the expected sharp turn on and decay [11]. If we perform a simple exponential
ﬁt to the data, we see that the temperature ﬁts to 5.33 K ± 0.95 K, though this may
overestimate the temperature, as we have not removed any magnetic ﬁeld drift from
the resonance.
Even though the ampliﬁers are at a higher power, this measurement of the axial
temperature with the amps on is in good agreement with the amps on temperature
measured in the previous experiment (5.17 ± 0.5 K [103, 81]). Of course, the feature is
narrower in its absolute frequency width by the factor of the smaller bottle size, which
provides evidence that the smaller bottle will narrow the lines as expected. However,
if some other mechanism is broadening out the lines at a lower level (for example,
higher frequency magnetic ﬁeld noise), this could prevent the lines from narrowing
up in the amps oﬀ cyclotron lineshape. This will have to be investigated. All of the
above data was taken with the helium reliquiﬁer on. It remains to be investigated
whether or not the vibrations from the reliquiﬁer will broaden or shift the cyclotron
resonance, but the shape and width of this initial lineshape are encouraging that any
eﬀects might be small.
As a ﬁnal note on the discussion of stability, it is worth mentioning the instability
of the magnet after a cryogen ﬁll. As was discussed in chapter 3, the increased hold
times for the cryogens, as well as the addition of the reliquiﬁer, reduce the necessity
of stability disrupting ﬁlls. In order to see if the stability of the measurement would
be disrupted in the new magnet, a cyclotron lineshape was measured before a helium
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ﬁll, just after a helium ﬁll and the day after a helium ﬁll. Immediately after the
ﬁll, the cyclotron line was found to shift down in frequency ≈ 15 kHz, but recovered
within 1 day after the ﬁll. This suggests that the pressure and temperature changes
associated with ﬁlling the helium reservoir also negatively aﬀect the magnetic ﬁeld
stability in the new magnet, and g-factor data should still be avoided for the day after
the helium ﬁll.
7.4 Summary
We have performed quantum jump spectroscopy of a single electron in an entirely
new apparatus with a newly designed Penning trap and a smaller magnetic bottle.
The observed quantum jumps conﬁrm the size of the magnetic bottle, as well as
providing a measurement of the cyclotron lifetime in the trap cavity at this magnetic
ﬁeld. The lifetime demonstrates the inhibition of spontaneous emission consistent
with the designed cavity mode structure. By building up a cyclotron lineshape, we
are able to measure the axial temperature of the electron and place limits on the
magnetic ﬁeld drift.
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Future Directions and Conclusions
Throughout this thesis, we have described the installation and preliminary mea-
surements in a new, high stability apparatus. The apparatus has several advantages
over the one in which the most precise electron g-factor was measured, which we hope
will lead toward an improved electron/positron g-factor comparison. Firstly, it has
the space for a positron source, which will allow for a positron g-factor measurement.
We have installed a positron source and have demonstrated positron loading into a
secondary loading trap.
The new apparatus also has fewer but larger cryogen spaces, which drastically
reduce stability disrupting ﬁlls. In addition, we have installed a complete helium
recovery system so that the Dewar and dilution refrigerator can run with minimal
losses during the course of a measurement. We have demonstrated that we can run
loss free for > 1 month, which is long enough to take g-value and systematic data at
a given magnetic ﬁeld.
Our magnet and dilution refrigerator are designed to provide better mechanical
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stability between the trap and the magnet. In addition, the magnet is equipped with a
more comprehensive set of shim coils. We have demonstrated the low-temperature 3He
NMR necessary to measure and shim the ﬁeld more precisely than was demonstrated
in the 2008 g-factor measurement. Though some rotational variations to the 3He
probe remain, it remains to be determined if these are large enough to broaden the
electron's resonances.
We have also installed a new cylindrical trap in which to take the g-factor data.
The trap has a mode structure which should allow us to take advantage of axial
sideband cooling modes while avoiding cyclotron coupling modes. Additionally, it has
a smaller (by 2.3 times) magnetic bottle, which should allow for narrower cyclotron
and anomaly lines.
Within this new apparatus, we have demonstrated the ability to load and de-
tect a single electron. We have used the self-excited oscillator to demonstrate that
we have the axial stability to measure single quantum cyclotron excitations in the
smaller magnetic bottle (with the detection ampliﬁers on). From this quantum jump
spectroscopy, we have measured and conﬁrmed the size of the magnetic bottle, placed
limits on the stability of our superconducting solenoid and measured a cyclotron life-
time at one magnetic ﬁeld. This lifetime measurement demonstrated spontaneous
emission inhibited by > 28 times its freespace value, which suggests that the cavity
mode structure may be as it was designed, though a more detailed measurement must
be done to be sure.
This chapter will focus on the future direction of the experiment. It will cover
the steps necessary and the procedure for making an improved electron g-factor mea-
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surement. It will also cover the positron g-factor, including the proposed scheme for
transferring positrons between the loading trap and the precision trap. Finally, it
will discuss the possibility of axial sideband cooling, a technique which could improve
the g-factor even further for both the electron and the positron by reducing the axial
quantum number.
8.1 An Electron g-Factor Measurement
There are several steps to take before making an improved electron g-factor mea-
surement. These will include measuring the modes of the cavity, improving the axial
stability so that quantum jump spectroscopy can be performed with the ampliﬁers
oﬀ, measuring the cyclotron and anomaly lineshapes at several magnetic ﬁelds, and
then checking for other systematics.
Before choosing the magnetic ﬁelds at which to take the g-factor data, we will
need to know precisely where the modes of the precision trap are. Ideally, we will
take data near the 3 cooling modes shown in ﬁgure 6.4. To ﬁnd these modes (and to
make certain that they are far from the cyclotron coupling modes), we can map out
the cavity using a parametric mode map (see section 6.4). Initial work has already
begun on taking parametric mode maps of the cavity.
Once these mode locations have been roughly determined with the parametric
mode map, lifetime data from a single electron or positron will be used to map out
the nearby modes more precisely. As discussed in chapter 7, we have already taken
an initial cyclotron lifetime measurement with a single electron, but several more
lifetimes will have to be measured at various magnetic ﬁelds, interspersed with the
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g-factor data, in order to map out the nearby cyclotron coupling modes well enough
to apply the cavity correction.
As discussed in chapter 1, the experimentalist's g-factor requires several measure-
ments: the cyclotron frequency, the anomaly frequency, the axial frequency, the cavity
correction and the special relativitistic correction. In order to measure the cyclotron
and anomaly frequency, we will need to perform quantum jump spectroscopy for each
of these resonances with the detection ampliﬁers oﬀ. As discussed in chapter 7, the
stability of the axial frequency with respect to turning on and oﬀ the detection am-
pliﬁers will have to be improved. Once the desired stability is achieved, the cyclotron
and anomaly lineshapes can be measured in the same manner as in the 2008 mea-
surement. The procedure for measuring the cyclotron lineshape has already been laid
out in chapter 7.
To drive the anomaly transition, we need to drive a simultaneous spin ﬂip and
cyclotron transition. To get the necessary oscillating transverse magnetic ﬁeld to ﬂip
the spin, we drive the electron axially in the zρρˆ gradient of the magnetic bottle.
The anomaly frequency is ≈170 MHz, which is in the radio frequency regime, so we
apply an oscillating voltage to the bottom endcap using a frequency synthesizer. The
necessary magnetic ﬁeld can also be generated by splitting the trap electrodes (both
compensation electrodes, for example) and driving each half with opposite currents
[11, 104]. The 2008 g-factor measurement exclusively used technique of driving the
electron through the bottle gradient. The procedure for measuring the anomaly
frequency is outlined below:
1. Establish the ground state with the self-excited oscillator by measuring the axial
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frequency.
2. Turn the self-excited oscillator oﬀ and the magnetron cooling drive on. Wait
0.5 s.
3. Turn the ampliﬁers oﬀ. Wait 1.0 s.
4. Turn the magnetron cooling drive oﬀ. Wait 1.0 s for the axial oscillations damp
out.
5. Apply an anomaly drive near ν¯a and a detuned cyclotron drive for 2.0 s.
6. Turn the ampliﬁers and self-excited oscillator back on. Wait 1.0 s for the self-
excited oscillator to stabilize.
7. Trigger the computer data-acquisition card (DAQ).
For the anomaly, we also always begin in the |0, ↑〉 state. We then apply the a
drive near the anomaly frequency in attempt to drive a transition into the |1, ↓〉 state.
Unfortunately, we cannot resolve the small axial frequency shift from the anomaly
transition (which would be <2 mHz in our magnetic bottle). Instead, we must detect
the transition from |1, ↓〉 → |0, ↓〉 as the cyclotron state spontaneously decays. If this
transition is detected, the anomaly transition is considered a success. The state is
then prepared back into the |0, ↑〉 state by applying resonant cyclotron and anomaly
drives.
In order to declare the attempt a failure, we must observe the absence of the
cyclotron decay. To detect this spontaneous process with near unit ﬁdelity, we must
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wait several cyclotron lifetimes. As the cyclotron lifetime is several seconds, this pro-
cess takes quite some time and is the rate limiting step in measuring the g-factor.
By stepping through the anomaly frequency and repeating, we can build up a his-
togram of successful anomaly transitions, and in this manner, sweep out the anomaly
lineshape, which can be used to determine the anomaly frequency.
We will also need to know the axial frequency in our expression for the g-factor.
To aﬀect the g-factor at less than 0.1 ppt, the axial frequency must be known within
10 Hz. The axial frequency is measured by looking at frequency of the single electron
dip with the detection ampliﬁers on. The actual axial frequency of interest is the
frequency when the ampliﬁers are oﬀ (when the anomaly and cyclotron transitions
are driven), but the shift from the thermal amplitude is neglible at the 10 Hz level
as are the other small axial shifts (from the frequency pull of the ampliﬁer or the
anomaly drive power) [13].
Given that the apparatus and trap are completely new, several systematic checks
will likely have to be performed before a believable g-factor value can be arrived upon.
One check we have already discussedmeasuring the g-factor at several magnetic
ﬁelds. This will conﬁrm the cavity measurements and corrections, and search for
any other magnetic ﬁeld related systematics. For example, we will be able to search
for the axial temperature variation at diﬀerent magnetic ﬁelds that was seen in the
previous data.
In the previous apparatus and trap, power systematic checks were performed for
both the cyclotron and anomaly drives. The results of these systematics are shown in
ﬁgure 8.1 [13]. For the cyclotron line, a resonance was measured with the usual power,
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one with double the anomaly power, and one with half of the cyclotron power. The
cyclotron power was halved rather than doubled to avoid power broadening eﬀects.
For the anomaly lineshape, a resonance was measured with the usual power, double
the anomaly power, and double the cyclotron power. The results are reasonably
consistent with zero (though the anomaly measured with double the cyclotron power
is ≈ 3σ away from zero), and are limited by the time it takes to resolve the lines.
For the new traps and for a higher precision measurement, these power systematics
will have to be repeated with more statistics to conﬁrm that they will not limit the
measurement.
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Figure 8.1: The power systematics from the previous g-factor measurement.
Figure taken from [13].
8.2 Axial Sideband Cooling
The primary broadening mechanism of the cyclotron and anomaly lineshapes is
the coupling of each of these motions to the axial motion via the magnetic bottle.
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Throughout this thesis, we have focused on reducing the size of the magnetic bottle as
a way to narrow up the lines and hopefully improve the precision with which we can
determine these frequencies. There is another way to narrow the lineshapes, however,
which is to reduce the temperature of the axial motion.
One possible way to do this would be to run the dilution refrigerator at a lower
temperature. With our higher power dilution refrigerator, this is a possibility, which
may be worth trying. The measured axial temperatures, however, have always been
above the setpoint of the mixing chamber [13, 103, 90], and it is unclear if slightly
lowering the mixing chamber temperature would actually signiﬁcantly reduce the
axial temperature for our typical measurement cycle.
A more promising technique might be to attempt cavity-assisted axial sideband
cooling [11], in which we would apply a microwave drive at ν
′
c − νz. In a manner
similar to our magnetron cooling (see chapter 2), this drive will heat the cyclotron
motion and cool the axial motion (by driving |n, k〉 → |n+ 1, k − 1〉). Just as for the
magnetron cooling, the cooling limit will be equal quantum numbers (in this case,
n = k), which means that, in principle, we should be able to cool the axial state
to its ground state (since the cyclotron state will continually damp radiatively to its
ground state).
Axial sideband cooling was attempted in the previous trap but without success.
Even after 15 minutes of cooling, the cyclotron state still remained in an excited
state [101], which was attributed to a slow cooling rate. As discussed in chapter 6,
the goemetry of the trap was such that it lacked cooling modes that were located
away from cyclotron coupling modes. Cooling was attempted at 147.5 GHz, nearly
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30 linewidths away from the nearest cooling mode at 146.4 GHz (TE136).
Driving the sideband near a cooling mode can increase the rate for two reasons.
First, the power coupling into the trap signiﬁcantly increases when the frequency is
near a cavity mode [101]. In addition, the modes that have the appropriate geometry
to couple the axial and cyclotron motions (electric ﬁelds that vary as zρˆ or ρzˆ) can
also increase the rate by a geometric factor [101] over a simple plane wave. These
two factors combined should allow for much enhanced cooling rates in the new trap,
which makes axial sideband cooling an exciting possibility.
There are, however, a few challenges remaining associated with axial sideband
cooling. In order to actually cool the axial motion, the electron cannot be thermally
anchored to the detection electronics. Otherwise it will rethermalize with the damping
timescale discussed in chapter 5. Instead, the electron will have to be decoupled from
the amlpiﬁer. One way to do this is by adjusting the potential on the endcaps to
bring the electron out of resonance with the ampliﬁer, but this poses a few challenges
of its own.
Firstly, the axial frequency shift away from the ampliﬁer must be known very
precisely (again, to better than 10 Hz) since we need to know the axial frequency for
the g-factor determination and to apply the correct frequency for the sideband drive.
Further, our current method of determining whether or not a cyclotron excitation has
occurred is to detect the small axial shift (1.7 Hz) in the magnetic bottle. In order
to see this, we would have to shift the axial frequency back to the "ground state"
axial frequency with a precision of much less than axial shift in the bottle. For these
reasons, a more appealing option would be to decouple the detection electronics from
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the electron without shifting the potential.
8.3 A Positron g-factor Measurement
A positron g-factor measurement will entail all of the same steps as we laid out for
the electron g-factor. First, however, we will need a single positron in the precision
trap. As discussed in chapter 5, we have demonstrated robust loading of positrons
into the loading trap. The next step in the process is to transfer the positrons to the
precision trap. As many experiments have demonstrated (for example, [105, 106]), it
is possible to transfer particles slowly (compared to axial and magnetron frequencies)
between trap electrodes. Though this type of transfer is possible within the loading
trap stack, it has thus far failed to be able to transfer positrons into the precision
trap.
The diﬃculty is the very small diameter (0.010") hole in the top endcap electrode
of the precision trap. As the particles are slowly transferred in a shallow well, they
are magnetron heated [107], which drives them to larger and larger radii. This, plus
any misalignments between the axis of the hole and the magnetic ﬁeld lines, will cause
the particles to collide with the electrode rather than passing into the precision trap.
There is good reason to believe that misalignment of the traps is not the culprit.
If we ﬁre the FEP, we can monitor its current through a 1 MΩ resistor (see ﬁgure
5.5). With an electrometer set up to measure current, we can also measure the
current hitting any electrode of our choice. By monitoring the current on the tungsten
moderator (at the top of the loading trap), we see that > 90% of the current from
the FEP is hitting the moderator. Since the FEP is behind the small hole in the
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bottom endcap, and since the electrons must follow the magnetic ﬁeld lines, the traps
must be well aligned for the electrons to pass through both both the bottom and top
endcap and make it to the moderator.
To circumvent magnetron heating during a slow transfer, we can, instead, pulse
the particles rapidly through the hole. Rapid transfer has been shown previously to
transfer positrons between hyperbolic traps with a similarly small hole in the endcaps
[9] and to transfer positrons rapidly past an irregularly shaped ball valve [108, 109].
Our transfer scheme will follow the method developed for the ball valve [109]. In this
scheme, we would hold the particles in a raised well, rapidly drop the sides of the
well to throw the positrons, then catch the positrons in the precision trap in a similar
well. An example of this is shown in ﬁgure 8.2 for our electrodes.
For the voltages in ﬁgure 8.2, we estimate the transit time of the positrons to be
≈30 ns, which means that we will need to change the voltages on the electrodes on the
nanosecond timescale. Our typical ﬁltering (see chapter 5) decreases the noise on each
electrode by using a lowpass RC ﬁlter with a time constant of 0.1 seconds. This means
that we cannot pulse the particles by simply changing the bias on the electrodes via
our standard biasing line (unless we were willing to give up this ﬁltering). Instead,
we have installed separate lines, which are capacitively coupled to the top endcap and
the loading bottom endcap. The schematic for the transfer line is shown in ﬁgure 8.3.
The original timing of the pulse is generated by a Stanford Research Systems
DG535 Digital Delay/Pulse Generator, which feeds into an AVTECH AV-143A sat-
urated switch. The saturated switch ampliﬁes the voltage by 2.5 (with a maximum
output of 10 V). The network or resistors and capacitors at room temperature im-
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Figure 8.2: The transfer sequence for positrons: a) the positrons are held in
a raised well in the loading trap and there is a similar well in the precision
trap, b) the sides of the wells are dropped and the positrons accelerate out,
and c) the wells are restored to catch the positrons in the precision trap.
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Figure 8.3: The transfer electronics plus the DC biasing and RF drive lines
on the loading trap bottom endcap (components highlighted in dashed lines
have been added for fast pulsing). The same pulsing electronics have also
been added to the top endcap on the precision trap.
proves the impedance matching of the pulsing line, as does the 50 Ω resistor at the
pinbase. Due to division with the resistive losses in the microcoax line, the voltage
reaching the pin is ≈20% of the voltage going in at the hat. The 2 volts reaching the
pin is enough for the transfer scheme in ﬁgure 8.2, and the positrons can easily be
held in a 2 volt well with minimal losses. The 14 dB of attenuation going down the
line should also help to reduce the noise going into the ampliﬁer. Since there is no
additional ﬁltering along this line, we carefully shield the connector at the hat when
not in use to reduce noise picked up from room temperature.
The transfer scheme should work just as well for electrons, as long as all of the
voltages are inverted. Transferring electrons may be a good ﬁrst step in testing
the transfer mechanism, as we know very precisely what the axial frequency of the
electrons is in the precision trap, and there may be a slight shift in loading positrons.
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For example, in order to center positrons on the detection ampliﬁer noise resonance
in the loading trap, the ring voltage must be shifted nearly 150 mV (out of 7.5 V)
relative to the voltage for centering the electrons.
It may be possible to load a single positron into the loading trap and then transfer
it to the precision trap. However, if there are variations in loading and transfer
eﬃciency, it may be more convenient to load and transfer a small cloud of electrons
instead. In that case, we will need a method of going from a small cloud of positrons
down to one for a g-factor measurement. There are several possible methods. We can
lower the axial well depth to "spill out" some of the particles. In another procedure,
positrons could be driven out the of well by applying a strong magnetron cooling
drive [9] or a strong axial drive [7]. Either of these are possible candidates.
8.4 Summary
We have built up a new, high stability apparatus in which we have performed
quantum jump spectroscopy on a single electron. Preliminary measurements conﬁrm
good magnet stability, a smaller magnetic bottle, a narrower cyclotron lineshape (with
the detection ampliﬁers on), and a long cyclotron lifetime consistent with a newly
designed trap cavity. We have demonstrated positron loading into the apparatus, and
with the newly installed pulsing electronics, the apparatus is poised for an improved
electron/positron g-factor comparison.
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