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KOOPMAN THEORY AND LINEAR APPROXIMATION SPACES
ANDREW J. KURDILA ∗ AND PARAG S. BOBADE †
Abstract. Koopman theory studies dynamical systems in terms of operator theoretic prop-
erties of the Perron-Frobenius and Koopman operators P and U , respectively. This paper derives
rates of convergence for estimates of these operators, corresponding to generally nonlinear dynam-
ical systems, under a variety of situations. We also derive convergence rates for some probability
measures associated with these operators, as well as for specific data-driven algorithms constructed
from them. This paper introduces a suitably general class of priors, which describes the information
available for constructing approximations, one that facilitates the development of error estimates in
many applications of interest. These priors are defined in terms of the action of P or U on certain
linear approximation spaces. For cases where it is feasible to obtain eigenfunctions of either the
Perron-Frobenius or Koopman operator, priors are defined in terms of the spectral approximation
space Ar,2λ (H) := A
r,2
λ(T )
(H) ⊂ H with r > 0 the approximation rate, T a given self-adjoint and
compact operator on H, λ := λ(T ) the eigenvalues of T , and H a Hilbert space of functions over
the domain Ω ⊆ Rd. More generally, we utilize priors expressed in terms of the Banach spaces of
linear approximation Ar,q(X) := Ar,q(X, {Aj}j∈N0 ) ⊂ X with X a Banach space of functions on
the domain Ω, r > 0 a measure of the approximation rate (or smoothness), {Aj}j∈N0 a sequence
of approximant spaces, and 1 ≤ q ≤ ∞. The most common cases studied in the paper choose the
Hilbert space H to be U := L2µ(Ω) with µ a measure or V ⊂ U a reproducing kernel Hilbert space
(RKHS). This paper characterizes the rates of convergence of approximations of P or U that are
generated by finite dimensional bases of wavelets, multiwavelets, and eigenfunctions, as well as ap-
proaches that use samples of the input and output of the system in conjunction with these bases.
Since the wavelets and multiwavelets are selected to reproduce piecewise polynomials of a certain
order, the results of this analysis also can be used to understand the best attainable approximation
rates that are achievable by common spline or finite element approximations in (Petrov-)Galerkin
approximations of the Frobenius-Perron or Koopman operators. When the estimates of the operators
are generated by samples, it is shown that the error in approximation of the Perron-Frobenius or
Koopman operators can be decomposed into two parts, the approximation and sample errors. This
result emphasizes that sample-based estimates of Perron-Frobenius and Koopman operators are sub-
ject to the well-known trade-off between the bias and variance that contribut to the error, a balance
that also features in nonlinear regression and statistical learning theory.
Key words. Dynamical Systems, Koopman Theory, Approximation Spaces, Wavelets, Dis-
tributed Learning Theory.
AMS subject classifications. 37M99
1. Introduction. Data-driven approaches for the study of dynamical systems
have flourished over the past decade. Applications using such methodologies have
arisen in several fields of science and engineering, spanning biology [66], neurosciences
[6], chemistry [32], solid mechanics [76], and fluid mechanics [24, 42]. The underly-
ing philosophy of building accurate, yet simple, models that predict the output of a
dynamical system based on observations from experiments has been a central theme
of science and mathematics. While there is an ongoing debate about the fidelity and
robustness of such data-driven models as compared to those derived from the first
principles of physics, it undeniable that data-driven approaches have been demon-
strated to be highly efficient and effective. This success is due in part to advances in
computational technologies, especially with respect to data-driven modeling.
The theory underlying many of these data-driven algorithms is referred to as
Koopman theory, and has emerged as an important discipline in the study of dy-
namical systems. The approach studies dynamical systems via an operator theoretic
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framework, and it dates back to the papers by Koopman in [36, 37]. It has also found
use as a theoretical tool for the study of Markov chains since the 1960’s, see [47] for an
overall account of the operators induced by transition probability kernels. The theo-
retic background of Koopman theory can be found in treatises on operator or ergodic
theory such as in [25] or in references on Markov semigroups [45]. Most recently, it
has been popularized for data-driven analysis of high dimensional dynamical systems
in the seminal work of Mezic in [48, 51, 49, 67].
This paper examines the approximation of the pair of dual or adjoint Perron-
Frobenius and Koopman operators P and U , respectively, in the context of the study
of dynamical systems. A large collection of papers over the past few years have studied
the use of Perron-Frobenius and Koopman operators to analyze evolutions in discrete
and continuous time, [40], [26], and [13]. Just over the past two years, studies such as
[39, 27, 34, 35, 33, 50], and the references cited therein, provide careful analyses that
establish the convergence of approximations in many situations. Results are stated
for discrete or continuous systems, as well as deterministic or stochastic flows. Both
semiflows and flows are studied, and convergence in various norms is examined. As is
natural, there is a trade-off between the strength and the generality of the conclusions
regarding convergence of approximations in these many references. Still, it is fair to
say that while convergence is often studied and proven, the rates of convergence are
rarely studied in these references per se.
We limit the study of the Perron-Frobenius and Koopman operators in this paper
to those that are easily associated to certain discrete, deterministic flows or stochastic
flows generated by Markov chains. While many of the results in this paper can also be
used as a foundation for the study of continuous flows, we leave this topic for a future
study. We discuss in more detail in Section 3.3 how the form of the operators vary
depending on whether they are being used to study the dynamics of deterministic
or stochastic flows. For now, it suffices to note that we will focus primarily, but not
exclusively, on two particular classes of applications. In the first class of examples,
the Perron-Frobenius operator takes the form
(1.1) (Pf)(x) :=
∫
p(y, x)f(y)µ(dy)
for x ∈ Ω, f ∈ L2µ(Ω), the kernel p : Ω × Ω → R, and a measure µ on the domain
Ω ⊆ Rd. This form of the operator P arises in the study of Markov chains that have
a transition probabability density p(y, x) so that the transition probability kernel is
given by P(dy|x) := p(y, x)µ(dy). Here the Koopman operator is the adjoint U = P∗
and is induced by the adjoint kernel relative to the Hilbert space L2µ(Ω).
A second class of examples are related to studies of the Koopman operator
(1.2) (Uf)(x) = (f ◦ w)(x)
for x ∈ Ω and a mapping w : Ω → Ω. This operator arises in connection to discrete,
deterministic flows in Equation 1.3 and also for some stochastic flows determined by a
Markov chain as in Equation 1.4. In these cases the Perron-Frobenius and Koopman
operators are transposes of one another, P ′ = U , with respect to the dual pairing
< ·, · >X∗×X for a Banach space X. In one setting the transpose is defined in terms
of the duality pairing between the continuous functions C(Ω) and its topological dual
space C∗(Ω), a space of signed measures. This case is quite familiar in the study of
Markov chains. [47] This is not the only common choice of X. It is also possible to
define these operators as dual with respect to the pairing < ·, · >L∞µ ×L1µ as in the
popular treatise [44], or as adjoints with respect to the inner product on L2µ(Ω).
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The limitation of the examples to these two general types enables a cohesive
and reasonably general theory of approximations of Perron-Frobenius and Koopman
operators. Still, the details of the analysis of these examples remains complex owing
the variety of choices for the domain Ω, the density p(·, ·), the mapping w : Ω → Ω,
and the measure µ. In addition, the problem of approximating the operators P,U
is made all the more difficult because the exact form of the kernel p(·, ·), measure µ,
mapping w, or even the domain Ω may be uncertain or unknown. It may be the case
that the kernel p is known, but the domain Ω ⊆ Rd that supports the dynamics is
unknown. Or, the domain Ω may be known, but the form of the measure µ over Ω
is uncertain. It might be the case that both µ and Ω are unknown. It is clear that
there are a large number of approximation problems that can arise depending on what
combination of these constituents are known or unknown. We do not systematically
consider all combinations of such problems in this paper, but focus on only a few of
the key scenarios. These typical cases then can inform the study of problems subject
to other types of uncertainty. We briefly discuss some of the specific cases we study
in this paper in the next section.
1.1. Types of Approximation Problems. This paper introduces a novel ap-
proach for the approximation of a particular class of Perron-Frobenius and Koop-
man operators whose regularity is characterized by their action on different types of
approximation spaces. The most general of these is the Banach space Ar,q(X) :=
Ar,q(X, {Aj}j∈N0) contained in a Banach space X of functions on Ω. Here the param-
eter r > 0 measures the rate that certain linear approximations converge in this space,
{Aj}j∈N0 are a family of approximant subspaces each having dimensions nj := #(Aj)
from which estimates are constructed, and 1 ≤ q ≤ ∞. These spaces have come
to assume a central role in understanding many recent advances in the theoretical
foundations of signal and image processing, denoising, compressed sensing, optimal
recovery, nonlinear regression, and harmonic analysis. [18] We also construct esti-
mates using the spectral approximation spaces Ar,2λ (H) over a Hilbert space H, which
can be shown to be a special case of the Ar,q(X) under some circumstances. We show
that by combining approximation space theory and probabilistic error estimates based
on confidence functions, an overall convergence rate is obtained for approximation of
P, U , and some of their associated data-driven algorithms for the study of dynamical
systems. We describe below several specific cases treated in this paper.
The case when p, w,Ω, µ are known: In this case we want to define algorithms and
create finite dimensional estimates Ujf or Pjf that are guaranteed to converge to Uf
or Pf , respectively, for all f in a given class of functions. Here the finite dimensional
operators Uj , for instance, are mappings onto some nj dimensional approximant space
Aj contained in the family of functions over which U is defined. Ideally, we would
like to know at what rate r > 0 the estimates Pjf or Ujf converge to true values
for different classes of functions f . Specifically, we seek conditions that guarantee the
error decays such as ‖(P −Pj)f‖X . ao(r, j) for all functions f in a given class. Here
ao(r, j) is the approximation order of rate r for estimates constructed from the sub-
space Aj . Examples of this form with ao(r, j) = 2
−rj or ao(r, j) = n−rj can be found
in Theorems 6.2, 6.3, and 7.1. Similar types of convergence rates are also derived
in Theorems 5.4 and 5.5 in terms of powers of eigenvalues ao(r, j) = λ
r/2
j when the
bases used for approximations are eigenfunctions of P or U . We also are interested in
determining conditions that Uj ,Pj converge to U ,P in some suitable operator norm,
as stated in Theorem 6.2. In most recent studies of Koopman theory, the approxima-
tions are constructed using bases that consist of algebraic polynomials, trigonometric
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polynomials, piecewise polynomial spaces such as splines or finite element spaces, as
well as eigenfunctions if their calculation is tractable.
This first category of results is important to Koopman theory for a few reasons.
As a general rule, we have already observed that it is more common that convergence
of approximations is established in many recent studies of Koopman theory [39, 40,
27, 13, 50, 78, 77, 84], but not the rate of convergence. It is also important to note
that the case here, which assumes exact knowledge of all the problem data p, w,Ω, µ,
serves as the foundation for treating much more difficult analyses when some problem
data are unknown or uncertain. This case is the starting point for the next two cases
that feature uncertainty in the problem data.
The case when p, w, Ω are known, the measure µ is unknown: Even for the study of
deterministic systems, Koopman theory includes aspects of probability theory. The
role of a measure, or measures, is central to the approach. It should come as little
surprise then that there is an interplay of deterministic and stochastic contributions
to the overall error in many of the associated approximation problems. The class of
problems when the measure µ is unknown plays an important theoretical role. It serves
to bridge the theoretical gap between the aforementioned case when all problem data
p, w,Ω, µ are known, and the most complex case studied next when all problem data
are unknown or uncertain. It is because the measure is often unknown in applications
that algorithms based on samples of the underlying dynamical system are so popular.
Examples of this case are plentiful when we have an accepted model of the discrete
evolution, and we seek to understand or characterize the subset or submanifold of the
full configuration space over which evolutions are concentrated. One such case arises
in developing lower order models from studies of computational fluid dynamics. A
fluid flow discrete model arising from a numerical approximation of the Navier-Stokes
equations might evolve on a state space having dimension d ≈ O(106) or O(107). So,
there does in principle exist an exact model, given by the Navier-Stokes equations.
Sufficiently high dimensional grids can be assumed to yield approximations with small,
perhaps negligible, error of the large scale flow dynamics. It is not practical to use
the direct numerical simulation in many applications that require interactive or near
real-time predictions. Such applications can include models of aerodynamic loads for
use in air vehicle design or flight control synthesis. In some studies the goal is to gain
an understanding of the inherent or underlying mechanics of a particular flow. The
determination of regions of recirculation, the identification of coherent structures, or
the determination of overall lift and drag trends from the dynamics of shed vortices
are but a few of the common examples. Low dimensional proxies are needed for these
applications. It is not unusual that low dimensional approximations are generated
from data-driven models that evolve on a state space having d ≈ O(10) to O(102)
degrees of freedom. In this application µ describes the concentration or support of the
dynamics on the small subset of Rd, and some low order models can be interpreted
in terms of its approximation.
The case when p, w, Ω, µ are unknown: In applications it is perhaps of the greatest
interest when the only explicit information regarding the system under study is a col-
lection of observations z := {(xi, yi)}i≤m ⊂ Ω×Ω from an experiment that measures
the output state y ∈ Ω obtained from the input state x ∈ Ω. We again consider the
study of fluid flows for an application. Some fluid flow systems are so complex that it
is prohibitively difficult, time-consuming, or just infeasible to construct an accurate
numerical simulation of the Navier-Stokes equations without supporting experiments.
It is then common that time-indexed experimental measurements of the velocity field
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are made using techniques such as particle image velocimetry (PIV), or observations
are made of pressure distributions at points on surfaces, say, from pressure sensitive
paints. These samples can be the source of discrete approximations of the fluid dy-
namics. The discrete dynamics between consecutive experimentally observed velocity
fields, for instance, can have a dimension that is still large, although perhaps not has
large as that in a full resolution simulation of the Navier-Stokes equations. In effect
both the measure µ describing the concentration of trajectories in the configuration
space and the underlying dynamic model may be largely unknown in these cases.
One goal in studying these systems is the generation of data-driven models of the
Perron-Frobenius and Koopman operators from the observations z = {(xi, yi)}i≤m of
the input-output pairs (xi, yi) of the system.
In this situation we want to derive practical estimates Pj,zf or Uj,zf that depend
on the samples z and the approximant subspace Aj and to prove in what sense these
estimates converge to Pf and Uf . These types of estimators have been proposed
and investigated in many of the recent studies [84, 77, 43, 78] and are embodied in
popular algorithms such as the Dynamic Mode Decomposition (DMD) method and
the Extended Dynamic Mode Decomposition (EDMD). These studies are important
in that they make clear the structural relationship between the EDMD algorithm
and methods to approximate the Koopman or Frobenius Perron operators, and they
establish cases in which convergence is proven. This paper will explore in what sense
rates of convergence depend on the number m of samples and dimension nj of the
approximant spaces Aj .
1.2. Approach and Philosophy. The primary aim of this paper is to intro-
duce a common theoretical framework for Koopman theory and associated data-driven
algorithms that are used in the study of dynamical systems. We focus on determi-
nation of the rates of convergence of approximations of the Koopman and Frobenius
operators, as well as some classes of measures that arise in the study of associated
data-driven algorithms. These results facilitate the study of the rates of convergence
of practical data-driven algorithms.
An essential feature of the theory in this paper is the introduction and use of a
class of priors that determine the rates of convergence. The set of priors define what
information is available about the function, measure, or operator to be approximated
[17]. (We are not referring to the notion of priors that arises in Bayesian estimation
or stochastic filtering.) In the most general analysis, this paper defines the priors
in terms of the linear approximation spaces Ar,q(X) of order r > 0 with 1 ≤ q ≤
∞ that are contained in a Banach space X of functions defined on a domain Ω.
We also study the linear spectral approximation spaces Ar,2λ (U) that are relevant to
many approaches in Koopman theory, which can be understood as a special case of
the spaces Ar,q(X) in some situations. While we have noted the broad spectrum of
advances that have been facilitated by this theory, as far as the authors can tell, the
systematic use of such priors has not been pursued in the study of Koopman theory.
The intended audience of this paper is primarily the researchers, engineers, scientists,
and academics that want to understand or use Koopman theory for the study of
dynamical systems. We have worked carefully to try and balance the generality of
the approach in this paper, the practicality of the theory for the study of data-driven
algorithms, and the intuitive understanding of what membership in an approximation
space means, pragmatically speaking. Those who are familiar with the underlying
theory of approximation spaces will be well-aware that the methodology introduced
here can be generalized substantially.
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When they are defined axiomatically, the approximation spaces Ar,q(X) for a
(quasi-)Banach space X can seem quite abstract. A discussion of the theory can
be found in the brief paper [58], and a full account of the theory is given in [19].
Reference [18] is a particularly good introduction to the theory and gives a readable,
interesting motivation for the approach. Also, Dahmen’s work in [10] is particularly
relevant to most of the theory as it is applied in this paper. The approach there
utilizes biorthogonal families of bases for the construction of approximation spaces,
and the approach here based on orthonormal wavelets or multiwavelets to construct
Ar,2(U) is but a specific case of the biorthogonal construction.
Intuition regarding the approximation spaces is perhaps most easily developed
considering Ar,2(H) when H is a Hilbert space of functions over a domain Ω, the
functions {ψi}i∈N are an H−orthonormal basis for H, and Aj := {ψi}i≤j is the ap-
proximant space from which approximations are built. This space can be understood
in terms of the generalized Fourier coefficients {(f, ψi)H}i∈N of f ∈ H in the expansion
f :=
∑
i∈N
(f, ψi)Hψi.
While the precise definition of the approximation space Ar,2(H) in Sections 2, 6, or
E might seem a bit lengthy, it is important to keep in mind a one simple fact. If f ∈
Ar,2(H), then the approximation Πjf that is obtained by truncating the orthonormal
decomposition Πjf =
∑
i<j(f, ψi)ψi, is an example of a linear approximation method.
These linear approximation strategies are explained in the context of the more general
theory of nonlinear approximation spaces in Appendix E.1 or in references [18, 58].
Linear strategies have an error for f ∈ Ar,2(H) that decays like
‖(I −Πj)f‖H . n−rj |f |Ar,2(H).
with | · |Ar,2(H) the seminorm on Ar,2(H), which is defined in Equation 6.3, and nj =
#(Aj).
1 In fact a function f ∈ Ar,2(H) if and only if the sequence {ir(f, ψi)H}i∈N
is square summable, that is, it is contained in `2(N). It follows that the greater the
approximation rate r > 0, the faster the generalized Fourier coefficients must converge
to zero for a function f ∈ Ar,2(H).
We emphasize again that approaches we study in this paper are referred to as
linear methods of approximation in the references on approximation theory [18]. This
should not be confused with the types of dynamical systems that are to be studied using
these techniques. The discrete flow, whether deterministic or stochastic, will generally
be nonlinear. Our canonical example of a deterministic system evolves according to
the recursion
(1.3) xn+1 = w(xn),
where the function w : Ω → Ω is generally nonlinear. This evolution is discussed in
more detail following Equation 3.1. We use linear approximation methods to estimate
the Perron-Frobenius or Koopman operators generated by this discrete, nonlinear,
deterministic dynamics. An analogous observation is true for our examples of discrete
1In this particular exemplary case nj := #(Aj) = O(j), but in many examples nj is some
other function of j. If we are approximating functions f : Ω ⊆ Rd → Rd using a tensor product
wavelet or dyadic spline basis for each coordinate direction, one often obtains an expression such as
nj ≈ O(d · 2dj), for instance.
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stochastic dynamics. Example 18 considers an iterated function system, or IFS, [1, 44].
It is the special case of the discrete, stochastic evolution
(1.4) xn+1 = w(xn, λn)
where w : Ω × Λ → Ω is generally a nonlinear function and {λn}n∈N is a sequence
of random values in a symbol space Λ. We describes rates of convergence of linear
methods of approximation of the Koopman and Perron-Frobenius operators generated
by the above discrete, nonlinear, stochastic dynamics.
Intuition about approximation spaces is also improved by noting that they are in
many instances equivalent to other function spaces that may be much more familiar.
We only use a few of the simplest of the numerous equivalent characterizations of these
spaces [19] in this paper. Again, in this motivating introduction, we mostly restrict
consideration to Ar,2(H) for a Hilbert space H. For analysts that study evolutionary
partial differential equations, it is frequently the case that studies are carried out in
terms of the Sobolev space W r(L2(Ω)). The Sobolev space W r(L2(Ω)) contains all
functions in the Lebesgue space L2(Ω) that have weak derivatives in L2(Ω) of order
less than or equal to r. The Banach space Cr(Ω), the set of functions having classical
derivatives through order r, is a subset of the corresponding Sobolev space, Cr(Ω) ⊆
W r(L2(Ω)). It will be important in many of our examples that linear approximation
spaces are often equivalent to Sobolev spaces, Ar,2(L2(Ω), {Aj}j∈N0) ≈W r(L2(Ω)) for
a range of r that depends on the smoothness of the basis for Aj . This is made precise
via an argument summarized in Appendix E and in the book [19]. This equivalence
is the reason why the index r is understood heurstically as a measure of smoothness
and rate of approximation. A practical implication of this fact is that a bound in the
error in terms of the approximation space norm (which may seem rather abstract)
implies that the bound holds for the more common or conventional space of r−time
continuously differentiable functions.
Analysts who study evolutionary partial or ordinary differential equations en-
counter Lipschitz conditions in many theorems that guarantee the existence of unique
solutions of initial value problems. The Lipschitz spaces play an important role in
this paper, and particularly in the examples, in that they are also often equivalent to
approximation spaces. For connecting the approximation spaces to certain Lipschitz
spaces, we rely on the generalized Lipschitz space Lip∗(r, Lp(Ω)). This space is not
usually encountered in theorems that guarantee solutions to initial value problems,
but features prominently in approximation theory. As summarized in Section 2.1,
the generalized Lipschitz spaces include the spaces Lip(r, C(Ω)) and Lip(r, Lp(Ω))
as special cases for some ranges of smoothness r. In the former, functions sat-
isfy the pointwise Lipschitz inequality that is so common in existence theorems for
ODEs. In the latter the Lipschitz condition in defined in terms of an integral in
Lp(Ω). When 0 < r < 1, for instance, we have Lip∗(r, Lp(Ω)) ≈ Lip(r, Lp(Ω)) and
Lip(r, L∞(Ω)) ≈ Lip(r, C(Ω)). We have found that the two special cases of Lipschitz
spaces make for simpler computations such as in the Example 15, while the gener-
alized Lipschitz spaces are particularly amenable to determine their relationship to
linear approximation spaces over a wider range of smoothness r via Theorem E.1 in
Appendix E.2.
One potential limitation of the approach in this paper might be that our choice to
use orthonormal bases for the construction of the approximations is too restrictive. In
fact, in this paper we mostly limit our analysis to approximations associated with pro-
jection onto families of orthonormal wavelets, multiwavelets, and eigenfunctions. By
far, most studies of convergence of approximations of Koopman and Perron-Frobenius
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operators use finite dimensional spaces of polynomials, spaces of piecewise polynomi-
als, or eigenfunctions. While the orthogonal eigenfunctions of compact self-adjoint
operators do fit nicely within the theory outlined in this paper, the choice of higher
order piecewise polynomial approximations in the references are seldom constructed
from orthonormal projections. It is much more common, for example, that piecewise
polynomial approximations are based on quadratures, an interpolation formula, or on
a (Petrov-)Galerkin approximation. There are at least two points we want to make
regarding this issue.
First, the general theory of approximation spaces is not cast in terms of orthogonal
projections onto finite dimensional subspaces spanned by orthonormal bases. Instead
the general theory is presented in many equivalent forms in the literature. A pragmatic
general theory can be expressed in terms of quasi-interpolant projections on spline
spaces [19] or biorthogonal bases of splines or wavelets [10]. Not too surprisingly,
the general theory is more complex to describe and less intuitive compared to the
case in this paper. In [10, 12, 11] it requires an introduction of a primal collection
of finite dimensional approximation spaces, as well as an associated family of dual
approximation spaces. It is precisely this complexity we seek to avoid in this overview
of how these methods can be applied to Koopman theory. In short, we have elected
to limit the discussion to such orthonormal bases primarily for pedogogic reasons.
We have chosen to stick to the theory that is simpler to state, to understand it in an
intuitive sense, and to note where the more general case could be brought to bear when
the result is fairly direct. Such is the case when we discuss approximation of measures
in Section 7.4. In this section we include a discussion of approximations of some
measures that are understood in terms of duality to the more general class of linear
approximation spaces Ar,q(X) for a Banach space X. Pragmatic implementations are
certainly possible in a the more general context. The multiscale analysis defined on
a variety of manifolds such as in [12, 11] could play an important role in Koopman
theory, for those who are not faint of heart.
Second, we have elected to employ orthonormal wavelets and multiwavelets that
exactly reproduce some common families of piecewise polynomials, finite element
spaces, or splines in all of our examples. Such choices do generate practical algorithms,
of arbitrarily high approximation order, depending on the smoothness of the basis.
It should be observed that the approximation rates in spaces such as Ar,2(L2µ(Ω))
can be used to obtain the best rates achievable by linear approximation methods
based on piecewise polynomial, finite element, or spline functions that are contained
in the span of the selected wavelets or multiwavelets. In fact, when the measure
µ is just Lebesgue measure, there are Daubechies orthonormal wavelets, “Coiflets”,
and orthonormal multiwavelets that span a large selection of polynomial, piecewise
polynomial, and spline spaces. The approach in this paper therefore gives the best
possible convergence rates for linear approximations built from all of these more tra-
ditional, and perhaps more familiar, approximant spaces that do not enforce any type
of orthonormality among the basis functions. This interpretation of the best possible
approximation rates for piecewise polynomial spaces is discussed in more detail in
Examples 21 and 22.
2. Overview of Primary Results. We have categorized a number of prob-
lems that arise naturally in the study of approximations of the Perron-Frobenius and
Koopman operators in Section 1.1. Here we specifically summarize the contributions
of this paper to each of the categories when 1) the problem data p, w, µ,Ω are known,
2) the measure µ is unknown but p, w,Ω are known, and 3) the problem data p, w, µ,Ω
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are unknown or our knowledge of them is uncertain, but we are given a collection of
observations of the input-output behavior of the dynamical system. Roughly speak-
ing, the presentation in this paper proceeds from rather general results to those that
are most specific to applications of Koopman theory. In this sense the paper progesses
from a well-known framework to investigate its implications for Koopman theory.
The simplest case is presented first, when the problem data is known. This
situation must be studied to address more difficult problems of interest to dynamical
systems and Koopman theory. We follow this discussion with a summary of the last
two categories, where some of the problem data is uncertain or unknown.
The case when p, w, µ,Ω are known. When the problem data p, w, µ,Ω are
known, this paper strengthens several existing results that study the convergence of
approximations of the Koopman or Perron-Frobenius operators. For the most part
these results are direct applications of the theory of linear approximation spaces to
Koopman theory. Perhaps the most unique or novel insight in this section are the
results that tie the approximation of the dual (or adjoint) Perron-Frobenius and Koop-
man operators to linear approximation spaces defined in terms of warped wavelets.
Thi section begins with introduction of the spectral approximation spaces Ar,2λ (U) in
Equation 5.1 with U := L2µ(Ω). The spaces A
r,2
λ (U) depend on a self-adjoint compact
operator T that has eigenpairs {(λi, ui), }i∈N with λi the eigenvalue corresponding to
the eigenvector ui. From spectral theory we know that the eigenvalues are nonin-
creasing, and they can only accumulate at zero. The Koopman or Perron-Frobenius
operators are assumed to be contained in a family of operators Ar,2λ (U) acting on the
Hilbert space U that are analogous to the spaces Ar,2λ (U). The principal results in this
context are Theorems 5.4 and 5.5 that construct approximations Pj of P, or through
duality Uj of U , from the approximant spaces Aj = spani<j{ui} that converge at a
rate O(λ
r/2
j ) whenever Pf ∈ Ar,2λ (U). Essentially, the membership of a function in the
space Ar,2λ (U) guarantees that its projection error decays like O(λ
r/2
j ). This analysis
can be used to obtain rates of convergence in numerous approaches that currently
only guarantee convergence.
The final result for the spectral approximation spaces rewrites the error bounds
by grouping the basis functions into blocks of length nj . This grouping is important
when {nj}j∈N0 is a quasigeometric sequence of integers defined in Section 2.1. If the
eigenvalues {λ2j}j∈N are quasigeometric in the sense that they satisfy
(2.1) λ1/2nj ≈ n−1j
for such a sequence of integers {nj}j∈N0 , then we have the error estimate
|P − Pnj |Ar,2λ (U) . n
−(s−r)
j
for all s > r > 0. Perhaps the most common choice of the sequence selects nj := 2
dj
for U := L2µ(Ω) and Ω ⊂ Rd. This result for the spectral approximation spaces is
written this way to emphasize its resemblance to the more general error estimates
derived in Section 6. Specifically, we have nj ≈ 2j when d = 1 in many applications
using wavelets, multiwavelets, or dyadic splines to define the approximant spaces Aj .
For the most part, this paper estimates the Perron-Frobenius and Koopman op-
erators in a more general framework using the approximation spaces Ar,q(U) for r > 0
and 1 ≤ q ≤ ∞ that are contained in the Hilbert space U . These are introduced in
Section 6. Approximations are constructed from families of orthonormal bases that
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determine the approximant space Aj that has dimension nj = #(Aj) for j ∈ N. Theo-
rem 6.4 shows that the spectral approximation spaces Ar,2λ (U) can be viewed as special
cases of the approximation spaces Ar,q(U) in the important case that the eigenvalues
are quasigeometric as in Equation 2.1. The approximations in Ar,2(U) are cast in
this paper in terms of compactly supported wavelets and multiwavelets that repro-
duce families of piecewise polynomials and splines. It is important to see that these
basis functions are readily available: they have been constructed from first principles
in a host of references. Perhaps the most well-known are the Daubechies compactly
supported orthonormal wavelets described in [14, 15]. Another well-known family
of compactly supported L2(R)−orthonormal wavelets are the “Coiflets” described in
[16, 53]. We outline the use of compactly supported orthonormal multiwavelets of
[21, 20]. Unlike the Daubechies wavelets these functions are piecewise polynomials.
The wavelets and multiwavelets above are not constructed from eigenfunctions, and
therefore they avoid the challenges associated with computation of the bases from non-
trivial Koopman or Perron-Frobenius operators. Approximations Pj are constructed,
and when Pf ∈ Ar,2(U), their error is bounded by ‖(P − Pj)f‖U ≈ O(2−rj) with
j being the resolution level of a uniform dyadic grid over Ω ⊂ Rd composed of cells
having side length 2−j . If d = 1, we have nj := #(Aj) ≈ 2j when using wavelets or
multiwavelet families, which again yields the approximation rate O(n−rj ) analogous
to that for the spectral spaces with quasigeometric eigenvalues.
An additional theoretical result of this approach follows, since the wavelet and
multiwavelet bases we use reproduce certain spline spaces. The study of rates of con-
vergence of approximants constructed from the wavelet and multiwavelets determine
upper bounds for the the best possible (linear) convergence rates of some common
approaches that are expressed in terms of algebraic polynomials, piecewise algebraic
polynomials, finite element spaces, or splines. Some of the (generalized) Galerkin
projection methods fall into this category, which are discussed in [34], for instance.
Usually in this paper we employ approximation spaces that are contained in a
Hilbert space U . When the problem data µ, p,Ω and w are known, some results for
the construction of approximations of signed measures are possible using the Hilbert
spaces Ar,2(U) contained in the Hilbert space U . A bit more generality can be advan-
tageous when we study approximation of signed and probability measures in Section
7.4. Approximation methods that are more widely applicable are obtained with in-
troduction of the spaces Ar,q(X) for a Banach space X. These priors enable the
derivation of rates of convergence for approximations of signed measures or proba-
bility measures in a weak∗ sense. This is the one section of the paper in which we
do not restrict attention to approximations in Ar,2(U) with U a Hilbert space. Ap-
proximation of signed measures is achieved using a uniformly bounded family of dual
operators Π˜′j of the linear projection operators Π˜j : X → Aj that are onto the approx-
imant spaces Aj . When approximation of signed measures is carried out in A
r,2(U),
for instance, it is shown that then we have∣∣∣〈(I −Π′j)ν, f〉C∗(Ω)×C(Ω)∣∣∣ ≈ O(2−jr) ≈ O(n−rj )
for r > 0, d = 1, f ∈ Ar,2(U) ⊂ C(Ω) ⊂ U , and ν ∈ U∗ ⊂ C∗(Ω) with Π′j : C∗(Ω) ⊂
A∗j → U∗ ⊂ C∗(Ω) the transpose of the orthogonal projection operator Πj : U → Aj
in Theorem 7.1. By construction, this example yields approximations that are signed
measures that converge in C∗(Ω), but the approximations are not guaranteed to be
probability measures even if ν is. An algorithmic approach based on this result that
generates approximations that are probability measures is discussed in Section 7.4.2.
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Again, to the best of our knowledge, the approach exploiting priors has not been
studied in a systematic way for Koopman theory. Several examples in Section 7
illustrate the approximation of signed and probability measures, and likewise demon-
strates how they can be used in the study of Perron-Frobenius or Koopman operators.
Applications of this strategy are given in Examples 10, 12, and 18. We show in our
analysis that it is possible to base approximations Pj , and therefore by duality ap-
proximations Uj , on approximations µj of the measure µ. We show that in some cases
this notion of convergence, which relies on the definition of an approximation space,
implies convergence in the bounded Lipschitz metric dBL on probability measures.
The case when p, w,Ω are known but µ is unknown. The approaches above
enable the determination of rates of convergence for several important problems in
Koopman theory, but require full knowledge of the data µ, p, w,Ω of the dynamic
system under study. Also, if the eigenfunctions are to be used to construct approxi-
mations, their calculation must be tractable. If these bases are not known or cannot
be computed, the theorems and results above do not give a realizable algorithm to
approximate the Perron-Frobenius operator P or Koopman operator U . Generally,
the popularity of Koopman theory over the past few years can be attributed in large
degree to its success in deriving approximations from samples when some or much of
the problem data is unknown. In this case it is popular to construct approximations
of P or U from samples zn := {(xn, yn)} ∈ Ω × Ω of the input state xn and output
state yn of the dynamic system. In this paper we study two different scenarios for
how observations of the system are collected. In the first, we simply make observa-
tions of the state process over time for a fixed initial condition x0 ∈ Ω, and we have
{xn, yn}n≤m for time steps n = 0, 1, . . . , n. In this case the observations are along a
sample path starting at x0. There is another important case where observations are
not collected over a sample path of the system. We consider the case in which a family
of initial conditions {xi}i≤m are determined either deterministically or stochastically,
and each {zi}i≤m = {(xi, yi)}i≤m records the single step response of the system for
each selected xi. This way of collecting samples can be thought of as a set of input-
output responses for a number of test cases. Here, the samples zi are indexed by
the initial conditions or test case, not time step. Of course, there also are hybrids
of the two above realizations of experiments: it is possible that initial conditions are
selected randomly according to some measure µ on Ω and subsequently observations
along the sample path of each are made, and so forth. It remains an exciting area
of research to explore rates of convergence of approximations for these various cases,
with the problem of fusing approximations obtained over different sample paths being
one important subproblem.
As discussed in more detail in Section 3 and Appendix B, the assumptions about
the statistics of the samples to a large extent determines how the overall rates of con-
vergence can be derived. It is almost always easier to derive approximation rates when
the samples are independent and identically distributed (IID). Such is the case if we
randomly choose an initial condition xi independently according to some fixed proba-
bility measure µ on Ω and then measure the single step response yi that is generated
by this xi. This means that for the deterministic system the states zi := (xi, yi) are
IID according to the probability distribution ν(dx, dy) := δw(x)(dy)µ(dx). More gen-
erally, the canonical discrete dynamical systems such as in Equations 1.3 and 1.4 are
all examples of a Markov chain. For any Markov chain that has transition probability
kernel P(dy, x), as discussed in Section 3.1, the samples of single step input-output re-
sponse zi := (xi, yi) are IID according to the probability measure ν := P(dy, x)µ(dx).
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Here we want to emphasize that the state process is still a Markov chain, as in Equa-
tions 1.3 and 1.4, and it generates successive samples {xn}n∈N0 over time that are
dependent. It is the collection of single step responses {(xi, yi)}i≤m indexed by initial
condition or test case that are IID. In this paper, the study of a particular problem is
first carried out under the IID assumption: the samples correspond to a collection of
test cases or different selections of initial conditions. Then, based on insights gained
from the IID scenario, the case when samples are along a sample path is considered. It
is important to note that this latter case seems to be the one studied most frequently
in the literature on Koopman theory, while the former is closely related to methods
of nonlinear regression and statistical learning theory. [28, 31, 17, 9, 79]
Suppose that the family of samples {zi}i≤m := {xi, yi}i≤m are IID, indexed by
initial condition, as discussed above. We define an approximation Pj,z in Section 2
that depends on the m samples and approximant space Aj , and we show that the
error decays like
‖Pf − Pj,zf‖U . λr/2j + 
when the analysis is carried out in a spectral approximation space such as Ar,2λ (U),
or
‖Pf − Pj,zf‖U . 2−rj + 
where j is the level of resolution of the grid used in an approximation from Ar,2(U).
Again, these estimates reflect the same rate for d = 1 if it so happens that the
eigenvalues λ
1/2
2j ≈ nj := 2j . In both cases  is the error due to stochastic contributions
from the samples z to the error. The error bounds derived here therefore depend on
the samples and the selected finite dimensional bases. Theorem 8.1 expresses a novel
convergence rate for Koopman theory that illustrates the classical bias versus variance
tradeoff for probabilistic error estimates. The rate of convergence is cast in terms of
an accuracy confidence function AC(, j) := AC(, j; f,P) that describes the measure
of the set of “bad samples” where the probabilistic error is large. The error  is small
except for a set of samples that has exponentially low probability. The size of this set
of bad samples is measured by the accuracy confidence function. See Theorem 8.1 for
a detailed discussion.
This result is generalized and considers observations collected along the sample
path of certain types of Markov chain in Theorem 8.3. In this case, the Markov chains
are assumed to be exponentially strongly mixing, an assumption closely related to the
ergodicity assumptions of many studies in Koopman theory.
The case when p, w, µ,Ω are unknown. Finally, this paper also derives new
estimates of the rate of convergence that can be achieved when the problem data
p, w, µ,Ω is uncertain or unknown. Specifically, we use a combination of the above
error analyses to derive rates of convergence for one version of the data-driven Ex-
tended Dynamic Mode Decomposition (EDMD) algorithm that is used in the study
of some discrete dynamic systems. Again, this novel error rate is derived based on the
tradeoff between contributions of deterministic errors from estimates in the approxi-
mation space Ar,2(U) and the probabilistic errors that arise from dependence on the
samples z. It assumes that the approximant space Aj is the span of the characteristic
functions 1j,k of dyadic cubes
j,k :=
{
x ∈ Rd | k2−j ≤ xi < (k + 1)2−j , i = 1, . . . , d
}
that define a partition of Ω. We show in this case that the EDMD algorithm can be
understood in terms of certain estimates developed via techniques of empirical risk
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minimization (ERM) in distribution-free learning theory. We denote by Uedmdj,z f and
Uermj,z f the estimates generated by the EDMD and ERM approaches when the esti-
mates are constructed from the approximant space Aj and z denotes the dependence
on a family of observations z. When Aj is the span of piecewise constant functions
over a dyadic partition of Ω ⊂ R, we have
Uedmdj,z ≡ Uermj,z Πj
with Πj the orthonormal projection onto Aj . In fact it follows that if f ∈ As,2(U) ⊂
C(Ω) with U := Lpµ(Ω) we have
‖Uedmdj,z f − Uermj,z f‖U . 2−(s−r)j‖f‖As,2(U)
for s > r > 0. Also, if the samples {zi}i≤m = {(xi, yi)}i≤m are a collection of
observations along the sample path of a Markov chain, and the function f ∈ Aj , we
also show that the expected value over m samples of the L2µ(Ω)-error satisfies
EPm{x}
(
‖Uf − Uedmdj,z f‖L2µ(Ω)
)
.
(
log(e(m))
e(m)
)2r/(2r+1)
for certain exponentially strongly mixing Markov chains with e(m) the effective num-
ber of samples. In the above equation Pm{x} denotes the probability distribution of the
first m steps of the Markov chain as summarized in Section 3.1 or in reference [47].
This new result is expressed when Ω ⊂ Rd, d = 1 in Theorem 8.4.
2.1. Notation and Basic Definitions. In this paper we denote by Z,N, and
N0, the integers, integers greater than zero, and nonnegative integers, respectively.
We write a ≈ b if there are two positive constants c1, c2 such that c1a ≤ b ≤ c2a.
The notation a . b implies that there is a constant c > 0 such that a ≤ cb, and the
relation& is defined similarly. We use #(S) to denote the cardinality of any set S. The
Banach spaces of p-summable sequences `p have the usual norms ‖a‖p`p :=
∑
i |ai|p for
1 ≤ p < ∞ and ‖a‖`∞ := supi |ai|. A sequence of integers {nj}j∈J is quasigeometric
provided there exists two positive constants c1, c2 such that 1 < c1 ≤ nj/nj+1 ≤ c2
for all j ∈ J ⊂ N. We say that a sequence of real numbers {λj}j∈J, such as eigenvalues
of an operator, is quasigeometric whenever there exists positive constants c1, c2 with
1 < c1 ≤ λnj/λnj+1 ≤ c2 for all j ∈ J. A domain Ω in this paper is usually either
Ω := Rd, or a compact set Ω ⊂ Rd. Some constructions of bases for instance are carried
out over Ω = Rd, and subsequently the basis set is modified so that their support is a
compact set Ω ⊂ Rd. We denote by Lpµ(Ω) the Banach space of functions f : Ω→ R
that are p-integrable with respect to a measure µ on Ω ⊆ Rd. We have ‖f‖p
Lpµ(Ω)
:=∫ |f(ξ)|pµ(dξ) for 1 ≤ p < ∞ and ‖f‖L∞µ (Ω)| = sup {|f(ξ)| : µ−a.e. ξ ∈ Ω}. We
overload our notation and also denote the vector-valued Lebesgue space (Lpµ(Ω))
d as
Lpµ(Ω). Correspondingly, we define
‖f‖p
Lpµ(Ω)
:=
∫
Ω
‖f(ξ)‖pRdµ(dξ),
‖f‖L∞µ (Ω) := ess sup
µ-a.e. x∈Ω
‖f(ξ)‖Rd ,
for 1 ≤ p < ∞ and functions f : Ω → Rd. We define C(Ω) to be the Banach space
of all continuous functions on Ω with ‖f‖C(Ω) := supx∈Ω ‖f(x)‖Rd . By UC(Ω) we
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denote the subspace of C(Ω) that consists of uniformly continuous functions endowed
with the norm it inherits. If Ω is compact, these two spaces are identical, or course.
We will also have occasion to use certain spaces of Lipschitz functions in this
paper. The most general of these are the generalized Lipschitz spaces Lip∗(α,Lp(Ω))
for α > 0 and 1 ≤ p ≤ ∞. Define the rth order difference operator
∆rh(f, x) :=
r∑
k=0
(
r
k
)
(−1)r−kf(x+ kh)
and the rth modulus of smoothness
ωr(f, t)p := sup
0<h≤t
‖∆rh(f, ·)‖Lp(Ω).
The rth modulus of smoothness is well-defined for f ∈ Lp(Ω) with 1 ≤ p < ∞, for
f ∈ C(Ω) when Ω is compact, or for f ∈ UC(Ω) if p =∞ and Ω is not compact. The
seminorm on the generalized Lipschitz space is given by
|f |Lip∗(α,Lp(Ω)) := sup
t>0
(
t−αwr(f, t)p
)
.
While this definition of a Lipschitz space might seem rather abstract, we introduce it
here since it is quite useful in relating linear approximation spaces to Lipschitz spaces
in Theorem E.1 in Appendix E. Fortunately, for a restricted range of α, these spaces
reduce to some more familiar definitions.
For instance, we say that a function f ∈ C(Ω) satisfies an r−Lipschitz inequality
if there is a constant L > 0 such that
‖f(x)− f(y)‖Rd ≤ L‖x− y‖rRd
for all x, y ∈ Ω. We define the seminorm
|f |Lip(r,C(Ω)) := sup
x,y∈Ω
‖f(x)− f(y)‖Rd
‖x− y‖rRd
.
Some references simply refer to this space as Lip r [19]. With the norm
‖f‖Lip(r,C(Ω)) := ‖f‖C(Ω) + |f |Lip(r,C(Ω)),
the set of functions
Lip(r, C(Ω)) ⊂ UC(Ω) ⊂ C(Ω)
is a Banach space for 0 < r ≤ 1. When 0 < r < 1, functions in Lip(r, C(Ω)) coincide
with functions Lip∗(r, L∞(Ω)).
We also will have occasion to employ the space of Lipschitz functions contained
in Lp(Ω) for 1 ≤ p ≤ ∞. We define the family Lip(L, r, Lp(Ω)) ⊂ Lp(Ω) for a fixed
constant L ≥ 0 as those functions for which
‖f(·+ h)− f‖Lp(Ω˜) ≤ L‖h‖r
for every ‖h‖ > 0, with the integration above over the set Ω˜ := {x ∈ Ω | x, x+ h ∈ Ω}.
For 0 < r ≤ 1 the Banach space Lip(r, Lp(Ω)) is given by
(2.2) Lip(r, Lp(Ω)) :=
⋃
L>0
{f ∈ Lip(L, r, Lp(Ω))} ,
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and the seminorm |f |Lip(r,Lp(Ω)) is the smallest constant L for which the integral Lips-
chitz inequality holds for f . When 0 < r < 1, we have Lip(r, Lp(Ω)) ≈ Lip∗(r, Lp(Ω)).
We have restricted the range of 0 < r < 1 for Lip(r, C(Ω)) and Lip(r, Lp(Ω))
simply because for this range they are equivalent to the generalized Lipschitz spaces
Lip∗(r,Ω), the latter of which are defined for r > 0. There are other ways to extend
the definitions Lip(r, C(Ω)) and Lip(r, Lp(Ω)) for greater values of r, but then their
relationship to the generalized spaces becomes a delicate matter. See the detailed dis-
cussion in [19], or the summary in [64], for further nuances. We have included all three
in this paper since we feel that the definition of Lip(r, C(Ω)) and Lip(r, Lp(Ω)) are
more convenient for calculations in examples, while the generalized Lipschitz spaces
Lip∗(r, Lp(Ω)) are more readily to related to approximation spaces. The latter topic
can be found in [19], page 358, Theorem 2.4, or as as discussed in the Appendix in
Section E.2.
For any Banach spaceX we denote its topological dualX∗, and the duality pairing
〈x∗, x〉X∗×X := x∗(x) for all x ∈ X, x∗ ∈ X∗. Let B1, B2 be Banach spaces. The
dual or transpose operator L′ of a bounded linear operator L : B1 → B2 is the unique
bounded linear operator L′ : B∗2 → B∗1 that satisfies 〈g∗, Lf〉B∗2×B2 = 〈L
′g∗, f〉B∗1×B1
for all f ∈ B1 and g∗ ∈ B∗2 . If L : H1 → H2 is a bounded linear operator acting
between the Hilbert spaces H1, H2, the adjoint operator L
∗ : H2 → H1 is the unique
bounded linear operator that satisfies (Lf, g)H2 = (f, L
∗g)H1 for all f ∈ H1 and
g ∈ H2. The Riesz map RH : H∗ → H associated with the Hilbert space H is the
isometric isomomorphism RH : u
∗ 7→ u defined by
< h∗, g >H∗×H := (RHh∗, g)H := (h, g)H
for all g ∈ H.
For a compact set Ω ⊂ Rd, the topological dual space C∗(Ω) is identified with the
finite, regular, countably additive set functions rca(Ω), which are also known as the
regular signed measures. We denote by M+(Ω) the positive measures, and by M+,1(Ω)
the probability measures, contained in rca(Ω). For any measure µ on Ω, µm denotes
the product measure on Ωm. The symbol Pm{z} is the probability distribution of the
first m steps of the discrete stochastic process {zi}i∈N. A brief discussion of discrete
stochastic processes, and in particular Markov chains, is given in the Appendix in
Section 3.1.
3. Markov Chains, Perron-Frobenius, and Koopman Operators [34],
[44]. In this section we define the class of dynamical systems, and their associated
Perron-Frobenius and Koopman operators, that are studied in the paper. Overall, the
definitions of the dynamical systems and of their associated operators differ widely
depending on the reference. The articles [40, 50] define the operators for the study
of continuous and discrete deterministic flows. Reference [27] defines Koopman op-
erators on L2µ(Ω) for periodic approximations of discrete deterministic evolutions.
Other recent studies define the operators for deterministic or stochastic flows in [34],
and [35] define them as transfer operators having probability density kernels. The
popular text [44] introduces various definitions in the event flows evolve in continu-
ous (Chapter 7) or discrete (Chapter 3) time, and for deterministic (Chapters 3-5)
or stochastic (Chapter 10) systems. In fact reference [44] further subcategorizes the
Perron-Frobenius and Koopman operators into subclasses such as the Foias and Bar-
nesley operators. The latter arises in some examples in this paper when we discuss
certain approximations of evolution supported on fractals. Reference [25] gives an in
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depth account of the analysis of flows and semiflows based on the Koopman operator
U : f 7→ f ◦ w for some fixed mapping w.
As we will see shortly, the operators associated with all of the discrete flows
above can be understood in terms of the action on either measures or functions of the
transition probability kernel of a Markov chain. [47, 65] The traditional technique
for inducing a deterministic flow on signed or probability measures from a Markov
chain [65] has been known for some time, so we follow this convention from the outset
in the paper. We begin by reviewing a few of the basic definitions for the processes
we study in Section 3.1, then discuss realizations of observations in Section 3.2, and
subsequently define the classes of operators in Section 3.3.
3.1. The Class of Discrete Dynamical Systems. In the most straightfor-
ward case studied in this paper a discrete evolution is defined on a configuration space
Ω ⊂ Rd by the recursion
(3.1) xn+1 = w(xn)
with w : Ω→ Ω a µ−measurable map. Here and below the mapping w will generally
be nonlinear. Trajectories or sample paths starting at some initial condition x0 ∈ Ω
of the dynamical system are just the sequence of iterates {xn}n∈N0 := {wn(x0)}n∈N0 .
In many problems, the dynamics governed by Equation 3.1 may not seem realistic
enough since actual experiments are subject to noise, or the model might be uncertain,
etc. Common modifications of the above deterministic equation yield the stochastic
recursions such as
xn+1 = w(xn) + ξn,(3.2)
xn+1 = w(xn, λn),(3.3)
with the sequences {ξn}n∈N0 and {λn}n∈N0 a collection of independent and identically
distributed (IID) random variables taking values in Ω and the finite symbol space Λ,
respectively. In Equation 3.3 above the function w : Ω × Λ → Ω. While dynamical
systems governed by Equation 3.2 include many prosaic physical systems, these equa-
tions also define some quite abstract dynamical systems. Equation 3.3 is the form of
governing equation for stochastic dynamical systems on fractals [1], for instance. We
include an analysis of the approximation of Perron-Frobenius and Koopman opera-
tors for this system in Example 18. Of course, many other forms of these stochastic
equations are also possible.
All three of the above examples are examples of Markov chains, which is the family
of dynamical systems we study in this paper for the representation of state evolution.
A brief account of the theoretical foundations of Markov chains is given in Appendix
3.1. A detailed study of the theory over general state spaces, which we employ in this
paper, is given in [47]. Suppose that (Ω,Σ(Ω)) is a measurable space with Σ(Ω) a
sigma-algebra of subsets of Ω. A Markov chain is a stochastic process that is defined in
terms of a transition probability kernel P : Σ(Ω)×Ω→ [0, 1]. The quantity P(A, x) is
the probability of a transition from the current state x to the measurable set A ∈ Σ(Ω)
in the next step of the discrete stochastic process. The transition probability kernel
for the deterministic flow in Equation 3.1 is given by P(A, x) ≡ δw(x)(A) with δw(x)
the Dirac measure concentrated at w(x) ∈ Ω. The transition probability kernel of the
chain in Equation 3.2 is given by P(A, x) = µ(A− w(x)). See [44] for a discussion of
Equation 3.3, or for other examples that underly different types of Perron-Frobenius
or Koopman operators.
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3.2. Realizations of Observations. In view of the above summary, the most
general class of the dynamical systems studied in this paper are those for which the
states xn evolve according to Markov chains having transition kernels P(dy, x). Up
until this point we have not concerned ourselves about how we model observations of
a particular dynamic system. The stochastic process that represents the observations
of the state equation can have quite different statistical properties, depending on the
definition or construction of an experiment. Because there are several ways to model
how measurements of a dynamical system are realized in experiments, we briefly
review models of a few common setups.
Deterministic Input-Output Samples. In one possible scenario, we assume
that m input-output samples
z = {(xi, yi)}i≤m ⊂ Ω× Ω
for the simple deterministic system are generated by fixing collection of initial condi-
tions {xi}i≤m ⊂ Ω and measuring the single step output for each initial condition
(3.4) yi := w(xi).
We choose the index i to denote that the samples here are indexed by the initial
condition or test case. The input-output samples in this scenario are exact single step
observations of a noise-free system. We can then ask how the rates of convergence of
approximations of Koopman or Frobenius-Perron operators depend on the collection
of test cases. The goal here might be to determine rates of convergence in terms of
number of test cases and coverage of the test cases over Ω. For compact domains Ω
we can construct nested grids of initial conditions and analyze convergence rates as
the mesh parameter of the grids approaches zero.
Independent Input-Output Samples. In a slight modification of the deter-
ministic scenario we assume we have a fixed probability distribution µ on Ω, the initial
conditions {xi}i≤m are drawn independently according to µ, and the single step out-
puts yi are generated exactly according to Equation 3.4. The initial conditions are
said to be independent and identically distributed (IID) with respect to the measure
µ. The sequence of samples {zi}i≤m that are generated this way are IID with respect
to the probability measure ν(dx, dy) := δw(x)(dy)µ(dx) for z := (x, y) ∈ Ω × Ω in
the deterministic, noise-free case. We can easily modify this case somewhat to allow
for noisy observations of the output state. Again, we suppose that the initial states
{xn}n≤m are drawn independently according to the fixed probability distribution µ.
The single step output states yi are assumed to be generated by a Markov chain hav-
ing transition kernel P(dy, x). In this case the single step samples z := {(xi, yi)}i≤m
are IID on Ω × Ω with distribution ν(dz) := P(dy, x)µ(dx) for z = (x, y) ∈ Ω. It
should be noted that this manner of collecting observations underlies many strategies
for constructing approximations in publications on nonlinear regression or statistical
learning theory. [17, 31, 9, 79, 70, 69, 68, 28] However, the standing assumption in
these approaches is that rates of convergence for the approximation of a typical func-
tion is desired, not approximations of an operator such as U or P. This is a subtle
distinction between nonlinear regression, learning theory, and Koopman theory. Some
approaches for nonlinear regression, statistical learning theory, or empirical process
estimation study processes that are not IID. It is safe to say, however, that these
techiques are not as widely applicable nor as mature as the results based on IID
samples.
17
Dependent Input-Output Samples. In the application of Koopman theory,
the assumption that samples are IID is sometimes made. However, it is also frequently
the case that observations are measured over multiple time steps for a single initial
condition x0 ∈ Ω, instead of over just one time step. In other words the input-
output responses {zn}n∈N0 := {(xn, yn)}n∈N0 are collected along the sample path of
the Markov chain that starts at x0. This case can arise in ergodic approximations in
Koopman theory. [25] We use the index n, the same time index as in the recursions
above, for the measurements in this case to emphasize that observations are indexed
in terms of the time step. In this case the samples {zn}n∈N0 constitute a dependent
stochastic process. In the noise-free case we have {xn}n≤m := {wn(x0)}n∈N, while
for the stochastic case the observations are along a sample path of the Markov chain
having transition probability P(dy, x).
Of course, it is also possible that hybrid collections of measurements are made
that combine aspects of the above realizations of observations. We could choose initial
conditions randomly according to some fixed probability distribution, and then mea-
sure the response over time along each sample path for a certain number of time steps.
To the authors’ knowledge error rates for such methods have not figured prominently
in the literature on Koopman theory.
3.3. Perron-Frobenius and Koopman Operators. Koopman and Perron-
Frobenius operators U and P are defined in terms of, or associated to, specific dynam-
ical systems. They have many uses including understanding the stability properties
of a flow, studying the convergence and rates of convergence of flows to equilibria or
attracting sets, or constructing predictors of observations for flows. In view of the
conventions for Markov chains [47, 65], we define the Koopman operator U and Perron-
Frobenius operator P, respectively, in terms of the transition probability P(A, x) as
(Pν)(dy) :=
∫
Ω
P(dy, x)ν(dx),(3.5)
(Uf)(x) :=
∫
Ω
P(dy, x)f(y),(3.6)
for a measure ν on Ω and function f : Ω→ R. We take these expressions as the most
general form of the definitions for U and P in this paper. We say that a probability
measure ν is invariant for the Markov chain having a transition probability kernel
P(dy, x) whenever
(Pν)(A) :=
∫
Ω
P(A, x)ν(dx) = ν
for all measurable subsets A ⊆ Ω. This definition of invariance of measures of
a Markov chain [47] takes a familiar form if the chain happens to be the simple
deterministic evolution law in Equation 3.1. In that case the transition kernel is
P(dy, x) := δw(x)(dy), and we have
ν(A) =
∫
Ω
P(A, x)ν(dx) =
∫
Ω
δw(x)(A)ν(dx)
=
∫
Ω
δx(w
−1(A))ν(dx) =
∫
Ω
1w−1(A)(x)ν(dx) = ν(w
−1(A))
for all measurable A ⊆ Ω. Thus, for the deterministic case we say that the measure
ν is invariant with respect to the mapping w : Ω → Ω provided ν(A) ≡ ν(w−1(A))
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for all measurable sets A ⊆ Ω. This is the definition of invariance common in ergodic
systems or operator theory. [25]
Several specialized definitions of the Koopman and Perronn-Frobenius operators
can be constructed from this general form, depending on a duality structure. We
summarize some of these below.
3.3.1. The Dual Pairing C∗(Ω) × C(Ω). The development of a theory for
approximation of the Koopman or Perron-Frobenius operators in this paper makes
assumptions regarding the regularity or smoothness of these operators. In our case
these regularity conditions will be expressed in terms of specific duality structures
associated with the Perron-Frobenius and Koopman operators. One important case
studied in this paper regards U as a bounded linear operator on the continuous func-
tions C(Ω) on Ω, and P : C∗(Ω) → C∗(Ω). It is often the case in our analysis that
Ω is a compact subset of Rd, which simplifies some of the duality arguments. See
[47] for a discussion of the operators P and U when the domain Ω is not compact.
When Ω is compact, the normed dual C∗(Ω) is just the family of regular countably
additive set functions, or regular signed measures, denoted C∗(Ω) ≡ rca(Ω). [23, 63]
The Koopman operator U and Perron-Frobenius operator P are then related by the
duality expression
〈Uν, f〉C∗(Ω)×C(Ω) = 〈ν,Pf〉C∗(Ω)×C(Ω)
for all f ∈ C(Ω) and ν ∈ C∗(Ω) := rca(Ω). This identity means that U = P ′,
that is, U is the topological transpose or dual operator of P relative to the pairing
< ·, · >C∗(Ω)×C(Ω). When we apply this condition for the discrete dynamical flow,
which has the transition probability kernel P(dy, x) := δw(x)(dy), we find that
(Uf)(x) = (f ◦ w)(x),(3.7)
(Pν)(A) = ν(w−1(A)).(3.8)
3.3.2. The Dual Pairing L∞µ (Ω) × L1µ(Ω). We also study transition kernels
P(dy, x) that are given in terms of a transition probability density function p : Ω×Ω→
R as in
P(dy, x) := p(y, x)µ(dy),
for some probability measure µ on Ω. If we further suppose that ν(dx) := m(x)µ(dx)
for some m ∈ L1µ(Ω), we then have
(Pν)(dy) =
∫
P(dy, x)ν(dx)
=
∫
Ω
p(y, x)m(x)µ(dx) · µ(dy) = (Pˆm)(y)µ(dy).
With suitable restrictions on the density p, this last expression leads to an alternate
definition of the Perron-Frobenius operator Pˆ : L1µ(Ω)→ L1µ(Ω) with
(3.9) (Pˆm)(y) =
∫
Ω
p(y, x)m(x)µ(dx).
In this setup the Koopman operator Uˆ : L∞µ (Ω) → L∞µ (Ω) is defined with respect to
the dual pairing 〈·, ·〉L∞µ (Ω)×L1µ(Ω), since (L1µ(Ω))∗ = L∞µ (Ω). That is, we define the
Koopman operator Uˆ from the relation
< Uˆg, f >L∞µ (Ω)×L1µ(Ω)= (g, Pˆf)L∞µ (Ω)×L1µ(Ω)
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for g ∈ L∞µ (Ω) and f ∈ L1µ(Ω). [44] It follows that the Koopman operator Uˆ is then
induced by the dual kernel in
(3.10) (Uˆg)(x) :=
∫
Ω
p(y, x)g(y)µ(dy).
3.3.3. Adjoint Operators U ,P on a Hilbert Space. We note one last defi-
nition of these operators that is found frequently in the literature. When the measure
µ is finite, that is it satisfies µ(Ω) < ∞, and the set Ω is compact, we have the
embeddings of the primal spaces
C(Ω) ⊆ L∞µ (Ω) ⊆ · · · ⊆ L2µ(Ω) ⊆ L1µ(Ω),
and of the dual spaces
L∞µ (Ω) ≡ (L1µ(Ω))∗ ⊆ (L2µ(Ω))∗ · · · ⊆ C∗(Ω) ≡ rca(Ω).
A familiar duality structure can be extracted from the above by identifying L2µ(Ω)
with itself via the Riesz mapping,
C(Ω) ⊂ L2µ(Ω) ≈ (L2(µ))∗ ⊂ (C(Ω))∗ ≡ rca(Ω).
This is a specific example of a Gelfand triple, a mathematical structure we discuss in
some detail in our analysis of the approximation of measures in Section 7.
Not surprisingly, it is quite common to encounter a definition of U˜ and P˜ as
adjoints written in terms of the inner product
(3.11) (P˜f, g)L2µ(Ω) = (f, U˜g)L2µ(Ω),
for all f, g ∈ L2µ(Ω). From the definition of the Riesz map RL2µ(Ω) : (L2µ(Ω))∗ → L2µ(Ω),
this identity means that P˜ = RL2µ(Ω)Pˆ since〈
Pˆf, g
〉
(L2µ(Ω))
∗×L2µ(Ω)
=
〈
R−1L2µ(Ω)P˜f, g
〉
(L2µ(Ω))
∗×L2µ(Ω)
= (P˜f, g)L2µ(Ω).
We consider a slight generalization of this setup in some examples in our paper.
Above, the Koopman and Perron-Frobenius operators are defined as adjoint operators
in the same Hilbert space. For example, if we consider the deterministic system with
w : Ω → Ω an onto mapping, then this may be a fruitful strategy. In many of our
examples we consider operators induced by a mapping w : Ω → Ω˜ ⊆ Rd and admit
the possibility that Ω and Ω˜ := w(Ω) do not coincide. Then it may be advantageous
to define for some measure µ˜ on Ω˜
U˜ := L2µ(Ω)→ L2µ˜(Ω˜),
P˜ := L2µ˜(Ω˜)→ L2µ(Ω),
with U˜ and P˜ adjoints as in Equation 3.11.
In the remainder of this paper, we use the common notation P and U for any of
the definitions of (P,U), (Pˆ, Uˆ), or (P˜, U˜) given above. Whether P acts on measures
or functions, for example, will be clear from context in each application or example.
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U U
V V
I∗K
TK
IK
Tµ
IK
Fig. 4.1: Commutative diagram defining operators TK and Tµ in terms of IK , I
∗
K
4. Reproducing Kernel Hilbert Spaces. In this section we summarize the
theory of reproducing kernel Hilbert spaces (RKHS) H that will enable the formula-
tion of one family of approximations, and the determination of their rates of conver-
gence. We suppose that the evolution law is such that the discrete state remains in
the compact set Ω ⊆ Rd. In fact, later in the paper, we assume that we are given field
observations {x1, x2, · · · , xN} ⊆ Ω that are generated as random samples that are
distributed in terms of the probability measure µ on Ω. The measure µ describes how
the samples are concentrated in Ω. We then are interested in constructing approx-
imations in Koopman theory that somehow reflect the structure of the measure µ.
This is accomplished in this section by introducing a RKHS V ⊂ C(Ω) ⊂ U := L2µ(Ω)
that depends on the measure µ.
The construction begins with a continuous, symmetric, positive definite kernel
K : Ω × Ω → R that is assumed to generate a reproducing kernel Hilbert space
(V, (·, ·)V ) over Ω. [71] The reproducing property of the kernel guarantees that
(4.1) (Kx, f)V = f(x)
for all f ∈ V and x ∈ Ω with the function Kx(·) := K(x, ·). Alternatively, it is
known that if all the evaluation functionals acting on a Hilbert space V are bounded,
then V is a RKHS. This means that for each x ∈ Ω, there is a constant cx such
that f(x) ≤ cx‖f‖V . We further assume that the kernel K is sufficiently regular to
continuously embed V in U := L2µ(Ω). In other words the linear injection IK : V → U
IK : f 7→ IKf = f(4.2)
is bounded, and we have ‖f‖U ≤ ‖IK‖‖f‖V for all f ∈ V . This fact can be guaranteed
if we know that the kernel K satisfies supx∈ΩK(x, x) < ∞ as shown by Smale and
Zhou in [69, 70]. It then also follows that V is separable and compactly embedded in
C(Ω). [62]
The adjoint operator I∗K : U → V is given by
(IKKq, g)U = (Kq, I
∗
Kg)V = (I
∗
Kg)(q) =
∫
Ω
Kq(y)g(y)µ(dy).
We define the operator TK : U → U as TK := IKI∗K , and we see that
TKg : = IKI
∗
Kg = IK
∫
Ω
K(·, r)g(r)µ(dr)︸ ︷︷ ︸
∈V
=
∫
Ω
K(·, r)g(r)µ(dr)︸ ︷︷ ︸
∈U
.
Analogously, we set Tµ := I
∗
KIK so that Tµ : V → V . Since I∗K is a linear compact
operator, both Tµ and TK are compact and self-adjoint. The relationship among the
operators TK , Tµ, IK , and I
∗
K is depicted in Figure 4.1
The operators TK and Tµ have convenient representations that are a consequence
of spectral theory. The spectral theory for compact, self-adjoint operators is reviewed
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in Appendix C. More extensive summaries can be found in [58, 82]. The eigenvalues of
the operators TK and Tµ are identical and are arranged in an extended enumeration,
including multiplicities, in nonincreasing order
λ1 ≥ λ2 ≥ . . . ≥ 0.
Each eigenspace corresponding to a nonzero eigenvalue is finite dimensional, and the
only possible accumulation point of this infinite sequence is zero. We denote by
{vi}i∈N ⊆ V and {ui}i∈N ⊆ U orthonormal eigenvectors of Tµ and TK , respectively,
associated with the eigenvalues {λi}i∈N. The spectral theory for compact, self-adjoint
operators guarantees that the following expansions are norm-convergent,
Tµg =
∑
i∈N
λi(g, vi)V vi in V ,(4.3)
TKf =
∑
i∈N
λi(f, ui)Uui in U,(4.4)
I∗Kf =
∑
i∈N
σi(f, ui)Uvi in V ,(4.5)
for each f ∈ U and g ∈ V . By convention these summations are carried out only over
the nonzero eigenvalues. The families {ui}i∈N and {vi}i∈N associated with nonzero
eigenvalues are an orthonormal basis for N(TK)
⊥ ⊂ U and N(Tµ)⊥ ⊆ V , respectively.
[62] In these equations σi :=
√
λi is the i
th singular value of the operator I∗K . When
the eigenvalues are non-increasing, the decompositions in Equations 4.3,4.4, and 4.5
are also known as the unique monotonic Schmidt decompositions of the compact
operators Tµ, TK , and I
∗
K , respectively. [58]
Note that since each ui ∈ U := L2µ(Ω), it is not defined for all x ∈ Ω, but only
for µ−a.e. x ∈ Ω. On the other hand, vi ∈ V ⊂ C(Ω) is defined for each x ∈ Ω. It is
always possible to extend each ui to a continuous function u˜i(x) := (TKui)(x)/λi for
all x ∈ Ω. That is, the function u˜i is a continuous representative of the equivalence
class ui. This is the Nystrom extension [62], and it is known that vi =
√
λiu˜i. In the
following we suppress the extension notation (˜·), but it must be kept in mind when
expressing vi in terms of ui.
We will use several probabilistic error bounds later in this paper that are readily
cast in terms of spaces of Hilbert-Schmidt operators, a type of operator of the Schatten
class. The Schatten class of operators Sp(U) on U of order 1 ≤ p <∞ is the Banach
space
Sp(U) := {T : U → U | T is compact and ‖T‖Sp <∞}
with the norm given in the above definition by
‖T‖Sp :=
(∑
i∈N
σpi (T )
)1/p
.
Following convention, we define S∞(U) := {T ∈ L(U) | T is compact}. We then have
‖T‖Sp <∞ =⇒ ‖T‖Sp+1 <∞,
for 1 ≤ p ≤ ∞, and therefore
S1(U) ⊂ S2(U) · · · ⊂ S∞(U) ⊂ L(U).
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The Schatten class Sp(V ) is defined similarly. The Hilbert-Schmidt operators are
obtained by choosing p = 2, while trace class operators correspond to p = 1.
Because V ⊆ U is an RKHS, more can be said about the relationship of the series
expansions in Equations 4.3 and 4.4 by exploiting properties of the Hilbert-Schmidt
operators S2(V ). We know that g(x) = (Kx, f)V for all x ∈ Ω and f ∈ V . In
this case it is possible to represent the operator Tµ in terms of the Bochner integral
Tµ :=
∫
Kx ⊗Kxµ(dx) with the tensor product (Kx ⊗Kx)g = Kx(Kx, g)V . [80] For
any g ∈ V we have
‖g‖2U =
∫
g2(x)µ(dx) =
∫
(Kx, g)
2
V µ(dx) =
∫
(Kx ⊗Kxg, g)V µ(dx)
=
(∫
Kx ⊗Kxµ(dx)g, g
)
V
= (Tµg, g)V .
This sequence of steps can be used to show that (g, vj)V = (g, uj)U/
√
λj , from which
we conclude
Tµg =
∑
i∈N
λ
1/2
i (g, ui)Uvi.
We thereby can directly compare the norms in terms of their action on the basis
{ui}i∈N,
‖TKf‖2U :
∑
i∈N
λ2i |(f, ui)U |2,
‖Tµg‖2V :
∑
i∈N
λi|(g, ui)U |2,
for f ∈ U and g ∈ V . If TK is infinite dimensional, λ2j ≤ λj for all j large enough. It is
evident that D(Tµ) ⊆ D(TK). This means that the generalized Fourier coefficients of
functions f in the domain Tµ decay faster than those in the domain of TK . This idea
can be formulated systematically by introducing the spectral approximation spaces,
discussed next.
5. Spectral Approximation Spaces Ar,2λ (U). This section introduces spectral
approximation spaces that are defined in terms of a fixed compact, self-adjoint op-
erator T : U → U . Specifically, the eigenvalues λi := λi(T ) and U -orthonormalized
eigenfunctions {ui}i∈N are used to construct Ar,2λ (U). Typically, we choose T := TK
as described in the last section, although other choices are also possible. If we happen
to have a RKHS V ⊂ U that satisfies the assumptions of the last section, we find
that U and V are two particular spaces in a scale of spectral approximation spaces
Ar,2(Ω).
For a self-adjoint and compact operator T , with non-zero eigenvalues and asso-
ciated eigenfunctions {(λi, ui)}i∈N, we define spectral approximation spaces Ar,2λ (U)
for r ≥ 0 via the formula
(5.1) Ar,2λ (U) := A
r,2
λ(T )(U) :=
{
f ∈ U
∣∣∣∣∣ |f |2Ar,2λ (U) := ∑
i∈N
(λ
−r/2
i |(ui, f)|U )2 <∞
}
.
Note that A0,2λ (U) ≡ U in this definition. Intuitively, these spaces have a simple
interpretation: a function f ∈ Ar,2λ (U) provided that the generalized Fourier coeffi-
cients (ui, f)H decay at a rate that is controlled by the speed that the inverse λ
−r/2
i
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of the eigenvalues grow. The next theorem summarizes some standard properties of
the spectral spaces.
Theorem 5.1. The spectral approximation spaces Ar,2λ (U) are nested,
As,2λ (U) ⊂ Ar,2λ (U)
for all s > r. Let Πn be the U -orthogonal projection onto the finite dimensional space
of approximants
An := span {ui | i ∈ N, i ≤ n− 1} .
If f ∈ Ar,2λ (U), we have the error estimate
‖(I −Πn)f‖U . λr/2n ‖f‖Ar,2λ (U).
Proof. Nestedness follows since
|f |2
Ar,2λ (U)
=
∑
i∈N
λ−ri |(f, ui)U |2 ≤
∑
i∈N
λs−ri λ
−s
i |(f, ui)U |2
.
∑
i∈N
λ−si |(f, ui)U |2 = |f |2As,2λ (U),
provided that s > r. The error in approximation induced by the U−orthonormal
projection Πn is shown similarly.
‖(I −Πn)f‖2U =
∑
i≥n
|(f, ui)U |2 =
∑
i≥n
λriλ
−r
i |(f, ui)U |2
≤ λrn
∑
i≥n
λ−ri |(f, ui)U |2 ≤ λrn‖f‖2Ar,2λ (U).
It is worth noting that the proof of the error bound above can be easily modified to
derive
‖(I −Πn)f‖Ar,2λ (U) ≤ λ
(s−r)/2
n ‖f‖As,2λ (U)
whenever s > r > 0 and f ∈ As,2λ (U). The bound in the theorem can be understood
as the limiting case of the above when r = 0.
We next see how the approximation spaces Ar,2λ (U) and A
r,2
λ (V ) are related when
V is a RKHS, and describe some simple mapping properties of the operators Tµ and
TK when we choose T = TK in the definition of A
r,2
λ (U). We assume that the general
setup discussed in Section 4 holds.
Theorem 5.2. If V ⊆ U is a RKHS and the imbedding iK : V → U is compact
and continuous, it follows that
1) Ar+1,2λ (U) ≈ Ar,2λ (V ) for r > 0, and
2) the operators TK and Tµ are smoothing in the sense that
TK : A
r,2
λ (U)→ Ar+2,2λ (U),
Tµ : A
r,2
λ (V )→ Ar+2,2λ (V ).
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Proof. The proof of (1) follows directly from the calculation
|f |2
Ar,2λ (V )
=
∑
i∈N
λ−ri |(f, vi)V |2,
=
∑
i∈N
λ−ri |λ−1/2i (f, ui)U |2,
=
∑
i∈N
λ
−(r+1)
i |(f, ui)U |2 = |f |2Ar+1,2λ (U).
Conclusion (2) in the above theorem holds because
|TKf |2Ar+2,2λ (U) =
∑
i∈N
λ
−(r+2)
i |(TKf, ui)U |2,
=
∑
i∈N
λ
−(r+2)
i
∣∣∣∣∣
(∑
m∈N
λm(f, um)Uum, ui
)
U
∣∣∣∣∣
2
,
=
∑
i∈N
λ−ri |(f, ui)U |2 = |f |2Ar,2λ (U).
The result for Tµ in (3) follows similarly using eigenfunction expansions in V in terms
of {vi}i∈N .
The mapping properties described above for TK or Tµ can also be understood in
terms of the operators
√
TK and
√
Tµ. We have√
TK : A
r,2
λ (U)→ Ar+1,2λ (U)√
Tµ : A
r,2
λ (V )→ Ar+1,2λ (V )
This means that we can interpret the square root operators as the (increasing) shift
operator on the scale of spaces Ar,2λ (U) and A
r,2
λ (V ). [10]
5.1. The Compact, Self-Adjoint Operators in Ar,2λ (U). We define a family
of admissible operators Ar,2λ (U) that are convenient for studying rates of convergence
of approximations in terms of the spectral spaces Ar,2λ (U). We define for r > 0 the
family of self-adjoint, compact operators Ar,2λ (U) via
Ar,2λ (U) :=
{
P =
∑
i∈N
piui ⊗ ui ∈ S∞(U)
∣∣∣∣ |P|2Ar,2λ (U) := ∑
i∈N
λ−ri |pi|2 <∞
}
(5.2)
where the formula for P above is a Schatten expansion of P in terms of the eigenvector
basis {ui}i∈N of the operator T used to define Ar,2λ (U), and {pk}i∈N ⊂ R. Admittedly,
the family of operators Ar,2λ (U) contains operators that are highly structured. Each
operator P ∈ Ar,2λ (U) is self-adjoint. We emphasize, however, that the operator
P ∈ Ar,2λ (U) is not diagonal with respect to some arbitrary orthonormal basis of U ; it
is diagonalized in terms of the basis {uj}j∈N generated from T . Suppose that {aj}j∈N
is another orthonormal basis for U . Since, as we show below in Theorem 5.3 that
Ar,2λ (U) ⊂ S2(U), the Hilbert-Schmidt operator P ∈ Ar,2λ (U) is guaranteed to have
the representation
P :=
∑
i,j∈N
pijai ⊗ aj
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with pij = (Pai, aj)U and pij = pji. Of course, the value of the norm in S2(U) does
not depend on the choice of orthonormal basis, so we must have
‖P‖2S2(U) :=
∑
i∈N
(Pui, ui)2U =
∑
i∈N
p2i =
∑
i,j∈N
p2ij =
∑
i,j∈N
(Pai, aj)2U .
We have introduced this definition so that proofs of the rates of convergence of
the operators P and U are particularly simple and illustrative. We will see that this
definition can be generalized easily to certain classes of operators defined in Section
5.2 that can contain operators that are not self-adjoint. In fact, essentially all of the
error bounds derived in Theorem 5.4 for the family defined in Equation 5.2 hold for
the more general class of admissible operators introduced in Section 5.2 that contains
non-self-adjoint operators too.
The family of operators Ar,2λ (U) can again be understood intuitively like the
definition of the spectral spaces Ar,2λ (U). A feasible Perron-Frobenius operator P ∈
Ar,2λ (U) has a Schatten class representation whose coefficients decay at a rate that is
inversely proportional to the rate at which the eigenvalues λi(T ) converge to zero for
some fixed compact, self-adjoint operator T . In this sense, the fixed operator T , by
virtue of its eigenstructure, defines rates of convergence in Ar,2λ (U). When V ⊆ U is a
RKHS, the operators TK or Tµ that are induced by a symmetric kernel K : Ω×Ω→ Ω
are a natural choice for the definition of Ar,2λ (U) or A
r,2
λ (V ), respectively. However,
the definition above need not be restricted to this case. We summarize a few of the
easy properties of the operators in Ar,2λ (U).
Theorem 5.3. For each r > 0 we have
Ar,2λ (U) ⊂ S2(U).
The family of operators Ar,2λ (U) are nested,
As,2λ (U) ⊂ Ar,2λ (U),
whenever s > r > 0.
Proof. Each Ar,2λ (U) ⊂ S2(U) since
‖P‖2S2(U) :=
∑
i∈N
σ2i (P ) =
∑
i∈N
p2i .
∑
i∈N
(piλ
−r/2
i )
2 = ‖P‖2Ar,2λ (U).
The second assertion follows from
|P|2
Ar,2λ (U)
=
∑
i∈N
λ−ri |pi|2 =
∑
i∈N
λs−ri λ
−s
i |pi|2,
≤
∑
i∈N
λ−si |pi|2 = |P|2As,2λ (U),
as long as s > r > 0.
Note carefully that the larger the approximation index r > 0, the smaller the space
Ar,2λ (U). A similar inclusion holds for the operators in A
r,2
λ (U). The norm inequality
above implies an imbedding of the scale of operators Ar,2λ (U) that resembles that for
the spectral spaces Ar,2λ (U) in the sense that
· · · ⊂ Ar+1,2λ (U) ⊂ Ar,2λ (U) ⊂ Ar−1,2λ (U) ⊂ · · · ⊂ S2(U) ⊂ · · · ⊂ S∞(U) ⊂ L(U).
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Having defined the spaces Ar,2λ (U) and the family of admissible operators A
r,2
λ (U),
we begin with a rather straightforward result. Although it is nearly self-evident, it is
often a building block for more complex error bounds derived later. Specifically, we
derive an approximation rate that holds for the family of operators Ar,2λ (U) and the
approximation spaces Ar,2λ (U).
Theorem 5.4. Suppose that r > 0 and P has the monotonic Schmidt decompo-
sition P := ∑i∈N piui ⊗ ui ∈ S∞ with respect to the U -orthonormal basis of eigen-
functions {ui}i∈N of the compact, self-adjoint operator T . Define the associated ap-
proximation space Ar,2λ (U) in terms of the eigenstructure of T , and denote by Pn
the approximation obtained when the Schatten class representation is truncated to
Pn :=
∑
1≤i≤n−1 piui ⊗ ui. If Pf ∈ Ar,2λ (U), we have the error bound
(5.3) ‖(P − Pn)f‖U . λr/2n |Pf |Ar,2λ (U).
This bound holds in particular for the two important cases when 1) P ∈ L(U) and
f ∈ Ar,2λ (U) or when 2) P ∈ Ar,2λ (U) and f ∈ U . Suppose that the eigevalues are
quasigeometric in that there are two constants c1, c2 with
1 < c1 ≤
λnj−1
λnj
≤ c2
for all j ∈ N with {nj}j∈N0 a quasigeometric sequence of integers. In this case for
s > r > 0 we have
(5.4)
∣∣P − Pnj ∣∣Ar,2λ (U) ≤ λ(s−r)/2nj |P|As,2λ (U).
Proof. First, we know we have f =
∑
i∈N(f, ui)Uui since A
r,2
λ (U) ⊂ U . When
Pf ∈ Ar,2λ (U), we compute the error
‖(P − Pn) f‖2U =
∥∥∥∥∥∥
∑
i≥n
piui ⊗ ui
(∑
k∈N
(f, uk)Uuk
)∥∥∥∥∥∥
2
U
,
=
∑
i≥n
p2i |(f, ui)U |2 ≤
∑
i≥n
p2iλ
r
iλ
−r
i |(f, ui)U |2,
≤ λrn
∑
i∈N
λ−ri |pi(f, ui)U |2 = λrn|Pf |2Ar,2(U).
Thus Equation 5.3 holds. When P ∈ L(U) and f ∈ Ar,2λ (U), we have
‖Pf‖2
Ar,2λ (U)
=
∑
i∈N
λ−ri |pi(f, ui)U |2 =
∑
i∈N
p2iλ
−r
i |(f, ui)|2U
≤ ‖P‖2L(U)‖f‖2Ar,2λ (U) <∞,
which shows that the bound above holds for case (1). Now, at the other extreme, if
we only know that f ∈ U , but P ∈ Ar,2λ (U), we see that
‖Pf‖2
Ar,2λ (U)
=
∑
i∈N
(λ−ri p
2
i )|(f, ui)|2U ≤ |P|2Ar,2λ (U)‖f‖
2
U <∞,
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which gives the same rate in case (2). We now show that Equation 5.4 is true. We
prove the result in the theorem for nj = 2
j since this case resembles many of the
rates derived later in the paper. See [60, 57] for the details associated with a general
quasigeometric sequence. The proof for a general quasigeometric sequence follows
similarly. We can write
∑
i≥n
λ−ri |pi|2 =
∑
j≥n
2j+1−1∑
k=2j
λ−rk |pk|2 ≤
∑
j≥n
λ−r
2(j+1)
2j+1−1∑
k=2j
|pk|2
≤
∑
j≥n
λsjλ
−(r+s)
2(j+1)
2j+1−1∑
k=2j
|pk|2 . λsn
∑
j∈N0
λ
−(r+s)
2j+1
2j+1−1∑
k=2j
|pk|2
. λsn
∑
j∈N0
λ
−(r+s)
2j
2j+1−1∑
k=2j
|pk|2 . λsn
∑
j∈N0
2j+1−1∑
k=2j
λ
−(r+s)
k |pk|2
= λsn|P|2Ar+sλ (U)
The error bound now follows by defining sˆ := r + s and rewriting the above as
|P − Pj |2Ar,2λ (U) ≤ λ
sˆ−r
n |P|2Asˆλ(U).
The next example describes an overall process by which the preceding analysis
is applied. Initially, the operator T : U → U is selected, and its eigenvalues and
U−orthonormal eigenfunctions are used to define the approximation spaces Ar,2λ (U).
Then, the approximation rates of operators Pj are studied, for example, when Pf ∈
Ar,2λ (U) or P ∈ Ar,2λ (V ). This case considers a linear dynamical system for purposes
of illustration, but as is clear from several examples that follow, the same general
process is applicable to nonlinear systems.
Example 1 (Discrete Approximation of the Heat Equation).
Defining T , Ar,2λ (U), and A
r,2
λ (U). Let T1 ⊂ R2 be the unit circle, L2(T1)
be the periodic square integrable functions over T1, and let T˜ be the second order
differential operator T˜ (·) := −d2(·)/dx2. It is straightforward to check that the
eigenvalue problem that seeks a nontrivial solution of
T˜ f = λ˜f
subject to the periodic boundary conditions
f(0) = f(2pi),
df
dx
(0) =
df
dx
(2pi),
generates the orthonormal eigenpairs{(
λ˜m, ψm
)}
m∈Z
=
{(
m2,
1√
2pi
ejˆmx
)}
m∈Z
.
Orthonormality is defined with respect to the inner product (f, g)L2(Ω) :=∫
Ω
f(ξ)g(ξ)dξ on the L2(T1) space of complex functions.
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A quick check. We know that dψmdx =
jˆm√
2pi
ejˆmx. We then have
(L˜ψm)(x) = −d
2ψm
dx2
(x) = −
(−m2√
2pi
ejˆmx
)
= m2ψm(x) = λ˜mψm(x).
Also,
ψm(0) =
1√
2pi
e0 =
1√
2pi
ejˆ2pim = ψm(2pi),
ψ′m(0) =
jˆm√
2pi
e0 =
jˆm√
2pi
ejˆ2pim = ψ′m(2pi).
The operator T˜ is a differential operator that generates a Sturm-Liouville sys-
tem. The differential operator T˜ can be used define an associated inverse operator
T := (T˜ |N(L˜)⊥)−1 that is in fact a linear, self-adjoint, compact integral operator
on L2(T1). [55] Any function f ∈ L2(T1) consequently has the Fourier series
representation
f =
∑
k∈Z
(f, ψk)L2(T1)ψk.(5.5)
Although our theory in Section 4 above studies real-valued functions, only a slight
reindexing is needed to modify the definitions to make sense for the complex func-
tions ψm. The spectral approximation space generated by this complex orthonor-
mal basis is given by
Ar,2λ (L
2(T1)) :=
f ∈ L2(T1)
∣∣∣∣|f |2Ar,2
λ
(L2(T1)) :=
∑
m∈Z−{0}
λ−rm |(f, ψm)L2(T1)|2 ≤ ∞
 .
In this case we have
|f |2
Ar,2λ (L
2(T1)) =
∑
m∈Z−{0}
λ−rm |(f, ψk)L2(T1)|2 ≈
∑
m∈Z−{0}
m2r|(f, ψk)L2(T1)|2
It is known that the rightmost series above is in fact equivalent to the seminorm
on the Sobolev space W r,2(T1). [18] We also see that the RKHS space V =
A1,2λ (U) ≈ W 1,2(T1). This choice of the operator T , as a compact self-adjoint
integral operator, is consistent with the assumptions of Section 4 when d = 1.
The Sobolev Embedding Theorem states that if m > d/2, then Wm,2(T1) ↪→ C(T),
and we have
V ≈W 1,2(T1) ⊂ C(T1) ⊂ L2(T) = U.
[19]
The eigenfunctions above are elements in the L2(T1) space of complex func-
tions. We can further study the kernels that induce the operator L in terms of the
complex eigenfunctions. However, for the form of the real-valued RKHS spaces
presented in Section 4, it is more convenient to cast the analysis in terms of the
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L2(Ω) space of real functions. The eigenvectors uk,i of T , viewed as an operator
on the L2(Ω) space of real functions, are given by
uk,i(x) :=

1√
2pi
i = 1, k = 0,
cos kx√
pi
i = 1, k ≥ 1,
sin kx√
pi
i = 2, k ≥ 1,
and the corresponding eigenvalues are
λk,i :=
 0 i = 1, k = 0,1/k2 i = 1, k ≥ 1,
1/k2 i = 2, k ≥ 1.
Note that u0,2 is not defined in this numbering convention. It is easy to check
that the functions uk,i are orthonormal with respect to the real inner product
(f, g)L2(T1) =
∫
Ω
f(ξ)g(ξ)dξ. For any f in the real L2(Ω) space, we have
f =
∑
k≥1
∑
i⊆1,2)
(f, uk,i)L2(T1)uk,i,
which yields the same result as in the complex expansion in Equation 5.5 when
the function f is real-valued. We define the real Hilbert space U := L2(T1), and
in the notation of Sections 4 and 5, we have
TKf := Tf =
∑
k≥1
∑
i=1,2
λk,i(uk,i, f)Uuk,i,
Ar,2λ (L
2(T1)) :=
f ∈ L2(T1)
∣∣∣∣|f |2Ar,2
λ
(L2(T1)) :=
∑
k≥1
∑
i=1,2
λ−rk,i |(f, ψk,i)L2(T1)|2 <∞
 ,
and
Ar,2λ (L
2(T1)) =
P = ∑
k≥1,i=1,2
pk,iuk,i ⊗ uk,i
∣∣∣∣ ∑
k≥1,i=1,2
(pk,iλ
−r/2
k,i )
2 <∞
 .
Note that the kernel of the operator T is not included in the definition of
Ar,2λ (L2(T1)) above.
Analysis of the Operator U , Uj . We next illustrate how the approxima-
tion spaces can be used to estimate the Koopman or Perron-Frobenius operators
for an example of an evolution equation. Consider the model for the time evo-
lution of the temperature τ in a heat conduction problem over a ring where the
thermal conductivity is normalized to one. The governing equation for the tem-
perature τ takes the form
dτ
dt
(t, x) =
∂2τ
∂x2
(t, x) (t, x) ∈ [0,∞)× [0, 2pi],
subject to the boundary conditions
τ(t, 0) = τ(t, 2pi),
∂τ
∂x
(t, 0) =
∂τ
∂x
(t, 2pi),
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and to the initial condition
τ(0, x) = τ0(x) x ∈ [0, 2pi].
It can be shown that the solution (modulo constant functions) of this evolution
equation is given by
τ(t) := τ(t, ·) :=
∑
k≥1,i=1,2
e−k
2t(τ0, uk,i)L2(T1)uk,i(·),
or τ(t) = S(t)τ0 with S(t) a linear C
0-semigroup of operators. By sampling, this
continuous flow induces a discrete flow P : L2(Ω)→ L2(Ω) with
τi+1 := τ(ti+1) = S(ti+1 − ti)τ(ti) = Pτi,
with {τi}i∈N0 ⊂ L2(Ω). The discrete evolution law is induced by a kernel p :=
ph(·, ·) : [0, 2pi] × [0, 2pi] → R that depends parametrically on the step size h > 0,
with
τi+1(x) := (Pτi)(x) :=
∫
Ω
p(x, y)τi(y)dy
where
p(x, y) :=
∑
k≥1,i=1,2
e−hk
2
uk,i(x)uk,i(y).
In other words with pk,i := e
−hk2 we have
P :=
∑
k≥1,i=1,2
pk,iuk,i ⊗ uk,i,
which is the form of a kernel in Ar,2(U). It turns out that the operator P above
is very smooth. Now consider the sum∑
k≥1
∑
i=1,2
λ−rk,ip
2
k,i =
∑
k≥1
∑
i=1,2
k2re−2hk
2
.
The function x2re−2hx
2
is monotonically decreasing for all x >
√
r/h and ap-
proaches zero as x→∞. This means that∑
k≥k0
∑
i=1,2
k2re−2hk
2 ≤
∫ ∞
0
x2re−2hk
2
dx
for some any integer k0 ≥
√
r/h. Since the integral on the right is finite for every
positive r and h, we conclude that P ∈ Ar,2λ (U) for every r > 0, and the results
of Theorem 5.4 hold.
Example 2 (Spaces Adapted to a Specific P). In this example we explore a
bit more how the results of Theorem 5.4 can be further refined. From the definition
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in Equation 5.2 we known that the the operator
P :=
∑
i∈N
pivi ⊗ vi.
Suppose the coefficients {pi}i∈N are nonincreasing and can only accumulate at
zero. It is therefore possible to define the approximation space
Ar,2p (V ) :=
{
f ∈ V
∣∣∣∣ |f |2Ar,2p (V ) := ∑
i∈N
|pi|−r|(f, vi)V |2
}
.
It is immediate that
|f |2
Ar,2λ
:=
∑
i∈N
|λi|−r|(f, vi)V |2 =
∑
i∈N
|λi|−r|pi|2|pi|−2|(f, vi)V |2 . |f |2A2,2p (V ),
and therefore
A2,2p (V ) ⊆ Ar,2λ (V ).
The space Ar,2p (V ) can be endowed with the inner product
(f, g)Ar,2p (V ) :=
∑
i∈N
(
p
−r/2
i fi, p
−r/2
i gi
)
V
where f :=
∑
fivi and g =
∑
givi. It is clear from this definition that f ∈ Ar,2p (V )
if and only if
‖f‖2
Ar,2p (V )
:= (f, f)Ar,2p (V ) <∞.
It is also immediate that the family of functions {vrp,i}i∈N := {pr/2i vi}i∈N is an
orthonormal basis for Ar,2p (V ).
Now suppose that we have a stronger condition that relates the kernels K and
p: we assume the equivalence of the sequences
{pi}i∈N ≈ {λr/2i }i∈N.
That is, there exist two constants c1, c2 > 0 such that
c1λ
r/2
i ≤ pi ≤ c2λr/2i
for all i ∈ N. With this assumption we see that A2,2p (V ) ≈ Ar,2λ (V ). Since the
kernel K is positive, the kernel of P is positive, symmetric, and continuous, and
therefore it is possible to define a RKHS Vp ⊂ L2µ(Ω) in terms of p(x, y). Then
we know that
P :=
∫
Ω
px ⊗ pxµ(dx) =
∑
i∈N
pivi ⊗ vi.
From Theorem 11 of [3] we can compute the reproducing kernel on Ar,2p (V ) ≈
Ar,2λ (V ) from the kernel K on V .
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5.2. Compact and Non-Self-Adjoint Operators in Ar,2λ (U). In the last
section we presented a definition of feasible operators Ar,2λ (U) that facilitated the study
of convergence rates relative to the spectral approximation spaces Ar,2λ (U). In a typical
application, Theorem 5.1 is used by first fixing some compact self-adjoint operator
T whose eigenvalues and eigenfunctions {λi, ui}i∈N} are used in the construction of
the spectral space Ar,2λ (U). The set of admissible operators consists of compact, self-
adjoint operators that have Schatten decompositions that decay faster that the inverse
of the eigenvalues used to build Ar,2λ (U). If we construct a RKHS V ⊂ U , then the
integral operator TK given by
(5.6) (TKf)(x) :=
∫
Ω
K(x, y)f(y)µ(dy)
is one logical choice for the operator T that defines Ar,2λ (U). Here, the kernel K(x, y)
symmetric. It is a requirement that ensures the symmetry of the inner product on
the real RKHS V ⊂ U .
However, it is important to observe that there is no compelling requirement to
restrict attention to Perron-Frobenius, or Koopman operators, that are induced by a
symmetric kernel. It is a simple matter to define deterministic or stochastic discrete
evolutions for which the associated operators are non-self-adjoint. We now discuss
how the setting of the last section can be extended to allow for some operators that
are not self-adjoint.
The theory of integral operators and their mapping properties has been studied
extensively over the years, and many approaches exist to study them. Comprehensive
accounts can be found in [58, 59]. One choice that is canonical and serves as an
exemplar for other approaches is the case when it is assumed that p(x, y) is a kernel
in L2µ×µ(Ω × Ω) that induces an operator P : L2µ(Ω) → L2µ(Ω). In fact, an operator
P : L2µ(Ω)→ L2µ(Ω) has the form in Equation 5.6 if and only if it is a Hilbert-Schmidt
operator. In this case, for any orthonormal basis {ψi}i∈N of L2µ(Ω), such an operator
P is induced by the kernel
p(x, y) =
∑
m∈N
∑
n∈N
(Pψm, ψn)Uψm(x)ψn(y),
and we also know that
‖P‖2S2(U) =
∑
i∈N
σ2i :=
∑
i∈N
‖Pψi‖2U =
∑
m∈N
∑
n∈N
|(Pψm, ψn)|2.
The study of kernels of this type is facilitated by exploiting the equivalence of
these norm expressions to the norms of certain infinite matrix operators that act on
`2(N). We define the infinite matrices [pm,n] := [(Pψm, ψn)] and [Dsλm ] := diag(λsm)
for s ∈ R. The induced matrix operator norm ‖pm,n‖M is defined in the usual way
‖[pm,n]‖M := sup
{zn} ∈ `2(N)
{zn} 6= {0}
‖[pm,n]{zn}‖`2(N)
‖{zn}‖`2(N) .
With this notation we have ‖f‖U = ‖{(f, ψm)U}‖`2(N), and it is straightforward to
show that
‖P‖L(U) = ‖[pm,n]‖M .
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It also follows that f ∈ Ar,2λ (U) if and only if ‖[D−r/2λn ]{fn}‖`2(N) < ∞. We overload
the definition of Dsλ• and also interpret it as an operator on functions by associating
its representation
Dsλ•f ∼ [Dsλm ]{fm}
with fm := (f, ψm)U for m ∈ N.
We then can generalize the definition of the families of feasible spectral operators
and write
Ar,2λ (U) :=
P = ∑
m,n∈N
pm,num ⊗ un ⊂ S∞(U)
∣∣∣∣∣∣ |P |2Ar,2λ (U) :=
∑
m∈N
∑
n∈N
pm,nλ
−r/2
n
2 <∞
 .(5.7)
The expression above reduces to that in the Definition in Equation 5.2 when the oper-
ator P is diagonalized by the eigenfunctions of the operator T used to define Ar,2λ (U).
The seminorm |P|Ar,2λ (U) is easily shown to have the alternative representations below:
|P|2Ar,2λ (U) := trace
(
(D
−r/2
λ• P)∗D
−r/2
λ• P
)
=
(
D
−r/2
λ• P, D
−r/2
λ• P
)
S2(U)
,
:=
∑
`∈N
(
D
−r/2
λ• Pψ`, D
−r/2
λ• Pψ`
)
U
,
= trace
([
[p`,i][D
−r/2
λi
]
]T [
[p`,i][D
−r/2
λi
]
])
= trace
(
[pi,`][p`,i]
[
D
−r/2
λi
]2)
= trace
([
[p`,i][D
−r/2
λi
]
]2)
=
∑
`∈N
(∑
i
p`,iλ
−r/2
i
)2
.
Other equivalent forms of the last line follow from the identities trace(A∗B) = trace(B∗A)
for any operators A,B ∈ S2(U).
We have the following approximation bounds in terms of this updated definition of
Ar,2λ (U).
Theorem 5.5. The results of Theorem 5.4 hold with the definition of Ar,2λ (U) in
Equation 5.7.
Proof. If we define fn := (f, un)U for each n ∈ N, we can bound the error by
writing
‖(P − Pj)f‖2U =
∑
m≥j
∑
n≥j
pm,nfn
2 = ∑
m≥j
∑
n≥j
λr/2n λ
−r/2
n pm,nfn
2 ,
≤ λrj
∑
m≥j
∑
n≥j
pm,nλ
−r/2
n fn
2 ≤ λrj ∥∥∥[pm,n][D−r/2λn ]{fn}∥∥∥2`2(N) ,
≤ λrj ‖[pm,n]‖2M ‖[D−r/2λn ]{fn}‖2`2(N) ≤ λrj‖P‖2L(U)|f |2Ar,2λ (U),
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when f ∈ Ar,2λ (U). It is clear from above that when f ∈ U only, we get
‖(P − Pj)f‖2U ≤ λrj‖[D−r/2λm ][pm,n]{fn}‖2`2
≤ λrj‖[D−r/2λm ][pm,n]‖2M‖{fn}‖2`2
≤ λrj |P|2Ar,2λ (U)|f |
2
U
provided that P ∈ Ar,2λ (U). We also see that
‖(P − Pj)f‖2U ≤ λrj |Pf |2Ar,2(U)
when Pf ∈ Ar,2λ (U).
6. The Approximation Spaces Ar,q(U). In this section we introduce the more
general linear approximation spaces Ar,q(U) for rates r > 0 and 1 ≤ q ≤ ∞. These will
be important to characterize the regularity of a wider variety of Perron-Frobenius or
Koopman operators and to determine the rates of convergence of the approximations.
Spectral approximations feature prominently in many of the recent papers that
construct approximations in Koopman theory. There are several reasons for intro-
ducing the spaces Ar,q(U), although they do not seem to have been used extensively,
or at all, in the study of Koopman theory for dynamical systems. We have chosen
to present spectral approximation spaces Ar,2λ (U) first as a means of building insight
about the more abstract spaces Ar,q(U). We will see that in some important cases
the spectral approximation spaces are special cases of the spaces Ar,q(U). Essentially,
the equivalences result from making assumptions on the rates of convergence of the
eigenvalues {λk}k∈N to zero in the operator expansions in Equations 4.3, 4.4, and 4.5.
So approximation spaces provide a reasonable framework to cast approximations in
terms of eigenvalues and eigenfunctions of TK or Tµ, provided their eigenvalues con-
verge to zero at a compatible rate. However, they are much more general and their
construction is not given in terms of the eigenstructure of some fixed self-adjoint,
compact operator T .
One other important reason for the introduction of the scale Ar,q(U) is simply
pragmatics: approximation spaces can be defined in terms of a specific choice of bases
used for realizing approximations, although it is also possible to define them in a
coordinate free manner just using projections. [10] While the axiomatic foundations
of the theory can be abstract, applications of the theory can therefore be a direct
source of realizable algorithms. As we have summarized in the introduction, and
discuss more fully below, this approach can be used to deduce rates of convergence
for a wide variety of bases. These bases include trigonometric polynomials, algebraic
polynomials, piecewise algebraic polynomials, splines, and wavelets. This means that
in the event that the calculation of eigenfunctions is infeasible, it is still possible to
construct estimates and study rates of convergence of approximations.
There is yet another technical reason for pursuing an approximation framework
that is not spectral in nature. We have emphasized that the definition of the spectral
spaces are essentially tied to a fixed operator T , and the approximation rates are
stated in terms of eigenvalues of the kernel of a RKHS. In fact, the spectral spaces
Ar,2λ (U) defined in this way are an example of what is called a “native space” as-
sociated with a RKHS. It is a rule of thumb that error rates are easily derived for
functions in the native space generated by a particular kernel, but it is often not
easy to describe how such estimates can be applied to other more common spaces.
Naturally, approximation theorists seek to understand how these approximation rates
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in the native space relate to approximation rates in general, “standard” spaces such
as Lipschitz, Sobolev, or Besov spaces. A number of such relationships have been
derived, see [83]. Researchers who study variants of approximations from RKHS have
also referred to this problem as “escaping the native space.” [54]. As a rule, error
estimates are more valuable when they apply to a broad family of spaces, not just to
ones that are specifically tied to a problem, or operator T at hand.
One other important feature of the approximation spaces Ar,q(U) is that there is
a rich and systematic theory that establishes the equivalence approximation spaces
to interpolation between more common spaces. We will use a few of the fruits of this
analysis in our paper, but the interested reader should consult standard references
for the details. A discussion of the theory for quite general approximation spaces
can be found in classical references such as [60], [58], [19],[2]. See Section E for a
very brief overview of the general theory. We will introduce the spaces Ar,q(U) here
with U = L2µ(Ω), but the definitions of the approximation spaces A
r,q(V ) are entirely
analogous.
Let {Aj}j∈N0 be a collection of approximant subspaces of a Banach space U that
satisfy the properties summarized in the Appendix E. These assumptions include the
fact that the approximant spaces are nested and that their closed linear span is dense
in U . The approximation error En(f, U) of f ∈ U over An is given by
En(f, U) := inf
a∈An
‖f − a‖U ,
and the approximation space Ar,q(U) for r > 0 is the Banach space
Ar,q(U) :=
{
f ∈ U
∣∣∣∣ ‖f‖Ar,q(U) <∞}
with
‖g‖Ar,q(U) :=
{ (∑∞
n=1 [n
rEn−1(f, U)]
q 1
n
)1/q
1 ≤ q <∞
supn≥1 [n
rEn−1(f, U)] q =∞.
There is another useful way to express the norm on Ar,2(U) when U is a Hilbert space.
Denote by Πj : U → Aj the U -orthogonal projection of U onto Aj for each j ∈ N0.
We let Qj := Πj −Πj−1 for j ∈ N0 and Π−1 = 0 and set
|f |Ar,q(U) :=
{ (∑∞
j=0[2
rj‖Qjf‖U ]q
)1/q
1 ≤ q <∞,
supj≥0
[
2jrE2j (f, U)
]
q =∞.
In this definition |f |Ar,q (U) is only a seminorm: the norm is defined as ‖g‖Ar,q(U) :=
‖g‖U + |g|Ar,q(U). For q = 2 and U a Hilbert space, the space Ar,2(U) is a Hilbert
space with the inner product given by
(f, g)Ar,2(U) := (f, g)U +
∑
j∈N
22jr(Qjf,Qjg)U =
∑
j∈N0
22jr(Qjf,Qjg)U
The following theorem is analogous to Theorem 5.1 for the spectral approximation
spaces.
Theorem 6.1. The approximation spaces are nested,
As,2(U) ⊂ Ar,2(U)
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for s > r > 0. Let Πj be the U−orthogonal projection onto the Aj in the definition of
Ar,2(U) := Ar,2(U, {Aj}j∈N0). If f ∈ Ar,2(U), we have the error estimate
‖(I −Πj)f‖U ≤ 2−rj |f |Ar,2(U).
Proof. The proof of this theorem resembles the spirit of the proof in Theorem
5.1 when we identify λ
1/2
j ∼ 2−j . Nestedness as stated in this theorem is trivial to
establish, and in fact there are other nestedness conditions for the general case as
summarized in the full theory. [19]. Since f ∈ U , the telescoping series
f =
∑
j∈N0
Qjf
converges in U . Each Qjf is perpendicular to all Qjf for j 6= i by definition, and we
have the orthogonal sum
‖f −Πjf‖2U :=
∑
i≥j
‖Qif‖2U ≤
∑
i≥j
22ri2−2ri‖Qif‖2U
≤ 2−2rj
∑
i≥j
22ri‖Qif‖2U ≤ 2−2rj |f |2Ar,2(U).
This bound, just like in our analysis of spectral approximation spaces in Theorem 5.1,
can be alternatively written as
‖(I −Πj)f‖Ar,2(U) ≤ 2−(s−r)j‖f‖As,2(U)
for s > r > 0 when f ∈ As,2(U).
6.1. The Multiscale Structure, Wavelets, and Multiwavelets. Earlier we
reviewed how L2µ(Ω)-orthonormal bases can be constructed from the eigenfunctions of
linear, compact, self-adjoint operators. In that construction U := L2µ(Ω) is separable,
and so is the reproducing kernel Hilbert space (RKHS) V over a domain Ω ⊆ Rd. The
bases {ui}i∈N and {vi}i∈N are natural choices for the spectral approximation spaces
Ar,2λ (U) and A
r,2
λ (V ), respectively. These bases are generally supported globally on Ω
and have no multiscale structure.
In this section we describe some particular bases that, unlike the bases of eigen-
functions, exhibit a multiscale structure. That is, the bases are defined by introducing
a family of nested grids over which the basis functions are defined. Here, the bases
are selected to be well-known examples of orthonormal wavelets or multiwavelets for
the separable Hilbert space U . We begin with a rather general overview of the struc-
ture of multilevel decompositions induced by such multilevel bases in Section 6.2. We
then discuss examples that are applicable to the spaces U := L2(Ω). These bases
enable development of the theory of approximation spaces Ar,2(L2(Ω)) in a transpar-
ent fashion. Such spaces will be applicable to Koopman theory if we know that the
measure of interest has the form µ(dx) := m(x)dx for an integrable function that
satisfies c1 ≤ m(x) ≤ c2 almost everywhere in Ω for two positive constants c1, c2. We
finally discuss approximation spaces defined in terms of warped wavelet and warped
multiwavelet bases, which enable the treatment of a wider class of measures µ.
6.2. An Overview of The Multiscale Structure. This section summarizes
the structure and indexing of multiscale bases, especially those that arise from wavelets
and multiwavelets. The notation is fairly standard in the study of multigrid methods
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or multiresolution analyses. Our discussion is necessarily brief, see [72, 14, 18, 10] for
more examples of this common notation.
Suppose that we are given an orthonormal wavelet basis {ψj,k | j ∈ N,k ∈ Γψj } ⊂
U with Γψj the family of admissible indices for each fixed j. Roughly speaking, the
integer j denotes the mesh resolution level and k ∈ Γψj ranges over all the func-
tions that are defined on that mesh level. We mostly only consider tensor product
(multi)wavelets for Ω ⊆ Rd when d > 1 to keep our discussion elementary. Example 4
provides one easy example of a domain that is not a tensor product and is included to
demonstrate the numbering and indices for such a multiwavelet basis. Such domains,
ones that are tilings of a few master subdomains, are one class over which Haar mul-
tiwavelets are often straightforward to construct. This class could be important to
approximations in Koopman theory since many examples study dynamics over parti-
tions of some domain. Multiscale structures over more general domains can be quite
complicated, see [12, 11] for examples. We take the mesh on level j to be finite union
of some collection of dyadic cubes j,m ⊆ Ω ⊆ Rd that have the form
j,m :=
{
x ∈ Rd
∣∣∣∣ 2−jm ≤ xi ≤ 2−j(m+ 1), 1 ≤ i ≤ d}
for m ∈ Zd. The wavelet spaces consist of all the wavelet functions ψj,k that are
defined on mesh level j,
(6.1) Wj := span
{
ψj,k | k ∈ Γψj
}
.
As explained in more detail in the Examples 21 and 22, the indexing of the functions
ψj,k in the spaces Wj uses an overloaded definition that accounts for a variety of
possibilities. This notation inherently is designed to reflect as multiscale structure in
the analysis that follows. In most of our examples these bases will initially be defined
over Rd, and subsequently the set of basis functions is modified so that that they are a
basis for functions over a compact set Ω. Adapting a given set of wavelets defined over
Rd to a general set Ω is a delicate, difficult, and lengthy process in general. [8, 12, 11]
All of our examples are carried out when Ω is [0, 1]d or the d−dimensional torus Td.
Modifications of a global basis on Rd to life on the torus Td are particularly simple
since it is only necessary to periodize a finite set of functions on each grid resolution
level. Restriction of Haar bases to [0, 1]d is trivial. The modification of the multiscale
orthonormal bases of [21, 20] to [0, 1]d for Neumann or Dirichlet boundary conditions
is also relatively easy and discussed in these papers. With these considerations in
mind, we suppress the bold font style in the remainder of this section for entries
k ∈ Γψj and just use k to denote in the set of admissible functions on mesh level j.
We define the approximant spaces Aj := ∪0≤m≤j−1Wm in terms of the wavelet
spaces Wj , and they satisfy Aj+1 = Aj ⊕Wj for each j ∈ N0. [14, 72] The spaces Aj
are also often referred to as the space of scaling functions on level j in the literature
on multiresolution analysis. We denote by Πj and Qj the orthogonal projections on
Aj and Wj , respectively. Common wavelet bases {ψj,k}j∈N,k∈Γψj are constructed so
that any f ∈ U can be written in the so-called multiscale expansion given by the
U -convergent series
(6.2) f =
∑
j∈N0
∑
k∈Γψj
(f, ψj,k)Uψj,k.
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The outer summation over j runs over the grids each having uniform mesh parameter
2−j , and the inner summation spans all the possible functions on a particular grid.
In many cases, the summation above in j is expressed over all 0 ≤ j0 ≤ j ∈ N0,
where j0 denotes the resolution level of the coarsest grid in the summation. Note that
here we have followed the usual convention, discussed more carefully in Section 6.1,
of subsuming the scaling functions in the coarsest wavelets on level j = 0 or j = j0 in
this multiscale representation. [10, 17].
We next discuss how multiscale bases of this type can be realized.
6.3. L2(Ω)−Orthonormal Wavelets and Multiwavelets. Among the tens of
thousands of wavelet and multiwavelet papers that have been published over the past
three decades, we have elected to express the theory in our paper using only orthonor-
mal wavelets and multiwavelets. As mentioned in the introduction, this assumption
is hardly necessary, but it keeps the treatment intuitive. There is a well-documented
collection of L2(Ω)−orthonormal wavelet systems that can be used to realize the mul-
tilevel setup in the last section [14, 21, 20] when the measure µ is just Lebesgue
measure. Much has been said about orthonormal wavelets and multiwavelets in the
literature for this case, as well as their generalizations that yield the biorthogonal
wavelet families. To review them specifically and in detail here would distract from
our primary goal, the determination of convergence rates of approximations of opera-
tors in Koopman theory. For those who have not seen these constructions before, we
give a detailed summary of the Daubechies compactly supported orthonormal wavelets
and some compactly supported orthonormal multiwavelets in Examples 21 and 22,
respectively, in the Appendix in Section A.
Here we discuss just two concrete examples of the low approximation order or-
thonormal wavelets and multiwavelets. These are of course the Haar wavelets and a
generalization of them that results in some simple multiwavelets on a triangular do-
main. We include these since they give clear definitions of the scaling functions φj,k,
wavelets ψj,k, as well as the indexing sets Γ
φ
j and Γ
ψ
j in specific cases. The multiscale
decomposition is easy to understand in these canonical examples.
Example 3 (Haar Wavelets for d = 1). A discussion of the Haar wavelet
system appears in many references on wavelets as a beginning example. Despite
the simplicity of this basis choice, it should be of interest to researchers that study
Koopman theory since so many examples deal with approximations by piecewise
constants over partitions of the domain. In one dimension the Haar scaling func-
tion φ : R → R is a constant function, and the Haar wavelet ψ : R → R is a
piecewise constant function, over the domain Ω := [0, 1). They are written as
φ(x) :=
{
1 x ∈ [0, 1)
0 otherwise
,
ψ(x) := φ(2x)− φ(2x− 1).
We define a family of nested dyadic grids on Ω formed from dyadic cubes j,k
having sidelength 2−j that are given by
j,k :=
{
x ∈ Ω | 2−jk ≤ x < 2−j(k + 1)}
for k = 0, . . . , 2j − 1. The grid that consists of a union of such cubes is said to
have resolution level j.
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Fig. 6.1: Nested Grids and Dyadic Cubes j,k ∈ R2
Based on this enumeration we define the index sets Γφj := Γ
ψ
j := {k : 0 ≤ k ≤
2j−1}, and the admissible scaling functions φj,k := 2j/2φ(2jx−k) for k ∈ Γφj and
wavelets ψj,k := 2
j/2ψ(2jx− k) for k ∈ Γψj . It can be shown that {φj,k}k∈Γφj are
L2(Ω)−orthonormal for each fixed grid having resolution level j. Also, the family
{ψj,k}j∈N0,k∈Γψj are L
2(Ω)-orthonormal. In a typical approximation problem in
Ω ⊂ R1, we set
Aj := span{φj,k | k ∈ Γφj } = span
= {1j,k | k ∈ Γφj }
= span{ψi,k | i ≤ j, k ∈ Γψi },
so that nj := #(Aj) = 2
j. As noted above, we can alternatively expand the family
of wavelets to subsume the scaling functions in the coarsest scale. One way to do
this is by setting ψ−1,0 := φ and redefining the index set for the wavelets as
Γψj :=
{ {0, . . . , 2j − 1} j ≥ 0
0 j = −1.
Then we also can write
Aj := span
{
ψi,k | i ≤ j, k ∈ Γψi
}
.
Of course we still have nj = 2
j. Any f ∈ L2(Ω) has the multiscale decomposition
f =
∑
j∈N−1
∑
k∈Γψj
(f, ψj,k)L2(Ω)ψj,k,
and its orthogonal projection fj ∈ Aj can be written
fj := Πjf :=
∑
k∈Γφj
(f, φj,k)L2(Ω)φj,k =
∑
i≤j
∑
k∈Γψi
(f, ψi,k)L2(Ω)ψi,k.
This construction is based on the assumption that d = 1, but the extension to
Ω = [0, 1)d via tensor products of the wavelets is routine. An explicit discussion
of the process for defining tensor products is given in Examples 21 and 22 in the
Appendix. From Theorem E.1 in the Appendix, we know that the approximation
space generated by the Haar wavelets Ar,∞(Lp(Ω); {Aj}j∈N0) is equivalent to the
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generalized Lipschitz space Lip∗(α,Lp(Ω)) for all 0 < α < r−1+1/p. This means
that we have
‖(I −Πj)f‖L2(Ω) . 2−αj |f |Lip∗(α,L2(Ω))
for all functions f ∈ Lip∗(r, L2(Ω)) over the range 0 < α < 1/2, for example.
When p =∞ and f ∈ UC(Ω), we also have
‖(I −Πj)f‖L∞(Ω) . 2−αj |f |Lip(α,UC(Ω))
over the same range.
As a final observation, if one wants to generate a partition of the domain
Ω := [0, 1]d, the argument above proceeds the same but the definition of the last
scaling function on each dyadic level in each coordinate direction is modified.
The wavelets on each dyadic level are correspondingly modified and a multiscale
decomposition over Ω := [0, 1]d is defined.
Example 4 (Haar Multiwavelets over Triangles). In this example we con-
sider a slight generalization of the Haar wavelets to define a system of multi-
wavelets over a different domain, one that is not a product of compact sets. It
is an example of a domain that is a self-similar tiling of itself. This contruction
can be carried out form many similar self-similar tilings, ones that seem to arise
often in Koopman theory. The point of this example is to illustrate the form of the
numbering schemes and indices for similar multiwavelet systems. The numbering
here differs only slightly from the preceding case, but illustrates the situation when
there are two indices (i,k), the multiscaling function or multiwavelet number i
and the translation k.
Fig. 6.2: Triangular Domain and Nested Grids
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Fig. 6.3: Labelling of Triangles on Grid Level j = 0
We define the triangles 4 := 40,0 and 4 := 41,1 on grid level j = 0 as
4 := 40,0 := {(x, y) | y ≥ 0, x ≥ 0, y + x < 1},
41,1 := {(x, y) | y < 1, x < 1, y + x ≥ 1},
and set the translations 41,0 and 40,1 of 40,0 as depicted in Figure 6.3. The
vertical and horizontal side of each triangle 40,0,41,0,40,1 on grid level j = 0
is 1, while 41,1 is equal to 1 over its hypotenuse. By recursion, the grid of level
j is obtained by the uniform subdivision illustrated in Figure 6.2 where each cell
is a scaled and translated copy of 40,0 or 41,1. A triangle 4j,k on grid level j is
defined as
4j,k :=
{
x ∈ R2 | 2jx− k ∈ 40,0 or 41,1
}
for some k ∈ Z2. We define the index set Γ4j for grid level j to be the indices
of the triangles 4j,k that meet 40,0. In view of the complimentrary boundary
conditions of 40,0 and 41,1, the triangles {4j,k}k∈Γ4j form a partition of 40,0.
We set the multiscaling function
φ(x) :=

φ1(x)
φ2(x)
φ3(x)
φ4(x)
 :=

140,0(x)
141,0(x)
140,1(x)
141,1(x)
 .
The L2(Ω)−orthonormal scaling functions on grid level j are given by
φj,(i,k)(x) :=
1
|4j,k|1/2φi(2
jx− k)
for i ∈ {1, 2, 3, 4} and some k ∈ Z2. For each triangle 4j,` ⊂ 40,0 there is
a unique function φj,(i,k) that is supported on 4j,`. We define the collection of
admissible indices Γφj for the multiscaling functions as
Γφj :=
{
(i,k) | i ∈ {1, . . . , 4}, (i,k) corresponds to 4j,` for some ` ∈ Γ4j
}
,
so that the approximant space on level j is then
Aj := span
{
φj,(i,k) | j ∈ N0, (i,k) ∈ Γφj
}
,
We have nj := #(Aj) = 2
dj with d = 2. There are a number of ways to define
wavelets for this system. We select the multiwavelet ψ := {ψ1, ψ2, ψ3} to be the
functions
ψ1(x) := (φ1(x)− φ4(x))/
√
2,
ψ2(x) := (φ2(x)− φ3(x))/
√
2,
ψ3(x) := [(φ1(x) + φ4(x))− (φ2(x) + φ3(x))]/2,
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and then the scaled and translated wavelets are
ψj,(i,k) :=
1
|4j,k|1/2ψi(2
jx− k)
for some k ∈ Z2. We define the index set of admissible wavelets on level j to be
Γψj . The L
2(4)−orthonormal projection of any f ∈ L2(Ω) onto Aj is given by
the single scale expansion
Πjf :=
∑
(i,k)∈Γφj
(f, φj,(i,k))L2(Ω)φj,(i,k),
and it has the multiscale representation
f = (f, φ0,(1,0))L2(Ω)φ0,(1,0) +
∑
j∈N0
∑
(i,k)∈Γψj
(f, ψj,(i,k))L2(Ω)ψj,(i,k).
As above, or as in Examples 21 and 22, the above multiscale expression can
be simplified somewhat by subsuming the scaling function into the collection of
wavelets on the coarsest level. We set ψ−1,0 := φ0,(1,0) and modify the index set
Γψj accordingly to get
f =
∑
j∈N−1
∑
(i,k)∈Γψj
(f, ψj,(i,k))L2(Ω)ψj,(i,k).
The approximation of functions f ∈ C(Ω) ⊂ L2(4) can be constructed in terms
of the family of operators Π˜j : C(Ω)→ Aj with
(Π˜)jf(x) :=
∑
`∈Γ4j
f(ξj,`)14j,`(x),
with {ξj,`}`∈Γ4j the centroids of the triangles 4j,`. Following essentially the same
steps as in Example 14, we find that
‖(I − Π˜j)f‖C(Ω) . 2−rj |f |Lip(r,C(Ω)).
This situation is a particular example of the more general bound
‖(I − Π˜j)f‖Lp(Ω) . 2−rj |f |Lip(r,Lp(Ω))
in Equation 6.16 of [18].
As in the last section, the analysis above can be carried out ove the compact set
Ω = 40,0 by a simple modification of all scaling functions and multiwavelets that
meet the hypotenuse of 40,0.
Using L2(Ω) Wavelets for Approximations in L2µ(Ω). The last two exam-
ples show that there are a large family of multiscale orthonormal wavelets and mul-
tiwavelets that generate a basis for L2(Ω) := L2µ(Ω) with µ simple Lebesgue mea-
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sure. If µ is not Lebesgue measure, warped wavelets [31] based on modifications
L2(Ω) orthonormal wavelets can be shown to be L2µ(Ω)-orthonormal for a reason-
able class of measures µ. A discussion of warped wavelets is presented in Section
6.4. However, the approximation of functions in Lpµ(Ω) for certain types of mea-
sures can also be constructed directly with the bases on L2(Ω). Suppose Ω ⊂ Rd
is compact, µ(dx) := m(x)dx, and that there are two constants c1, c2 such that
0 < c1 ≤ m(x) ≤ c2 <∞ for x a.e. in Ω. It is immediate that
‖f‖L2(Ω) ≈ ‖f‖L2µ(Ω),
that is, the two norms are equivalent. The sets L2(Ω) and L2µ(Ω) contain the same col-
lection of functions, and the topology on the two spaces is the same. Any f ∈ L2µ(Ω)
can therefore be approximated in terms of the basis
{
ψj,k | j0 ≤ j ∈ N0, k ∈ Γψj
}
for
L2(Ω), and the approximation spaces Ar,q(L2(Ω)) can be used to approximate func-
tions in L2µ(Ω). In fact, we have
Ar,2(L2(Ω), {Aj}j∈N0) ≡ Ar,2(L2µ(Ω), {Aj}j∈N0)
with Aj := span{φj,k | k ∈ Γφj }, and the norms on these spaces are equivalent.
6.4. Warped Wavelets and Multiwavelets. In this section we discuss the
method of warped wavelets [31] and multiwavelets. This approach will be useful for
cases when the Koopman or Perron-Frobenius operators are defined over a domain of
interest Ω˜ that is related to a master domain Ω by a change of variables. In some cases
we can think of Ω as the original domain over which initial conditions are defined,
and Ω˜ as the image of the initial domain under a change of variables. While we
are careful to distinguish the initial and image domains in the theory discussed here,
the approach is of course applicable to the common examples when the change of
variables maps the initial domain onto itself. In both scenarios the measures µ and
µ˜ are defined over Ω and Ω˜, respectively. Figure 6.4 depicts a domain of interest
Fig. 6.4: The mapping of Ω˜ to Ω
Ω˜ ⊂ Rd that is the image of the master domain Ω := [0, 1]d under a suitably smooth
change of coordinates Ω = M˜(Ω˜). We write x := M˜(x˜) for each x ∈ Ω and x˜ ∈ Ω˜,
and the determinant of the Jacobian matrix is given by
m(x˜) :=
∣∣∣∣∂x∂x˜
∣∣∣∣ :=
∣∣∣∣∣∂M˜∂x˜
∣∣∣∣∣ .
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Let
{
ψj,k | j ∈ N0, k ∈ Γψj
}
be any of the orthonormal bases of L2(Ω) constructed
above from wavelets or multiwavelets over the master domain Ω. The bases discussed
in Examples 21 and 22 are just two possibilities that can be employed to construct
the warped wavelets here. We define an associated collection of bases over the domain
Ω˜ from the identity
ψ˜j,k(x˜) := ψj,k(M˜(x˜))
for j ∈ N0 and k ∈ Γψj . The family {ψ˜i,k}i∈N0,k∈Γψi are the warped wavelets generated
by {ψj,k}. We have the integration formula that results from the change of variables,
δ(j,k),(`,m) =
∫
Ω
ψj,k(x)ψ`,m(x)dx =
∫
Ω˜
ψj,k(M˜(x˜))ψ`,m(M˜(x˜))
∣∣∣∣∂x∂x˜
∣∣∣∣ dx˜
=
∫
Ω˜
ψ˜j,k(x˜)ψ˜`,m(x˜)m(x˜)dx˜ :=
(
ψ˜j,k, ψ˜`,m
)
L2µ˜(Ω˜)
.
The orthonormality of the basis
{
ψj,k | j ∈ N0, k ∈ Γψj
}
in the L2(Ω) inner prod-
uct on Ω implies that the basis
{
ψ˜j,k | j ∈ N0, k ∈ Γψj
}
is orthonormal in the usual
µ˜−weighted inner product
(f˜ , g˜)L2µ˜(Ω˜)
:=
∫
Ω˜
f˜(x˜)g˜(x˜)µ˜(dx˜)
over Ω˜. We finally define the Hilbert space U˜ as the completion of the set of orthonor-
mal functions
{
ψ˜j,k | j ∈ N0, k ∈ Γψj
}
defined over Ω˜ in the above µ˜− weighted inner
product. The approximation spaces Ar,q(U˜) are then defined in the usual manner,
according the definitions in Section 6 or Appendix E. When the measure µ˜ is known,
the approximation spaces can be used to build and measure rates of approximations of
the Koopman and Perron-Frobenius operators for functions over Ω˜. The error rates
are identical to that in Theorem 6.1 with U replaced by U˜ . Examples in Section
8 illustrate that such warped bases are also important in deriving data-dependent
approximations from samples.
Note carefully that the discussion above refers to (at least) three different spaces
of square integrable functions. We have the space L2(Ω) that is the the usual space of
real-valued, Lebesgue square-integrable functions over Ω. We also refer to the usual
µ˜-weighted space of square-integrable functions L2µ˜(Ω˜) and its inner product over Ω˜.
Finally, we define U˜ as the Hilbert space of functions defined over Ω˜ as the completion
of the finite linear span of warped wavelets in the µ˜−weighted inner product on L2µ˜(Ω˜).
Since each of the wavelets ψ˜j,k is contained in L
2
µ˜(Ω˜), we know that
U˜ ⊆ L2µ˜(Ω˜),
In general the study of the properties of weighted approximation spaces can be delicate
and the reader should see [31] for a presentation of the theory, or consult [4, 5] to see
pragmatic adaptive estimators that rely on these spaces.
We discuss in Examples 8, 9, 15 the use of warped wavelets in the approximation
of Koopman and Perron-Frobenius operators.
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6.5. Approximation of P,U over Ar,2(U). Recall that the approximation
space Ar,2(U) of order r ≥ 0 is defined in terms of the seminorm | · |Ar,2(U). When
the basis {ψj,k | j ∈ N0, k ∈ Γψj } is orthonormal, it can be expressed as
Ar,2(U) :=
f ∈ U
∣∣∣∣∣∣ |f |2Ar,2(U) :=
∑
j∈N0
22rj‖Qjf‖2U
 ,(6.3)
=
f ∈ U
∣∣∣∣∣∣∣ |f |2Ar,2(U) :=
∑
j∈N0
22rj
∑
k∈Γψj
|(f, ψj,k)U |2
 .(6.4)
Here Qj the orthogonal projection operator from U onto Wj , and Qjf is simply the
sum of the generalized Fourier coefficients for k ∈ Γψj,k of the function f . We now
construct approximations of either Koopman or Perron-Frobenius operators using
these spaces. In this section we will state the primary results in terms of the Perron-
Frobenius operator P, but approximations of the Koopman operator then follow by
duality. The discussion that follows is structured like our presentation of the spectral
Corresponding to the family of self-adjoint operators in Ar,2λ (U), we define the family
of admissible self-adjoint Perron-Frobenius operators Ar,2(U) to be
(6.5) Ar,2(U) :=
P :=
∑
j∈N0,k∈Γψj
pj,kψj,k ⊗ ψj,k ∈ S∞(U)
∣∣∣∣∣∣∣ |P|Ar,2(U) <∞

with the seminorm in the above expression given by
|P|2Ar,2(U) :=
∑
j∈N0
22jr
∑
k∈Γψj
|pj,k|2.
These operators Ar,2(U) have the same intuitive interpretation as the spectral spaces
Ar,2λ (U). The higher the rate r > 0, the faster the coefficients {pj,k} must converge
to zero. Membership in Ar,2(U) is equivalent to the requirement that the sequence
{2rjpj,k|j ∈ N0, k ∈ Γψj } is in `2. We follow the same general procedure used in
the study of the spectral spaces Ar,2(U). We initially define Ar,2(U) to consist only
of certain self-adjoint operators. This makes the derivation of the error bounds in
Theorem 6.2 proceed easily. Then, in Section 6.6 and Theorem 6.3, we show that the
same error bounds that are derived for the self-adjoint case apply when Ar,2(U) is
defined as in Equation 6.5.
The following theorem, that gives the fundamental error estimates for the opera-
tors when the priors are expressed in terms of the spaces Ar,2(U) or the self-adjoint
operators Ar,2(U), is the analog of the results for the spectral spaces described in
Theorem 5.1.
Theorem 6.2. Suppose that {ψj,k}j∈N0,k∈Γj is any orthonormal basis for U and
P has the representation
P :=
∑
j∈N0
∑
k∈Γj
pj,kψj,k ⊗ ψj,k ∈ S∞(U).
When we define Pj :=
∑
0≤m<j
∑
k∈Γψm pm,kψm,k ⊗ ψm,k, we have
‖(P − Pj)f‖U . 2−rj |Pf |Ar,2(U)
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whenever Pf ∈ Ar,2(U). Whenever we have P ∈ Ar,2(U) and s > r, we also have
|P − Pj |Ar,2(U) . 2−j(s−r)|P|Ar,2(U).
Proof. The proof of these results follows, with slight modifications, the analysis
for the spectral approximation spaces in Theorem 5.1. We express the error as
‖(P − Pj)f‖2U =
∑
`≥j
∑
k∈Γψ`
|p2`,k||(f, ψ`,m)U |2
≤
∑
`≥j
∑
k∈Γψ`
|p2`,k|22`r2−2`r|(f, ψ`,m)U |2
≤ 2−2jr
∑
`∈N0
∑
k∈Γψ`
22`r|p`,m(f, ψ`,m)U |2 ≤ 2−2jr|Pf |2Ar,2(U).
We also have
|P − Pj |2Ar,2(U) =
∑
`≥j
22`r
∑
k∈Γψ`
|p`,k|2 ≤
∑
`≥j
22`r2−2`s22`s
∑
k∈Γψ`
|p`,k|2
≤ 2−2j(s−r)
∑
`∈N0
22`s
∑
k∈Γψ`
|p`,k|2 = 2−2j(s−r)|P|2As,2 .
The error bounds for the spectral approximation spaces in Theorem 5.1 should
be carefully compared to those in the above theorem. It is important to note in
this comparison that the rates in the spectral approximation spaces are referenced to
the eigenvalues of a fixed self-adjoint operator, but those in the above theorem are
independent of such operator dependence.
Also, before discussing some applications of this theorem, we discuss the rela-
tionship between the mesh resolution level j, the projector Πj : U → Aj , and the
dimension nj := #Aj of the finite dimensional approximation spaces Aj . In one spa-
tial dimension, on a compact domain such as Ω = [0, 1] or Ω = T1 for instance, we
frequently have
nj := #Aj ≈ 2j .
This order of dimension holds for any of the Daubechies wavelets, Coiflets, or orthonor-
mal multiwavelets in one dimension. Now suppose we estimate a function f : Ω→ Rd
for a compact set Ω ⊂ Rd. In our examples that follow that use tensor products we
have
nj := #Aj ≈ d · 2dj ≈ 2dj ,
where the rightmost equivalence reflects only the asymptotics in the mesh resolution
level j. This means that an alternative form of the error bounds can be written as
‖(I −Πj)f‖U . n−r/dj |f |Ar,2 ,
‖(P − Pj)f‖U . n−r/dj |Pf |Ar,2(U),
with the multiplying constant a function of d, like Cd−r/d with C independent of d, j.
47
Example 5 (Haar Wavelet Approximation of P : L2(Ω)→ L2(Ω)). In this
first example we study a problem when the Perron-Frobenius operator is induced by
a kernel p as in Equation 1.1. The problem is motivated by examples in Sections 2
and 3 of the publication [27] that has appeared in 2018. This paper studies a class
of discrete dynamical systems and approximations of the Koopman operator in
terms of permutation operators on measurable partitions. As a fundamental step,
the approach employs estimates expressed in terms of finite dimensional spaces of
characteristic functions over the partitions. Here we study a related problem to
see how rates of convergence can be derived in this setting.
We assume the domain Ω = [0, 1]d and that the measure µ(dx) := m(x)dx
for a some function m. We further suppose that there exists a pair of constants
c1, c2 > 0 such that c1 ≤ m(x) ≤ c2 for all x ∈ Ω. We know then that m ∈
L∞(Ω) ⊂ L2(Ω) since the domain is compact and that L2µ(Ω) ≈ L2(Ω) in this
case. We express the domain Ω as the union of dyadic cubes j,k ⊂ Rd following
the definition described in Example 3 for d = 1. We extend the definition of
the Haar scaling functions for d = 1 given in Example 3 to d > 1 using the
strategy described in Examples 21 or 22 for tensor products, and define the Haar
scaling functions φ : Rd → R. From these we define the scaled and translated
Haar scaling functions φj,k := 2
jd/2φ(2jx−k) and their associated tensor product
wavelets ψej,k := 2
jd/2ψe(2jx − k) for e ∈ {0, 1}d. These are used to construct
the orthonormal basis for Aj ⊂ U . Finally we construct the approximation spaces
Ar,2(L2(Ω)) in Equation 6.3 in terms of the vector-valued, tensor product basis
{ψei,k | e ∈ {0, 1}d, i ≤ j, k ∈ Γψj }. With a bit of bookkeeping, we find that the
construction of the tensor product scaling functions and wavelets yields nj :=
#(Aj) ≈ O(2dj). When the Perron-Frobenius operator P ∈ Ar,2(L2(Ω)), we are
guaranteed from Theorem 6.2 that ‖(P − Pj)f‖U ≈ O(n−r/dj ).
In addition, in this example problem, we have P∗ = P = U . When a kernel
p(x, y) induces P, then P∗ is induced by the kernel that results when x, y are
interchanged. We have p(x, y) =
∑
j,k pj,kψj,k(x)ψj,k(y) in this problem, which
is clearly symmetric in x, y. Therefore,
‖(P − Pj)f‖U = ‖(P − Pj)∗f‖U = ‖(U − Uj)f‖U . n−r/dj ‖P‖Ar,2‖f‖U
when we observe that Uj := P∗j = Pj. Later in this paper we consider the case
when the kernel p : Ω×Ω→ R may not be symmetric, when it has a representation
of the form
p(x, y) :=
∑
j,`∈N0
∑
k∈Γψj ,s∈Γψ`
p(j,k),(`,s)ψj,k(x)ψ`,s(y).
In this highly structured example then, as in later examples, the determination of
a convergence rate of approximations of one operator implies a rate of convergence
for its dual or adjoint.
At this point we have a description of convergence that relies on the fact that
the operator Uf or Pf lies in the abstract approximation space Ar,2(U). It is an
important issue to understand or interpret this condition in terms of well-known
or standard spaces of functions. Here we use one special case of the much more
general analysis summarized in [18]. The error Ej(f, U) of best approximation
48
from Aj introduced in Section 6 for U := L
2(Ω) takes the form
Ej(f, L
2(Ω)) := inf
a∈Aj
‖f − a‖L2(Ω) := ‖Πj+1f‖L2(Ω).
It is known that for linear approximation methods over the piecewise constant
functions on a uniform grid we have
f ∈ Lip(r, L2(Ω)) =⇒ Ej(f, L2(Ω)) ≈ O(2−jr) ≈ O(n−r/dj )
for the range 0 < r < 1/2. [19, 18] In fact, we have that Lip(r, L2(Ω)) is equiv-
alent to the linear approximation space Ar,∞(L2(Ω)) for this range of the rate
r for nice domains. We also know that the approximation space Ar,2(L2(Ω)) is
equivalent to the Sobolev space W r(L2(Ω)) over the same range. Both of these
results can be deduced from Theorem E.1 in the Appendix in Section E.2. This
restriction in the range of the rate r is tied to our choice to use the Haar basis,
which is discontinuous. If some other, smoother wavelet system is used, this range
would increase up to a value determined by the smoothness of the basis and the
domain boundary. Such a case is presented in Example 6.
This analysis has an important implication for those who may feel that the
approximation space Ar,2(L2(Ω)) is, perhaps, too abstract. Suppose that we de-
velop an alternative algorithm that generates a different solution P˜jf ∈ Aj for
estimating the function Pf . In other words the solution P˜ f is still constructed
in terms of the span of the characteristic functions over the dyadic cubes, but it
is different from our approximation. We know that the best we can ever do by
such a linear method for functions Pf ∈ Lip(r, L2(Ω)) is to achieve O(2−rj) when
0 < r < 1/2.
We can make this observation more clear perhaps by thinking about Galerkin
and generalized (or Petrov-)Galerkin methods of approximation. First, it is easy
to see that the choice of approximation in Theorem 6.2 above
Pj :=
∑
0≤i≤j
∑
k∈Γψi
pi,kψi,k ⊗ ψi,k
is nothing more than the solution Pjf := a of the Galerkin equations where we
seek an a ∈ Aj such that
(Pf − a, g)U = 0
for all g ∈ Aj. In the generalized Galerkin approximation, we seek a solution
P˜jf := a of the equations
(Pf − a, g)U = 0
for all g ∈ A˜j. Here the set of test functions A˜j is not necessarily the same
as the approximation space Aj, and these methods will in general yield different
solutions Pjf 6= P˜jf , both contained in Aj. The comments above apply then
to such solutions obtained by the generalized Galerkin approximations. See [34]
Section 3 for a discussion of the generalized Galerkin method.
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Example 6 (Example Rate of Convergence of EDMD). The EDMD method
is a popular method for solving several approximation problems related to Koop-
man operators. Theorem 3 in the recent paper by Korda and Mezic [39] shows
that
lim
n→∞ ‖(U −ΠnUΠn)f‖L2µ(Ω) = 0.
for Πn the orthogonal projection onto the n−dimensional space of approximations
An := span{ei | i ≤ n} with {ei}i≤n some collection of basis functions. Following
convention in approximation theory, we denote by Πj the orthogonal projection
onto the first nj basis functions, nj := #(Aj). With the choice of priors in this
paper, Theorem 6.2 gives a rate of convergence of ‖(U − Uj‖L2(Ω) ≈ O(2−rj)
when Uf belongs to Ar,2(U). For example, if nj ≈ 2dj, as is common when using
tensor product bases over a domain Ω ⊂ Rd, then we have the rate of convergence
O(n
−r/d
j ). This rate of convergence will hold for a range of r that depends on the
smoothness of the particular choice of wavelet or multiwavelet basis.
Here we can be specific when we choose the Daubechies orthonormal wavelets
discussed in detail in Example 21 in the appendix. Define
Aj :=
{
φj,k | k ∈ Γφj
}
=
{
ψi,k | 0 ≤ i ≤ j, k ∈ Γφj
}
in terms of the Daubechies scaling function and wavelet φ := Nφ and ψ := Nψ
of order N . The Daubechies wavelet system is discussed in detail in Ex-
ample 21. From Theorem 6.2 we conclude that the error in approximation
‖(U − Uj)f‖L2(Ω) ≈ O(2−rj) when
Uf ∈ Ar,2(L2(Ω)) := Ar,2 (L2(Ω); {Aj}j∈N0) .
At this point, the convergence rate is achieved in a space Ar,2(L2(Ω) that is defined
in terms of the Daubechies wavelets, and it may not be satisfying that this rate
is not (yet) expressed in terms of common or well-known spaces. But more can
be said that connects this rather abstract approximation space to other function
spaces. The translates of the Daubechies scaling function Nφ of order N reproduce
polynomials of order N , that is, degree N −1. This implies that the dyadic spline
spaces Sr(∆j) E.2 of order r = N having dyadic knots ∆j ⊂ Ω are contained
in the approximant spaces Aj := span{φj,k | k ∈ Γφj } for the Daubechies wavelet
system of order N . It is easily shown that the approximation space defined in
terms of linear approximation by splines Sr(∆j) is contained in the approximation
space generated by the Daubechies wavelet system of order N ,
Ar,2(L2(Ω); {Sr(∆j)}j∈N0) ⊂ Ar,2(L2(Ω); {Aj}j∈N0).
We conclude that for any Uf ∈ W r(L2(Ω)) with 0 < r < N − 3/2, we obtain a
rate of convergence that is O(2−rj) := O(2−Nj) in L2(Ω). Theorem E.1 shows
that Ar,2(L2(Ω); {Sr(∆j)}j∈N0) is equivalent to the Sobolev spaces W r(L2(Ω))
for 0 < r < s = N − 3/2. Since Cr(Ω) ⊂ W r(L2(Ω)), we conclude this that
this approximation rate holds for common r−times continuously differentiable
functions over this range of r.
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Example 7 (Haar Multiwavelet Approximation of P : L2(4) → L2(4)).
Example 5 is motivated by work in [27] that constructs approximations of discrete
dynamical systems in terms of permutation operators defined over measurable par-
titions of Ω. The error analysis in Example 5 is carried out when Ω is a product
domain [0, 1]d, the partition is realized by dyadic cubes j,k, and tensor products
of classical Haar wavelets and scaling functions are used as bases for approxima-
tions. In this example we suppose that we are interested in approximations of the
Koopman or Perron-Frobenius operators for permutation operators on measurable
partitions over the triangle 4 := 40,0 introduced in Example 4. We suppose that
the measure µ(dx1, dx2) := m(x1, x2)dx1dx2 for some m : 4 ⊂ R2 → R, and as
in Example 4 there are constants c1, c2 > 0 with
c1 ≤ m(x1, x2) ≤ c2
for all (x1, x2) ∈ 4. We then define the multiscaling functions φj,(i,k), multi-
wavelets ψj,(i,k), and index sets Γ
φ
j , Γ
ψ
j as described in Example 4. We then
apply Theorem 6.2 with the choice U := L2(4) and find that
‖P − Pj‖Ar,2(L2(4)) . 2−j(s−r)|P|As,2(L2(4)
for s > r ≥ 0. For this case nj = #(Aj) = O(2dj) with d = 2, and we can
alternatively express this bound in the form
|P − Pj |Ar,2(L2(4)) . n−(s−r)/dj |P|As,2(L2(4).
This bound is of the same form as that derived in Example 5 for the domain
Ω = [0, 1]d when we choose r = 0 above.
Example 8 (Warped Wavelet Approximation of P˜ : L2µ˜(Ω˜) → L2µ˜(Ω˜) ).
Before we summarize our next category of results, we return to Example 5 and
discuss how the approach of the last example can be modified for another class of
systems. We assume that we must approximate the Perron-Frobenius operator P˜
where for each y˜ ∈ Ω˜
(P˜f)(y˜) :=
∫
Ω˜
p˜(y˜, x˜)f˜(x˜)m˜(x˜)dx˜
with m˜ ∈ L1(Ω˜), µ˜(dx˜) = m˜(x˜)dx˜, and the domain Ω˜ is related to a master
domain such as Ω := [0, 1]d by the change of variables Ω = M˜(Ω˜) and x = M˜(x˜),
|M˜ ′(x˜)| = m˜(x˜) for x˜ ∈ Ω˜ and x ∈ Ω. We need to construct an orthonormal
basis ψ˜j,k over Ω˜ to carry out an error analysis of P˜ in the spirit of Theorem
6.2. Let ψj,k(x) be any nice orthonormal wavelet or multiwavelet basis for the
Lebesgue space L2(Ω) := L2([0, 1]d). Then ψ˜j,k(x˜) := ψj,k(M˜(x˜)) is easily seen
to be a family of L2µ˜-orthonormal wavelets over Ω˜. We define the space U˜ to
be the completion in the norm L2µ˜(Ω˜) of the warped wavelets. Now we define
the approximation spaces Ar,2(U˜) in terms of the warped wavelets ψ˜j,k following
the philosophy of [31]. Note that here there is no guarantee that we have an
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equivalence L2(Ω) ≈ U˜ . In fact, we do not even know if the usual µ˜−Lebesgue
space L2µ˜(Ω˜) over Ω˜ is the same as U˜ , although we do know U˜ ⊆ L2µ˜(Ω˜). Since
in this section we assume that the domain Ω˜ and measure m˜ are known, this
approach can be used to construct approximations as
P˜j :=
∑
i<j
∑
k∈Γψi
p˜i,kψ˜i,k ⊗ ψ˜i,k,
and error rates will have the form O(2−rj) in Ar,2(U˜). It must be kept in
mind that in this case the relation of the approximation spaces to the conventional
Lebesgue space L2(Ω˜), Sobolev spaces W s(L2(Ω˜)), or Lipschitz space Lip(r, L2(Ω˜))
may not be easy or even feasible to establish. It does, however, suggest a path
to feasible algorithms with demonstrable rates of convergence. This strategy is
studied more closely in Example 8, so we leave the details to the reader. The
next example gives the details of the use of warped wavelets in a slightly different
context.
Example 9 (Warped Wavelet Approximation U : U˜ → U := L2(Ω)). The
last few examples illustrated cases where the Perron-Frobenius or Koopman oper-
ator is induced by a kernel and has a representation in terms of orthonormal basis
functions. A basic assumption in these examples is that P is an integral operator
induced by the kernel p : Ω×Ω→ R. However, for some problems a specific form
for the operator suggests itself, and it may not have this convenient form. The
current example shows the benefit of employing the approximation space frame-
work above even if the form of the operator is not exactly that in Theorem 6.2.
Let Ω := [0, 1]d and suppose that w : Ω→ Ω. We consider the discrete iteration
xn+1 = w(xn).
As noted in the introduction, this deterministic system can always be interpreted
as a Markov chain. It has the transition probability kernel P(A, x) := δw(x)(A)
for any measurable set S ⊆ Ω, and it follows that
(Uf)(x) := f(w(x)).
We set the change of variables x˜ := w(x) and denote Ω˜ := w(Ω). We define the
mapping M˜ as in Example 8 in terms of the transition mapping M˜(x˜) := w−1(x˜),
define the measure µ˜(dx˜) := m˜(x˜)dx with m˜(x˜) := |∂x/∂x˜|. From the identity
(Uf, g)L2(Ω) = (f,Pg))L2µ˜(Ω˜),
we also find that
(Pg)(x˜) = g(w−1(x˜))
for all x˜ := w(x) ∈ Ω˜.
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Let ψj,k be an orthonormal basis for U := L
2(Ω), and define the warped
wavelets ψ˜j,k(x˜) := ψj,k(w
−1(x˜)) on Ω˜. We have the integration rule∫
Ω
ψj,k(x)ψ`,m(x)dx =
∫
Ω˜
ψj,k(w
−1(x˜))ψ`,m(w−1(x˜))
∣∣∣∣∂x∂x˜
∣∣∣∣ dx˜
=
∫
Ω˜
ψ˜j,k(x˜)ψ˜`,m(x˜)µ˜(dx˜)
for x˜ ∈ Ω˜ := w(Ω). As in the last example we define U˜ as the closed finite span
of the set of warped wavelets in L2µ˜(Ω˜). Suppose that f ◦ w ∈ L2(Ω). Then we
have
Uf := f ◦ w =
∑
j∈N0
∑
k∈Γψj
(f ◦ w,ψj,k)L2(Ω)ψj,k,
=
∑
j∈N0
∑
k∈Γψj
(
f, ψ˜j,k
)
U˜
ψj,k.(6.6)
This representation implies that
Uf := f ◦ w ∈ Ar,2(U)
if and only if f ∈ Ar,2(U˜). This equivalence depends on the mapping w that is
an intrinsic part of the definition of the approximation space Ar,2(U˜). Select the
approximation Uj to be
Ujf :=
∑
i<j
∑
k∈Γψi
(
f, ψ˜i,k
)
U˜
ψi,k.
If f ∈ Ar,2(U˜), then we have
‖(U − Uj)f‖U . 2−jr‖f‖Ar,2(U˜),
which is the same rate of convergence as that in Theorem 6.2. On the other hand,
by duality, we have the representation
Pg := g ◦ (w−1) =
∑
j∈N0
∑
k∈Γψj
(g, ψj,k)U ψ˜j,k.(6.7)
We define the estimate Pj by truncating this expression, just as in the definition
of Uj. In this case we see that g ∈ Ar,2(L2(Ω)) if and only if Pg ∈ Ar,2(U˜).
Carefully note that dual structure in Equations 6.6 and 6.7. In summary, we
have
U : U˜ → U,
P : U → U˜ .
For g ∈ Ar,2(U), we have
‖(P − Pj)g‖U˜ . 2−rj |Pg|Ar,2(U˜),
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and for f ∈ Ar,2(U˜) it follows that
‖(U − Uj)f‖U . 2−rj |Uf |Ar,2(U).
We return to this Example in 12 when we discuss the approximation of measures
where the role of this dual structure again emerges prominently.
6.6. Compact, Non-Self-Adjoint Operators and Ar,2(U). Just as in our
analysis of the spectral spaces, our initial definition of Ar,2(U) in Equation 6.5 includes
only self-adjoint operators. We fully expect that it will be necessary to consider
discrete evolutions that are characterized by non-self-adjoint Perron-Frobenius and
Koopman operators. Here we assume that P : L2µ(Ω)→ L2µ(Ω), and it is induced by
the kernel
p(x, y) :=
∑
j ∈ N0,
k ∈ Γψ
j
∑
` ∈ N0,
m ∈ Γψ
`
p(j,k),(`,m)ψj,k(x)ψ`,m(y)
with p(j,k),(`,m) := (Pψj,k, ψ`,m)U . We therefore have ‖P‖2L(U) = ‖p‖2L2µ×µ(Ω×Ω) =∑
(j,k)
∑
(`,m) p
2
(j,k),(`,m). We define the seminorm
|P|2Ar,2(U) :=
∑
j∈N0
∑
k∈Γψj
∑
`∈N0
2r`
∑
m∈Γψj
p(j,k),(`,m)

2
,
and the family of possibly non-self-adjoint feasible operators
(6.8)
Ar,2(U) :=
P := ∑
(j,k),(`,m)
p(j,k),(`,m)ψj,k ⊗ ψ`,m ∈ S∞(U)
∣∣∣∣ |p|Ar,2(U) <∞
 .
Note that the seminorm above reduces to that in Equation 6.5. Also, we have
several equivalent expressions for the seminorm | · |Ar,2(U). We define the infinite di-
mensional matrix [p(j,k),(`,m)] := [(Pψj,k, ψ`,m)U ] and introduce the operator Ds2−2• :=∑
j∈N0
∑
k∈Γψj 2
−2sjψj,k⊗ψj,k and its associated diagonal matrix representation [2sj ].
The signs selected in the definition Ds2−2• are chosen so as to be analogous to the def-
inition of the operator Dsλ• on the spectral spaces. We now can write
|P|2Ar,2(U) :=
(
D
−r/2
2−2• P, D
−r/2
2−2• P
)
S2(U)
,
=
∑
j∈N0
∑
k∈Γψj
(
D
−r/2
2−2• Pψj,k, D
−r/2
2−2• Pψj,k
)
U
.(6.9)
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Proof. We briefly show that this expression is equivalent to the above.
D
−r/2
2−2•Pψj,k
=

∑
` ∈ N0
m ∈ Γψ`
2
r`
ψ`,m ⊗ ψ`,m


∑
s ∈ N0
t ∈ Γψs
∑
u ∈ N0
v ∈ Γψu
p(s,t),(u,v)ψs,t ⊗ ψu,v
ψj,k
=

∑
` ∈ N0
m ∈ Γψ`
2
r`
ψ`,m ⊗ ψ`,m


∑
u ∈ N0
v ∈ Γψu
p(j,k),(u,v)ψu,v

=
∑
` ∈ N0
m ∈ Γψ`
2
r`
p(j,k),(l,m)ψl,m =
∑
`∈N0
2
r`
∑
m∈Γψ
`
p(j,k),(`,m)ψ`,m.
The definition of | · |Ar,2(U) is then equivalent to the square of the norm of this vector
and the equality in Equation 6.9 holds.
Theorem 6.3. Let P : L2µ(Ω)→ L2µ(Ω) be given by
P :=
∑
i ∈ N0,
k ∈ Γψ
i
∑
` ∈ N0,
m ∈ Γψ
`
p(i,k),(`,m)ψi,k ⊗ ψ`,m
with p(i,k),(`,m) := (Pψi,k, ψ`,m)U and define the approximation Pj as
Pj :=
∑
i < j,
k ∈ Γψ
i
∑
` < j,
m ∈ Γψ
`
p(i,k),(`,m)ψi,k ⊗ ψ`,m
Then the error bounds of Theorem 6.2 hold with the definition of Ar,2λ (U) in Equation
6.8.
Proof. We follow a similar pattern to the proof of Theorem 5.1.
‖(P − Pj)f‖2U ≤
∥∥∥∥∥∥
∑
i<j
∑
k∈Γψi
∑
`<j
∑
m∈Γψ`
p(i,k),(`,m)f(i,k)ψ`,m
∥∥∥∥∥∥
2
U
≤ 2−2rj
∥∥∥∥∥∥
∑
i∈N0
∑
k∈Γψi
∑
`∈N0
∑
m∈Γψ`
p(i,k),(`,m)2
rif(i,k)ψ`,m
∥∥∥∥∥∥
2
U
≤ 2−2rj
∑
`∈N0
∑
m∈Γψ`
∑
i∈N0
2ri
∑
k∈Γψi
p(i,k),(`,m)f(i,k)
2
= 2−2rj
∥∥∥[D−r/22−2i ][p(i,k),`,m)]{f(i,k)}∥∥∥2
`2
If we know that f ∈ U and P ∈ Ar,2(U), we then see that
‖(P − Pj)f‖2U ≤ 2−2rj‖[D−r/22−2i ][p(i,k),`,m)]‖2M‖{fi,k}‖2`2 ≤ 2−2rj‖D
−r/2
2−2• P‖2L(U)‖f‖2U
≤ 2−2rj‖D−r/22−2• P‖2S2(U)‖f‖2U = 2−2rj |P|2Ar,2(U)‖f‖2U .
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On the other hand, if P ∈ S2(U) and f ∈ Ar,2(U), we have
‖(P − Pj)f‖2U ≤ 2−2rj‖[D−r/22−2i ][p(i,k),`,m)]{fi,k}‖2`2
≤ 2−2rj‖[p(i,k),`,m)][D−r/22−2i ]{fi,k}‖2`2
≤ 2−2rj‖[p(i,k),(`,m)]‖2M‖[D−r/22−2i ]{fi,k}‖2`2
≤ 2−2rj‖P‖2L(U)‖f‖2Ar,2(U) ≤ 2−2rj‖P‖2S2(U)‖f‖2Ar,2(U).
6.7. Ar,2λ (U) as a special case of A
r,2(U). Before we conclude this section,
we relate the spectral approximation spaces of Section 5 with the more general ap-
proximation spaces in this section. For any compact, self-ajoint operator T , there is
no loss of generality by renumbering the eigenfunctions to follow the conventions of
the multiscale framework. For instance, when d = 1, we set Γψj :=
{
0, 1, . . . , 2j − 1}.
We subsequently define ψj,k := um for m = 2
j + k with k ∈ Γj for j ∈ N0. This
numbering is easily modified for cases when d > 1.
Theorem 6.4 (Equivalence of Ar,2λ (U) and A
r,2(U)). Suppose that the self-
adjoint, compact operator T : U → U has the Schatten class representation
T =
∑
i∈N
λiui ⊗ ui,
so that T ∈ Ar,2λ (U). Denote by {ψj,k}j∈N0,k∈Γψj ∼ {ui}i∈N, consistent with the
multilevel structure as discussed above. If the eigenvalues satisfy λ2j ≈ 2−2j, then
Ar,2λ (U) ≈ Ar,2(U).
Proof. Let f ∈ Ar,2λ (U). We have
|f |2
Ar,2λ (U)
=
∑
i∈N
λ−ri |(f, ui)U |2 =
∑
j∈N0
∑
k∈Γψj
λ−rj,k|(f, ψj,k)U |2,
.
∑
j∈N0
∑
k∈Γψj
λ−r2j+k‖(f, ψj,k)U |2,
≤
∑
j∈N0
λ−r2j
∑
k∈Γψj
|(f, ψj,k)U |2 .
∑
j∈N0
22jr
∑
k∈Γψj
|(f, ψj,k)U |2.
On the other hand, we can write
|f |2
Ar,2λ (U)
=
∑
i∈N
λ−ri |(f, ui)U |2 =
∑
j∈N0
∑
k∈Γψj
λ−rj,k|(f, ψj,k)U |2,
≥
∑
j∈N0
λ−r2j+1
∑
k∈Γψj
|(f, ψj,k)U |2 ≥
∑
j∈N0
22(j+1)r
∑
k∈Γψj
|(f, ψj,k)U |2,
&
∑
j∈N0
22jr
∑
k∈Γψj
|(f, ψj,k)U |2.
This concludes the proof.
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7. Approximation of Signed and Probability Measures. In this section
we study the approximation of signed and probability measures as they arise in the
theory of Koopman or Perron-Frobenius operators. The approximation of measures
is an important topic in Koopman theory for several reasons. When we study the
Perron-Frobenius operator, for instance, one that is associated with a stochastic flow,
it is an operator that maps measures into measures. Approximations Pj of such a
P are naturally expressed in terms of finite dimensional subspaces of measures. In
analogy to our study of approximations of functions, we are interested in defining
certain classes of priors that contain measures, and the priors make it possible to
determine rates of convergence of approximations. These convergence rates are of
interest in their own right, but there are additional benefits of this analysis. Since
both P and U are sometimes defined explicitly in terms of a kernel and the measure µ,
we will see that methods for approximating µ can be used to construct approximations
of these operators.
We begin our presentation with a review of basic definitions in Section 7.1 and
the introduction of Gelfand triples in Section 7.2. Section 7.3 introduces methods
to estimate signed measures with priors defined by duality relative to Ar,2(U), U a
Hilbert space. The primary result of this section is encapsulated in Theorem 7.1. In
many applications we seek to construct approximations of probability measures, and
such estimates are the topic of Section 7.4.
7.1. Measures, Duality, and Weak∗ Convergence. We assume in this sec-
tion that Ω is a compact subset of Rd. In this case it is known that the topological
dual C∗(Ω) is the family of regular countably additive set functions, or regular signed
measures, rca(Ω) on the set Ω. For any signed measure µ on Ω, there exist mutually
singular positive measures µ+ and µ− such that µ := µ+ − µ−. The total variation
norm for signed measures over the set Ω is given by
‖µ‖TV := |µ|(Ω) := µ+(Ω) + µ−(Ω),
and with this norm rca(Ω) is a Banach space [23]. The total variation norm of the
difference of two signed measures also has the convenient representation ‖µ−ν‖TV =
2 supS⊂Ω |µ(S)− ν(S)|. [75]
The total variation norm often induces a topology that is too fine for applications
in the study of dynamical systems. When we seek to study the discrete deterministic
dynamics in Equation 1.3, the Koopman operator is expressed in terms of the Dirac
measure δx for x ∈ Ω. The Perron-Frobenius operator is also expressed in terms
of this Dirac measure. Suppose we have sequence of points generated by a discrete
dynamical system, {xk}k∈N ⊂ Ω, that converges to x, but xk 6= x for all k ∈ N. We
easily calculate that ‖δx−δxk‖TV = 2 for all k ∈ N, so we conclude that δxk 6→ δx¯ in the
total variation norm. Intuitively, in the applications to the study of discrete dynamical
systems, we would like to have the convergence in some sense of the probability
measures δxk → δx for this trajectory. One such topology for which xk → x implies
δxk → δx is the weak∗ topology on signed measures.
Recall that if X∗ is the dual space of a Banach space X, the weak∗ topology on X∗
is the weak topology that it inherits from iX,X∗∗(X) ⊆ X∗∗, with iX,X∗∗ : X → X∗∗
the canonical injection of X into its second dual space X∗∗. For any set S ⊂ X,
we denote by weak∗(X∗, S) the weak topology on X∗ induced by iX,X∗∗(S) ⊂ X∗∗.
When we unwrap this definition for X := C(Ω) and X∗ := rca(Ω), we find that a net
of measures {µγ}γ∈Γ with Γ a directed set converges to µ in the weak∗ topology if
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and only if
〈µγ , f〉X∗×X → 〈µ, f〉X∗×X
for all f ∈ C(Ω). For computations, this duality statement is just∫
Ω
f(ξ)µγ(dξ)→ f(ξ)µ(dξ)
for all f ∈ C(Ω). Since here the domain Ω is a compact metric space, the set of
probability measures M+,1(Ω) ⊂ rca(Ω) is compact and metrizable. Since we always
have Ω ⊂ Rd in this paper, it also suffices to characterize weak∗ convergence in terms
of sequences in this paper. [56]
7.2. The Gelfand Triple. The approximation of measures in this section and
the next will be facilitated by the use of a Gelfand triple. The Gelfand triple is a
standard construct used in the study of partial differential equations, [85] and we use
it here to relate dual pairings and inner products. Let X be a Banach space that is
dense in the Hilbert space U . We suppose that the injection iX,U : X → U , which
is simply the linear map f ∈ X 7→ iX,Uf = f ∈ H, is continuous. This embedding
is represented symbolically as X ↪→ U and implies that ‖f‖U = ‖iX,Uf‖U . ‖f‖X .
Using the setup described in Section E, we assume that we are given a dense family
of approximant subspaces {Aj}j∈N ⊂ U and associated U−orthogonal projection
operators Πj : U → Aj that are onto Aj . The approximation space Ar,q(U) :=
Ar,q(U, {Aj}j∈N) is defined in the usual way. Finally, we assume that for each j the
space Aj ⊂ X. This implies that we have the scale of inclusions
Aj ⊂ X ↪→ U
iX,U
≈ U∗ ↪→
i′X,U
X∗ ⊂ A∗j ,
Ar,2(U) ⊂ X ↪→ U
iX,U
≈ U∗ ↪→
i′X,U
X∗ ⊂ (Ar,2(U))∗.
By duality every u∗ ∈ U∗ ≈ U defines an element of the dual space i′X,Uu∗ ∈ X∗.
We write U ≈ U∗ to denote the isometric isomorphism of the Hilbert space onto its
dual space that is given by the Riesz map RU . In the few instances when we want
to be explicit about the role of the Riesz map, we use the definition that u∗ = RUu
provided
〈u∗, v〉U∗×U := 〈RUu, v〉U∗×U = (u, v)U
for all v ∈ U . Since the projection operators Πj map U to the finite dimensional space
Aj , the dual approximation operators Π
′
j map A
∗
j to U
∗. Symbolically, we depict this
relationship as
Aj ←−
Πj
U ≈ U∗ ←−
Π′j
A∗j .
Our primary reason for using the Gelfand structure is that it gives a clear and
useful expression for the relationship between the duality pairing 〈·, ·〉X∗×X and the
inner product (·, ·)U on U . As derived in [85], the inner product on U can be extended
by continuity to represent the duality pairing on X in the sense that we have
〈g∗, f〉X∗×X = 〈RUg, f〉X∗×X = (g, f)U
for all f ∈ X, g ∈ U , and g∗ := RUg ∈ U∗ ⊂ X∗. As a consequence we see that the
dual operators Π′j satisfy the relationship
(7.1)
〈
Π′jg
∗, f
〉
X∗×X = (g,Πjf)U
whenever g ∈ U , g∗ := RUg ∈ U∗ and f ∈ X.
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7.3. Approximation with Π′j, Priors Dual to A
r,2(U). With the Gelfand
triple discussed in Section 7.2, we can introduce priors that describe the regularity of
signed measures. The notion of regularity of signed measures is determined by duality
to the approximation spaces Ar,2(U) in this section. This choice is seen to imply a
type of convergence of dual forms with respect to the weak∗ topology on the measures.
The rate of convergence of the approximations of the measures is then established by
using the rates of convergence of approximations of functions in the space Ar,2(U).
Theorem 7.1. Suppose X is a Banach space, U is a Hilbert space, and the pair
X ↪→ U forms a Gelfand triple. Let the following conditions hold:
1. Ar,2(U) := Ar,2(U, {Aj}j∈N0) ⊆ X is an approximation space for r > 0,
2. u∗ = RUu for some u ∈ U with RU : U → U∗ the Riesz map, and
3. Aj ⊂ X for all j ∈ N0, and the operator Πj is the U -orthogonal projection
onto Aj.
Then the sequence
{
Π′ju
∗}
j∈N converges to u
∗ ∈ U∗ ⊂ X∗ in the weak∗(X∗, Ar,2(U))
topology with the rate
|〈(I −Π′j)u∗, f〉X∗×X | . 2−rj‖u‖U‖f‖Ar,2(U)
for all f ∈ Ar,2(U).
Proof. We directly expand and bound the duality pairing using the property in
Equation 7.1 for the Gelfand triple:∣∣∣〈(I −Π′j)u∗, f〉X∗×X ∣∣∣ = ∣∣∣〈u∗, (I −Πj)f〉X∗×X ∣∣∣
=
∣∣∣〈RUu, (I −Πj)f〉X∗×X ∣∣∣ = ∣∣(u, (I −Πj)f)U ∣∣
≤ ‖u‖U‖(I −Πj)f‖U ≤ 2−rj‖u‖U‖f‖Ar,2(U).
Note that the last line above follows from the approximation rate of functions in
Ar,2(U) described in Theorem 6.2.
Example 10 that follows presents the rather straightforward case when the mea-
sure ν to be approximated is given as ν(dx) := m(x)dx for a function m ∈ L2(Ω)
and dx denoting ordinary Lebesgue measure. Here we assume additionally that the
domain Ω is compact, and the approximation space Ar,2(U) is densely and continu-
ously contained in X := C(Ω), which in turn is densely and continuously embedded
in U := L2(Ω). In summary then, the spaces that are used in this analysis define a
duality structure where
Aj ⊂ C(Ω) ↪→ L2(Ω) ≈ (L2(Ω))∗ ↪→ C∗(Ω) ↪→ A∗j ,
Ar,2(U) ↪→ C(Ω) ↪→ L2(Ω) ≈ (L2(Ω))∗ ↪→ C∗(Ω) ↪→ (Ar,2(U))∗.(7.2)
The requirement that Ar,2(U) ⊂ C(Ω) can be relaxed in this example, but when it
holds it makes the analysis particularly straightforward.
Example 10 (Approximation of Signed Measures, Duality to Ar,2(U)).
In Example 5 approximations of functions are defined in terms of piecewise
constants. In this example, we consider a somewhat different situation and
construct the finite dimensional approximations of functions from the spaces
Aj := span
{
ψi,k | 0 ≤ i ≤ j, k ∈ Γψi
}
with ψi,k the dilates and translates of any
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L2(Ω)−orthonormal wavelets or multiwavelets that are smooth enough that they
are contained in C(Ω). There are many such choices. We could choose the
Daubechies compactly supported wavelets Nψ with N ≥ 2 [15, 14], the Coiflets in
[16, 53], or any of the orthonormal, compactly supported multiwavelets described
in of [21] that are continuous.
To build our approximation of measures, we now carefully discuss how dual
measures ψj,k(dx) ∈ C∗(Ω) are defined relative to the orthonormal functions
ψj,k ∈ U . The connection between these bases is clear in this example owing to the
orthonormality of the basis functions ψj,k. We summarize this argument in some
detail as it serves as the prototype of arguments for more general approximations
of measures.
Since Aj is finite dimensional, its dual space A
∗
j is finite dimensional. There
exists a unique basis
{
ψj,k | 0 ≤ i ≤ j, k ∈ Γψi
}
for A∗j ⊂ U∗ that is dual to the
basis
{
ψj,k | 0 ≤ i ≤ j, k ∈ Γψi
}
⊂ U∗ with respect to the pairing < ·, · >U∗×U .
In fact we just have ψj,k := RUψj,k in this example since the dual basis is unique
and
δ(`,m),(j,k) = (ψ`,m, ψj,k)U = 〈RUψ`,m, ψj,k〉U∗×U :=
〈
ψ`,m, ψj,k
〉
U∗×U .
By hypothesis we also know that Ar,2(U) ⊆ C(Ω) ⊆ U := L2(Ω) in this example.
Since C(Ω) ⊂ L2(Ω) ≈ (L2(Ω))∗ ⊂ rca(Ω) = C∗(Ω), any function in L2µ(Ω) can
be viewed as a signed measure on Ω. It is immediate that the biorthogonal basis
function ψj,k ∈ U∗ defines a measure
ψj,k(dξ) := ψj,k(ξ)dξ ∈ C∗(Ω) := rca(Ω),
and they satisfy
〈ψj,k, ψ`,m〉X∗×X =
∫
Ω
ψj,k(ξ)ψ`,m(ξ)dξ = δ(j,k),(`,m)
with X := C(Ω). We then define the approximation operators Π′j by duality,
〈Π′jν, f〉X∗×X = 〈ν,Πjf〉X∗×X =
∫
Ω
∑
0≤i≤j
∑
k∈Γψi
(f, ψi,k)Uψi,k(y)ν(dy)
=
〈 ∑
0≤i≤j
∑
k∈Γψi
ψi,k
∫
ψi,k(y)ν(dy), f
〉
X∗×X
.
This means that
(Π′jν)(dξ) =
∑
0≤i≤j
∑
k∈Γψi
∫
ψi,k(y)ν(dy)ψi,k(ξ)dξ
=
∑
0≤i≤j
∑
k∈Γψi
∫
ψi,k(y)ν(dy)ψ
i,k(dξ)
=
∑
0≤i≤j
∑
k∈Γψi
νi,kψ
i,k(dξ).
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In other words the operators Π′j : X
∗ ⊂ A∗j → U∗ ⊂ X∗ = rca(Ω). Furthermore,
we have from Theorem 7.1 that
| 〈(I −Π′j)ν, f〉X∗×X | = | 〈ν, (I −Πj)f〉X∗×X | . 2−rj‖v‖U‖f‖Ar,2(U)
for ν = RUv ∈ U∗ ⊂ X∗, v ∈ U , and all f ∈ Ar,2(U). This last inequality follows
again from Theorem 7.1.
We must emphasize that Theorem 7.1 and Example 10 study the approximation
of signed measures. Since we have that the probability measures M+,1(Ω) ⊂ C∗(Ω),
any probability measure can be approximated in this way. However, such an ap-
proximation νj := Π
′
jν of a probability measure ν is not guaranteed a priori to be a
probability measure.
Example 11 (An Approximation that is Not a Probability Measure). Con-
sider again the situation in Example 1. We define U := L2(T1) and set
Aj := span
{
uk,i
∣∣∣∣ i = 1, 2, k ≤ j} ,
A∗j := span
{
uk,i
∣∣∣∣ uk,i(ξ)dξ} ,
Πjf :=
∑
i=1,2
∑
k≤j
(f, uk,i)Uuk,i,
A(r,2)(U) := Ar,2(L2(T1); {Aj}j∈N).
Here the eigenfunctions are uk,1(x) := cos(kx)/
√
(pi), uk,2(x) := sin(kx)/
√
pi. By
definition we know that
uk,i(S) =
∫
S
uk,i(ξ)dξ.
Choose ν(dx) = 1pi1[pi,2pi](x)(dx) and S = [0, pi]. We then have
(Π′1ν)(S) =
∑
k≤1
∑
i=1,2
∫
[0,2pi]
uk,i(dξ)ν(dξ)u
k,i(S),
=
1
pi2
{∫
[pi,2pi]
cosxdx
∫
[0,pi]
cosxdx+
∫
[pi,2pi]
sinxdx
∫
[0,pi]
sinxdx
}
,
=
1
pi2
{(
sinx
∣∣∣∣
[pi,2pi]
)(
sinx
∣∣∣∣
[0,pi]
)
+
(
cosx
∣∣∣∣
[pi,2pi]
)(
cosx
∣∣∣∣
[0,pi]
)}
,
= − 4
pi2
.
We conclude that while ν is a probability measure, Π′jν 6∈M+ and is not a prob-
ability measure.
In view of this example, additional work is needed to construct direct estimators of
probability measures that generate probability measures. One strategy is to construct
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approximations that yield probability measures by solving constrained optimization
problems as in Reference [38]. We return to this issue in Section 7.4.2 and describe
an alternative approach that is amenable to the derivation of associated rates of
approximation.
In Example 10 it is assumed that the measure to be approximated has a density
so that ν(dx) := m(x)dx for some function m ∈ L2µ(Ω) and dx denoting Lebesgue.
In this Gelfand triple structure this corresponds to the statement that ν = Rum for
some m ∈ U . In the next example we consider the case when we only know that
ν ∈ C∗(Ω). Specifically, we study the choice ν(dx) := δw(x) for a sufficiently smooth
function w : Ω→ Ω.
Example 12 (Approximations of Signed Measures and Uj ,Pj). We now
return to Example 9 and consider the approximation of the Perron-Frobenius op-
erator or Koopman operator, and associated approximations of measures for the
canonical case when (Uf)(x) = f(w(x)). We begin by reviewing the relationship
between the Perron-Frobenius operator, the Koopman operator, and the probability
measure δw(x) in this case. We then derive rates of convergence for approxima-
tions of the measure δw(x), and subsequently we construct the finite dimensional
operator approximations
Pj := Π′jPΠ′j : X∗ → X∗,
Uj := ΠjUΠj : X → Aj ⊂ X.
We will see that these operators coincide with one that is constructed in terms of
the approximations Π′jδw(x) of the Dirac measure δw(x).
Duality expressions induced by w : Ω→ Ω:
First we review expressions for the dual pairing. By duality we know that
〈Pν, f〉X∗×X = 〈ν,Uf〉X∗×X =
∫
Ω
(f ◦ w)(ξ)ν(dξ).
The Koopman operator in this problem can be re-written as
(Uf)(x) := f(w(x)) =
∫
Ω
δw(x)(dξ)f(ξ),
and it follows from
〈ν,Uf〉X∗×X =
∫
Ω
ν(dx)
∫
Ω
δw(x)(dξ)f(ξ) =
∫
Ω
(∫
Ω
δw(x)(dξ)ν(dx)
)
f(ξ)
= 〈Pν, f〉X∗×X
that
(Pν)(dξ) :=
∫
Ω
ν(dx)δw(x)(dξ).
We next construct approximations of the measure δw(x), which is subsequently
used to construct the approximate operators Uj and Pj.
Approximation of the measure δw(x):
62
We assume, again, that the duality structure takes the form in Equation 7.2.
We choose U := L2(Ω) and X := C(Ω). By assuming that f ◦w ∈ C(Ω) ⊂ L2(Ω),
we compute the expansion
〈Pν, f〉X∗×X =
∫
Ω
(f ◦ w)(ξ)ν(dx)
in terms of the warped wavelets ψ˜j,k as discussed in Example 9. We obtain
∫
Ω
(f ◦ w)(ξ)ν(dξ) =
∫
Ω
∑
j∈N0
∑
k∈Γψj
(
f, ψ˜j,k
)
L2µ˜(Ω˜)
ψj,k(ξ)
 ν(dξ),
=
∑
j∈N0
∑
k∈Γψj
(
f, ψ˜j,k
)
L2µ˜(Ω˜)
∫
Ω
ψj,k(ξ)ν(dξ),
=
∑
j∈N0
∑
k∈Γψj
(f ◦ w)j,kνj,k =
∑
j∈N0
∑
k∈Γψj
f˜j,kνj,k,
with f˜j,k :=
(
f, ψ˜j,k
)
L2µ˜(Ω˜)
and νj,k :=
∫
ψj,k(ξ)ν(dξ). We can generate an ap-
proximation of the measure δw(x) via the operator Π
′
j and obtain
(Π′jδw(x))(dη) :=
∑
0≤i≤j
∑
k∈Γψi
∫
Ω
ψi,k(y)δw(x)(dy)ψi,k(η)dη
=
∑
0≤i≤j
∑
k∈Γψi
ψi,k(w(x))ψ
i,k(dη) =
∑
0≤i≤j
∑
k∈Γψi
d˜i,k(x)ψ
i,k(dη)
with d˜j,k(x) := ψj,k(w(x)). We therefore obtain the dual expansions〈
Π′jδw(x), f
〉
X∗×X =
〈
δw(x),Πjf
〉
X∗×X =
∑
0≤i≤J
∑
k∈Γψi
d˜i,k(x)fi,k.
The weak∗ convergence rate for the approximation of δw(x) is expressed in terms
of the duality pairing as∣∣∣〈(I −Π′j)δw(x), f〉X∗×X ∣∣∣ = ∣∣∣〈δw(x), (I −Πj)f〉X∗×X ∣∣∣ ,
≤ ‖δw(x)‖X∗‖(I −Πj)f‖X ,
. ‖(I −Πj)f‖Ar,2(U) . 2−(s−r)j‖f‖As,2(L2(Ω)),
for all f ∈ As,2(L2(Ω)) with s > r > 0. Note the difference between the rate
of convergence that depends on 2−(s−r) in this example and that in Theorem 7.1
which is bounded by 2−rj. Theorem 7.1 relies on the fact that ν ∈ U∗, which
enables the use of the Gelfand triple to derive that the error rate is O(2−rj).
In this case, the measure ν := δw(x) 6∈ U∗. In other words there is no L2(Ω)
function m such that δw(x) := RUm. We only know that δw(x) ∈ C∗(Ω) := X,
and as measured by the duality structure, the measures in C∗(Ω) are less regular
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than those in U∗. We expect the convergence rate of approximations of measures
ν ∈ C∗(Ω) to be lower than those ν ∈ U∗ ⊂ C∗(Ω).
The approximate operators Pj and Uj:
With the expression for the approximations of the measure δw(x), we define the
approximation Pj as
(Pjν)(dξ) =
∫ (
Π′jδw(x)
)
(dξ)
(
Π′jν
)
(dx),
and the operator Uj is defined by duality. In fact, we find that Pj := Π′jPΠ′j and
Uj := ΠjUΠj. To see why this is so, we can rewrite the approximate Perron-
Frobenius operator
〈Pjν, f〉X∗×X =
∫ (
Π′jν
)
(dx)
(∫ (
Π′jδw(x)
)
(dξ)f(ξ)
)
=
∫ (
Π′jν
)
(dx)
〈
δw(x),Πjf
〉
X∗×X
=
〈
Π′jν,
〈
δw(·),Πjf
〉
X∗×X
〉
X∗×X
= 〈ν,ΠjUΠjf〉X∗×X =
〈
Π′jPΠ′jν, f
〉
X∗×X
The approximate Koopman operator Uj and approximate Perron-Frobenius oper-
ator Pj are dual operators since
〈Pjν, f〉X∗×X =
〈
Π′jPΠ′jν, f
〉
X∗×X = 〈ν,ΠjP ′Πj〉X∗×X
= 〈ν,ΠjUΠj〉X∗×X = 〈ν,Ujf〉X∗×X .
We will see that the derivation of a rate of convergence for Uj in a strong
sense will induce a similar rate of convergence in a weak∗ sense for Pj. If
U ∈ L(Ar,2(L2(Ω))), we have the bound
‖(U − Uj)f‖L2(Ω) ≤ ‖(I −Πj)Uf‖L2(Ω) + ‖ΠjU(I −Πj)f‖L2(Ω) ,
. 2−rj‖Uf‖Ar,2(L2(Ω)) + ‖Πj‖‖U‖0‖(I −Πj)f‖L2(Ω),
. 2−rj (‖U‖r + ‖U‖0) ‖f‖Ar,2(L2(Ω)),
for any f ∈ Ar,2(L2(Ω)). We obtain the weak∗ rate of convergence∣∣∣〈(P − Pj)ν, f〉X∗×X ∣∣∣ = ∣∣∣〈ν, (U − Uj)f〉X∗×X ∣∣∣
. 2−rj‖ν‖X∗‖f‖Ar,2(L2(Ω))
for all f ∈ Ar,2(L2(Ω)) and ν ∈ X∗.
Example 13 (Approximation of δwα(x) with wα(x) := x
α). Here we return
to the problem studied in Example 15, but now approximate the measure δwα(x).
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We choose the sequence of finite dimensional approximation spaces as
Aj := span
{
1j,k
∣∣∣∣ k ∈ Γφj} = span{φj,k ∣∣∣∣ k ∈ Γφj} ,
= span
{
ψi,k
∣∣∣∣ 0 ≤ i ≤ j − 1, k ∈ Γψi } ,
with φj,k and ψj,k the Haar scaling functions and wavelets for d = 1 introduced
in Example 3. We then have
(Π′jδxα)(dξ) =
∑
0≤i≤j−1
∑
k∈Γψi
∫
Ω
ψj,k(η)δxα(dη)ψ
j,k(dξ),
=
∑
0≤j−1
∑
k∈Γ
iψ
ψj,k(x
α)ψj,k(ξ)dξ.
The action on any f ∈ Ar,2(L2(Ω)) is given by〈
Π′jδxα , f
〉
C∗(Ω)×C(Ω) = 〈δxα ,Πjf〉C∗(Ω)×C(Ω)
=
∑
0≤i<j
∑
k∈Γψi
ψj,k(x
α)
∫
Ω
ψj,k(ξ)f(ξ)dξ
=
∑
0≤i<j
∑
k∈Γψi
ψj,k(x
α)(f, ψj,k)L2(Ω).
We then compute the error bound∣∣∣〈(I −Π′j)δxα , f〉C∗(Ω)×C(Ω)∣∣∣ = ∣∣∣〈δxα , (I −Πj)f〉C∗(Ω)×C(Ω)∣∣∣
≤ 2−(s−r)j‖f‖Ar,2(L2(Ω)).
As a second related example, suppose that m(x) = xα and µ(dx) := m(x)dx.
In this case we have
(Π′Jµ)(dξ) =
∑
0≤i<j
∑
k∈Γψi
(xα, ψj,k)L2(Ω) ψj,k(ξ)dξ,(7.3)
and the action on a function f is given by∣∣∣〈(I −Π′j)µ, f〉C∗(Ω)×C(Ω)∣∣∣ = ∣∣∣〈µ, (I −Πj)f〉C∗(Ω)×C(Ω)∣∣∣
≤ n−rj ‖µ‖TV ‖f‖Ar,2(L2(Ω))
for all f ∈ Ar,2(L2(Ω)).
7.4. Approximation with Dual Operators Π˜′j, Priors in A
r,q(X). Theorem
7.1 characterizes rates of convergence of approximations Πjν of a signed measure ν in
terms of duality statements relative to priors in Ar,2(U). In Theorem 7.2 we generalize
this analysis and study dual convergence relative to priors in the space Ar,q(X) with
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X a Banach space. Also, Theorem 7.2 can be used to guarantee rates of convergence
of a some approximations of probability measures in the bounded Lipschitz metric.
For many applications, it is required that approximation of a probability measure in
fact generates a probability measure, not just a signed or positive measure. When ν
is a probability measure, Theorem 7.2 is used to develop a general strategy to define
approximations Π˜jν that are themselves a probability measure.
7.4.1. Approximations of Signed Measures. There are a large number of
expressions for a metric on the probability measures M+,1(Ω). These include the
Wasserstein W p, Kolmolgorov, Levy, Kantorovich, Ky Fan, and bounded Lipschitz
metrics, among others. [22, 61] Some of these metrize the induced weak∗ topology
that M+,1(Ω) inherits as a subset of the signed measures C∗(Ω). In this section, we
show that Theorem 7.1 implies convergence in the bounded Lipschitz metric dBL.
This is a popular metric that induces the weak∗ topology on M+,1(Ω). We assume
throughout this section that the domain Ω is compact. The metric dBL is defined in
terms of the bounded Lipschitz functions by the expression
dBL(µ, ν) = sup
‖f‖BL≤1
| 〈µ− ν, f〉X∗×X |
with again X := C(Ω). In references that discuss probability measures, the bounded
Lipschitz norm is usually designated ‖f‖BL, and it is synonymous with our notation
‖f‖BL ≈ ‖f‖Lip(1,C(Ω)) := ‖f‖C(Ω) + |f |Lip(1,C(Ω)). We use the notation ‖f‖BL in this
section to adhere to the more common notation in measure and probability theory.
[22] The generalization of the Theorem 7.1, one that employs duality with respect
to an arbitrary approximation space Ar,q(X) for a Banach space X, is obtained by
introducing a family of near-best approximation operators {Π˜j}j∈N.
Theorem 7.2 (Dual Convergence of Measures). Let X be a Banach space, sup-
pose that a family of subspaces {Aj}j∈N ⊂ X define the approximation space Ar,q(X)
with r > 0 and 1 ≤ q ≤ ∞ as in Section E, and set nj := #Aj. Suppose that {Π˜j}j∈N
be a family of uniformly bounded linear projection operators Π˜j : X → Aj that are
onto Aj for each j ∈ N. When {nj}j∈N is a quasigeometric series, we then have
(7.4) ‖(I − Π˜nj )f‖X . n−rj ‖f‖Ar,q(X)
and
(7.5)
∣∣∣∣〈(I − Π˜′nj )ν, f〉
X∗×X
∣∣∣∣ . n−rj ‖ν‖X∗‖f‖Ar,q(X)
for all j ∈ N, ν ∈ X∗, and f ∈ Ar,q(X).
Proof. The approximation error bound in the Banach space X in Equation 7.4
above is well known and can be found in many places including [60, 57, 18]. For
completeness we derive the result here in our proof of Equation 7.5. To begin, we can
bound the duality pairing∣∣∣∣〈(I − Π˜′j)ν, f〉
X∗×X
∣∣∣∣ . ∣∣∣∣〈ν, (I − Π˜j)f〉
X∗×X
∣∣∣∣
≤ ‖v‖X∗‖(I − Π˜j)f‖X .
When f ∈ Ar,q(X), we have
‖f − Π˜jf‖X = ‖f − Π˜ja+ Π˜ja− Π˜jf‖ ≤ ‖f − a‖X + ‖Π˜j‖‖f − a‖
≤ (1 + C)‖f − a‖X
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for all a ∈ Aj , and we can conclude that ‖f − Π˜jf‖X . Ej(f,X). The representation
Lemma on page 336 of [57] states that we have the equivalent norms Ar,q(X) ≈∥∥{nrjanj (·, X)}∥∥`q with aj(f,X) := Ej−1(f,X) the jth approximation number of the
function f in the Banach space X. This means that∑
j∈N0
(nrjanj (f,X))
q ≈ ‖f‖qAr,q(X),
and therefore anj (f,X) . n−rj ‖f‖Ar,q(X). Since the approximant spaces are nested,
we see that
Enj (f,X) ≤ Enj−1(f,X) := anj (f,X) . n−rj ‖f‖Ar,q(X),
and the Theorem holds.
In summary then, Theorem 7.2 establishes that the sequence {Π˜′jν}j∈N0 converges in
weak∗(X∗, Ar,q(X)), and the weak∗ rate is O(nrj).
For the Hilbert space U , the norm of the error in the orthogonal projection ‖(I −
Πnj )f‖U is estimated as in Theorem 6.2, while in a Banach space X the approximation
error ‖(I− Π˜nj )f‖X is studied in Theorem 7.2. Before proceeding with our discussion
of approximation of measures, we illustrate the efficacy of the approximation error
bound for functions given in Equation 7.4 in an example application.
Example 14 (Near Best Approximations in Ar,q(Lp(Ω)) and Ar,q(C(Ω))).
In this example, we examine a case where the first conclusion in Example 7.2 in
Equation 7.4 holds for approximant spaces {Aj}j∈N in Ar,q(Lp(Ω)). We define
the approximant spaces
Aj := span
{
1j,k | k ∈ Γφj
}
,
which are the same as those built from classical Haar scaling functions and
wavelets in Example 3. When we want to use the approximant spaces {Aj}j∈N to
construct approximations in Ar,q(Lp(Ω)), we define the family of approximation
operators
(Π˜jf)(x) :=
∑
k≤nj
1∫
Ω
1j,k(ξ)dξ
∫
Ω
f(ξ)1j,k(ξ)dξ · 1j,k(x),
so that Π˜jf |j,k is the average of f over j,k. Clearly each Π˜j is a linear projec-
tion onto Aj. From Equation 3.12 in [18] we have
‖(I − Π˜j)f‖Lp(Ω) . n−rj |f |Lip(r,Lp(Ω))
for 1 ≤ p ≤ ∞. This result again follows directly from Theorem 7.2 and Theorem
E.1 using the fact that for 0 < r < 1/2 we have
Ar,∞(Lp(Ω)) = Lip(r, Lp(Ω)).
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Before we close this example, we carry out an error analysis using a different
family of approximation operators Π˜j. Denote the center of each j,k by ξj,k. We
introduce the family of associated projection operators
(Π˜jf)(x)
∑
k≤nj
f(ξj,k)1j,k(x).
Each Π˜j : C(Ω)→ Aj is onto Aj. The family of approximation operators {Π˜j}j∈N
is uniformly bounded as maps from C(Ω)→ L∞(Ω) since we have
‖Π˜jf‖L∞(Ω) = sup
x a.e. ∈Ω
∣∣∣∣∣∣
∑
k≤nj
f(ξj,k)1j,k(x)
∣∣∣∣∣∣ ≤ ‖f‖C(Ω).
From first principles we can conclude that
‖(I − Π˜j)f‖L∞(Ω) = sup
x a.e. ∈Ω
∣∣∣∣∣∣f(x)−
∑
k≤nj
f(ξj,k)1j,k(x)
∣∣∣∣∣∣
≤ max
k≤nj
sup
xa.e. ∈j,k
|f(x)− f(ξj,k)|
≤
(
1
2
(2−j)
)α
‖f‖Lip(r,C(Ω)) . 2−jr‖f‖Lip(r,C(Ω)).(7.6)
This final inequality yields the same rate of approximation O(2−rj) ≈ O(n−rj ) for
a continuous function in f ∈ C(Ω).
Example 15 (Example of (Uf)(x) := (f ◦ wα)(x) = xα ). In this example
we give straightforward, concrete case of Examples 8 and 9. We study the case
that we are given a deterministic dynamics on the set [0, 1] that is generated by
the recursion
xn+1 = wα(xn) := x
α
n
over [0, 1] for a fixed 0 < α ≤ 1. This example is selected since it provides a good
study of how the rate of approximation of the Koopman operator depends on its
action on approximation spaces. We know that the Koopman operator satisfies
(Uf)(x) = f(wα(x)) = f(xα) =
∫
Ω
δwα(x)(dξ)f(ξ) =
∫
Ω
δxα(dξ)f(ξ).
The family of functions wα for 0 < α ≤ 1 is shown in Figure 15. Intuitively it
seems natural to say that the function wα exhibits a singularity at x = 0.
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Fig. 7.1: Plots of xα for 0 < α ≤ 1.
We expect that the approximation of the Koopman operator will depend on the
severity of the singularity. We show that the definition of priors in terms of ap-
proximation spaces enables a rigorous and specific description of this dependence.
Smoothness in Lip(s, C(Ω)). Initially, we might choose to model the dy-
namics by choosing a Lipschitz space Lip(r, C(Ω)), since this smoothness space is
one of the simpler to understand. Even though this choice is not of much practical
use for studying this deterministic recursion, it is illustrative of how smoothness
of the operator U , in terms of its action on approximation spaces, plays a critical
role in building approximations. The derivative dw/dx is uniformly bounded on
every subset of the form [, 1] := Ω for 0 <  < 1, but unbounded at x = 0. We
see that f 6∈ Lip(1, C(Ω)). However, wα ∈ Lip(1, C(Ω)) for each  ∈ (0, 1). Now,
for any f ∈ Lip(r, C(Ω)) with 0 < r ≤ 1, we have
|(Uf)(x)− (Uf)(y)| = |(f ◦ wα)(x)− (f ◦ w)(y)|,
≤ |f |Lip(s,C(Ω))|wα(x)− wα(y)|r,
≤ |f |Lip(s,C(Ω))
(|wα|Lip(1,C(Ω))|x− y|)r ,
. |x− y|r
for all x, y ∈ Ω. This inequality shows that Uf ∈ Lip(r, C(Ω)) for any 0 <  < 1
and 0 < r ≤ 1. The operator U maps between the spaces
U : Lip(r, C(Ω))→ Lip(r, C(Ω)).
As discussed in [18], it is known that Lip(r, C(Ω)) for 0 < r < 1 is the linear
the interpolation space between the spaces C(Ω) and Lip(1, C(Ω)). In Example
14 we have shown from first principles that f ∈ Lip(r, C(Ω)) implies that the
operators Π˜j onto the piecewise constants defined by point evaluation yield errors
like ‖(I − Π˜j)f‖C(Ω) ≈ O(2−rj). Following essentially the same steps as in
Example 14 for the difference (U−Uj)f yields an error bound O(2−rj). Reference
[18] shows that in fact a uniformly continuous function is approximated via a
linear method from the family of piecewise constants with a rate n−rj if and only
if f ∈ Lip(r, L∞(Ω)). Since in this example Ω is compact, the result applies here,
of course, with nj ≈ 2j. We also note that the choice of the space Lip(r, C(Ω))
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does prove useful for approximations of some related dynamical systems, including
stochastic evolutions induced by Markov chains as discussed in Example 18.
Smoothness in Lip(s, Lp(Ω)). The analysis above omits the origin since w
exhibits a singularity there, so it can not be used to analyze discrete evolutions
over [0, 1]. We could further expand our analysis above using the smoothness space
Lip(r, C(Ω)), but it can be fruitful to demonstrate another metric for smoothness
in this case. We now study this case using the Lipschitz space Lip(r, Lp(Ω))
defined in terms of the Lp-integrated Lipschitz inequalities. In particular, from
[18] page 66 we know that wα ∈ Lip(α,L∞(Ω)), but for no higher index. In
this sense, membership in the space Lip(α,L∞(Ω)) describes the strength of the
singularity at the origin of wα(x) := x
α.
Now suppose the f is any function in Lip(s, C(Ω)) for 0 < s ≤ 1. We see
that
‖(Uf)(·+ h)− Uf‖pLp(Ω) =
∫
|(f ◦ w)(x+ h)− f ◦ w(x)|p dx,
≤ |f |pLip(s,C(Ω))
∫
|w(x+ h)− w(x)|sp dx,
≤ |f |pLip(s,C(Ω))
(|w|Lip(α,Lsp(Ω)) · hα)sp ,
≤ |f |pLip(s,Lp(Ω))|w|spLip(α,Lsp(Ω)) · hαsp.
This series of inequalities demonstrates that
U : Lip(s, C(Ω))→ Lip(αs, Lp(Ω)).
Again we can construct estimates and derive rates of convergence based on the
fact that Lip(αs, Lp(Ω)) is equivalent to certain linear approximation spaces.
Having chosen a measure of smoothness for the study of the dynamical system
and Koopman operator, we must choose a basis. Any of the orthonormal wavelets
or multiwavelets, such as those described in Examples 21 or 22 could be used here.
But for purposes of illustration we choose, yet again, the Haar scaling functions
φj,k and wavelets ψj,k for j ∈ N0 and k ∈ Γφj and Γψj , respectively, introduced in
Example 3. We define the spaces of approximants to be the collections of wavelets
Aj := span{ψj,k} and A˜j := span{ψ˜j,k},
as well as the associated approximation spaces
Ar,p(U) := Ar,p(U ; {Aj}j∈N0),
Ar,p(U˜) := Ar,p(U˜ ; {A˜j}j∈N0),
with ψ˜j,k the warped wavelet generated from ψj,k in terms of the mapping wα.
We know that if f ∈ Lip(s, C(Ω)), then Uf ∈ Lip(αs, Lp(Ω)). But this space is
equivalent to the approximation space Ar,∞(Lp(Ω)) with r = αs that is obtained
by interpolating between the spaces Lp(Ω) and Lip(1, Lp(Ω)).
We know from page 131 of [18] or [19] that approximations by piecewise
constants converge to the function f with rate O(n−rj ) for 0 < r < 1/2 if and
only if f ∈ Lip(s, L2(Ω)). Alternatively, this specific approximation rate follows
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from Theorem E.1 upon recognizing that the span of the Haar scaling functions
in Aj coincides with the Schoenberg spline space S1(4j) of order 1, and that
Lip(r, L2(Ω)) ≈ Lip∗(r, L2(Ω)) for 0 < r < 1.
The following corollary is a simple consequence of Theorem 7.2.
Corollary 7.3. Let the hypotheses of Theorem 7.2 hold with a family of approx-
imant spaces {Aj}j∈N0 that satisfy
‖f‖A1,∞(C(Ω)) . ‖f‖Lip(1,C(Ω)).
Then we have
dBL(Π
′
jν, ν) . n−1j
for all j ∈ N and ν ∈M+,1(Ω).
Proof. The corollary is a direct consequence of the Theorem choosing r = 1, q =
∞. We have for X := C(Ω) the bounds〈
(I − Π˜′j)ν, f
〉
X∗×X
=
〈
ν, (I − Π˜j)f
〉
X∗×X
≤ ‖ν‖X∗‖(I − Π˜j)f‖X . n−1j ‖f‖A1,∞(X)
≤ n−1j ‖f‖Lip(1,C(Ω)).
We now take the supremum of both sides of this inequality over the set of f such that
‖f‖Lip(1,C(Ω)) = 1, and the theorem follows.
7.4.2. Approximation of Probability Measures. As emphasized above, by
definition we know that Π′j : A
∗
j → C∗(Ω), but we are not guaranteed that it maps
from M+,1(Ω) ⊂ A∗j into M+,1(Ω). In many papers and example problems, it is an
important requirement to be able to define approximations of probability measures
that are in fact probability measures. This problem has been tackled in a more general
sense of duality for (generalized) Young’s measures in [63, 46]. A Young’s measure ν is
also known as parameterized probability measure, that is, it is a probability measure
νt on Ω for each t ∈ T of some index set T . We might think of T as a set of possible
times, and νt as a probability measure in space at time t ∈ T . The approach in these
references differs from the strategy here in two important ways. First, they make no
explicit use of approximation spaces, although the approximation error hypotheses
they rely on can often be inferred from the definition of an approximation space.
Secondly, the analysis of error in these references makes systematic use of a duality
of a more general nature: the duality between a (generalized) Young’s measure and
certain Cartheodory kernels. In the simplest of the cases treated in [63], this duality
is given by (L1(T , C(Ω)))∗ := L∞w (T , rca(Ω))). Here L1(T , C(Ω)) is the space of
integrable Banach space-valued functions taking values in C(Ω), and L∞w (T , rca(S))
is the collection of weakly measurable functions t 7→ νt ∈ rca(S). We will not pursue
this line of thought in this paper, which employs a simpler duality structure.
7.5. Approximations of Probability Measures, Duality in L∞µ (Ω)×L1µ(Ω).
We motivate the approach in this section by considering again the simple deterministic
recursion
xn+1 = w(xn).
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Example 16. From our earlier discussions, the recursion above defines the
sample path of a Markov chain with transition probability kernel P(dy, x) :=
δw(x)(dy), which means that the Koopman operator is just
(Ug)(x) :=
∫
Ω
δw(x)(dy)g(y) = g(w(x)).
Now we suppose that µ is an probability measure, µ ∈M+,1. We can then define
the Perron-Frobenius operator by the duality condition
< g,Pf >L∞µ (Ω)×L1µ(Ω)=< Ug, f >L∞µ (Ω)×L1µ(Ω)=
∫
Ω
g(w(x))f(x)µ(dx)
for any g ∈ L∞µ (Ω) and f ∈ L1µ(Ω). When we choose g(x) = 1A(x) we obtain an
alternate representation in Remark 3.2.2 from [44] with
(7.7)
∫
A
(Pf)(x)µ(dx) =
∫
w−1(A)
f(x)µ(dx).
As pointed out in Section 3.2 of [44], a useful alternative representation of P
can be derived when the measure µ is Lebesgue measure on the real line. In this
strategy we can use the expression above to derive the equation
Pf(x) = f(w−1(x)) d
dx
(w−1(x))
following [44] on page 43, and subsequently build approximations of this expres-
sion. Such approximations could be fashioned, for example, by constructing finite
dimensional estimates of f ◦ w−1 and just multiplying the result by d(w−1)/dx,
which is assumed known. The approximations of f ◦ (w−1) would follow quite
similarly to our approach for approximating Uf := f ◦ w in Example 15.
However, if the measure µ is not Lebesgue measure the process above is of
no immediate help. An alternative could be to use the identity in Equation 7.7,
substituting an approximation µj for µ. In this context, since µ is assumed to be
a probability measure, it seems vital to derive estimates of µ that are themselves
probability measures. We discuss this problem in the remainder of this section.
Denote the bases for the approximant spaces as
Aj := span {aj,k | k ≤ nj} ⊂ L1µ(Ω).
We have the duality structure
Aj ⊂ L1µ(Ω) and (L1µ(Ω))∗ = L∞µ (Ω) ⊂ A∗j
with A∗j the topological dual of Aj . That is, A
∗
j is the topological dual space of Aj
when Aj is endowed with its inherited L
1
µ(Ω) norm. There is a unique dual basis
{aj,k}k≤nj ⊂ L∞µ (Ω) for the dual space A∗j and we have
A∗j := span
{
aj,k | k ≤ nj
}
.
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We have the representations
f =
∑
i≤nj
〈
aj,k, f
〉
L∞µ (Ω)×L1µ(Ω) aj,k :=
∑
k≤nj
aj,k(f)aj,k,
h =
∑
i≤nj
〈h, aj,k〉L∞µ (Ω)×L1µ(Ω) a
j,k :=
∑
k≤nj
aj,k(h)a
j,k,
for each f ∈ Aj and h ∈ A∗j . Define the approximation operators Π˜j : L1µ(Ω) → Aj
by the expression (
Π˜jf
)
(x) =
∑
k≤nj
aj,k(f)
‖aj,k‖L1µ(Ω)
aj,k(x)
for any f ∈ Aj . It can be directly shown [46] that the dual operators Π˜′j : A′j →
(L1(Ω))∗ := L∞µ (Ω) are given by(
Π˜′jh
)
(x) :=
∑
k≤nj
aj,k(h)
‖aj,k‖L1µ(Ω)
aj,k(x).
Now, suppose that aj,k, a
j,k are positive functions. Then it is clear that Π˜jh ≥ 0 for
all h ≥ 0, and Π˜′j is a positive operator. Moreover, we can calculate directly that
‖Π˜′jh‖L1µ(Ω) =
∑
k≤nj
aj,k(h)‖aj,k‖L1µ(Ω)
‖aj,k‖L1µ(Ω)
=
∑
k≤j
aj,k(h).
The L1µ−norm of h is computed to be
‖h‖L1µ(Ω) =
∫
Ω
∣∣∣∣∣∣
∑
k≤nj
aj,k(h)a
j,k(ξ)
∣∣∣∣∣∣µ(dξ) =
∑
k≤nj
aj,k(h)‖aj,k‖L1µ(Ω).
Suppose that the dual basis is normalized so that ‖aj,k‖L1µ(Ω) = 1. We see then that
if ‖h‖L1µ = 1, so that h is the density of a probability measure, then ‖Π′jh‖L1(Ω) =
‖h‖L1(Ω) = 1. The function Π′jh is consequently the density of a probability measure.
Example 17 (Approximation of Probability Measures by Piecewise Con-
stants). We define the bases {aj,k}j∈N and approximant spaces
Aj := span {aj,k}k≤nj := span
{
1j,k
}
k∈Γφj
.
as in Example 5. The dual basis is readily computed to be
aj,k(x) :=
1
µ(j,k)
1j,k .
In fact, we have
‖aj,k‖L1µ(Ω) = 1.
The operator Π˜′j defined in terms of these bases maps probability density functions
into probability density functions. For purposes of illustration, suppose that µ is
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normalized Lebesgue µ(dx) := dx/2pi. In this case the definition of Π˜j and Π˜
′
j
coincide with their definitions in 14. We can conclude that
‖(I − Π˜′j)f‖Lp(Ω) . n−rj |f |Lip∗(r,Lp(Ω))
for 0 < r < 1/2 and 1 ≤ p ≤ ∞.
We can then define the approximations of the Koopman operators(
U˜jf
)
(x) =
(
Π˜j(f ◦ w)
)
(x),
and calculate
‖(U − U˜j)f‖Lp(Ω) = ‖(I − Π˜j)(f ◦ w)‖Lp(Ω)
. n−rj ‖f ◦ w‖Ar,∞(Lp(Ω))
≈ n−rj ‖f ◦ w‖Lip∗(r,Lp(Ω))
over this range of r with 1 ≤ p ≤ ∞. If we do not know the probabability measure
µ is Lebesgue measure, we obtain only
‖(U − U˜j)f‖Lpµ(Ω) = ‖(I − Π˜j)(f ◦ w)‖Lpµ(Ω)
. n−rj ‖f ◦ w‖Ar,∞(Lpµ(Ω)),
since Theorem E.1 applies only for the case that µ is Lebesgue measure. It can not
be applied directly to establish the equivalence of the Lipschitz space Lip(r, Lpµ(Ω))
to the approximation space Ar,∞(Lpµ(Ω)), for instance.
In this last example we apply the results of this section to study the rate of
approximation of the Koopman operator for a non-trivial Markov chain, one that
corresponds to an iterated function system (IFS).
Example 18. In this example we describe a well-known semidynamical sys-
tem that is amenable to the estimation of measures as introduced in this sec-
tion. We briefly review the notion of iterated function systems, the semidynami-
cal systems associated with them, and the construction of fractals. [44, 1] We
let Ω := [0, 1]d, and suppose we are given a finite family of Lipschitz maps
wλ ∈ Lip(1, C(Ω)) and |wΛ|Lip(1,C(Ω)) = Lλ < 1. Associated with this family
we define the set valued map
W (S) := ∪λ∈Λwλ(S).
It is known that the iteration
Sn+1 = W (Sn)(7.8)
is a semidynamical system on the family H consisting of compact subsets of Ω
when it is endowed with the Hausdorff metric dH. In fact, since each mapping
wλ is a contraction, it follows that W : H → H is a contraction. Using Banach’s
fixed point theorem, we know that there is a unique solution to the fixed point
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equation W (S∗) = S∗, and it is given by
S∗ := lim
n→∞W
◦n(S0) ∈ H
for any initial compact set S0 ⊆ Ω. This theorem has been used as a constructive
way to define a variety of fractals [1].
There is a second probabalistic interpretation of an iterated function system.
Intuitively, it proceeds as follows. Let n = 0. Given some initial condition x0 ∈
Ω, we roll a dice that has #(Λ) sides that are weighted with probabilities pλ,∑
λ∈Λ pλ = 1. If the result is λn ∈ Λ, we set
xn+1 = wλn(xn)(7.9)
and repeat this process. A typical trajectory then has the form
. . . wλn ◦ wλn−1 ◦ · · · ◦ wλ0(x0).(7.10)
The relationship between the attractor of the deterministic attractor in Equation
7.8, the stochastic system in Equation 7.9, and the trajectories in 7.10 has been
studied in great detail. It provides a model for understanding the interplay of
symbolic dynamics, the support of discrete dynamics, and dynamics of probability
measures. [1] We have included this example since its associated Frobenius-Perron
and Koopman operators are key to understanding the asymptotic behavior of this
dynamical system.
We can describe the stochastic recursion in Equation 7.9 in terms of the
transition probability kernel
P(A, x) =
∑
λ∈Λ
pλδwλ(x)(A).
that gives the probability that the next step of the chain is in A given that the
current state is x. The Koopman and Perron-Frobenius operators are calculated
directly from the definitions in Equations 3.5 and 3.6 to obtain
(Uf)(x) =
∑
λ∈Λ
pλf(wλ(x)),
(Pν)(A) =
∑
λ∈Λ
pλν(w
−1
λ (A))
for all measurable A and x ∈ Ω. It is easy to see that the Perron-Frobenius
operator P above maps a probabability measure ν into a probability measure since
(Pν)(Ω) =
∑
λ∈Λ
pλν(w
−1
λ (Ω)) =
∑
λ∈Λ
pλ · 1 = 1.
An intuitive explanation of what the Perron-Frobenius operator represents is
useful here. Suppose that we are given a probability measure µ0 that is interpreted
as a distribution of initial conditions over the configuration space for the stochastic
evolution, and we want to understand the probability that a set A ⊆ Ω is visited
during the first step of the recursion. This probability is given by a measure µ1
computed from
µ1(A) =
∫
Ω
P(A, x)µ0(dx) = Pµ0.
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This process can be repeated for any finite number of steps n, and µn(A) =
(Pnµ0)(A) describes the probability that the nth step of the recursion lands in A
when the initial conditions are distributed according to µ0. We see that if Pnµ0
converges to some probability measure µ∗, then µ∗ describes where the iterations
eventually concentrate.
This argument can be made precise by endowing the set of probability mea-
sures M1,+(Ω) ⊂ rca(Ω) with a metric. The most popular choice is the bounded
Lipschitz metric dBL introduced in Section 7.4.1. It is known that this metric
induces the weak* topology that M+,1(Ω) inherits from C∗(Ω) = rca(Ω). The
metric space M+,1(Ω) is in fact a closed, compact subset of rca(Ω). [56] With
this choice, (P, (M+,1(Ω), dBL)) is a (weak ∗−) continuous semigroup in discrete
time. Generally, the weak∗ continuity of the semigroup is equivalent to the Feller
property, which holds if U : C(Ω)→ C(Ω). In the present case, since the functions
wλ are Lipschitz continuous, the Feller property is immediate.
The primary reason for the choice of the bounded Lipschitz metric in the study
of the dynamical system (P,M+,1(Ω)) is that simple criteria can be developed that
ensure that the Perron-Frobenius operator is a contraction. We have
〈P(µ− ν), f〉X∗×X = 〈µ− ν,Uf〉X∗×X ,
=
∑
λ∈Λ
pλ
∫
Ω
f(wλ(x))(µ(dx)− ν(dx)),
=
∑
λ∈Λ
pλLλ
∫
Ω
f(wλ(x))
Lλ
(µ(dx)− ν(dx)).(7.11)
But if |f |BL ≤ 1, then the function |f(wλ)/Lλ|BL < 1 since
|f(wλ(x))− f(wλ(y))| ≤ |f |BL|wλ|BL ≤ Lλ.
When we take the supremum of both sides of the inequality in Equation 7.11 over
‖f‖Lip(1,C(Ω)) ≤ 1, we conclude that
dBL(Pµ,Pν) ≤ LΛdBL(µ, ν)
with LΛ :=
∑
λ∈Λ pλLλ. Whenever LΛ < 1, we have a unique solution µ
∗ of the
fixed point Equation
µ∗ = Pµ∗,
that is given by
µ∗ = lim
k→∞
Pkµ0
for any initial probability measure µ0. This result is shown in [44] Proposition
12.8.1. See [73] for generalizations that allow for place dependent probabilities
pλ = pλ(x). In fact, we know that
dBL(Pkµ0, µ∗) ≤ LkΛdBL(µ0, µ∗).
By definition, the measure µ∗ that solves the above fixed point equation is the
invariant measure of the discrete dynamical system (P, (M+,1(Ω), dBL)).
We consider the specific example depicted in Figure 7.2.
76
0 0.2 0.4 0.6 0.8 1 1.2
0
0.2
0.4
0.6
0.8
1
1.2
Fig. 7.2: Attractor of Deterministic IFS ≈ Support of Invariant Measure
This iterated function system is defined in terms of three Lipschitz mappings wλ
for λ = 1, 2, 3 defined as
w1
({
x1
x2
})
:=
1
2
{
x1
x2
}
,
w2
({
x1
x2
})
:=
1
2
({
x1
x2
}
+
{
1
0
})
,
w3
({
x1
x2
})
:=
1
2
({
x1
x2
}
+
{
0
1
})
.
This is an example of a “just touching” IFS, one known as a Sierpinski gasket.
We will use the multiwavelet basis defined in Example 4 for the construction of
approximations of the Koopman operator for this IFS. From the definition of the
mappings wλ it is evident that
w1 : 4→ 41,(0,0) := 4˜1,
w2 : 4→ 41,(0,1) := 4˜2,
w3 : 4→ 41,(1,0) := 4˜3,
with 41,(0,0),41,(1,0),41,(0,1) defined in Example 4. We define
4˜ :=
⋃
i∈Λ
4˜i,
L2µ˜(4˜) := ⊕
i∈Λ
L2µ˜i(4˜i),
with Λ = {1, 2, 3}, x˜i = wi(x), 4˜i = wi(4), M˜i(x˜i) = w−1i (x˜i), m˜(x˜i) =
|∂M˜i/∂x˜i|, and µ˜i(dx˜i) := m˜i(x˜i)dx˜i. For any f such that f ◦ wλ ∈ L2(4)
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for all λ ∈ Λ, we have the expansion
Uf =
∑
λ∈Λ
pλ
∑
i∈N0
∑
k∈Γψi
(f ◦ wλ, ψj,k)L2(4) ψj,k,
=
∑
λ∈Λ
pλ
∑
i∈N0
∑
k∈Γψi
(
f, ψ˜λ,(i,k)
)
L2µ˜λ
(4˜λ)
ψi,k,
and we define the approximation Uj via
Ujf =
∑
λ∈Λ
pλ
∑
i≤j
∑
k∈Γψi
(
f, ψ˜λ,(i,k)
)
L2µ˜λ
(4˜λ)
ψi,k.
In this equation ψ˜λ,(j,k) are the warped wavelets over 4˜λ induced by the mapping
wλ. For any f ∈ Ar,2(L2µ˜(4˜)), we have the error estimate
‖(U − Uj)f‖L2(4) . 2−rj |Uf |Ar,2(L2(4)).
By duality, we define the approximation Pj of the Perron-Frobenius operator P
as
(Pjν)(A) :=
∑
λ∈Λ
pλ
∑
i≤j
∑
k∈Γψi
∫
Ω
ψi,k(x)ν(dx)
∫
A
ψ˜λ,(i,k)(x˜λ)µ˜λ(dx˜λ).
8. Approximations when µ is unknown and p is known. This section
studies a case of intermediate complexity, one that helps bridge the gap between the
situation when all the problem data is known as in Section 2 and cases when the
only available information is a family of samples of the input-output states of the
underlying dynamical system in Section 8.3.
We begin the analysis in this section assuming that single step output measure-
ments are generated from a collection of initial states that are chosen randomly ac-
cording to a probability distribution µ on Ω. The IID assumption is simpler to study
and leads to expressions that illustrate the tradeoff between the deterministic and
probabalistic contributions to the error. We subsequently explain how the argument
based on IID initial states can be modified to obtain error estimates for dependent
samples generated along the sample path of a Markov chain.
8.1. Approximation from IID Initial States. We let z := {x1, . . . , xm} ⊂
Ωm be a collection of m independent and identically distributed (IID) samples that
are distributed according to the measure µ on Ω. With the breadth of technical
tools covered in Sections 4, 5, and 6 there are many specific routes to address this
problem. For purposes of illustration, the next theorem describes a simple case among
all the variants of the problem facing us in this section. Suppose that the domain
Ω ⊂ R is compact with |Ω| = µ(Ω) and that K is a symmetric, positive definite, and
bounded kernel on Ω× Ω. We follow the construction in Section 4 and suppose that
the spectral approximation space Ar,2λ (U) ⊂ C(Ω) ⊂ L2µ(Ω) := U defined in terms of
the eigenvalues and eigenfunctions {(λi, ui)}i∈N of the operator TK : U → U . It is
always possible find such a spectral approximation space Ar,2λ (U) that is contained in
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the continuous functions. We can, for instance, choose r = 1 since the RKHS space
A1,2λ (U) ≈ V ⊂ C(Ω) by construction. Any larger r ≥ 1 will likewise work.
The Perron-Frobenius operator P and its approximation Pj , as well as their
respective kernels are defined as in Theorem 5.1,
P :=
∑
i∈N
piui ⊗ ui, p(x, y) =
∑
i∈N
piui(x)ui(y)(8.1)
Pj :=
∑
i≤j
piui ⊗ ui, pj(x, y) :=
∑
i≤j
piui(x)i(y).(8.2)
We define the sample dependent operators Pz and Pj,z as
(Pzf)(x) := |Ω|
m
m∑
i=1
p(x, xi)f(xi),(8.3)
(Pj,zf)(x) := |Ω|
m
m∑
i=1
pj(x, xi)f(xi),(8.4)
respectively, for any f ∈ Ar,2λ (U). In this last expression
(8.5) pj(·, xi) := Πj(p(·, xi)) =
∑
k≤j
∫
Ω
p(ξ, xi)uk(ξ)µ(dξ) uk.
For these operators to make sense, it must be true that pointwise evaluation of the
kernels and function f at xi ∈ Ω makes sense. From the requirement that Aj ⊂
Ar,2λ (U) ↪→ C(Ω) ⊂ L2µ(Ω), all of the required evaluation operators acting on f make
sense. We further assume that p¯ : sup(x,y)∈Ω×Ω |p(x, y)| < ∞ so that pointwise
evaluations of the kernel p makes sense.
We next study an approximation problem when p is known, the value µ(Ω) is
known, but the measure µ is unknown. (The assumption that µ(Ω) is known is not
essential.) Specifically, we suppose that the spectral expansions in Equations 8.1
through 8.4 are known, and we are given a closed form expression for the function
f . However, since the measure µ is unknown, the Fourier coefficients (f, ui)U are
not computable. Therefore, we cannot compute Pf nor Pjf using Equations 8.1 and
8.2. We seek an error analysis of how well the sample generated approximant Pj,zf ,
which is computable, estimates Pf . We will see that this analysis is a precursor to
the results presented in Section 8.3.
Theorem 8.1. Suppose that the assumptions described above and the definitions
in Equations 8.2 through 8.5 hold. Let z := (x1, . . . , xm) ⊂ Ω be IID random samples
drawn according the probability measure µ on Ω. Then we have the error estimate
(8.6) ‖Pf − Pj,zf‖U .
(
λ
r/2
j + 
)
‖f‖Ar,2(U)
for all samples z 6∈ B(, j) := B(, j;P), and the set of bad samples
(8.7) B(, j) := {z ∈ Ωm ∣∣ ‖Pj − Pj,z‖S2(U) > }
has probability
(8.8) Pr(B(, j)) < AC(, j) :=
{
1 if  ≤ α √j/m
2e−βm
2/j if  > α
√
j/m
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with the constants α := 4
√
ln2p and β := 1/16p2. The function
AC(, j) := AC(, j;P)
is the accuracy confidence function for the fixed operator P.
It is important to note that the error estimate above in Equation 8.6 depends on the
fixed function f and the operator P. Before proving this theorem, we state a corollary
that is perhaps the most succinct representation of the bias-variance tradeoff that can
arise in the approximation of Koopman or Frobenius-Perron operators from samples.
Corollary 8.2. Under the assumptions of Theorem 8.1, we have the error bound
in expectation over the samples z = {x1, . . . , xm} given by
EPm
(‖Pf − Pj,zf‖2U) . (λrj + jm )‖f‖2Ar,2λ (U)
with P := µ/µ(Ω). The constant in the upper bound above depends on p¯, and hence
on the fixed operator P.
The proof of this corollary follows from integration of the accuracy confidence function
introduced in Theorem 8.1. The integration strategy is essentially identical to the
integration carried out in Example 19, so we omit the proof of the corollary here.
Proof. By Proposition 9 of [62], Pj,z is a Hilbert-Schmidt operator on U . For any
f ∈ U , we know that
‖(P − Pj,z)f‖U ≤ ‖(P − Pj)f‖U + ‖(Pj − Pj,z)f‖U ,
.
(
λ
r/2
j |P|Ar,2λ (U) + ‖(Pj − Pj,z‖S2(U)
)
‖f‖U ,
where the last line follows from Theorem 5.1 and the fact that ‖ · ‖L(U) ≤ ‖ · ‖S2(U).
Note that we have Pj,z = ΠjPz = PzΠj since
(Pj,zf)(x) := |Ω|
m
∑
1≤i≤m
pj(x, xi)f(xi),
=
|Ω|
m
∑
1≤i≤m
∑
1≤k<j
pkuk(x)uk(xi)f(xi),
=
∑
1≤k<j
 |Ω|
m
∑
1≤i≤m
pkuk(xi)f(xi)
uk(x)
= (ΠjPzf)(x) = (PzΠjf)(x),
for each x ∈ Ω. From the expansion P = ∑i∈N pkuk ⊗ uk we have
‖Pj − Pj,z‖2S2(U) = ‖Πj(P − Pz)‖2S2(U) ≤ 2j ‖P − Pz‖2S2(U).
From Proposition 10 of [62] we known that ‖P − Pz‖S2(U) ≤ 8p¯2δ/m, and thus,
‖Pj − Pj,z‖2S2(U) ≤ 16p¯2
j
m
δ
for all samples z ∈ Ωm in a set having µm−probability in excess of 1− 2e−δ.
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We next show that this probabalistic error estimate can be expressed in terms
of the accuracy confidence function AC(, j) in the theorem. Define the set of bad
samples as in Equation 8.7, and denote its complement G, the set of good samples.
We have
Prob(B) = 1− Prob(G) < 1− (1− 2e−δ) = 2e−δ.
Using the bound Prob(B) ≤ min{1, 2e−δ}, we have
Prob(B) ≤
{
1 δ ≤ δcr
2e−δ δ > δcr
with δcr := ln 2. Define 
2 := 16p¯2 jmδ. A change of variables shows that Equation 8.8
holds.
Note carefully that the accuracy confidence function A(, j) here is for a fixed choice
of the function f and the operator P. In principle, it resembles Theorem A of Cucker
and Smale in [9], in contrast to the uniform estimates for f in a compact convex
subset of C(Ω) in Theorem C∗ in [9] and to those finer uniform estimates in [17],
[30], [74]. This bound has a complicated appearance, but for the problems in which
either the measure µ is unknown, it is a convenient way to express the error. It is one
of the ways that error in probability esimates are expressed in nonlinear regression,
statistics, approximation theory, and statistical learning theory. [17, 81, 30, 74]
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Fig. 8.1: Typical plot of accuracy confidence function AC(, f,P)
To develop an intuitive understanding of this bound, it must be kept in mind
that the discrete, sample-based approximation Pz depends on the random samples
z. If you are have a particularly bad day, it is possible that the specific estimator
Pz generated by that sample z has a large error. However, the estimate in Theorem
8.1 guarantees that for a resolution level j the size of set of bad samples B(, j)
decreases exponentially with an increase in the number of samples m. Its size decays
like e−βm
2/j . A plot of a typical accuracy confidence function is shown in Figure 8.1.
The bound in Theorem 8.1 is comprised of the approximation space error O(λ−rj ) and
the sample error O(). These are also referred to as the bias and probabalistic error,
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Fig. 8.2: Plot of the form of the accuracy confidence function AC(, f,P)
respectively. Suppose now that the number of samples m is fixed, we are interested in
a sample accuracy  = λ
r/2
j that matches the size of the approximation space error,
and we vary the resolution level j. The accuracy confidence function AC(λ
r/2
j , j)
is O(e−βmλ
r
j ) as j increases. The size of the set of bad samples therefore grows as
j increases. The plot of the general form of the error in this situation is shown in
Figure 8.2 for a case when the number of samples m is fixed and the dimension of the
approximation space varies. The portion of the plot exhibits increasing error as the
variance term dominates. The form of this plot is analogous to those that are used
to discuss fundamental results from statistical learning theory. [79]
Example 19. In this example we study a specific case in which the tradeoff
between the approximation error and sample errors is readily established. We end
up with a worst case upper bound on performance that has the same structure as
in Theorem 8.1. But since the example is highly structured, the error bound can
also be derived from first principles. The approach in this example, while specific,
also provides clues on how to attack the case when the samples z = {x1, . . . , xm}
are the dependent observations of the Markov chain having a transition probability
kernel P(dy, x) := p(y, x)µ(dy).
We now return the discrete dynamical system discussed in Example 1. Sup-
pose that the measure µ is just Lebesgue measure on T1, but we do not have this
information available to us to use in building approximations. The dynamical
system in Example 1 gives rise to the operators
(Uf)(x) :=
∫
Ω
p(y, x)f(y)µ(dy) =
∑
k∈N
∑
i=1,2
pk,i(f, uk,i)Uuk,i,
(Ujf)(x) :=
∑
k≤j
∑
i=1,2
(f, uk,i)Uuk,i(x),
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(Uzf)(x) :=
∫
Ω
p(y, x)f(y)
 |Ω|
m
∑
l≤m
δx`(dy)
 ,
=
∑
k∈N
∑
i=1,2
pk,i
(
|Ω|
m
m∑
`=1
uk,i(x`)f(x`)
)
uk,i(x),
(Uj,z)(x) :=
∑
k≤j
∑
i=1,2
pk,i
(
|Ω|
m
m∑
`=1
uk,i(x`)f(x`)
)
uk,i(x),
with uk,i the eigenfunctions defined in Example 1. We can bound the error using
the triangle inequality
‖Uf − Uj,zf‖U ≤ ‖Uf − Uj‖U + ‖Ujf − Uj,zf‖U
. λr/2j + ‖Ujf − Uj,z‖U .
We focus specifically on the sample error and see that
‖Ujf − Uj,zf‖2U =
∑
k≤j
∑
i=1,2
p2k,i
 |Ω|
m
∑
`≤m
uk,i(x`)f(x`)− (f, uk,i)U
2 ,
.
∑
k≤j
∑
i=1,2
 1
m
∑
`≤m
uk,i(x`)f(x`)− EP(uk,if)
2 .(8.9)
with the probability measure P(dx) := µ(dx)/|Ω| = dx/µ(Ω). Again, we empha-
size that the constant in the upper bound in Equation 8.9 depends on p1,1 :=
maxk,i(pk,i), so this estimate is again for a fixed operator P.
The next critical step employs a concentration of measure result in the form
of Hoeffding’s inequality. Suppose that |g(x) − EP(g)| < M for x a.e. ∈ Ω.
Hoeffding’s inequality states that
Pm
∣∣∣∣∣∣ 1m
∑
`≤m
g(x`)− EP(g)
∣∣∣∣∣∣ ≥ 
 ≤ 2e−m2/2M2 .
We want to use this inequality to bound each terms in the parentheses in Equation
8.9, that is, for g := uk,if . Since f ∈ Ar,2λ (U) ⊂ C(Ω) and Ω is assumed compact,
we know that there is a constant M˜f such that |f | ≤ M˜f . It follows that we have
the uniform bound |uk,if | ≤M := Mf := M˜f/
√
pi for all k, i. The dependence of
our analysis on the constant M := Mf is important to note, a topic we discuss
on completion of the proof. We conclude that
Pm
∣∣∣∣∣∣ 1m
∑
`≤m
uk,i(x`)f(x`)− EP(uk,if)
∣∣∣∣∣∣ ≥ 
 ≤ min(1, 2e−m2/2M2)
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for all k ∈ N, i = 1, 2. As in our discussion of Theorem 8.1, we define the
accuracy confidence function
AC() :=
{
1  ≤ α√1/m
2e−m
2/2M2  > α
√
1/m
with α =
√
2ln2 M .
We will now show the utility of the probabalistic bound in terms of the ac-
curacy confidence function AC() for the construction of upper bound on the
expectation of the error over m samples. The expected error is given by
EPm

∣∣∣∣∣∣ 1m
∑
`≤m
g(x`)− EP(g)
∣∣∣∣∣∣
2

=
∫ ∞
0
Pm

∣∣∣∣∣∣ 1m
∑
`≤m
g(x`)− EP(g)
∣∣∣∣∣∣
2
≥ 
 d,
=
∫ ∞
0
Pm
∣∣∣∣∣∣ 1m
∑
`≤m
g(x`)− EP(g)
∣∣∣∣∣∣ ≥ √
 d,
≤
∫ ∞
0
AC(
√
)d.
Now let  = η2 so that d = 2ηdη and∫ ∞
0
AC(
√
)d = 2
∫ ∞
0
ηAC(η)dη,
≤ 2
(∫ α√1/m
0
ηdη + 2
∫ ∞
α
√
1/m
ηe−mη
2/2M2dη
)
. 1
m
for a constant that depends only on the constant M := Mf . Combining this result
with Equation 8.9, we finally obtain
(8.10) EPm
(‖Uf − Uj,zf‖2U) . λrj + jm.
This is the same form as upper bound in the conclusions of Theorem 8.1 and
Corollary 8.2.
As emphasized in the proof, the coefficient in the upper bound above depends on
the constant M := Mf and p1,1, so the error estimate holds for the fixed function f
and operator U . This should be contrasted to the results derived in [9, 17, 31] that
give uniform estimates over f in a compact, convex subset of C(Ω), a much stronger
result. References [4] and [28] construct estimates of functions in nonlinear regression,
not estimates of Perron-Frobenius operators, that have a form analogous to that in
Equation 8.10. These references allow for bases that need not be orthogonal functions,
and the variance term is of the order O(j log j/m) in the more general case.
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8.2. Approximations from Observations along a Sample Path. In this
section we answer how the analysis of the last section can be viewed as the foundation
for the situation in which the observations {x`}`≤m ⊂ Ω are collected along the
sample path of a Markov chain. We will use the analysis in Example 19 to guide us.
When we study the argument in Example 19 carefully, we see that the only place
that the IID assumption is required is in the hypotheses of Hoeffding’s inequality.
Since the samples {x`}`≤m along the sample path of the Markov chain are generally
dependent, we cannot use Hoeffding’s inequality here. Hoeffding’s inequality states
what is known as a concentration of measure formula. It turns out that there is a
fairly large collection of stochastic processes, including some dependent ones, that
satisfy a similar concentration of measure result.
A discrete stochastic process {xi}i∈Z is said to be k−dependent if for all τ ∈ Z
the joint stochastic variables {xi}i≤τ are independent of the joint stochastic variables
{xi}i≥τ+k+1. This relation can be illustrated by organizing the blocks as in
(· · · , x−1, x0, x1, · · ·xτ )︸ ︷︷ ︸
first block,
independent of last block
∣∣∣∣ (xτ+1, · · · · · · , xτ+k)︸ ︷︷ ︸
dependent variables
coupled to first, last blocks
∣∣∣∣ (xτ+k+1, · · · · · · )︸ ︷︷ ︸
last block,
independent of first block
.
As is well-known, for a Markov chain the state xτ+1 is only coupled to xτ , and xτ+2 is
only coupled to xτ+1. A Markov chain is therefore always k−dependent with k = 1.
It turns out that some k−dependent stochastic processes satisfy a concentration in-
equality quite similar in form to the Hoeffding inequality. We say that a k−dependent
stochastic process satisfies an e(m)-effective concentration inequality for a function f
if it is true that
(8.11) Pm{x}

∣∣∣∣∣∣ 1m
∑
`≤m
f(x`)− E(f(x1(·)))
∣∣∣∣∣∣ > 
 ≤ 2e−e(m)2/2σ2(f(x1(·)))
where m is again the number of samples, now along the sample path, and the function
m 7→ e(m) is defined to be the effective number of samples. One class that satisfies
a concentration inequality of this form is the collection of strongly mixing Markov
chains whose α-mixing coefficients decay at an exponential rate. [52].
Theorem 8.3. Let the hypothesis of Theorem 8.1 and Example 19 hold, with the
exception that the samples {x`}`≤m are collected along the sample path of a Markov
chain, and U = L2µ˜(Ω) with µ˜ the probability distribution of x1. Suppose that the
Markov chain is strongly mixing in that there are three constants a, b, c > 0 such that
the α -mixing coefficients α(i) decay exponentially as
α(i) ≤ ae−bic
for i ≥ 1. Then the Markov chain satisfies the e(m)-effective concentration inequality
in Equation 8.11 for the effective number of samples
e(m) :=
m⌈{8m
b
}1/(c+1⌉−1 ,
and we have the error bound
EP{x}
(‖Uf − Uj,zf‖2U) . λrj + je(m) .
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Here P{x} is the probability distribution on Ωm of the process {x1, . . . , xm}.
Proof. The proof of this inequality follows exactly the same steps as that in the
proof of Example 19, but now Hoeffding’s inequality is replaced with the e(m)-effective
concentration inequality that is guaranteed to hold as discussed in [52].
8.3. Case with µ and p unknown. As discussed in the introduction, the
popularity of Koopman theory for the study of dynamical systems is due primarily
to its utility for systems that are to some degree uncertain or unknown. In this last
section we study the case when the primary evidence about a dynamical system under
study is a set of samples of its input-output behavior. We will show how, in some
cases, it is possible to relate the theory of data-driven algorithms to other popular
techniques that synthesize aspects of the theory presented earlier, statistical learning
theory, and empirical risk minimization. We begin our discussion in the next example
which presents the Extended Dynamic Mode Decomposition (EDMD) algorithm.
Example 20. Of the various techniques to approximate the Koopman oper-
ator, the Dynamic Mode Decomposition (DMD) or the Extended Dynamic Mode
Decomposition (EDMD) methods have seen widespread use. These methods are
a popular approach to building approximations of Koopman, and through dual-
ity, Perron-Frobenius, operators. They have been studied extensively in applica-
tions to the study of evolution of observables of discrete or continuous flows in
[26, 34, 33, 35].
In this example we discuss in some detail the EDMD algorithm for estimating
the Koopman operator associated with a prototypical discrete dynamical system
that evolves on a compact set of R. Observation functions on the configuration
space of the discrete flow are assumed to be scalar-valued. The general form of
the EDMD algorithm applies to much more general flows, see references [33, 50]
for a discussion. These assumptions are not critical to the analysis that follows,
but certainly simplify notation. For instance, we can use the same bases for the
representations of function w : Ω → Ω and for the observables f in our analysis
below. In the general theory these may be different bases.
To be specific, we are given the discrete flows
xn+1 = yn := w(xn) ∈ Ω ⊂ R
on the compact set Ω. Suppose we have a measurement process that provides
(possible noisy) estimates of the input-output response z := {(xi, yi)}mi=1 ⊂ Ω ×
Ω := Z. We let F denote the family of observables, or observable functions, on
the configurations of the dynamical system. The family F consists of real-valued
functions of a real variable in this example. For a fixed observable f ∈ F , we
therefore have
y˜n := f(xn+1) := f(w(xn)) = (Uf)(xn) ∈ Ω ⊂ R.
We briefly summarize the EDMD algorithm for the estimation of a Koopman
operator in the form it is described in [39]. Given the measurements of system
input-output response {(xi, yi)}ni=1, we form the empirical arrays
X := [x1, . . . , xm] ∈ Rd×m,
Y := [y1, . . . , ym] ∈ Rd×m,
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for d = 1. We choose a family of functions An := {φi}ni=1 that will be used as
the basis for constructing approximations, An := span {φi}ni=1. Each φi : Ω→ R.
We define the data matrices
Φ(X) := [φ(x1), . . . , φ(xm)] ∈ Rn×m,
Φ(Y) := [φ(y1), . . . , φ(ym)] ∈ Rn×m
with φ := [φ1, . . . , φn]
′ and construct the matrix
Mn,m := Φ(Y)Φ(X)† ∈ Rn×n
with Φ(X)† := Φ(X)′(Φ(X)Φ(X)′)† ∈ Rm×n the right pseudoinverse of Φ(X).
Note carefully the dependence of the matrix Mn,m on the dimension n of the
approximation space An and the number of samples m. As summarized in [39,
33], the final approximation Uedmdn,m : An → An is given by(Uedmdn,m f) (x) := φ′(x)M ′m,nc
for any f =
∑
i≤n φici ∈ An ⊂ F and c ∈ Rn.
Recent references [39, 33] derive various quite general results regarding the
convergence of the finite dimensional operators Uedmdn,m to the Koopman operator
U . For example, [39] shows that
lim
m→∞ ‖(U
edmd
n,m − Un)f‖An = 0
for any f ∈ An := F and any norm on the finite dimensional space An. We are
interested in relating this analysis to methods of distribution-free learning theory
and the derivation of stronger convergence rates in a very specific case. This is
the subject of the next few theorems.
We now derive an alternative form for Uedmdn,m f that holds when the approximant
space consists of piecewise constants over a uniform dyadic grid. In the example above
the subscript n on An is equal to dimension of An, since this is convention that is
prevalent in the Koopman theory literature such as [39, 33]. On the other hand, the
convention in approximation space theory is that the subscript j on Aj is the resolution
level of the grid used to define Aj . In our convention we denote by nj := #(Aj) the
dimension of Aj . When we make comparisons of the two approximants, we define
Uedmdj,m := Uedmdnj ,m from Example 20 to use equivalent indices for both approaches.
Theorem 8.4. Let U := L2(Ω) and the approximation spaces Aj be given as
Aj := span
{
ψi,k | 0 ≤ i ≤ j, k ∈ Γψi
}
= span
{
φj,k | k ∈ Γφj
}
,
= span
{
1j,k | k ∈ Γφj
}
,(8.12)
the span of piecewise constants on a grid of level j. Here φj,k and ψj,k are the Haar
scaling functions and wavelets, respectively, defined on resolution level j. The basis
functions 1j,k are the characteristic functions of the cells j,k that define the dyadic
grid. They are defined so that their supports define a partition of the domain Ω. Then
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the EDMD approximation Uedmdj,m := Uedmdnj ,m of U can be written
(Uedmdj,m f)(x) :=
∑
k∈Γφj
pj,k1j,k(x)(8.13)
for each f :=
∑
i≤n ci1j,i with
pjk :=

∑
`≤m
∑
i≤n 1j,k (x`)1j,i(y`)ci∑
s≤m 1j,k (xs)
{xs}s≤m ∩j,k 6= ∅,
0 {xs}s≤m ∩j,k = ∅.
Proof. In terms of the discussion in Example 20, we have
Uedmdj,n f := φ′(x) (Φ(X)Φ′(X))†Φ(X)Φ′(Y)c
for f =
∑
i≤n ci1j,k and c := {c1, . . . , cn}′ ∈ Rn,
Φ(X) :=
 1j,1(x1) · · · 1j,1(xm)... . . . ...
1j,n(x1) · · · 1j,n(xm)
 ,
and
Φ(Y) :=
 1j,1(y1) · · · 1j,n(ym)... . . . ...
1j,1(y1) · · · 1j,n(ym)
 .
Since the supports of the basis functions define a partition of the domain Ω, each
column of Φ(X), or for that matter of Φ(Y), is zero except for one entry that is equal
to one. For the purposes of this proof only, suppose that we permute the columns of
Φ(X) so that the first n1 columns correspond to the samples in X that fall in j,1,
the next n2 columns correspond to samples in j,2, and so forth, with m =
∑
i≤n ni.
We permute the matrix Y based on the new ordering of X. With this reordering of
samples, Φ(X)Φ(X)′ is a diagonal matrix, and each entry (k, k) of the major diagonal
of Φ(X)Φ′(X) is equal to the number of samples in that lie in j,k. It then holds that
[(Φ(X)Φ(X)′)+]s,t :=

0 s 6= t,
0 s = t and {xk}k≤m ∩j,s = ∅,(∑
k≤mj,s(xk)
)−1
s = t and {xk}k≤m ∩j,s 6= ∅.
The form in the above theorem now follows by explicitly expanding
Φ(X)† := Φ(X)′ (Φ(X)Φ(X)′)† .
We note that the above derivation has been provided for completeness, and a slightly
more general result of the same nature can be found in [34]. In the next section we
show how the rates of convergence can derived from Theorem 8.4.
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8.4. Distribution-Free Learning Theory. Again, our interest is in approxi-
mating the action of the Koopman operator on a any function f ∈ F . We we given
noisy measurements {(xi, yi)}i≤m of the input-output behavior of the system. We
do not known the distribution of this process since neither w nor µ is known. We
will see that the EDMD approximation of the Koopman operator is closely related to
approximations that arise in results of distribution-free learning theory. [28, 79]
Note that, since it is assumed here that the observable function f is known, we
can define another measurement process
y˜n := f(yn) := f(xn+1) = (f ◦ w)(xn) := (Uf)(xn).
Each y˜n can be computed from (xn, yn) since f is known. For the remainder of this
section, let us just consider the measurement process {(xi, y˜i)}i≤m, which we will use
to estimate the function f ◦ w in y˜ = f(w(x)). Since the distribution of the mea-
surement process {(xi, yi)}i≤m is unknown, so is the distribution of the measurement
process {(xi, y˜i)}i≤m. In studies of the convergence of data-driven algorithms it is
common to make assumptions regarding the underlying distribution in order to es-
tablish convergence. These assumptions can be cast in terms of ergodicity or mixing
of the process, for example. [33]
Here we depart from these conventional approaches in Koopman theory and em-
ploy a somewhat different strategy that is popular in statistical and distribution-free
learning theory. As discussed earlier, we are ultimately most interested in the case we
are given observations of states along the sample path of a Markov chain. But again,
error estimates are usually simpler to derive assuming that the samples are IID. We
start by considering the IID assumption, and then discuss how the analysis can be
extended to more general dependent processes such as Markov chains.
In view of the above we first suppose that the measurements {(xi, y˜i)}i≤m are
independent and identically distributed with respect to some fixed but unknown mea-
sure µ˜ on Z := Ω×Ω. Such a collection can be obtained assuming that a set of initial
conditions {xi}i≤m are selected randomly according to an unknown fixed (marginal)
measure µ on Ω, and then observing the state yi after a single step of the dynamics.
If we define the unknown function g := f ◦w, approaches in distribution-free learning
theory seek to construct estimates g∗ ∈ L2µ(Ω) that approximately minimize the cost
function
J (g) := 1
2
∫
z:=(x,y˜)∈Z
(y˜ − g(x))2µ˜(dz),
g∗ = argmin
g∈L2µ(Ω)
J (g).
Any measure µ˜ on Z can be factored as µ˜(dz) := µ˜(dy, x)µ(dx) where z := (x, y), µ
is the marginal probability
µ(A) = µ˜(A× Ω)
for all measurable A ⊂ Ω, and µ˜(A, x) is the conditional probability distribution of a
measurable set A ⊂ Ω given x ∈ Ω. It is an elementary exercise that the function g∗
that achieves the minimum of the ideal functional J is the regressor function given
by
g∗(x) :=
∫
Ω
y˜µ˜(dy˜, x).
Since µ˜ and µ˜(dy, x) are unknown, however, it is not possible to use this expression
or the cost function J directly for the construction of estimates. [9]
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It is one of the fundamental results of distribution-free learning theory that it
is possible to construct useful estimates of the minimizer g∗ from the principle of
empirical risk minimization. That is, we seek a g∗j,z that minimizes the empirical risk
Jz(g) := Jz(g; f) := 1
m
∑
i≤m
(y˜i − g(xi))2 = 1
m
∑
i≤m
(f(yi)− g(xi))2,
g∗j,z := argmin
g∈Aj
Jz(g) = argmin
g∈Aj
Jz(g; f).
The notation Jz(g; f) emphasizes that here the empirical risk Jz(g) depends para-
metrically on the fixed function f ∈ F . There is no such dependence in the classical
problems of distribution-free learning theory, and in this respect, the approximation
problem solved by the EDMD algorithm is more general.
It is shown in [4] that, under the hypotheses of Theorem 8.4, the solution g∗j,z of
the above empirical risk minimization problem is written as
g∗j,z(x) :=
∑
k∈Γφj
gj,k1j,k(x)(8.14)
with
gj,k :=

∑
`≤m 1j,k (x`)y˜`∑
s≤m 1j,k (xs)
{xs}s≤m ∩j,k 6= ∅,
0 {xs}s≤m ∩j,k = ∅.
The similarity of the solution g∗j,z of the empirical risk minimization problem to the
construction of the EDMD approximation Uedmdn,m is immediate when we note that, for
any f ∈ Aj having a representation f :=
∑
i≤n ci1j,i , we have
y˜` = f(y`) =
∑
i≤n
1j,i(x`)ci.
We conclude that if f ∈ Aj , the approximant obtained by the EDMD algorithm
coincides with that obtained by empirical risk minimization. Based on empirical risk
minimization, we therefore can define
(Uermj,z f) := g∗j,z,
for the function f ∈ F . The above discussion illustrates that
Uedmdj,z := Uermj,z Πj
when Aj := span
{
1j,k | k ∈ Γφj
}
and Πj is the L
2(Ω)-orthonormal projection onto
Aj .
8.5. Error Bounds for EDMD. We see from the above study that when f ∈
Aj , the approximations generated by the EDMD algorithm and that constructed from
empirical risk minimization coincide. This result is instructive and of interest in its
own right. In addition, it is possible to use this analogy to obtain rates of convergence
of approximation that rely on choices of priors, just as in the last few sections. Recall
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again that U := L2µ(U) in this section. Using the decomposition of the error in terms
of approximation space and variance contributions as discussed in Section 2, we have
‖Uf − Uedmdj,z f‖U
≤ ‖Uf − Ujf‖U︸ ︷︷ ︸
bias
+ ‖Ujf − Uermj,z f‖U︸ ︷︷ ︸
variance
+‖Uermj,z f − Uedmdj,z f‖U .(8.15)
The first term will be bounded by a constant O(2−rj/2) when Uf ∈ Ar,2(U), and the
second term will be bounded by a constant  that holds for all samples outside a bad
set of samples. As before the measure of the bad set of samples decays exponentially
as a function of the number of samples, but grows as a function of the dimension of
the approximant space Aj . We have discussed the analysis of these terms and the
form of the bounds that arise for them. Only the last term is new in this inequality,
so we study it more carefully. We have
‖Uermj,z f − Uedmdj,z f‖U = ‖Uermj,z (I −Πj)f‖U .
But, in this section it is assumed that the function f ∈ C(Ω) to ensure that the
evaluation operator f 7→ f(x`) is well-defined for all samples. It follows that for any
fixed z = {(x`, y`)}1≤m and j ∈ N we have
‖Uermj,z f‖L∞(Ω) := sup
x∈Ω
∣∣∣∣∣∣∣
∑
k∈Γφj
∑
`≤m 1j,k(x`)f(y`)∑
s≤m 1j,k(xs)
1j,k(x)
∣∣∣∣∣∣∣ ≤ ‖f‖L∞(Ω),
and this inequality holds for all f ∈ C(Ω). Now, since we have assumed that Ar,2(U) ⊂
C(Ω) ⊂ U , we have
‖Uermj,z f − Uedmdj,z f‖2U =
∫ ∣∣(Uermj,z (I −Πj)f) (x)∣∣2 µ(dx),
. µ2(Ω)‖Uermj,z (I −Πj)f‖2L∞(Ω),
. ‖(I −Πj)f‖2L∞(Ω).
In this section the approximant space Aj is the span of the Haar scaling functions
on a grid having resolution level j, and the operators Πj are the L
2(Ω)-orthonormal
projections onto Aj . Just for this particular basis, the orthonormal projection Πjf
is identical to the averaging operator studied in Example 14. From that example, we
know that ‖(I − Πj)f‖L∞(Ω) ≈ 2−rj when f ∈ Lip∗(r, L∞(Ω)). The overall estimate
of the error in the EDMD approximation now results from combining this bound with
the triangle inequality in Equation 8.15. One way to derive an error bound based
on Equation 8.15 assumes IID samples {(xi, yi)}i≤m, such as a those generated from
a random collection of initial conditions and measurement of the resulting one step
response state. The analysis for this case is essentially the same as in our previous
discussion. We really are interested with the samples are along the sample path of a
Markov chain. We briefly discuss this case next.
There are a number of precise upper bounds in the literature on the second
term in Equation 8.15. A good overview can be found in [4]. Given the tradeoff
between the approximation space and bias errors, much effort has been devoted to
“equilibrating” the leftmost two terms in Equation 8.15 to achieve a balanced overall
rate of convergence. Let us suppose that f ∈ Aj to keep the exposition simple, so
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that the rightmost term in Equation 8.15 is zero. Furthermore, also suppose that f is
in a compact, convex subset of C(Ω). The equilibration techniques work by choosing
a relationship between the number of samples m and the dimension of approximant
space nj as these numbers grow. One example rule in [4] calculates the required mesh
resolution j of the space Aj , and therefore the number of basis functions to be used,
in terms of the number of samples m. With that rule, Equation 8.15 can be used
following [4] to show that
Eνm
(‖Uf − Uedmdj,z f‖U) . ( logmm
)2r/(2r+1)
.
Here Eνm(·) is the expectation over the samples z := {(xi, y˜i)}i≤m with respect to the
product measure νm on Zm. It is known that this estimate is the best possible rate of
convergence except for the logm term, and therefore it is referred to as a semi-optimal
bound. [17] As discussed in more detail in [41], an analogous result follows for some
strongly mixing Markov chains. By modifying the rule derived in [4] to employ the
effective number of samples e(m) as in Reference [41], it follows that
EPm{z}
(‖Uf − Uedmdj,z f‖U) . ( log e(m)e(m)
)2r/(2r+1)
.
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Appendix A. Detailed Examples of L2(Ω)−Orthonormal Wavelets.
Example 21 (Daubechies’ Orthonormal Wavelets). We initially study the
case when Ω ⊆ R and f : Ω→ R. Once the conventions for the one dimensional
domain are understood, we briefly discuss the generalization for certain sets Ω ⊆
Rd and for vector-valued functions f : Ω→ Rd. In this example we consider bases
for the approximation space that are given by Daubechies orthonormal, compactly
supported wavelets. This example can be considered a model or prototype for
more general multiscale bases discussed later. It introduces the specifics of the
conventional numbering, indexing, and definition of bases when the approximation
space is defined in terms of a wavelet basis. This case has perhaps the most limited
applicability among the examples we discuss: the limitations for the most part
arise due to the fact that the class of orthonormal, compactly supported wavelets
in [14] do not have a closed form expression. Still, computations can be carried out
using quadratures that can derived as described in [10]. Despite these limitations,
the approach discussed in this example can be applied directly to Perron-Frobenius
and Koopman operators defined over the torus T d ⊆ Rd. This is an important
application in itself.
When Ω ⊆ R, we choose the orthonormal scaling function to be φ := Nφ,
the Daubechies orthonormal scaling function of order N ≥ 2. [14] The associated
orthonormal wavelet is denoted as ψ := Nψ. The support of the functions Nφ
and Nψ is [0, 2N − 1]. It is well-known that these wavelets can be constructed
so that they have arbitrarily high Lipschitz smoothness by choosing the index N
large enough. Moreover, the scaling functions reproduce polynomial functions of
order N−1 and the wavelets have N−1 vanishing moments. These properties are
crucial in establishing the approximation rates for spaces of piecewise polynomials
contained in the span of these functions. In fact, we find that approximation by
the order N Daubechies scaling functions and wavelets yield convergence that is
at least O(2−rj) for functions in Ar,2(L2(Ω)) ≈ W r(L2(Ω)) with N = r. This
topic is discussed in more detail in Sections E.2 and E.2.2.
The scaling functions and wavelets over a dyadic grid of cubes having side
length 2−j are defined to be φj,k(x) := 2jd/2φ(2jx−k) and ψj,k(x) := 2jd/2ψ(2jx−
k) for k ∈ Zd and j ∈ N0 with d = 1. In the conventional notation of multires-
olution analyses, we set the scaling spaces Vj := span
{
φj,k | k ∈ Γφj
}
and detail
spaces Wj := span
{
ψj,k | k ∈ Γψj
}
with Γφj and Γ
ψ
j the set of admissible trans-
lates for the scaling functions and wavelets on grid level j. In this first example,
when we assume Ω := R, we have Γφj = Γ
ψ
j = Z. But this will change when we
consider compact domains Ω ⊂ Rd below or multiwavelets in the next example.
We have the representation
(A.1) f :=
∑
k∈Γφ0
(f, φ0,k)Uφ0,k +
∑
j∈N0
∑
k∈Γψj
(f, ψj,k)Uψj,k
for any f ∈ U . It is standard to modify this representation and create the multi-
scale summation
(A.2) f :=
∑
j∈N0
∑
k˜∈Γψ˜j
(f, ψ˜j,k˜)L2 ψ˜j,k˜
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with the modified set of indices
ψ˜j,k := ψj,k, k ∈ Γ˜ψj := Γψj for 1 ≤ j ≤ ∞
ψ˜0,k˜ := φ0,k, k˜ := (k, 0) ∈ Γ˜ψ0 := Γφ0 × Γψ0 , for j = 0,
ψ˜0,k˜ := ψ0,k, k˜ := (0, k) ∈ Γ˜ψ0 := Γφ0 × Γψ0 , for j = 0.
In the discussion that follows, whenever we refer to a multiscale representation,
we suppress the ·˜ notation and assume that the wavelets, scaling functions, and
index sets have been modified so as to obtain a form similar to that in Equation
A.2, or just as in Equation 6.2.
So far we have selected Ω = R. In this case the index sets Γφj ,Γ
ψ
j := Z are
infinite. However, suppose that we instead consider the compact domain Ω ⊂ R.
For illustration suppose Ω := [0, 1]. When we identify basis functions modulo
periodization over [0, 1], we can arrange that the index sets Γψj and Γ
φ
j contain
O(2j) functions for all j larger than some fixed level j0. For example, for φ :=
Nφ
with N = 3, we obtain 2j indices in Γφj for j ≥ 3. The approximation spaces are
defined to be Aj+1 := Vj+1 := Vj ⊕Wj for each j0 ≤ j ∈ N0, and now Vj ,Wj are
finite dimensional. In the one dimensional case we have
#(Γφj ) = 2
j and #(Γψj ) = 2
j
for all j ≥ j0 large enough. The orthogonal projections Πj := U → Aj for each
j ≥ j0 are written as
Πjf :=
∑
k∈Γφj
(φj,k, f)Uφj,k =
∑
j0≤m≤j
∑
k∈Γψm
(ψj,k, f)Uψj,k,
where again the latter multiscale decomposition is modified to include both wavelets
and scaling functions in the lowest level resolution grid j0. We thereby obtain eas-
ily computed representations of the norm and inner product on the approximation
spaces Ar,2(U). We have
(f, g)Ar,2(U) =
∑
j0≤j∈N0
22jr
∑
k∈Γψj
(f, ψj,k)U (g, ψj,k)U ,
‖f‖2Ar,2(U) =
∑
j0≤j∈N0
22jr
∑
k∈Γψj
|(f, ψj,k)U |2,
for f, g ∈ Ar,2(U). No generality is lost in that the summation above starts for a
coarsest grid level j0 that may be greater that 0.
The modification of the above framework for domains Ω ⊆ Rd for d > 1 often
employs tensor products of bases. First, consider only the case when f : Ω → R
and Ω := Rd. We set ψ0 = φ and ψ1 := ψ. Let e := (e1, e2, . . . , ed) be the
coordinates of the corners of the unit cube {0, 1}d in Rd. We set the tensor product
basis ψe(x) := ψ
e1(x1) · · ·ψed(xd), and analogously to the setup above we define
the dilated and translated wavelets as ψj,(e,k) := 2
jd/2ψe(2
jx− k). We then have
an expansion of the form in Equation A.2 with k˜ := (e, k) ∈ Γ˜ψ˜j := {0, 1}d × Γψj
for j ≥ 1. Modifications are also made for Γ˜ψ˜0 , similar to the above, to include
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scaling functions and wavelets on the coarsest level j0 ≥ 0. The restriction of the
domain Ω ⊆ Rd above to generate bases for periodic functions on the torus Td is
straightforward.
Finally, we note that when the family of functions{
ψj,(e,k) | j ∈ N0, e ∈ {0, 1}d , k ∈ Γψj
}
form an orthonormal basis for U := L2(Ω), it also generates a component-wise
orthonormal basis for the functions f := Ω→ Rd on Ω ⊆ Rd. If {Ei}1≤i≤d is the
canonical basis for Rd, then{
ψj,(e,k)E`
∣∣∣∣ j ∈ N0, e ∈ {0, 1}d , k ∈ Γψj , 1 ≤ ` ≤ d}
is an orthonormal basis for U := (L2(Ω))d in its usual inner product. This family
of vector-valued functions serves as the basis for the approximation spaces Ar,2(U)
in this case.
Example 22 (Orthonormal Multiwavelets). In our discussion of Example
21 it was noted that the orthonormal wavelets, not having a closed form expres-
sion, can be more difficult to employ than other wavelet constructions. The def-
inition of wavelets that have many of the desirable properties of orthonormal,
compactly supported wavelets has been studied carefully over the past 25 years.
In this example we consider compactly supported multiwavelets [29, 21]. These
wavelets have closed form expressions, are written in terms of piecewise poly-
nomials, exhibit useful symmetry and antisymmetry properties, and have good
approximation properties. The essential difference in this framework is that there
is a finite family of multiscaling functions {φp}p=1,...,b and an associated family
of multiwavelets {ψq}q=1,...,a. The multiscaling functions and multiwavelets are
then defined as φj,(p,k) := 2
jd/2φp(2
jx − k) and ψj,(q,k) := 2jd/2ψq(2jx − k) ,
respectively. We set the spaces
Vj := span
{
φj,(p,k) | (p, k) ∈ Γφj
}
,
Wj := span
{
φj,(q,k) | (q, k) ∈ Γψj
}
,
for j ∈ N0. For any f ∈ L2(Rd), when the level j = 0 is redefined to include both
scaling functions and wavelets, the multiscale expansion takes the form
(A.3) f :=
∑
j∈N0
∑
(q,k)∈Γψj
(f, ψj,(q,k))L2ψj,(q,k),
which again can be recast in the form of Equations 6.2 or A.2 with an appropriate
re-definition of the indices and index set.
The multiscale expansion in Equation A.3 contains an infinite number of
terms in each Γψj when Ω = Rd, and it must be modified for representations
of functions over a compact domain Ω. This will result in a finite number of
terms in each Γψj . One of the nice features of these multiwavelets is that it is a
simple matter to adapt the expansion over compact domains that are the union
98
of dyadic cubes on some fixed resolution level j0. The index sets Γ
ψ
j and Γ
φ
j are
then modified by retaining only those linearly independent restrictions of basis
functions whose support intersects Ω and satisfy the desired boundary conditions
on ∂Ω. This is particularly easy task for domains ∼ [0, 1]d using symmetry and
antisymmetry of the functions. [21]
Once the modifications of the index sets Γφj ,Γ
ψ
j is complete, so that they are
finite dimensional, we again define the finite dimensional approximation spaces
Aj+1 := Vj+1 := Vj ⊕Wj. The orthogonal projections Qj : L2(Ω)→ Aj are now
written in the form
Qjf :=
∑
(q,k)∈Γψj
(ψj,(q,k), f)Uψj,(q,k).
When Ω ⊂ R, that is d = 1, the index set Γψj contains O(a2j) functions in this
case. The norm on the approximations is written as
‖f‖2Ar,2(L2) =
∑
j∈N0
22jr
∑
(q,k)∈Γψj
|(f, ψj,(p,k))U |2,
which again just gives a weighted sum of the generalized Fourier coefficients of
the function f in the orthonormal multiwavelet basis. Modifications for d > 1 are
constructed similarly to the discussion above.
Appendix B. Discrete Stochastic Processes and Markov Chains. This
section summarizes some of the basic definitions encountered in the study of stochastic
processes and Markov chains. The reader is referred to [47] for a full treatment of
the details. Let (Z,ΣZ) be a measurable space and (Q,µ,ΣQ) be a measure space. A
random variable is a function f : Q→ Z such that A ∈ ΣZ implies that f−1(A) ∈ ΣQ.
The probability distribution µf on Z of the random variable f is given by µf (A) :=
µ(f−1(A)), or sometimes is expressed in the form
µf (A) = Prob {q ∈ Q | f(q) ∈ A} = µ {q ∈ Q | f(q) ∈ A}
for any measurable set A ∈ ΣZ . A discrete stochastic process z := {zi}i∈N0 indexed
by N0 is a sequence of random variables zi : Q→ Z. If we denote the product space
Z := ZN0 , then z may be understood as a random variable z : Q→ Z from the measure
space (Q,µ,ΣQ) to the measurable space (Z,ΣZ). The probability distribution of the
process z is the probability measure µz := µ(z
−1(A)) for each measurable A ⊂ Z. We
denote this probability measure on A by
P{z}(A) = Prob {A ⊂ Z}
and refer to it as the distribution of the process. A cylinder set C contained in Zm is
a set that has the form C` = C1 × C2 × · · · × Cm with each Ci ∈ ΣZ for 1 ≤ i ≤ m.
We define the law or probability distribution µm{i1,...,im} on Z
m for a finite collection
of coordinates indexed by {i1, . . . , im} by setting
µm{i1,...,im}(C) := µ {q ∈ Q | zik(q) ∈ Ck, 1 ≤ km`}
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for each cylinder set C` ⊂ Zm. The statistical properties of the process z is determined
by the laws of all such finite dimensional subsets of coordinates. When the index set
{i1, · · · , im} is just the first m coordinates, we follow the convention above and define
the distribution of the first m states of the process by
Pm{z}(C
m) := µ`{1,...,m}(C
m).
We say that the stochastic process is independent and identically distributed whenever
µzi := µ for some fixed measure µ on Z and all the zi are independent of one another.
In this case for any finite set of indices {i1, . . . , im} we have
µmi1,...,im(dξ1 · · · dξm) = µzi1 (dξ1) · · ·µzim (dξm) = ⊗k≤`µ(dξk)
with µm(dξ1, . . . , dξm) := µ
k≤`
(dξk) the product measure on Z
`. In this case we simply
write
Pm(Cm) := P`{z}(C
m) = µm(Cm),
and the distribution of the first m states of the process is just the product measure
µm.
We will limit considerations in this paper to stochastic processes that are Markov
chains. A Markov chain on a state space Z is a discrete stochastic process whose
statistics are entirely determined by a transition probability kernel. The transition
probability kernel is a map on P : ΣZ × Z 7→ [0, 1]. For each fixed measurable set
A ⊂ Z, ξ 7→ P(A, ξ) is a measurable function. And, for each fixed ξ ∈ Z the mapping
A 7→ P(A, ξ) is a probability measure. Intuitively, the transition probability kernel
P(A, ξ) defines what the probability is that the next single step in the chain lands
in the set A given that the current state is ξ. As discussed in [47], p. 66, if the
probability distribution of the initial state x0 is the probability measure µ0 on Z, the
probability distribution of the first m steps of the chain belonging to the cylinder set
C := C1 × · · · × Cm is given by
Pm{x}(C1 × · · · × Cm) =∫
ξm−1∈Cm−1
· · ·
∫
ξ0∈A0
P(Cm, ξm−1)P(dξm−1, ξm−2) · · ·P(dξ1, ξ0)µ0(dξo).
We are interested specifically in this paper in integrating expressions such as
EPm{x}(g)
for a function g : Zm → R. For a general Markov chain this can be a formidable task.
However, there are a few cases in which the general expression simplifies. The
first case is an independent and identically distributed, or IID, stochastic process. For
this process, each of the coordinates zi is independent of all other coordinates and
has the probability distibution µzi = µ for some fixed measure µ. In the language
of Markov chains the transition kernel is just P(dz, ξ) = µ(dz). This means that the
transition kernel does not care where it starts. If we want to compute the expectation
of a function g : Zn → R over the sequence of random variables (z1, . . . , zm), we just
have
EPm(g) = Eµm(g) = EPm{x}(g) =
∫
Zm
g(ξ1, . . . , ξm)µ(ξ1)µ(ξ2) · · ·µ(ξm)
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with µn the product measure on Zm.
In the second case, if the process is just the deterministic system having the
transition probability P(dy, x) := δw(x)(dy), it can be shown that the probability
{z1, · · · , zm} ∈ C := C1 × · · ·Cm that {zi}i≤m is contained in the cylinder set C is
given by
Pm{x}(C1 × · · · × Cm) = δw(x0)(C1) · δw2(x0)(C2) · · · · δwn(x0)(Cn),
and the expectation becomes
EPm{x}(g) =
∫
Zm
g(ξ1, . . . , ξm)δw(x0)(dξ1) · δw2(x0)(dξ2) · · · · δwm(x0)(dξm)
= g(w1(x0), w
2(x0), · · · , wm(x0)).
Appendix C. Spectral Decomposition: Compact, Self-Adjoint Opera-
tors. In this section we review the fundamental properties of compact, self-adjoint
operators and their spectral decompositions, which are used extensively in Section
4. We first review the construction of the singular value decomposition for matrices,
and subsequently discuss the generalization to the Schmidt decomposition of compact
operators acting between Hilbert spaces.
For any matrix T ∈ Rm×n, the symmetric and positive semidefinite matrix T ∗T
has a collection of real eigenvalues λk := λk(T
∗T ) that can be arranged with multiplic-
ities in nonincreasing order λ1 ≥ · · · ≥ λn ≥ 0. When the corresponding eigenvectors
v1, . . . , vn ∈ Rn×n are chosen to be of unit length and mutually orthogonal, we obtain
the spectral factorization of T ∗T in the form
T ∗T = V Σ2nV
′
where Σn ∈ Rn×n is the diagonal matrix Σn = diag(σ1, . . . , σn) and V ∈ Rn×n is an
orthogonal matrix whose columns are the associated eigenvectors V = [v1, . . . , vn]. If
we carry out the same construction for the matrix TT ∗ ∈ Rm×m, we obtain
TT ∗ = UΣ2mU
′
where Σ2m ∈ Rm×m is the diagonal matrix of non-increasing eigenvalues σm :=√
λm :=
√
λm(TT ∗) and U = [u1, . . . , um] ∈ Rm×m is an orthogonal matrix whose
columns are the corresponding orthonormal eigenvectors of TT ∗. It is a quick calcu-
lation to show that these decompositions are further related: we always have
uk =
1
σk
Tvk
for k = 1, . . . ,min(m,n).
The singular value decomposition of the matrix T is then defined as
T = UΣV ′
where Σ ∈ Rm×n is diagonal with entries σ1, . . . , σmin(m,n) on the diagonal. It is
convenient for comparison to the infinite dimensional operators discussed later to
express these decompositions in terms of operators acting on arbitrary vectors. We
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have
Tx =
∑
k=1,...,m
σk(vk, x)Rnuk,
TT ∗y =
∑
k=1,...,m
σ2k(uk, y)Rmuk,
T ∗Tx =
∑
k=1,...,n
σ2k(vk, x)Rnvk,
for each x ∈ Rn and y ∈ Rm.
Now consider the case when U, V are Hilbert spaces and T : V → U is a linear,
compact operator. Since T ∗T is a compact, self-adjoint operator, all of its eigenvalues
are real and are contained in the interval [0, ‖T ∗T‖]. The number of eigenvalues
greater than any given positive constant is finite, so the only possible accumulation
point of the eigenvalues is zero. Each eigenspace corresponding to a nonzero eigenvalue
is finite dimensional. The eigenvalues λk(T
∗T ) ≡ λk(TT ∗) are assumed to be arranged
in an extended enumeration that includes multiplicities in nonincreasing order
λ1 ≥ λ2 ≥ · · · ≥ 0.
The kth singular value σk(T ) of T : V → U is defined as
σk(T ) := λ
1/2
k (T
∗T ).
There exist orthonormal collections of eigenvectors {uk}∞k=1 for TT ∗ and {vk}∞k=1 for
T ∗T such that
Tf =
∞∑
k=1
σk(vk, f)V uk convergence in U,
TT ∗g =
∞∑
k=1
σ2k(uk, g)Uuk convergence in U,
T ∗Tf =
∞∑
k=1
σ2k(vk, f)V vk convergence in V,
for each f ∈ V and g ∈ U .
The expansions above are vital to the development in Section 4. One further
result is also needed to define the square root operator
√
T . Suppose that g : R→ R.
For any self-adjoint compact operator T : U → U , the function g(T ) can be defined
in terms of the spectral expansion
(g(T ))(f) :=
∞∑
k=1
g(λi)(uk, f)Huk,
provided that g is continuous on the spectrum of T .
Appendix D. Schatten Operators. The spectral decomposition summarized
in Section C motivates the definition of the Schatten class of operators Sp(V,U) acting
between the Hilbert spaces V and U . Whenever T : V → U is compact, the operator
T ∗T : V → V is compact, nonnegative, and self-adjoint. By the spectral theory
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presented in Section C, there is a unique square root operator (T ∗T )1/2. We define
|T | := (T ∗T )1/2 : V → V given by
|T |f :=
∞∑
k=1
σk(vk, f)V vk, convergence in V,
for each v ∈ V . We say the operator T ∈ Sp(V,U) for 0 < p <∞ provided that T is
compact and the Sp-norm defined as
‖T‖Sp :=
( ∞∑
k=1
σpk(T )
)1/p
:=
∥∥∥{σj}∞j=1∥∥∥
`p
<∞
with σj(T ) the singular values of |T |. We also define
S∞(V,U) := {T ∈ L(V,U) | T is compact } .
Perhaps the two most well-known subclasses of the Schatten operators are the Hilbert-
Schmidt operators S2(V,U) and the trace class operators S1(V,U). For these two
cases we have
‖T‖S1 :=
∞∑
j=1
(Tvi, vi)V ,
‖T‖S2 := ‖ {σj}∞j=1 ‖`2 =
 ∞∑
j=1
(Tvi, vj)V
1/2
Appendix E. Approximation Spaces. Our error estimates will be based on
either linear approximation methods as they arise in the construction of approxima-
tions spaces. See [60], or more recently [19], for a thorough theoretical discussion of
these spaces. An approximation method is a pair (X, {An}n∈N0) where X is a (quasi-
)Banach space and {An}n∈N0 is a sequence of subsets of X that satisfy the following
conditions:
(i) {0} = A0 ⊆ A1 ⊆ A2 ⊆ · · · ⊆ X,
(ii) aAn = An for all a ∈ R and n = 1, 2, . . .,
(iii) there is a constant c such that An +An ⊂ Acn for m,n = 1, . . .,
(iv) ∪n∈N0An is dense in X,
(v) for each f ∈ X there exists a best approximation of f in An.
In general the subsets {An}n∈N0 need not be linear spaces, and the assumptions
above define the foundation of nonlinear approximation methods. In this paper we
only consider the case when they are linear subspaces and refer to the An as the
approximant subspaces. When we define the nth approximation number as
(E.1) an(f,X) := En−1(f,X) := inf
a∈An−1
‖f − a‖X
for each n > 0, the approximation space Ar,q := Ar,q(X) for r > 0, 1 ≤ q ≤ ∞ is
defined to be the collection of f ∈ X for which the sequence{
nr−1/qan(f,X)
}
n∈N
∈ `q.
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The approximation space Ar,q is a (quasi-)Banach space when we set
‖f‖Ar,q : =
∥∥∥∥{nr−1/qan(f,X)}
n∈N
∥∥∥∥
`q
=
( ∞∑
n=1
[nrEn−1(f,X)]
q 1
n
)1/q
.
Note that since the first term in the sequence above is ‖f‖X , so that if ‖f‖Ar,u = 0,
we have f = 0. Many of the basic properties of approximation spaces are described
in [60, 57, 19].
One of the important properties that we will use in this paper is a theorem that
guarantees the representation of elements in an approximation space in terms of quasi-
geometric sequences. A sequence of integers {nk}∞k=0 is said to be quasi-geometric if
n0 = 1 and there are two positive constants a, b such that
1 < a ≤ nk+1
nk
≤ b <∞
for all k ≥ 0. The representation theorem [57] is stated below:
Proposition 1. Let {nk}∞k=0 be a quasi-geometric series. A function f ∈ X
belongs to Ar,q if and only if there exists a representation of the form
f =
∞∑
k=0
xnk
such that xnk ∈ Ank and
{nrk‖xnk‖X}k ∈ `q.
In this case we have
‖f‖Ar,q ≈ inf
f=
∑
k xnk
xnk∈Ank
∥∥{nrkxnk}k∥∥`q .
This last characterization of the approximation spaces Ar,q sometimes are presented
in slightly different forms. As noted in [19], we can derive an equivalent expression for
the seminorm |f |Ar,u choosing the quasigeometric sequence nk ≡ 2k for k = 0, 1, . . . .
|f |Ar,q =
( ∞∑
n=0
[2nrE2n(f,X)]
q
)1/q
.
Approximation spaces have been studied for a wide range of choices of the un-
derlying space X and sequence of approximating subsets {An}n∈N0 . In this paper we
will restrict consideration to approximation spaces X is in fact a Hilbert space and
the subsets {An}n∈N0 are defined in terms of an orthonormal basis for X. See [30]
Section (2) for discussion of this classical choice, where it is compared to the more
general cases in which the family is generated from an unconditional or greedy basis
for a (quasi-)Banach space X.
E.1. Linear Approximation Methods. Suppose that {xk}∞k=1 is an orthonor-
mal basis for the Hilbert space X. A linear approximation method chooses the sets
An := span {xk}k≤n. In this case we have
an = inf
g∈An−1
‖f − g‖X = ‖(I −Πn−1)f‖X = En−1(f,X)
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where Πn is the orthogonal projection onto An. We always have
f =
∞∑
k∈N0
Qkf :=
∑
k
(Π2k −Π2k−1)f
when we define Π2−1 := 0. It follows that for 1 ≤ q <∞ we have a seminorm on Ar,q
|f |Ar,q =

∥∥∥{2kr‖Qkf‖X}k∈N0∥∥∥`q 1 ≤ q <∞
supn∈N0 [2
nrE2n(f)] q =∞
E.2. Linear Approximation Spaces for Dyadic Splines. A various points
in the paper, we refer to the connection of the linear approximation spaces
Ar,q(X; {Aj}j∈N0)
to other more common spaces such as the generalized Lipschitz spaces Lip(r, Lp(Ω))
and Sobolev spaces W r(Lq(Ω)). Here we summarize some of these relationships for
approximations constructed from families of dyadic splines on Ω = [0, 1]. A dyadic
B-spline approximation over the domain Ω = [0, 1] on a grid of level j selects the
knots of the spline to be the dyadic grid points ∆j :=
{
k2−j | 1 ≤ k ≤ 2j − 1}. A
spline of order r on grid level j is a piecewise polynomial of order r − 1 over each
of the dyadic intervals of the mesh. We denote by Sr(∆j) the linear space of the
dyadic splines of order r having dyadic knots ∆j in [0, 1]. The normalized B-splines
Nr over the interval [0, r] having integer knots {0, . . . , r} are used to construct bases
for Sr(∆j). The functions Nr can be defined by induction. Let N1 := χ[0,1] be the
characteristic function of [0, 1]. Then Nr is defined by recursion of the convolution
Nr := Nr−1 ∗ χ[0,1] for r ∈ N. Given Nr, we set Nrj,k := Nr(2jx − k) for x ∈ [0, 1]
and 0 ≤ k ≤ nj − 1. We have nj := 2j = #(Sr(∆j)). Each function f in Sr(∆j) has
a spline series representation
f =
∑
k≤nj
cj,kN
r
j,k
for a unique set of coefficients {cj,k}k≤nj . The following theorem gives a concise
characterization of the approximation spaces in terms of the Besov spaces [19, 64], a
class of smoothness spaces that contain many well-known function spaces.
Theorem E.1 (Theorem 3.3, page 361, [19]). Let r ∈ N, 1 ≤ p ≤ ∞, s :=
r − 1 + 1/p, and
Aα,q(Lp(Ω)) := Aα,q(Lp(Ω); {Sr(∆j)}j∈N0)
be the approximation spaces generated by the approximant spaces Aj := Sr(∆j) of
dyadic splines. For all 0 < α < s and 0 < q ≤ ∞, the approximation space
Aα,q(Lp(Ω)) is equivalent to the Besov space Bα,q(Lp(Ω)).
The scale of Besov spaces Bα,q(Lp(Ω)) contains a wide variety of other common
function spaces, and it is useful to us specifically because it contains the Sobolev and
(generalized) Lipschitz spaces. From [64], page 14, we see that
Lip∗(α,Lp(Ω)) = Bα,∞(Lp(Ω)) α > 0, 1 < p ≤ ∞,
Lip(α,Lp(Ω)) = Bα,∞(Lp(Ω)) noninteger α > 0, 1 < p ≤ ∞,
Wα(Lp(Ω)) = Bα,p(Lp(Ω)) noninteger α > 0, 1 < p ≤ ∞,
Wα(L2(Ω)) = Bα,2(L2(Ω)) α > 0.
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E.2.1. Approximation by Haar Wavelets. The results above improve our
understanding of several special cases used in our examples. The first of these cases
are the examples that employ Haar scaling functions and wavelets for approximation
of the Koopman or Perron-Frobenius operators. The span of scaled and translated
Haar scaling functions are equivalent to the span of first order splines over Ω = [0, 1],
Aj := span
{
φj,k | k ∈ Γφj
}
≡ span
{
N1j,k | k ∈ Γφj
}
From Theorem E.1, it follows that
Aα,∞(Lp(Ω); {Aj}j∈N0) = Lip∗(α,Lp(Ω)), and
Aα,2(L2(Ω), {Aj}j∈N0) = Wα(L2(Ω)),
for 0 < α < 1/2.
E.2.2. Approximation by Orthonormal Wavelets that Reproduce Poly-
nomials. In this paper we have elected to employ families of L2(Ω)−orthonormal
wavelets that reproduce certain polynomials. This general property is referred to the
degree of exactness of a wavelet or multiwavelet system, and it is often described
in terms of “zero moment” conditions on wavelets [7, 14, 15]. This property states,
roughly speaking, that if φ, ψ are orthonormal scaling functions and wavelets, then if
the wavelets satisfy N moment conditions of the form∫
R
xkψ(x)dx = 0 0 ≤ k ≤ N − 1,
then the scaling function φ reproduces polynomials in the sense that
xk =
∑
`
apφ(x− `) 0 ≤ k ≤ N − 1.
When the scaling functions φ are compactly supported, the summation at a fixed x
in the reproduction formula involves only a finite number of terms.
Recall that each B-spline Nr of order r is a piecewise polynomial of degree at
most r − 1 between its knots. This means that each Nr can be expressed in terms
of a finite linear combination of the scaling functions φ(x− k), provided the wavelets
satisfy zero moment conditions for 0, . . . , r−1. From this we conclude that the spaces
of approximants
A˜j := Sr(∆j) ⊆ {φj,k | k ∈ Γφj } := Aj
are nested. From the definition of the seminorm
|f |qAr,q(X;{Aj}j∈N0 :=
∑
n∈N0
[2nrE2n(f,X;A2n)]
q,
we conclude that
|f |Ar,q(X;{Aj}j∈N0 ) ≤ |f |Ar,q(X;{A˜j}j∈N0 ).
Among other things, this inclusion implies that linear approximation by the wavelet
functions converge at least as fast as approximations by the B-splines that are con-
tained in the span of the wavelets. By Theorem E.1 we conclude that the approxima-
tion rates using wavelets is at least O(2−αj) for the range of 0 < α < s = r− 1 + 1/p
with r the order of the splines contained in the range of the wavelets.
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