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Abstract: We generalize the Fubini-Study method for pure-state complexity to generic
quantum states by taking Bures metric or quantum Fisher information metric (QFIM) on
the space of density matrices as the complexity measure. Due to Uhlmann’s theorem, we
show that the mixed-state complexity exactly equals the purification complexity measured
by the Fubini-Study metric for purified states but without explicitly applying any purifica-
tion. We also find the purification complexity is non-increasing under any trace-preserving
quantum operations. We also study the mixed Gaussian states as an example to explicitly
illustrate our conclusions for purification complexity.
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1 Introduction and Motivations
Quantum information concepts and perspectives have inspired surprising new insights into
the understanding of the gravitational holography, e.g., [1–8]. One fascinating concept
that has recently drawn increasing attention is quantum circuit complexity [9, 10] which
is defined as the minimal number of simple operations required in order to prepare the
target state |ΦT〉 starting from a given reference state |ΨR〉 using a set of elementary gates.
There exist several proposals for the holographic dual of circuit complexity of a boundary
state such as the complexity=volume (CV) conjecture [11, 12] and the complexity=action
(CA) conjecture [13]. Due to the absence of a well-posed definition for the boundary dual of
holographic complexity, some progresses have been made toward defining the computational
complexity of states in quantum field theory in recent years, e.g.,Nielsen’s geometric method
[10, 14, 15], Fubini-Study method [16] and path-integral complexity proposal [17, 18]. See
also [19–31] and references therein for more recent developments on various proposals. In
light of the definitions for the complexity between two pure states, it is natural to generalize
it to the case of mixed states. Several proposals have been made to define mixed-state
complexity in [32].
More explicitly, we would like to explore the mixed-state complexity between arbitrary
quantum states, viz.
C (σˆR, ρˆT) : σˆR −→ ρˆT , (1.1)
in this paper. Different from the complexity of pure states, i.e., C (|ΦR〉 , |ΨT〉) for which
the unitary operations are sufficient to construct the transformation from a reference state
to a target state, we need to introduce the non-unitary operation if the target state is a
mixed state in the Hilbert space HA, e.g., the quantum states associated with a subregion
in QFT. The non-unitary operations call for the ancillae. In order to respect on unitary
evolution, we can consider the complexity for purified states with the help of an auxiliary
system HAc . More generally, we can also start from purified reference state if it is also not
pure. In light of the non-uniqueness of the purification, a natural definition of mixed-state
complexity between the reference σˆR and the target state ρˆT is called purification complexity
P that is defined to be
P (σˆR, ρˆT) ≡ min
Φ
min
Ψ
C (|ΦR〉 , |ΨT〉) ,
with Tr (|ΦR〉 〈ΦR|) = σˆR , Tr (|ΨT〉 〈ΨT|) = ρˆT ,
(1.2)
where the minimization is performed over all possible purifications |ΦR〉 , |ΨT〉 of σˆR, ρˆT,
respectively, and C denotes a specific pure-state complexity we are interested in. Taking
Nielsen’s geometric method, the purification complexity with various cost functions has
been explored in [33] by focusing on Gaussian states.
However, the purification complexity is based on the triple minimizations. First of
all, we need to minimize all paths to find the optimal circuit for a given purified reference
state and target state. Secondly, we also have to search for the optimal purifications twice
by minimizing the complexity for all free parameters due to the freedom in purification.
With these tips from the purification complexity based on Nielsen’s geometric method, it is
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natural to explore the similar purification complexity by taking account of the Fubini-Study
metric as the complexity measure for purified states. As shown in [33], finding the optimal
purification for mixed states in QFT is a challenging task even for Gaussian states due to
the huge number of free parameters in purification.
In view of the difficulties in the minimization for purification complexity, we would
like to generalize the Fubini-Study metric method for pure-state complexity to arbitrary
quantum states ρˆA by defining the geodesic distance in the space of density matrix equipped
with a special metric as the complexity measure for mixed states. Different from pure states
where the Fubini-Study metric serves as one unique definition [34], there are too many
similar definitions of finite distance and also corresponding local metrics for mixed states
[34–36]. We propose to consider the dubbed Bures metric or quantum Fisher information
metric (QFIM) as the complexity measure for generic quantum states. Thanks to Uhlmann’s
fidelity theorem [36, 37], we find that the complexity from the quantum Fisher information
metric can be exactly explained as the purification complexity P with the Fubini-Study
metric acting as the complexity measure of purified states. As a result, our proposal avoids
the explicit process for purification and also minimization. The connections are summarized
in the figure 1.
ℋAc
ΨAAc |⟨ψ |ϕ⟩ |
ρA
F ( ̂ρ, ̂σ)
Purification Max
Fubini-Study metric
Bures metric 

(Quantum Fisher information)
Geodesic
Geodesic
Projection LiftMin
Complexity for

 pure states
Purification Complexity 

for mixed states
Min
ℋA
Figure 1. The connections between pure-state complexity from the Fubini-Study metric and
purification complexity derived from the Bures metric (or quantum Fisher information metric).
The Hilbert space consisting of quantum states ρˆA we are interested in is denoted by HA and the
extended Hilbert space with introducing auxiliary system is represented by HA ⊗HAc .
2 Definition: Towards Defining Complexity for Mixed States
2.1 Uhlmann’s fidelity and Quantum Fisher Information Metric
In [16] the circuit complexity connecting a pure reference state and a pure target state is
proposed to be the energy or length of a geodesic measured by the Fubini-Study metric
on the space of pure states. Before discussing its generalization to mixed states, let’s first
simply review several concepts associated with the Fubini-Study metric. Stating from a
family of pure states |Ψ(λ)〉 with parameters λµ, one can derive the quantum information
metric (fidelity susceptibility) gµν , e.g., [36, 38] by
F (λ, λ+ dλ) = 1− 1
2
gµν dλ
µ dλν +O(dλ3) , (2.1)
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where F (λ, λ′) is the quantum fidelity defined as the inner product between two states, i.e.,
F (λ, λ′) = |〈Ψ(λ)|Ψ(λ′)〉| . (2.2)
For pure states, it is easy to show that the quantum information metric is equivalent to the
Fubini-Study metric
gFSµν =
1
2
(〈∂µΨ|∂νΨ〉+ 〈∂νΨ|∂µΨ〉)− 〈∂µΨ|Ψ〉〈Ψ|∂νΨ〉 . (2.3)
In the sense of distance, Fubini-Study metric can be considered as the infinitesimal version of
the finite distance (1−F (λ, λ′)) between arbitrary two pure states |Ψ(λ)〉 , |Ψ(λ′)〉. Following
[16, 19], we can define the complexity of pure states as the length of the geodesic λµ(s)
connecting a reference state |ΦR〉 and a target state |ΨR〉, i.e.,
CFS (|ΦR〉 , |ΨR〉) =
∫ 1
0
ds
√
2gFSµν (λ) λ˙
µ λ˙ν , (2.4)
where the boundary conditions are determined by the reference state and target state,
λ˙µ(s) = dλ
µ(s)
ds denotes the tangent vector to the trajectory and we artificially add a factor
2 to make this definition consistent with the results from F2 norm in Nielson’s geometric
method [19] for Gaussian states. Similar to the κ = 2 cost function used in the Nielsen’s
geometric method [10, 19, 33], we can also use the Fubini-Study metric to define the energy
of the geodesic as the complexity of pure states by
Cκ=2FS = 2
∫ 1
0
ds gFSµν λ˙
µ λ˙ν = (CFS)2 , (2.5)
in order to match the divergence of holographic complexity for vacuum state [10, 16]. Note
the second equality Cκ=2FS = (CFS)2 always holds since we have assumed that the integral is
done with the on-shell solution and then the integrand is a constant with respect to affine
parameter s along the geodesic. Due to the Riemannian structure, it is easy to find that
the Euler-Lagrangian equation leads to the conclusion that dds
(
gFSµν λ˙
µ λ˙ν
)
= 0. Equipped
with the complexity measure CFS for pure states, we can also define the specific purification
complexity as
PFS (σˆA, ρˆA) = min
Φ
min
Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) , (2.6)
where |ΦAAc〉 , |ΨAAc〉 denote the purifications of the two density operators σˆA, ρˆA, respec-
tively.
Inspired by the connections between quantum fidelity and circuit complexity proposal
[16], we would like extend the Fubini-Study method to more generic quantum states but
avoiding the challenges in purification complexity due to the minimization over all purifica-
tions. Obviously, the key question is how to define an analog of the Fubini-Study metric for
mixed states. We ask for the help of the quantum fidelity 1 between two general quantum
1In some literatures, the quantum fidelity may be defined as F (ρˆ, σˆ)2.
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states. In this paper, we focus on the fidelity of two quantum states ρˆ and σˆ defined by [36]
2
F (ρˆ, σˆ) ≡ Tr
(√√
ρˆσˆ
√
ρˆ
)
= ||
√
ρˆ
√
σˆ||1 , (2.7)
which is simply reduced to the overlap |〈φ|ψ〉| for pure states. If at least one of the two
states is pure, the quantum fidelity F reduces to the overlap between two density matrices
F (ρˆ, σˆ) =
√
Tr (ρˆ σˆ) =
√
〈ψ| ρˆ |ψ〉 , σˆ = |ψ〉 〈ψ| . (2.8)
This quantum fidelity F (ρˆ, σˆ) can be naturally interpreted as a generalization of the tran-
sition probability for pure states. For later use, we also list some interesting and nice
properties of the quantum fidelity as follows:
0 ≤ F (ρˆ, σˆ) ≤ 1 ;a)
F (ρˆ, σˆ) = 1⇐⇒ ρˆ = σˆ; F (ρˆ, σˆ) = 0⇐⇒ ρˆ ⊥ σˆ ;b)
Symmetric : F (ρˆ, σˆ) = F (σˆ, ρˆ) ;c)
Concavity : F (σˆ,
∑
i piρˆi) ≥
∑
i piF (σˆ, ρˆi) for all 0 ≤ pi ≤ 1 such that
∑
i pi = 1 ;d)
Strong Concavity: F (
∑
i piσˆi,
∑
i qiρˆi) ≥
∑
i
√
piqiF (σˆi, ρˆi) for all 0 ≤ pi, qi ≤ 1 such
that
∑
i pi = 1 =
∑
i qi ;
e)
Multiplicativity : F (ρˆ1 ⊗ ρˆ2, σˆ1 ⊗ σˆ2) = F (ρˆ1, σˆ1)F (ρˆ2, σˆ2) ;f)
Unitary invariance : F (ρˆ, σˆ) = F (UρˆU †, UσˆU †).g)
The proofs for those properties can be found in textbooks on quantum information, e.g.,
[36, 39, 40] or original references e.g., [41–43]. There are also some other definitions for
the quantum fidelity or distance between two density matrices. However, we prefer the
definition in (2.7) because there is an important theorem called Uhlmann’s theorem which
states that
Uhlmann’s theorem
For any possible purification |ψ〉 and |φ〉 in system AAc with respect to ρˆ and σˆ in
system A, respectively a, the quantum fidelity satisfies
F (ρˆ, σˆ) ≡ Tr
(√√
ρˆσˆ
√
ρˆ
)
= max
|ψ〉,|φ〉
|〈φ |ψ〉 | ≥ |〈φ |ψ〉 | , (2.9)
where the maximization is over all purifications of ρˆ, σˆ and the last equality can
always be saturated by some appropriate purifications (called parallel purification).
aSo it means that we have the constrains TrAc |ψ〉 〈ψ| = ρˆ and TrAc |φ〉 〈φ| = σˆ.
2For a positive semi-definite operator, its square root uniquely exits and is also positive semi-definite.
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Uhlmann’s theorem plays an important role in connecting the complexity from quantum
Fisher information metric to the purification complexity P. Another crucial property for
the quantum fidelity is associated with the lowest bound of fidelity and its meaning in
distinguishing states. Let {Ea} with
∑
aEa = I be an arbitrary generalized measurement,
i.e., positive operator-valued measure (POVM), the quantum fidelity between two density
operators satisfies
F (ρˆ, σˆ) = min
{Ea}
∑
a
√
Tr(ρˆEa)
√
Tr(σˆEa) , (2.10)
where the minimization is performed with respect to all sets of positive operators {Ea}
and we can call the POVM saturating the bound as the optimal POVM. Considering two
distributions P1(a) = Tr(ρˆEa) and P2(a) = Tr(σˆEa), it is clear that the definition of
quantum fidelity in (2.7) is the analogue of the statistical overlap and is actually the minimal
overlap between these two probability distributions. In view of the importance of this
inequality, let’s sketch the proof to convince the readers who are not familiar with that.
Starting from any POVM and unitary operator U , one can find [42]
∑
a
√
Tr (ρˆEa)
√
Tr (σˆEa) =
∑
a
√
Tr
(
U
√
ρˆEa
√
ρˆU †
)√
Tr
(√
σˆEa
√
σˆ
)
≥
∑
a
∣∣∣Tr(U√ρˆ√Ea√Ea√σˆ)∣∣∣ = ∣∣∣Tr(U√ρˆ√σˆ)∣∣∣ , (2.11)
where we only need the cyclic property of the trace and Schwarz inequality (i.e., the Schat-
ten 2-norm is sub-multiplicative.). In consideration of the fact that the maximization over
all unitary operator U , namely
max
U
|Tr (UO)| = Tr
(√
O†O
)
, (2.12)
is saturated if and only if UO = eiφ
√
O†O, we finally arrive at the conclusion for the quan-
tum fidelity, i.e., (2.10) by applying that maximization to operator
√
ρˆ
√
σˆ. Furthermore,
when one can also find that the optimal POVM is the special positive semi-definite operator
with spectral decomposition
Eˆ ≡
∑
a
λaEa =
∑
a
λa |a〉 〈a| = (σˆ)−
1
2
√√
σˆρˆ
√
σˆ (σˆ)−
1
2 , (2.13)
which is nothing but the geometric mean of ρˆ and σˆ−1. Interpreting the quantum fidelity
(2.7) as the minimization of statical overlap, one can prove some other interesting prop-
erties, e.g., the non-broadcasting of non-commuting mixed states [42]. Here we stress its
another application that the quantum fidelity F (σˆ, ρˆ) is non-decreasing under any quan-
tum operations. Similar to the purifications of mixed states, we can introduce the bipartite
system HA ⊗HB and have the corresponding density matrices in the two subsystems such
that
ρˆAB ∈ HA ⊗HB , TrB (ρˆAB) = ρˆA , TrA (ρˆAB) = ρˆB . (2.14)
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The minimization in (2.10) implies we have the monotonicity of quantum fidelity 3
F (ρˆAB, σˆAB) ≤ F (ρˆA, σˆA) , (2.15)
which means that any partial trace can not reduce Uhlmann’s fidelity and also indicates that
the density operators in a subsystem are less distinguishable than those in a larger system.
More generally, we can also explain this property in the way associated with quantum
operation. As it is known [36], the quantum operation (quantum channel) E defined by
completely positive trace-preserving (CPTP) map can be explained in different ways (see
appendix A.3 for more details). For example, we can realize quantum operations E (ρˆA) on
density operators ρˆA by the unitary transformations acting on the extended Hilbert space
HA ⊗HAc with some ancillae (or environment), i.e.,
E (ρˆA) = TrAc
(
UAAc (ρˆA ⊗ ρˆAc)U †AAc
)
, (2.16)
where the ρˆAc is the initial state for the ancillae and TrAc refers to tracing out the ancilla
part. On the other hand, we can also rewrite the equivalent quantum operations in the
operator sum representation by
E (ρˆA) =
∑
a
MˆaρˆAMˆ
†
a ,
∑
a
Mˆ †aMˆa = I , (2.17)
where I denotes the identity matrix. So finally, in the sense of quantum operations, one
can understand the non-decreasing of quantum fidelity as
F (E (ρˆA) , E (σˆA)) ≥ F (ρˆA ⊗ ρˆAc , σˆA ⊗ σˆAc) = F (ρˆA, σˆA)F (ρˆAc , σˆAc) , (2.18)
where we use the non-decrease of the quantum fidelity under partial trace and its unitary
invariance in the first inequality and its multiplicativity to derive the second equality. Tak-
ing the ancilla part for the two density operators as the same, we can arrive at a monotonic
form
F (E (ρˆA) , E (σˆA)) ≥ F (ρˆA, σˆA) ≥ F (ρˆAB, σˆAB) , (2.19)
indicating the quantum operation can not decrease the fidelity. Physically, the above in-
equality also implies physical process can not increase the distinguishability between quan-
tum states. The first inequality holds for any trace-preserving quantum operation (quantum
channel) defined by E : ρˆ → E (ρˆ) and can be understood as the quantum analog of the
classical information-processing inequality.
After introducing the quantum fidelity between density matrices, we move on to our
new proposal for the circuit complexity between two generic quantum states. Similar to
the pure-state complexity based on the Fubini-Study metric, we can parametrize the space
of quantum states by density operators ρˆ (λµ) with independent parameters λµ. Then our
3Obviously, this monotonicity is a consequence of Uhlmann’s theorem. Since the optimal purification of
ρˆAB and σˆAB are surely the purification of ρˆA and σˆA, respectively, they may not be the optimal ones with
respect to ρˆA and σˆA.
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proposal to the complexity from any reference state σˆR (λ
µ
0 ) to any target state ρˆT (λ
µ
1 ) is
the following
CIM (σˆR, ρˆT) =
∫ 1
0
ds
√
2gIMµν λ˙
µ λ˙ν , λ˙µ =
dλµ(s)
ds
,
Cκ=2IM (σˆR, ρˆT) = 2
∫ 1
0
ds gIMµν λ˙
µ λ˙ν = (CIM)2 ,
(2.20)
where the integral is taken along the optimal circuit i.e., the geodesic γIM measured by
the fidelity susceptibility gIMµν with reference state and target state as the endpoints. If the
geodesics are not unique, we should choose the one minimizing the distance between the
reference state and the target state. The quantum fidelity susceptibility gIMµν can be derived
from the expansion of Uhlmann’s fidelity between two nearby quantum states, i.e.,
gIMµν (λ) dλ
µdλν =2 2 (1− F (ρˆ(λ), ρˆ(λ+ δλ)) =2 1− F (ρˆ, ρˆ+ δρˆ)2 , (2.21)
where the equality is taken at the second order of δλ and the quantum fidelity F for mixed
states is defined to be (2.7). We have used subscript "IM" for this metric because it equals
the quantum Fisher information metric (QFIM). See appendix B for more explicit forms of
QFIM. Technically, it is also convenient to derive the quantum Fisher information metric
by
gIMµν = − lim
λ′→λ
∂2F (λ, λ′)
∂λµ∂λν
. (2.22)
For mixed states, the quantum Fisher information metric or quantum fidelity susceptibility
is also known as Bures metric [34, 35, 41, 44, 45] 4 which is derived from the finite Bures
distance defined by 1−F (ρˆ, σˆ). We leave the similar deviation from the viewpoint of Bures
distance in section 4.2.
To close this subsection, we should stress that the choice ρˆ(λµ) is not arbitrary and in
principle, it is determined by the set of gates on the whole system. From the viewpoint
of the quantum circuit with ancillae (e.g., figure 2), the whole Hilbert space is defined by
ρˆ(λµ) = TrAc (|ΨAAc〉 〈ΨAAc |) where the pure states are constrained by the set of gates,
i.e., all possible unitary operations UAAc from |ΨAAc〉 = UAAc |ΦR〉. The last thing we want
to point out is the different meanings of "optimal" states. Uhlmann’s fidelity provides a
criterion for the optimal purification with respect to any two states. However, the circuit
complexity is based on the optimal path in the space of states, i.e., geodesic γIM. The
quantum fidelity only quantifies the local measure while the geodesic length indicates a
global optimization for a given reference state and a target state.
2.2 Purification Complexity without Purifications
2.2.1 It is Purification Complexity
In the last subsection, we have seen that Uhlmann’s theorem (2.9) naturally relates the
quantum fidelity between two mixed states to the fidelity from their "optimal" purifica-
tions. It may remind you of the idea about purification complexity [32, 33] by introducing
4In literatures in quantum information field, quantum Fisher information metric and Bures metric are
different by a factor 4. Because we need to normalize the metric in order to measure complexity, we ignore
this factor and do not distinguish the two metrics in this paper.
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ancillae in the quantum circuit and defining the minimal complexity of optimal purifica-
tions as the complexity for respective mixed states. Here, we would like to show that the
complexity derived from the quantum Fisher information metric is actually the purification
complexity where the pure-state complexity is measured by the Fubini-Study metric. Gen-
erally, we can take arbitrary mixed states σˆA, ρˆA in system A as our reference state and
target state, respectively. First of all, let’s think that we have found a specific purification
|ΨAAc〉 by introducing an ancillary system Ac. Considering the Fubini-Study metric as the
complexity measure for pure states, we can search for the optimal purification and define
the corresponding purification complexity as
PFS (σˆA, ρˆA) = min
Φ
min
Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) = min
Φ
min
Ψ
∫ 1
0
ds
√
2gFSµν λ˙
µλ˙ν , (2.23)
where gFSµν is the Fubini-Study metric defined in (2.3) and the minimization is employed
over all purifications for the target state ρˆA and reference state σˆA. We can assume the
optimal purification from this point of view as
∣∣∣Ψ˜AAc〉. Let’s just focus on an arbitrary
infinitesimal step in the optimal quantum circuit, i.e., the geodesic on the space of |ΨAAc〉.
From the definition of Fubini-Study metric (2.3), the cost for this step is related to the
quantum fidelity between two extremely nearby pure states, i.e.,
δCFS (|ΨAAc(s)〉) ≡
√
2 (1− |〈ΨAAc(s)|ΨAAc(s+ ds)〉|2) ,
δPFS (ρˆA(s)) =
√
2
(
1− |〈Ψ˜AAc(s)|Ψ˜AAc(s+ ds)〉|2
)
,
(2.24)
where the purification complexity PFS from the Fubini-Study metric is associated with the
optimal purification
∣∣∣Ψ˜AAc〉. on the other hand, we can also consider the same infinites-
imal step and define the complexity of mixed states by considering the quantum Fisher
information metric. It is clear that Uhlmann’s theorem ensures the inequality
δDIM (ρˆA(s)) ≡
√
2gIMµν dλ
µ dλν =
√
2(1− F (ρˆA, ρˆA(s+ ds))) ,
≤ δPFS (ρˆA(s)) ,
(2.25)
where we obtain the two near mixed states associated with pure states
∣∣∣Ψ˜AAc(s+ ds)〉 and∣∣∣Ψ˜AAc(s)〉 by tracing out the ancillary system Ac. Keeping doing this projection from
optimal pure states
∣∣∣Ψ˜AAc(s)〉 to the space of mixed states ρˆA(s) in subsystem HA, we
must be able to find a path in the space of mixed states with its length as the lowest bound
of the purification complexity PFS for arbitrary states σˆA, ρˆA. Recalling the fact that the
complexity of mixed states from the quantum Fisher information metric is defined as the
minimal geodesic length connecting a reference state and a target state, we finally arrive
at the first conclusion for arbitrary mixed states,
CIM (σˆA, ρˆA) ≤ DIM (Projection of γFS) ≤ PFS (σˆA, ρˆA) ≡ min
Φ
min
Ψ
CFS (|ΨAAc〉) , (2.26)
which means that the purification complexity PFS is the upper bound of the complexity
CIM derived from quantum Fisher information metric. The above argument is illustrated
– 9 –
by the projection from Hilbert space HAAc to HA in the figure 3 . It is stressed before
that the quantum fidelity can always be saturated by choosing specific purifications. Then
you may immediately face a puzzle: why we can find a lower value than the purification
complexity PFS even when we have minimized the complexity from all possible purifications
|ΨAAc〉. Another natural question is that, by taking account of the inequality itself, when
can we obtain the exact equality? All of these can be illustrated by stressing the difference
between these two methods, which originates from the way of introducing the ancillae.
The special point for the purification complexity is that we only introduce one specific
optimal ancillary system Ac at the beginning and keep it in the full circuit. For the circuit
with complexity derived from the quantum Fisher information metric, it is possible that
the quantum circuit may need different auxiliary systems after every step as shown in
figure 2. From the viewpoint of optimal purification, this is because we have to introduce a
special ancilla for every step to guarantee the fidelity between these purified states satisfying
Uhlmann’s fidelity, i.e., (2.7) which is a maximum for the purified states.
g1 g2 gn−1⋯⋯
̂σA
̂σAc
Ancilla
̂ρA
̂ρAc} ̂ρAAc
TrAc{̂σAAc g3 gn
̂σ2 ̂σ3 ̂σn−1 ̂σn
Figure 2. A lift of evolution ρˆA (s) to the extended Hilbert space: A general circuit connecting
purified state σˆAAc to ρˆAAc with different ancillae after every step because we do not count the cost
of introducing ancilla and tracing out the auxiliary system. More importantly, it is based on the
fact that any trace-preserving quantum operation is equivalently described by the unitary evolution
with ancilla.
However, Uhlmann’s theorem also claims that the fidelity bound can be always satu-
rated by taking some special purifications (see (4.42) for the explicit construction of these
purified states in vector space). In other words, we can find a continuous lift mapping
from the geodesic in the space of quantum states ρˆA to a path in the Hilbert space HAAc
of purified states |ΨAAc〉 5. Due to the same infinitesimal complexity measure, it is obvious
that the image after lift-map has the same distance as CIM (ρˆA). It is shown in the map
from the left blue curve to the right blue curve in figure 36. Again, we should notice that
the purification complexity from the Fubini-Study metric is also defined as the minimal
geodesic length. Comparing the geodesic distance with respect to the Fubini-Study metric
and the distance of the image after the lift-map, we can also obtain another inequality
CIM (σˆA, ρˆA) = DFS (Lift of γIM) ≥ PFS (σˆA, ρˆA) . (2.27)
5Especially, I would like to thank Juan Hernandez for illuminating discussions on that point.
6As discussed in figure 2, there are many ways to introduce the ancillae and simultaneously make
Uhlmann’s fidelity saturated (the lift-map is not injective). However, most of them after the lift-map only
make discontinuous lines in HAAc but with the same length.
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Combining this new inequality with the first inequality from Uhlmann’s theorem, we finally
conclude that the complexity CIM (σˆA, ρˆA) derived from the quantum Fisher information
metric is exactly the purification complexity measured by the Fubini-Study metric on pu-
rified states, i.e.,
CIM (σˆA, ρˆA) = PFS (σˆA, ρˆA) ≡ min
Φ
min
Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) , (2.28)
where the target state and reference state are related to purified states in the extended
system HAAc by ρˆA = TrAc (|ΨAAc〉 〈ΨAAc |) and σˆA = TrAc (|ΦAAc〉 〈ΦAAc |), respectively. In
the next section, we will take Gaussian mixed states as an explicit example to show that
how the first equality holds after minimization and find the special purifications satisfying
the bound from Uhlmann’s fidelity along the whole geodesic ρˆA(s).
̂ρA
|ΦR⟩
|ΨT⟩
δCFS
δDIM
MinAc CFS = CIM
γFS
γIM
, gIM|ΨAAc⟩, gFS
TrAc
Lift
̂σR
̂ρT
Figure 3. Left side is the Hilbert space HAAc of purified state |ΨAAc〉, which is equipped with the
Fubini-study metric gFS as the complexity measure. The black line is referred to as the geodesic
γFS in this space. The right side represents the Hilbert space HA for density matrices ρˆA with
the quantum Fisher information metric gIM defined in (2.21) as the complexity measure. The
corresponding geodesic γIM is indicated by the blue line. By tracing out the ancillary part Ac, we
can find the projection-map from γFS to a path in the space of ρˆA which is shown as the black
curve. According to Uhlmann’s theorem, we can also construct a lift-map from HA to HAAc with
the fidelity bound is always saturating.
2.2.2 The Non-increase of Purification Complexity
Instead of considering the optimal purified state |ΨAAc〉 in the extended Hilbert space,
we can start from generic mixed states ρˆAB with TrB (ρˆAB) = ρˆA in a bipartite Hilbert
space HA⊗HB and assume the complexity from σˆAB to ρˆAB is associated with the geodesic
γ (ρˆAB(s)). In order to show the consequence of partial trace on the complexity CIM (σˆAB, ρˆAB),
we can similarly trace out the system B along the geodesic γ (ρˆAB(s)), mapping the geodesic
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connecting σAB and ρˆAB to a special path in HA. The non-decrease of fidelity under partial
trace (2.19) gives rise to the monotone for circuit complexity by
CIM (σˆAB, ρˆAB) ≥ DIM (Projection of γ (ρˆAB(s))) ≥ CIM (σˆA, ρˆA) . (2.29)
where DIM denotes the length measured by the QFIM and we have used the fact that the
projection of geodesic γ (ρˆAB(s)) may not be a geodesic on the space of ρˆA to obtain the
second inequality. This non-increasing property of complexity CIM looks obviously accord
with our intuition because it is reasonable to expect the complexity for reduced states in
a smaller Hilbert space is smaller. Furthermore, we can also consider the map of geodesic
γ (ρˆA(s)) under any arbitrary quantum operation E . From the non-decrease of quantum
fidelity F (σˆA, ρˆA) under E , one can also arrive at the most general non-increasing property
of purification complexity CIM by
CIM (σˆA, ρˆA) ≥ DIM (E ((ρˆA(s))) ≥ CIM (E (σˆA) , E (ρˆA)) . (2.30)
As a straightforward application, we can find the reversible quantum operation does not
change the complexity since
CIM (σˆA, ρˆA) ≥ CIM (E (σˆA) , E (ρˆA)) ≥ CIM
(E−1 ◦ E (σˆA) , E−1 ◦ E (ρˆA)) = CIM (σˆA, ρˆA) .
(2.31)
For example, any unitary operator is a reversible quantum operation and then we naturally
have the unitary invariance of purification complexity
CIM (σˆA, ρˆA) = CIM
(
UσˆAU
†, UρˆAU †
)
, (2.32)
which can also be derived from the unitary invariance of the quantum fidelity and the fact
that geodesic associated with complexity is chosen to be the one minimizing the distance.
Similar to the non-decreasing property of Uhlmann’s fidelity in (2.19), we summarize
our observation as an universal conclusion that the purification complexity CIM (σˆA, ρˆA) (for
both pure states and mixed states) derived from the quantum Fisher information metric is
no-increasing under any trace-preserving quantum operations (quantum channel) acting
on the reference state and target state simultaneously, i.e.,
CIM (σˆAB, ρˆAB) ≥ CIM (σˆA, ρˆA) = CIM
(
UσˆAU
†, UρˆAU †
)
≥ CIM (E (σˆA) , E (ρˆA)) .
(2.33)
Naively, a similar conclusion also holds for Cκ=2IM . Analogous to the triangle inequality
of Von Neumann entropy or entanglement entropy∣∣SvN (ρˆA)− SvN (ρˆB) ∣∣ ≤ SvN (ρˆAB) ≤ SvN (ρˆA) + SvN (ρˆB) , (2.34)
the monotonicity of the purification complexity simply implies∣∣CIM (σˆA, ρˆA)− CIM (σˆB, ρˆB) ∣∣ ≤ CIM (σˆAB, ρˆAB) . (2.35)
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However, the subadditivity for purification complexity does not hold in general and will be
discussed in the next subsection in details.
Instead of applying quantum operations on both reference states and target states, we
can also discuss the effect of quantum operations only on the target states or the reference
states. In the space of quantum states in any Hilbert space HA, there is an extremely simple
state called the maximally mixed state defined by
σˆ0,A =
NA∑
i
1
NA
|ψi〉 〈ψi| = I
NA
, (2.36)
where NA denotes the dimension of the Hilbert space HA. It is easy to see the maximally
mixed state has a fully degenerate spectrum ( i.e., Schmidt coefficients take the same value)
and its entropy
SvN (σˆ0,A) = TrA (σˆ0 log σˆ0) = logNA , (2.37)
reaches the maximum entropy in a NA-dimensional Hilbert space. As a result, this is
a completely random state with zero information. For example, we can approach the
maximally mixed state by taking the inverse temperature of a thermal state υˆth to zero,
i.e.,
lim
β→0
υˆth(β, ω) = lim
β→0
1
Z (βω)
NA∑
n=0
e−βω n |n〉〈n| = σˆ0,A . (2.38)
Taking the reference state (or target state) in a system A as the maximally mixed state
and considering the unital quantum channels 7, the monotonicity of purification complexity
reduces to
CIM (σˆ0,A, ρˆA) = CIM
(
σˆ0,A, UρˆAU
†
)
≥ CIM (σˆ0,A, E (ρˆA)) , (2.39)
due to the invariance of maximally mixed states over any unital quantum channels.
From the above discussion, we have shown that the properties of the quantum fidelity
are helpful to derive related properties for the purification complexity. Instead of using the
non-decrease of fidelity, we can also adopt other properties of fidelity. As a result of the
strong concavity of fidelity
∑
i
piF (σˆi, ρˆi) ≤ F
(∑
i
piσˆi,
∑
i
piρˆi
)
, with
∑
i
pi = 1 , (2.40)
we can find that the infinitesimal distance measures satisfy
∑
i
pi ds
2
IM (ρˆi (s) , ρˆi (s+ ds)) ≥ ds2IM
(∑
i
piρˆi (s) ,
∑
i
piρˆi (s+ ds)
)
. (2.41)
Considering a sequence of reference states σˆi and targets states ρˆi such that
σˆR =
∑
i
piσˆi , ρˆT =
∑
i
piρˆi , (2.42)
7Not all quantum operations are unital. A quantum operation is unital if it preserves the identity
operator. In the operator-sum representation, the unital quantum channels satisfy
∑
k MˆkMˆ
†
k = I.
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and taking the integral along their respective geodesic γi which connects σˆi to ρˆi, we can
easily obtain another non-increasing behavior of the purification complexity∑
i
piCκ=2IM (σˆi, ρˆi) ≥ Cκ=2IM (σˆR, ρˆT) . (2.43)
It means that the complexity Cκ=2IM is jointly convex in reference states and target states.
Taking the square root of the above inequality, we can find that the purification complexity
CIM satisfies ∑
i
√
piCIM (σˆi, ρˆi) ≥ CIM (σˆR, ρˆT) , (2.44)
which is reduced to∑
i
√
piCIM (σˆR, ρˆi) ≥ CIM (σˆR, ρˆT) , with ρˆT =
∑
i
piρˆi , (2.45)
after taking σˆi = σˆR.
Finally, we would like to remark that these properties of the purification complexity
CIM (σˆ, ρˆ) with respective two quantum states are also shared by the quantum relative
entropy S (ρˆ||σˆ) ≡ Tr (ρˆ (log ρˆ− log σˆ)) in spirit. However, different from the complexity,
quantum relative entropy is not symmetric and can not be considered as a distance measure
between two quantum states.
2.3 More on Purification Complexity of Mixed States
2.3.1 Pure-State limit
First of all, let’s point out the differences between pure-state complexity from the Fubini-
Study metric and that from the quantum Fisher information metric. Applying our previous
conclusion on purification complexity to pure states, we can find
CIM (|ΦA〉 , |ΨA〉) = min
Φ
min
Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) ≤ CFS (|ΦA〉 , |ΨA〉) . (2.46)
The above inequality implies that the pure-state limit of purification complexity may be
different from the pure-state complexity derived from the Fubini-Study metric. You may
feel surprised that why the pure-state limit of purification complexity is not reduced to the
Fubini-Study complexity, in view of the fact that the quantum Fisher information metric for
pure states is exactly equivalent to the Fubini-Study metric. However, it should fulfill the
expectation because the geodesic in a higher dimensional manifold is not smaller than that
on a reduced hypersurface. Furthermore, we can find two (equivalent) physical explanations
for that discrepancy. Firstly, it is due to the fact that the geodesic for CFS (|ΦA〉 , |ΨA〉) is
constrained on the space with only pure states in HA. However, with the help of the
ancillae, we are allowed to use all pure states in the extended Hilbert space HA ⊗ HAc .
Since any product state |ΨA〉 ⊗ |ΨAc〉 is also a "purification" of |ΨA〉, the two complexities
for pure states are consistent if and only if the optimal purifications of |ΦA〉 , |ΨA〉 are
themselves. In other words, this equivalence only appears when the ancillae and entangled
gates between HA and HAc for pure states are useless. Without introducing the auxiliary
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system and purifications of pure states, we can focus on the subsystem HA and interpret
the smaller complexity from CIM (|ΦA〉 , |ΨA〉) as the fact that we are allowed to evolve the
pure reference state to pure target state by some mixed states. Again, we can find that
the two complexities will be the same if the geodesic only goes along pure states, which
equivalently means that we do not need entangled gates between the physical system and
ancilla system from the view in the extended Hilbert space. In later examples, we will find
that the Gaussian states happen to be that simple case because the circuit complexity of
the factorized reference state and target state is just a direct sum of the complexity from
every single mode as shown in [10].
2.3.2 Simplify the minimization
Although the pure-state limit of purification complexity does not always agree with the
Fubini-Study complexity for pure states, we can further use this upper bound to simplify
the process of minimization. Based on the monotonicity of purification complexity with
respect to the partial trace, we can find the increasing sequence
CIM (σˆA, ρˆA) ≤ CIM (|ΦAAc〉 , |ΨAAc〉) ≤ CFS (|ΦAAc〉 , |ΨAAc〉) . (2.47)
in discarding of the subsystem Ac. Because we have shown that the minimization of CFS over
all purifications exactly agrees with the purification complexity CIM (σˆA, ρˆA), the minimum
of CIM (|ΦAAc〉 , |ΨAAc〉) has to locate at the same value, i.e.,
CIM (σˆA, ρˆA) = min
Φ
min
Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) = min
Φ
min
Ψ
CIM (|ΦAAc〉 , |ΨAAc〉)
= min
Φ
CIM (|ΦAAc〉 , |ΨAAc〉) = min
Ψ
CIM (|ΦAAc〉 , |ΨAAc〉) .
(2.48)
In order to simplify the double minimizations to one as shown in the above inequalities,
we just note that the unitary invariance of purification complexity implies that we can
relate the optimal purified states under the double minimizations to that with only one
minimization. Taking the unitary operation UAAc such that UAAc
∣∣∣Φ˜AAc〉 = |ΦAAc〉, one
can simplify the double minimizations by
min
Φ
min
Ψ
CIM (|ΦAAc〉 , |ΨAAc〉) = CIM
(∣∣∣Φ˜AAc〉 , ∣∣∣Ψ˜AAc〉) ,
= CIM
(
|ΦAAc〉 , UAAc
∣∣∣Ψ˜AAc〉) ,
= min
Φ
CIM (|ΦAAc〉 , |ΨAAc〉) ,
(2.49)
which also works for one minimization over all purified target states |ΨAAc〉.
2.3.3 Mutual complexity of ρˆAB
Starting from the target state represented by a density operator ρˆAB in the bipartite phys-
ical systems HAB, we can also define the mixed-state complexity for two reduced density
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matrices
ρˆA = TrB (ρˆAB) , ρˆB = TrA (ρˆAB) , (2.50)
in the subsystems A,B. From the non-increase of purification complexity under the partial
trace in (2.33), it is direct to derive the inequality CIM (ρˆA) ≤ CIM (ρˆAB) and also
CIM (σˆA, ρˆA) + CIM (σˆB, ρˆB)− 2CIM (σˆAB, ρˆAB) ≤ 0 , (2.51)
where the reference states are given by σˆAB in the systemAB, σˆA = TrB (σˆAB) in a subsystem
A, and σˆB = TrA (σˆAB) in a subsystem B, respectively. On the other hand, we are interested
in the non-trivial concept called mutual complexity [32, 33]. As a generalization of the
mutual complexity for pure states |ΨAB〉, the authors of [33] propose to extend the mutual
complexity to more generic quantum states with bipartition as
∆CIM = CIM (σˆA, ρˆA) + CIM (σˆB, ρˆB)− CIM (σˆAB, ρˆAB) , (2.52)
which quantifies the additional correlations between the subsystem A and B. Taking the
complexity of states as that derived from the quantum Fisher information metric makes the
above definition calculable. When ∆C > 0 complexity is said to be subadditive, otherwise it
is called to be superadditive when ∆C < 0. As discussed before, we have another definition
for pure-state complexity based on the Fubini-Study metric. Correspondingly, we can also
define the mutual complexity for pure states |ΨAB〉 by
∆CFS = PFS (σˆA, ρˆA) + PFS (σˆA, ρˆB)− CFS (|ΦAB〉 , |ΨAB〉) ,
= CIM (σˆA, ρˆA) + CIM (σˆA, ρˆB)− CFS (|ΦAB〉 , |ΨAB〉) ,
≤ ∆CIM ,
(2.53)
where we have used the fact CIM (σˆA, ρˆA) = PFS ((σˆA, ρˆA) for purification complexity of
mixed states and also CFS (ΨAB) ≥ CIM (ΨAB) for pure states.
Although we found that the mutual complexity (2.52) is either always superadditive
or always subadditive in general, it is easy to get the subadditive mutual complexity in
many simple cases due to the monotonicity of purification complexity CIM. If a quantum
operation with E (σˆA ⊗ σˆB) = σˆAB, E (ρˆA ⊗ ρˆB) = ρˆAB exists, then one can easily confirm
∆CIM ≥ CIM (σˆA ⊗ σˆB, ρˆA ⊗ ρˆB)− CIM (σˆAB, ρˆAB) ≥ 0 , (2.54)
by using the simple fact CIM (σˆA ⊗ σˆB, ρˆA ⊗ ρˆB) ≤ CIM (σˆA, ρˆA) + CIM (σˆB, ρˆB), and also ap-
plying the non-increase of purification complexity to derive the second inequality. For
example, if the reference state and target state are both factorized (separable states) as
σˆAB = σˆA ⊗ σˆB, ρˆAB = ρˆA ⊗ ρˆB, we have ∆CIM ≥ 0.
It is intriguing to expect that the mutual complexity ∆CIM (ρˆAB) is always subadditive.
However, we can easily find a counterexample by relating the reference state to the target
state in the way of σAB = ρˆA ⊗ ρˆB. Then it is obvious that
∆C (ρˆA ⊗ ρˆB, ρˆAB) = C (ρˆA, ρˆA) + C (ρˆB, ρˆB)− C (ρˆA ⊗ ρˆB, ρˆAB) = −C (ρˆA ⊗ ρˆB, ρˆAB) ≤ 0 ,
(2.55)
because of the non-negativity of complexity. Finally, we should point out that the above
example with ∆C ≤ 0 exists for any potential definitions of complexity between two density
operators.
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2.3.4 First Law of complexity for mixed states
Since we also define the complexity of mixed states as the geodesic distance, the idea about
the first law of complexity [46] also directly applies to the mixed states because they can be
both considered as a similar classical mechanics problem. Therefore, perturbing the target
state ρˆA by a small variation ρˆA + δρˆA ≡ ρˆA(λ + δλ) with a fixed reference state, one can
easily find that the variation of complexity for mixed states also satisfies the first law of
complexity [46, 47]
δCIM = CIM (ρˆA + δρˆA)− CIM (ρˆA) ,
=
(
Pµδλ
µ +
1
2
δPµδλ
µ + · · ·
) ∣∣∣∣
s=1
,
(2.56)
where the "momentum" Pµ is defined as
Pµ =
∂FIM
∂λ˙µ
=
2gIMµν λ˙
ν
FIM
,
δPµ = δλ
ν ∂
2FIM
∂λν∂λ˙µ
+ δλ˙ν
∂2FIM
∂λ˙ν∂λ˙µ
,
(2.57)
with respect to the complexity measure (cost function), i.e., the proper distance with the
QFIM, FIM =
√
2gIMµν λ˙
µ λ˙ν . However, except for the similarity in form, we also want to
point out an obvious difference between the first law of complexity for pure states and that
for mixed states. The former only works for the perturbation from unitary transformations.
As described in [46, 47], the variation of complexity is traced back to the change on unitary
operator
|ΨT〉 −→ |ΨT + δΨ〉 , with UTR −→ U ′T′R = UTR + δU . (2.58)
However, for the first law of complexity for mixed states, we can also interpret the change
on target states as either unitary or non-unitary transformations. In a short sentence, the
general quantum operation triggers a generic small variation of the mixed state by
ρˆA −→ ρˆ′A = ρˆA + δρˆA =
∑
i
MˆiρˆAMˆ
†
i . (2.59)
3 Application: Gaussian Mixed States
In the last section, we have shown that the complexity from the quantum Fisher information
metric is the purification complexity in (2.28) and also (2.48) with a simpler minimization.
In this section, we would like to use the Gaussian mixed states as an explicit example to
illustrate that the equivalence holds after the minimization on the Fubini-Study complexity
over all purified states.
3.1 Geodesic and Complexity
As the first application of the complexity CIM from the quantum Fisher information metric,
we start from the one-mode Gaussian state (see [33] for more discussion about that simple
mixed state)
ρˆ1 = Sˆ1(r)υˆth(β, ω)Sˆ
†
1(r) . (3.1)
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where the one-mode squeezing operator with a real parameter r is defined as
Sˆ1(r) ≡ e−
r
2
(
a†1
2−a21
)
= ei
r
2
(xˆ1pˆ1+pˆ1xˆ1) , (3.2)
and υˆth denotes the thermal state with inverse temperature β, i.e.,
υˆth(β, ω) ≡ e
−βω a†a
Tr(e−βω a†a)
=
(
1− e−βω
) ∞∑
n=0
e−βω n |n〉〈n| . (3.3)
For mixed Gaussian states, it is convenient to introduce new parameters
α =
1
2
ln
1 + e−βω/2
1− e−βω/2 , r¯ = r −
1
2
ln
µ
ω
, (3.4)
where the µ is the characteristic frequency of the reference state |ψR〉 ≡ |0(µ)〉 which is
chosen to be a Gaussian pure state. First of all, we need the quantum fidelity for squeezed
thermal states [48]
F (ρˆ(ζ1, β1), ρˆ(ζ2, β2)) =
√
2 sinh β1ω2 sinh
β2ω
2√
Y − 1 , (3.5)
with complex squeezing parameters ζi = rieiθi and
Y = cos2(
θ1 − θ2
2
)
(
cosh2(r1 − r2) cosh2
(
β1 + β2
2
ω
)
− sinh2(r1 − r2) cosh2
(
ω
β1 − β2
2
))
+
sin2(
θ1 − θ2
2
)
(
cosh2(r1 + r2) cosh
2
(
β1 + β2
2
ω
)
− sinh2(r1 + r2) cosh2
(
ω
β1 − β2
2
))
.
(3.6)
We can obtain the quantum Fisher information metric (Bures metric) by taking two nearby
states
ds2 =2 1− F (ρˆ, ρˆ+ δρ)2
=
ω2
16 sinh2 βω2
dβ2 +
1
8
(
1 +
1
cosh(βω)
)(
4dr2 + sinh2(2r)dθ2
)
= dα2 +
1
4
(
1− 2
3 + cosh(4α)
)
(4dr2 + sinh2(2r)dθ2) ,
(3.7)
which reduces to a hyperbolic geometry H2 for pure states with β = ∞. Similar to the
assumption in [33], we can ignore the phase part associated with the angle θ and focus on
the two dimensional metric
ds2IM = dα
2 +
(
1− 2
3 + cosh(4α)
)
dr2, (3.8)
whose geodesic equations (s ∈ [0, 1]) reads
r˙(s)(cosh(4α(s)) + 1)
cosh(4α(s)) + 3
= C0 ,
4r˙(s)2 sinh(4α(s))
(cosh(4α(s)) + 3)2
− α¨(s) = 0. (3.9)
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Figure 4. Circuit Complexity CIM(ρˆ1) from the quantum Fisher information metric for one-mode
Gaussian mixed state ρˆ1 (r(s = 1), α(s = 1)) with different boundary value r¯(s = 1).
Taking the special initial conditions α(0) = 0, r¯(0) = 0 from our reference state |ψR〉 =
|0(µ)〉, we can find the analytic solutions of geodesic equations
α(s) =
1
2
sech−1

√
C21sech
2 (2C1s)√
C21 − C20 tanh2 (2C1s)
 ,
r¯(s) =
1
2
(
2C0s+ tanh
−1
(
C0 tanh (2C1s)
C1
))
.
(3.10)
Imposing the boundary conditions, we can fix the constant C0, C1 as
C0 = ±
√
C21
(
coth2(2C1)− csch2(2C1) cosh2(2α(1))
)
, C1 =
C0 tanh (2C1)
tanh (2r¯(1)− 2C0) , (3.11)
where the sign of the first equation depends on the sign of r¯(1) and the second transcendental
equation cannot be solved analytically. However, one can still find that the length of
geodesic and complexity from the quantum Fisher information metric satisfy
gµν λ˙
µλ˙ν =
r˙(s)2(cosh(4α(s)) + 1)
cosh(4α(s)) + 3
+ α˙(s)2 = C20 + C
2
1 , (3.12)
and
CIM (|0(µ)〉 , ρˆ1) =
∫ 1
0
ds
√
2gµν λ˙µλ˙ν =
√
2C20 + 2C
2
1 , (3.13)
which is derived from the semi-analytical geodesic solution (3.10). For later use, the geodesic
solutions in (3.10) can be also rewritten in the form like
α(s) =
1
2
cosh−1
(√
cosh2(2C1s)− C
2
0
C21
sinh2(2C1s)
)
,
r¯(s) = C0s+
1
4
ln
cosh(2C1s) + C20C21 sinh(2C1s)
cosh(2C1s)− C
2
0
C21
sinh(2C1s)
 . (3.14)
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As a consistent check, we can consider the one-mode Gaussian pure state obtained by taking
the following equivalent limits
β −→∞ , T −→ 0 , α −→ 0 . (3.15)
It is easy to find that the geodesic solution (3.10) reduces to C21 = C20 and
α(s) = 0 , r¯(s) = 2C0s = r¯ (s = 1) s ,
CIM (|0(µ)〉 , |ψ1〉) =
√
2C20 + 2C
2
1 = r¯1 =
1
2
∣∣∣∣ln ω1µ
∣∣∣∣ = CFS (|0(µ)〉 , |ψ1〉) , (3.16)
which is the same as the results shown in [10] and [16]. Except for the pure-state limit, we
can also easily obtain the numerical solutions for (3.11) and the corresponding complexity
by given r¯ (s = 1) , α (s = 1) for various target states. The numerical results are shown in
the figure 4.
From the geodesic solution (3.10), we actually identify the evolution of mixed states in
the optimal circuit from |0(µ)〉 to ρˆ1 as
ρˆ1(s) = ρˆ1 (r(s), α(s)) , (3.17)
without explicitly introducing the auxiliary system or performing any minimization process.
In order to support our conclusion about the relation between purification complexity and
complexity CIM from quantum Fisher information metric, we would like to show that the
analytical trajectory for r¯(s), α(s) can be also subtracted from the optimal circuit for pu-
rified states, e.g., the two-mode Gaussian pure states whose complexity has been discussed
in [10]. Comparing CIM in (3.13) with the purification complexity derived by minimizing
the complexity of purified states, we will show that the two results are the same in the next
subsection.
Finally, we also note the mutual complexity of TFD state is sub-additive, i.e., ∆CIM ≥ 0
as shown in figure 5. From the viewpoint of purification complexity with F2 cost function,
the same result has been derived at section 7 in [33].
3.2 Optimal Purifications and Purification Complexity
Before we move to the discussion about purified Gaussian states, we would like point out an
important result from [10] about pure Gaussian states, i.e., the complexity of pure Gaussian
state is factorized in the normal basis. As a result, we can find that the pure-state limit of
CIM equals to the complexity of any N-mode pure Gaussian state |ψN〉 with Fubini-Study
metric or F2 cost function
CFS (|ψN〉) = C2 (|ψN〉) = CIM (|ψN〉) , (3.18)
because the ancillae for pure Gaussian state cannot decrease the complexity. This equiva-
lence for the one-mode pure state has been shown in (3.16).
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Figure 5. Mutual Complexity ∆CIM(|TFD12〉) = ∆CFS(|TFD12〉) for TFD state is always subad-
ditive.
3.2.1 Reminiscence: Purified Gaussian States
In [33], the purification complexity (with fixed reference state) related to different cost
functions has been discussed in details by focusing on Gaussian mixed states and purified
Gaussian states. Given the mixed state ρˆA for subsystem A, we can obtain its purified state
|Ψ〉AAc by introducing ancillae, the auxiliary system Ac. The purification complexity of ρˆA
is defined as the minimal complexity of purified states, i.e.,
P (ρˆA) = minAc C (|Ψ〉AAc) , (3.19)
where the minimization is done over all possible purified states with TrAc (|Ψ〉AAc 〈Ψ|AAc) =
ρˆA. As we discussed in (2.48), this minimization on all purified target states is enough to
get the purification complexity as we will explicitly show in this section.
Restricted on the Gaussian pure states, we can arrive at the one-parameter family of
two-mode purified states (one mode is the ancilla)
|ΨAAc〉 → |ψ〉12 = Sˆ1(r) Sˆ2(s) Sˆ12(α) |0〉1 |0〉2 , (3.20)
whose position-space wavefunction is described by
ψ12(x, y) =
(
(a− b)
2b
k2
pi2
)1/4
e
− 1
2
[
(a+b)x2+ k
2
2b
y2+2kxy
]
=
√
ω
pi
e
r+s
2 exp
[
−ω
2
(
cosh 2α (e2rx2 + e2sy2)− 2 er+s sinh 2αxy)] . (3.21)
We can also denote the pure Gaussian states (3.21) in the matrix representation as
Aab = ω
(
e2r cosh 2α −er+s sinh 2α
−er+s sinh 2α e2s cosh 2α
)
= µ
(
e2r¯ cosh 2α −er¯+s¯ sinh 2α
−er¯+s¯ sinh 2α e2s¯ cosh 2α
)
. (3.22)
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Fixing the reference state as the unentangled state |0(µ)〉 ⊗ |0(µ)〉, the purification com-
plexity of Gaussian mixed state ρˆ1 is derived as
P (|0(µ)〉 , ρˆ1) = min
s
C (|0(µ), 0(µ)〉 , |ψ〉12) , (3.23)
where we can read the complexity of Gaussian pure states from [10] and minimize its among
the free parameter s. For example, the authors in [33] found the purification complexity
for the one-mode Gaussian mixed states with F1-cost function reads
P1 (ρˆ1) =

1
2 ln
(
e−2r¯ cosh 2α−1
1−e2r¯ cosh 2α
)
, 0 ≤ α ≤ −r¯ ,
2α, α ≥ |r¯| ,
1
2 ln
(
e2r¯ cosh 2α−1
1−e−2r¯ cosh 2α
)
, 0 ≤ α ≤ r¯ .
(3.24)
3.2.2 Optimal purification from minimization
In order to compare with the complexity from the quantum Fisher information metric, it is
natural to consider F2-cost function or Fubini-Study metric. Before that, we simply review
the optimal circuit found in [10] for pure Gaussian states and apply the minimization to find
the optimal trajectory for mixed states in the subsystem, i.e., the one-mode state ρˆ1(s).
From the unitary operations parametrized by a two-by-two matrix
U2 = e
yR(−x)S(ρ)R(z) = ey
(
cosx − sinx
sinx cosx
)(
eρ 0
0 e−ρ
)(
cos z sin z
− sin z cos z
)
, (3.25)
as the representation of the elements in GL(2,R) group, the pure state ψ12(x+, x−) =
U2 ψR(x+, x−) along the circuit (path) in this matrix representation is given by
A(y(s)) = U2(y)AR U
T
2 (y)
= µ
(
e2y(cosh(2ρ) + cos(2x) sinh(2ρ)) e2y sin(2x) sinh(2ρ)
e2y sin(2x) sinh(2ρ) e2y(cosh(2ρ)− cos(2x) sinh(2ρ))
)
,
(3.26)
with boundary conditions fixed by the specific target state AT ≡ A(y(s = 1)). It is found in
[10] that the optimal circuit is a straight line connecting the reference state and the target
state in the norm basis, i.e.,
ρ(s) = ρ1s , x(s) = x0 = z (s) , y(s) = y1s , (3.27)
with
y1 =
1
4
log
(
ω+ω−
µ2
)
, ρ1 =
1
4
log
ω+
ω−
. (3.28)
According to the choice of cost functions, we can derive the complexity of two-mode Gaus-
sian states as
CFS (|ψ12〉) = C2 (|ψ12〉) = 1
2
√(
ln
ω+
µ
)2
+
(
ln
ω−
µ
)2
,
(CFS (|ψ12〉))2 = Cκ=2 (|ψ12〉) .
(3.29)
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From the trajectory of two-mode Gaussian states, we can also explore the reduced trajectory
of mixed Gaussian state ρˆ1(s) by tracing out one of the two modes. In our notations (or
coordinates ) for mixed states ρˆ1 defined in (3.1), we can rewrite its purified states in matrix
form as (3.22) by
|ψ〉12 −→ Aab(s) = µ
(
e2r¯ cosh 2α −er¯+s¯ sinh 2α
−er¯+s¯ sinh 2α e2s¯ cosh 2α
)
. (3.30)
Comparing that with the coordinates system (ρ, y, x) in (3.26) from the representation of
GL(2,R) group, we can find the transformation
r¯ + s¯ = 2y , r¯ − s¯ = ±1
2
ln
(
cosh 2ρ− cos 2x sinh 2ρ
cosh 2ρ+ cos 2x sinh 2ρ
)
,
α =
1
2
cosh−1
(√
cosh2 2ρ− cos2 2x sinh2 2ρ
)
.
(3.31)
Recalling the geodesic solution (3.27) for pure Gaussian states, we can derive the trajectory
of mixed Gaussian states ρˆ1(r¯, α) as
α(s) =
1
2
cosh−1
(√
cosh2(2ρ1s)− cos2 2x0 sinh2(2ρ1s)
)
,
r¯(s) = y1s+
1
4
ln
(
cosh(2ρ1s) + cos 2x0 sinh(2ρ1s)
cosh(2ρ1s)− cos 2x0 sinh(2ρ1s)
)
,
(3.32)
which exactly matches the geodesic path (3.14) derived in 2D-manifold with the quan-
tum Fisher information metric! But this is not the final answer for the purification com-
plexity because we still need to find the optimal purification with a given target state
ρˆ1 (α (s = 1) , r¯ (s = 1)) and then it will determine the free parameter s¯ for the optimal pu-
rification. Some analytical approximations have been discussed in [33]. Instead, we can also
directly perform the numerical minimization. With all given target states ρˆ1 (as shown in
figure 4 8), we find that the minimization leads us to the same minimum for complexity as
(3.13). As a summary, the minimization for the purification complexity of Gaussian mixed
state ρˆ1 simply shows the equivalence, i.e.,
PFS (|0(µ)〉 , ρˆ1) ≡ min
s¯
CFS (|ψ12〉) = min
s¯
1
2
√(
ln
ω+
µ
)2
+
(
ln
ω−
µ
)2
= CIM (|0(µ)〉 , ρˆ1) .
(3.33)
This equivalence also means that the optimal circuit found from the geodesic associated
with the quantum Fisher information metric is the same as that from the optimal circuit for
two-mode pure Gaussian state by tracing out one extra ancillary mode. This simple example
illustrates our main conclusion that the complexity (geodesic distance) associated with the
quantum Fisher information metric is the purification complexity measured by the Fubini-
Study metric. More generally, our proof in (2.28) also indicates the optimal purification
for one-mode Gaussian state is actually the essential purification, i.e., two-mode Gaussian
state, confirming the expectation and assumption in [33].
8 We find the difference between that and the results from numerical minimization is at the order
10−15 which is just the machine precision. Decreasing machine precision also correspondingly decreases the
difference.
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3.3 Purified States with Uhlmann’s fidelity
In the last subsection, we have shown the equivalence between purification complexity
PFS and mixed-state complexity CIM based on the quantum Fisher information metric.
In this subsection, we explicitly construct the optimal purified states with the saturation
of Uhlmann’s fidelity. Furthermore, we also illustrate the quantum fidelity’s bound, i.e.,
Uhlmann’s theorem for Gaussian state as stated in (2.9) is satisfied by taking the two-mode
pure Gaussian state as purification. Taking two arbitrary mixed Gaussian states ρˆ1 (r1, α1)
and ρˆ′1 (r2, α2), their quantum fidelity is found to be
F (ρˆ1, ρˆ
′
1) =
√√√√√√ 2 sinh
β1ω
2 sinh
β2ω
2√(
cosh2(r1 − r2) cosh2
(
β1+β2
2 ω
)
− sinh2(r1 − r2) cosh2
(
ω β1−β22
))
− 1
,
(3.34)
which should be equivalent to the fidelity between specific purified states according to
Uhlmann’s theorem.
First of all, we start from the simplest purification, i.e., the two-mode Gaussian states
(3.20). Noting that we can parametrize the wavefunction of purified Gaussian states as
(3.21)
ψ12(x, y) =
√
ω
pi
e
r+s
2 exp
[
−ω
2
(
cosh 2α (e2rx2 + e2sy2)− 2 er+s sinh 2αxy)] , (3.35)
it is easy to find the quantum fidelity between pure Gaussian states ψ12(x, y; r1, s1, α1) and
ψ′12(x, y; r2, s2, α2) as
F (λ1, λ2) =
∣∣〈ψ ∣∣ψ′〉∣∣ = ∫ ∞
−∞
∫ ∞
−∞
ψ12(x, y; r1, s1, α1)ψ
′
12(x, y; r2, s2, α2) dx dy ,
=
√
2
cosh 2α1 cosh (2α2) cosh (r1 − r2 − s1 + s2) + cosh (r1 − r2 + s1 − s2)− sinh 2α1 sinh 2α2 ,
(3.36)
by a simple Gaussian integral. The maximal fidelity is decided by the saddle point with
∂s1F (λ1, λ2) = 0 and ∂s2F (λ1, λ2) = 0 . (3.37)
However, the above two derivative equations lead us to the same solution
s2 = s1 +
1
2
log
(
e2r1 + e2r2 cosh 2α1 cosh 2α2
e2r2 + e2r1 cosh 2α1 cosh 2α2
)
. (3.38)
Generally, the maximum of F (λ1, λ2) should be given by critical point with ∂s1F (λ1, λ2) = 0
and ∂s2F (λ1, λ2) = 0 simultaneously. However, either condition is sufficient because of the
unitary invariance of the fidelity. Plugging the solutions of s1− s2 into the fidelity between
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pure states, we can find the maximum of fidelity as
max
|ψ12〉,|ψ′12〉
F (λ1, λ2)
=
√√√√ 2√
cosh2 2α1 cosh
2 2α2 + 2 cosh 2α1 cosh 2α2 cosh (2r1 − 2r2) + 1− sinh 2α1 sinh 2α2
,
(3.39)
which equals Uhlmann’s fidelity (3.34) derived from two Gaussian mixed states ρˆ (r1, α1)
and ρˆ (r2, α2). From this view of point, we can claim that the purification restricted on
pure Gaussian states is enough to achieve the optimal purification for mixed Gaussian state
ρˆ1, i.e., satisfying the fidelity’s bound in Uhlmann’s theorem. That point illustrates why
we can match the complexity and also the evolution path for mixed states ρˆ1(s) with those
derived from only two-mode Gaussian pure states as shown in the last subsection.
4 Comparison: Different Distances Measures for Mixed States
Although we only pay attention to the quantum Fisher information metric or Bures metric in
the last sections, there are also some other well-studied finite distances or metric structures
for density matrices in the field of quantum information. In previous studies on the geometry
of quantum states, the distance measure is also an important concept, e.g., [34, 35]. Different
from previous studies on the geometry of quantum states by defining finite distance structure
between two quantum states with respective density operators ρˆ and σˆ, we prefer a local
Riemannian geometry with positive definite metric since we can associate the geodesic with
the optimal circuit connecting the reference state and target state. In this section, we
simply introduce some other metrics on the space of density matrix and take them as the
measure for complexity. We focus on comparing them with our proposal for purification
complexity CIM.
4.1 Distances, Schatten Norms and Metrics
Starting from any hermitian operator A, we can find that the singular value decomposition
is reduced to
A =
rA∑
i=1
si |xi〉 〈xi| , (4.1)
where si are positive singular values of A and rA denotes its rank. A popular and generic
norm structure is based on so-called Schatten p-norm (see e.g., [39]) defined by
||A||p =
[
Tr
(
(A∗A)
p
2
)] 1
p
=
(∑
k
spk
)1/p
. (4.2)
where the real and positive singular values sk are associated with the eigenvalues of A†A
in the spectral decomposition) by
sk(A) =
√
λk(A†A) =
√
λk(AA†) , 1 ≤ k ≤ rank(A) = rA . (4.3)
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For examples, one can obtain some well-known distance structures between any two density
matrices ρˆ, σˆ by taking hermitian operator as A = ρˆ− σˆ with fixing the value of p, e.g.,
||A||1 −→ DTr (σˆ,ρˆ) = 1
2
||ρˆ− σˆ||1 ;
||A||2 −→ DHS (σˆ, ρˆ) = ||ρˆ− σˆ||2 ;
||A||∞ −→ Spectral norm .
(4.4)
Interestingly, Schatten norms present some nice properties :
• The Schatten p-norm is non-increasing in p :
|||A||p ≥ ||A||q , 1 ≤ p ≤ q ≤ ∞ . (4.5)
• The Schatten p-norm is submultiplicative
||AB||p ≤ ||A||p ||B||p . (4.6)
• The non-zero operator A with different norms (1 ≤ p ≤ q ≤ ∞) satisfies
||A||p ≤ (rA)
1
p
− 1
q ||A||q ,−→ ||A||1 ≤ √rA ||A||2 , ||A||2 ≤ √rA ||A||∞ . (4.7)
• Schatten p-norm is isometrically invariant
||A||p = ||BAC†||p . (4.8)
For normalized density matrices, we can also define the normalized Schatten p-norms by
1
21/p
||ρˆ− σˆ||p = 1
21/p
(Tr|ρˆ− σˆ|p) 1p ∈ [0, 1] . (4.9)
The analysis for different Schatten norms are very similar and we only take p = 1, 2 as
examples in the following subsections.
4.1.1 Trace Distance, p = 1
Beginning with the Schatten norm at p = 1, we can define a finite distance between two
arbitrary quantum states σˆ, ρˆ by 9
DTr (σˆ, ρˆ) =
1
2
||ρˆ− σˆ||1 = 1
2
Tr
√
(ρˆ− σˆ)2 , (4.10)
which is known as the trace distance. It is easy to see that the trace distance between two
pure states reduces to
DTr (|ψ〉 〈ψ| , |φ〉 〈φ|) =
√
1− F (|ψ〉 , |φ〉)2 . (4.11)
One can also find that the trace distance admits many similar properties [36, 40] to our pu-
rification complexity CIM. However, noting we keep the convention in quantum information
9As usual, one can define the positive square root by |A| ≡
√
A†A to simplify the notations.
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with a factor 12 for the normalized trace distance, one can easily show the trace distance is
bounded by
0 ≤ DTr (σˆ, ρˆ) ≤ 1 , (4.12)
which is obvious from the triangle inequality of Schatten norm. Similar to the Uhlmann’s
fidelity, the trace distance is also monotone with respect to discarding of subsystems
DTr (σˆA, ρˆA) ≤ DTr (σˆAAc , ρˆAAc) . (4.13)
The special relations between fidelity and trace distance are described by the following
bound
1− F (ρˆ, σˆ) ≤ DTr (ρˆ, σˆ) ≤
√
1− F (ρˆ, σˆ)2 ,
1−DTr (ρˆ, σˆ) ≤ F (ρˆ, σˆ) ≤
√
1−DTr (ρˆ, σˆ)2 ,
(4.14)
where the second inequality is saturating if and only if we consider two pure states. These
proofs are based on the properties of Schatten norm and can be found in the standard
textbooks, e.g., [36, 40]. Here we only sketch the proof of the second inequality
DTr (ρˆ, σˆ) ≤ 1
2
∣∣∣∣ |Ψop〉 〈Ψop| − |Φop〉 〈Φop| ∣∣∣∣
1
=
√
1− F (ρˆ, σˆ)2 ≤ 1
2
∣∣∣∣ |Ψ〉 〈Ψ| − |Φ〉 〈Φ| ∣∣∣∣
1
,
(4.15)
where pure states |Ψ〉 , |Φ〉 are any purifications of respective mixed states ρˆ, σˆ and we only
use the monotonicity of trace distance and Uhlmann’s theorem for the existence of optimal
pure states |Ψop〉 , |Φop〉 that saturate Uhlmann’s fidelity F (ρˆ, σˆ).
From the perspective of complexity, we are more interested in the geodesic distance
from the infinitesimal trace distance defined by
ds2Tr (ρˆ, ρˆ+ δρˆ) =
1
4
(||δρˆ||1)2 = 1
4
(
Tr
√
dρˆdρˆ
)2 ≡ gTrµν λ˙µλ˙νds2 . (4.16)
And it is obvious that only the lead order δ(1)ρˆ will have contributions in the above metric
form. Needless to say, we can also obtain the Fubini-Study metric from infinitesimal trace
distance for two near pure states, i.e.,
ds2Tr (|δψ〉 , |ψ + δψ〉) = ds2FS =2 1− F 2(|ψ〉 , |ψ + δψ〉) , (4.17)
which provides a standard measure for us to fix the normalization factor when comparing
different metrics. From the inequality (4.14), we simply find the trace distance to be smaller
than the quantum Fisher information metric
ds2Tr (δρˆ) ≤ ds2IM (δρˆ) . (4.18)
Noticing the normalization factor due to the distance for pure states, we similarly define
the complexity of any quantum state ρˆA in the Hilbert space HA by the trace metric
CTr (σˆA, ρˆA) ≡
∫ √
2ds2Tr =
∫ 1
0
ds
√
2gTrµν λ˙
µλ˙ν , (4.19)
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where the initial point and endpoint are determined by the reference state and target state.
Summarizing the inequalities we got before and also the equivalence for pure states (4.17),
we can have the following inequalities for complexity of a generic quantum state ρˆA
CTr (σˆA, ρˆA) ≤ CIM (σˆA, ρˆA) = PFS (σˆA, ρˆA) (4.20)
where the first equality is saturating if and only if the geodesic only goes through pure
states.
4.1.2 Hilbert-Schmidt Distance, p = 2
Taking p = 2 for Schatten norm (i.e., Frobenius norm), we arrive at the finite Hilbert-
Schmidt distance between two arbitrary quantum states ρˆ, σˆ
DHS (σˆ, ρˆ) = ||ρˆ− σˆ||2 =
√
Tr (ρˆ− σˆ)2 , (4.21)
which is reduced to
DHS (|ψ〉 〈ψ| , |φ〉 〈φ|) =
√
2 (1− |〈ψ|φ〉|2) =
√
2DTr (|ψ〉 〈ψ| , |φ〉 〈φ|) , (4.22)
for two pure states. It is also straightforward to derive the infinitesimal metric
ds2HS (ρˆ, ρˆ+ δρˆ) = (||δρˆ||2)2 = Tr (dρˆ)2 = gHSµν λ˙µλ˙νds2 , (4.23)
by considering two near states. Similarly, we can define the complexity of mixed states ρˆA
from Hilbert-Schmidt metric by
CHS (σˆA, ρˆA) ≡
∫ √
ds2HS =
∫ 1
0
ds
√
gHSµν λ˙
µλ˙ν , (4.24)
where we do not need to add a factor again due to (4.22). Here we can also compare the
complexities from the trace metric and Hilbert-Schmidt metric. One may want to directly
apply the non-increasing property of Schatten p-norm (4.5). However, we have stressed the
complexity from various metrics should be normalized first to make them have the same
results for pure states. Then, we need to compare
ds2HS (ρˆ, ρˆ+ δρˆ) = (||δρˆ||2)2 , 2ds2Tr (ρˆ, ρˆ+ δρ) =
1
2
(||δρˆ||1)2 . (4.25)
Recalling the special property of Schatten p-norm, i.e., ||A||2 ≤ ||A||1 ≤
√
rank(A) ||A||2,
it is direct to show
1√
2
CHS (ρˆA, ρˆA) ≤ CTr (σˆA, ρˆA) ≤ CHS (σˆA, ρˆA) , (4.26)
where the second inequality is true if we have rank(δρˆA) ≥ 2. Although we have the
non-increasing property of Schatten norm, we have seen it is not easy to compare them
properly after the normalization since it is hard to determine the rank of δρˆA along a
general geodesic. Instead, we focus on analyzing the one-mode Gaussian density matrix as
an explicit example.
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For a Gaussian state ρˆG, its density matrix is equivalently described by the covariance
matrix ΣG (see appendix A for more details). From the useful relation
Tr
(
ρˆGρˆ
′
G
)
=
1√
det 12 (ΣG + Σ
′
G)
, (4.27)
we can find the Hilbert-Schmidt distance between two Gaussian states to be rewritten in
form of the covariance matrix by [49]
DHS
(
ρˆG, ρˆ
′
G
)
=
√√√√ 1√
det ΣG
+
1√
det Σ′G
− 2√
det 12 (ΣG + Σ
′
G)
. (4.28)
Applying the formula detσ = eTr(lnσ) and its expansion
1√
det Σ′G
=
1√
det ΣG
exp
(
−1
2
Tr ln
(
I+ Σ−1G dΣG
))
=
1√
det ΣG
(
1− 1
2
Tr
(
Σ−1G dΣG
)
+
1
4
Tr
(
Σ−1G dΣG
)2
+
1
8
[
Tr
(
Σ−1G dΣG
)]2)
,
(4.29)
one can obtain the infinitesimal metric
ds2HS (ρˆG, ρˆG + δρˆG) = (||δρˆG||2)2 = Tr (dρˆG)2
=
1
16
√
det ΣG
(
2Tr
((
Σ−1G dΣG
)2)
+
[
Tr
(
Σ−1G dΣG
)]2)
,
(4.30)
Taking the covariance matrix of the one-mode Gaussian state (see (A.16) and (A.40))
ΣG (ρˆ1) =
(
1
µe
−2r¯ cosh 2α 0
0 µe2r¯ cosh 2α
)
, (4.31)
we obtain the Hilbert-Schmidt metric for Gaussian states
ds2HS =
1
cosh 2α
(
2 tanh2(2α)dα2 + dr¯2
)
. (4.32)
Comparing this with the quantum Fisher information metric for one-mode Gaussian state
(3.8), one can easily show
2ds2IM(δρˆ1)−ds2HS(δρˆ1) = 2
(
1− tanh
2 2α
cosh 2α
)
dα2+
4 sinh2 α (cosh 2α+ cosh 4α+ 2)
cosh 2α(cosh 4α+ 3)
dr¯2 ≥ 0 .
(4.33)
The difference on these two local measures implies we can always have the inequality for
their geodesic distances with the same endpoints, i.e.,
CHS
(
ρˆ′1, ρˆ1
) ≤ CIM (ρˆ′1, ρˆ1) , (4.34)
where the equality can be saturated if and only if ρˆ′1, ρˆ1 are both pure states, i.e., α′1 = 0 =
α1.
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4.2 Bures Distance and Bures Metric
From the above comparisons after suitable normalizations, it is clear that no one can serve
as the purification complexity of Fubini-Study complexity except for that from the quantum
Fisher information metric. Although we introduce QFIM by considering Uhlmann’s fidelity
susceptibility, it can be also derived from a finite distance between two respective quantum
states, i.e., Bures distance, which is defined by [34, 35, 44]
DB (ρˆ, σˆ) =
√
Tr(ρˆ) + Tr(σˆ)− 2F (ρˆ, σˆ) =
√
2 (1− F (ρˆ, σˆ)) , (4.35)
where we only consider normalized density matrices with Tr (ρˆ) = 1 and the quantum
fidelity F (ρˆ, σˆ) is given by (2.7). As before, it also reduces to the Fubini-Study distance
for two pure states. From another definition of Bures distance [35], i.e.,
D2B (ρˆ, σˆ) = min
Wi
||W1 −W2||2HS = min
Wi
(
Tr
(
(W1 −W2)†(W1 −W2)
))
, (4.36)
where the minimization is taken over all Hilbert-Schmidt operator withW †1W1 = ρˆ,W
†
2W2 =
σˆ, it is clear that the Bures distance is the perfect analogue of Fubini-Study distance. Here
we sketch the proof to show the above minimization results in the Uhlmann’s fidelity, which
also illustrates our motivation to choose the Uhlmann’s fidelity. For arbitrary positive den-
sity matrix ρˆ, we can define a matrix W such that
W †W = ρˆ . (4.37)
The matrix W plays the role of the purification of ρˆ and can be considered as a vector in
Hilbert-Schmidt space. The freedom in purification is equivalent to the gauge symmetry
ρˆ = (UW )†(UW ) with U ∈ U(n). A natural Euclidean distance between two vectors are
defined by the root of
||W1 −W2||2HS = Tr(ρˆ) + Tr(σˆ)−
(
W †1W2 +W1W
†
2
)
, (4.38)
with W †1W1 = ρˆ ,W
†
2W2 = σˆ. The minimization for Bures metric between ρˆ and σˆ is
reduced to the maximization
max
Wi
(
1
2
Tr
(
W †1W2 +W1W
†
2
))
= max
Wi
∣∣∣Tr(W1W †2)∣∣∣ = F (ρˆ, σˆ) , (4.39)
which will be shown below to be the Uhlmann’s fidelity. Applying the polar decomposition
10, i.e., Wi =
√
ρˆiUi, one can get
Tr
(
W1W
†
2
)
= Tr
(√
σˆ
√
ρˆU1U
†
2
)
. (4.40)
Noting the existence of another polar decomposition
√
σˆ
√
ρˆ =
√√
σˆρˆ
√
σˆU12 , it is not hard
to find that the special choice U12U1U
†
2 = I realizes the maximization with
F (ρˆ, σˆ) = Tr
(√√
σˆρˆ
√
σˆ
)
, (4.41)
10Polar decomposition means that an arbitrary linear operator W can be decomposed into product of
unitary operator U and positive operators such that W = U
√
W †W =
√
WW †U
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which is nothing but Uhlmann’s fidelity (2.7). We also note the maximization condition
also implies the two purifications are connected by the geometric mean (see [50] for more
discussion about its application to the complexity of Gaussian states), i.e.,
√
σˆW1 =
√√
σˆρˆ
√
σˆ U2 ,
W1 =
(
σˆ−
1
2
√√
σˆρˆ
√
σˆ σˆ−
1
2
)
W2 .
(4.42)
where we have assumed the density matrices are positive definite to derive the second line.
Instead of the finite Bures distance between two density matrices, we prefer the geodesic
distances on Riemannian geometry where geodesics can simulate the properties of optimal
circuits. Then we focus on the infinitesimal metric from Bures distance, i.e., Bures metric
ds2B =2 D
2
B (ρˆ, ρˆ+ δρˆ) = 2
(
1− Tr(
√√
ρˆ(ρˆ+ δρˆ)
√
ρˆ)
)
, (4.43)
which is equal to the quantum Fisher information metric or fidelity susceptibility of mixed
states. Correspondingly, we can define the mixed-state complexity from the reference state
σˆR (λ
µ
0 ) to the target state ρˆT (λ
µ
1 ) by
CIM (σˆR, ρˆT) =
∫ T
R
√
2 ds2IM =
∫ 1
0
ds
√
2gIMµν λ˙
µ λ˙ν , λ˙µ =
dλµ(s)
ds
, (4.44)
which serves as the purification complexity as we have shown in previous sections. Due
to the appearance of two square roots of positive operators in the definition of quantum
fidelity, the Bures metric is not easy to be written as a simple form of δρˆ like Schatten
norms, While a more popular form for Bures metric or quantum Fisher information metric
is taken as
ds2IM = Tr(GρˆG) =
1
2
Tr (Gdρˆ) , (4.45)
where the hermitian operator G known as symmetric logarithmic derivative is uniquely
determined by the Laypunov equation, namely
dρˆ = Gρˆ+ ρˆG . (4.46)
In our coordinate system with ρˆ(λµ), the metric components read
gIMµν =
1
2
Tr
(
ρˆ (GµGν +GνGµ)
)
, dρˆ = ∂µρˆ(λ)dλ
µ , G = Gµdλ
µ , (4.47)
which is generally called quantum Fisher information metric (matrix) [51]. If we are re-
stricted on pure states with ρˆ = ρˆ2,Trρˆ = Tr
(
ρˆ2
)
= 1, we can find
dρˆ = ρˆdρˆ+ dρˆρˆ , ,
Tr (dρˆ) = 0 = Tr (ρˆdρˆ) ,
(4.48)
and obtain the symmetric logarithmic derivative as
G = dρˆ = |dψ〉 〈ψ|+ |ψ〉 〈dψ| . (4.49)
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Correspondingly, the quantum Fisher information metric for pure states is simplified to be
ds2IM = Tr(GρˆG) = Tr
(
ρˆ(dρˆ)2
)
=
1
2
Tr (dρˆdρˆ) ≡ 1
2
ds2HS ,
= 〈dψ|dψ〉 − 〈ψ|dψ〉〈dψ|ψ〉 .
(4.50)
which is nothing but the Fubini-Study metric as advertised in the introduction. The "com-
plexity" in calculations for quantum fidelity or Bures metric originates from the square root
and also the non-commutation between ρˆ and δρˆ. If we focus on the special case where ρˆ,
δρˆ commute, we can derive the explicit form for the QFIM by
ds2IM = Tr
((
d
√
ρˆ
)2)
=
1
4
Tr
(
ρˆ−1dρˆdρˆ
)
, (4.51)
with
[δρˆ, ρˆ] = 0 , G =
1
2
ρˆ−1dρˆ . (4.52)
As expected, the QFIM in the above case actually reduces to the classical Fisher information
matrix defined by
gµν (λ) =
∫
dxP (λ;x)
∂2 lnP (λ;x)
∂λµ∂λν
=
∫
dxP (λ;x)
∂ lnP (λ;x)
∂λµ
∂ lnP (λ;x)
∂λν
, (4.53)
for any distribution P (λ;x) on the parameter space λµ. There are also some other simple
forms for the quantum Fisher information metric like [45, 51, 52]
gIMµν =
1
2
∑
k,l
<
(〈ψk| ∂µρˆ |ψl〉 〈ψl| ∂ν ρˆ |ψk〉
pk + pl
)
, (4.54)
which is derived by rewriting the density matrix ρˆ into the diagonal basis with ρˆ =∑
k pk |ψk〉 〈ψk|. In the coordinate free form, we can obtain
gIMµν =
1
2
∫ ∞
0
dtTr
(
e−ρˆt∂µρˆe−ρˆt∂ν ρˆ
)
, (4.55)
which can be obtained by noticing the unique solution of Lyapunov equation, i.e.,
dρˆ = Gρˆ+ ρˆG , G =
∫ ∞
0
(
e−tρˆdρˆe−tρˆ
)
dt . (4.56)
We present more details about these equivalent expressions in appendix B.
4.3 Exercise: Single qubit
In order to understand these different metrics, we discuss some results by taking single-
qubit states (one fermionic mode) as a simple exercise. The generic qubit state ρˆq are
parametrized by a two-by-two matrix as [35]
ρˆq =
1
2
(I+ ~r · ~σ) = 1
2
(
z + 1 x− iy
x+ iy 1− z
)
, (4.57)
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ϕθ
x
y
z
|1〉
|0〉
ρˆq
Figure 6. Bloch ball consists all one qubit state ρˆq with pure states as the Bloch sphere. The
maximally mixed state locates at the center of sphere. North pole and south pole denotes the pure
states |0〉 , |1〉, respectively.
with radial coordinate
~r = (x, y, z) = (r sin θ cosϕ, r sin θ sinϕ, r cos θ) , r =
√
x2 + y2 + z2 ≤ 1 . (4.58)
In the above coordinate system, pure states are constrained by the condition r = 1 and
parametrized by
|ψq〉 = cos θ
2
|0〉+ eiϕ sin θ
2
|1〉 . (4.59)
All one qubit density matrices ρˆq lie on or within the so-called Bloch ball as shown in figure
6. The Bloch sphere is composed of all pure states with r = 1.
In order to derive the fidelity with respective two qubit states, we note a two-by-two
matrix M always satisfies
M2 −MTr(M) + detM = 0 , (Tr(M))2 = Tr (M2)+ 2 det(M) , (4.60)
Taking M =
√√
ρˆq1 ρˆq2
√
ρˆq1 with arbitrary two qubit states ρˆq1 , ρˆq2 , it is easy to derive
the explicit form for quantum fidelity
F (ρˆq1 , ρˆq2) =
√
Tr(ρˆq1 ρˆq2) + 2
√
det ρˆq1 det ρˆq2 . (4.61)
From the definition (4.43), one can get the explicit forms
F (ρˆq1 , ρˆq2) =
1√
2
√
1 + ~r1 · ~r2 +
√
(1− r21)(1− r22) , (4.62)
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and the quantum Fisher information metric for single-qubit states as
ds2IM (qubit) =
1
4
(
(d~r)2 +
(~r · d~r)2
1− r2
)
=
1
4
(
dr2
1− r2 + r
2
(
dθ2 + sin2 θdϕ2
))
=
1
4
(
dφ2 + sin2 φdθ2 + sin2 φ sin2 θdϕ2
)
,
(4.63)
which is equal to a three-sphere with radius 12 by redefining radial coordinate in Bloch ball
as r = sinφ. We can also rewrite this metric in the coordinate free form [52]
ds2IM (qubit) =
1
4
Tr
(
dρˆdρˆ+
(
d
√
det ρˆ
)2)
. (4.64)
It is interesting to note that the geometry for only pure states, i.e., Fubini-Study metric
for one qubit reduces to a two-dimensional sphere with radius 12 as
ds2FS =
1
4
(
dθ2 + sin2 θdϕ2
)
. (4.65)
See [53] for more discussion about the complexity geometry of pure states for a single qubit.
Here we would like to emphasize that the geodesic on the space of pure states with Fubini-
Study metric is the same as that in the full one-qubit space defined in (4.63). Because it is
easy to find the extra equation of motion associated with the QFIM in (4.63)
r¨(1− r2) + 2rr˙2 − r(1− r2)2
(
θ˙2 + ϕ˙2 sin2 θ
)
= 0 , (4.66)
always admits the trivial solution with r(s) = 1. Therefore, the geodesic connecting two
pure states with respect to the quantum Fisher information metric actually moves on the
Bloch sphere with only passing through pure states. Correspondingly, we can also find the
equivalence
CIM (|ψq1〉 , |ψq2〉) = CFS (|ψq1〉 , |ψq2〉) , (4.67)
as what we also found for one-mode Gaussian state in (3.18).
In order to derive the Schatten norms between ρˆq1 , ρˆq2 , it is useful to notice the two
singular values of matrix (ρˆq1 − ρˆq2) are degenerate and read
s1 = s2 =
1
2
√
(x1 − x2)2 + (y1 − y2)2 + (z1 − z2)2 = 1
2
|~r1 − ~r2| . (4.68)
Directly, we can find the finite distances from normalized Schatten norms between two qubit
states same as
1
21/p
||ρˆq1 − ρˆq2 ||p =
1
2
(|~r1 − ~r2|p)
1
p . (4.69)
It obviously leads us to the same flat metric
ds2p (qubit) = ds
2
HS = 2ds
2
Tr =
1
4
(d~r · d~r) = 1
4
(
dr2 + r2dθ2 + r2 sin2 θdϕ2
)
. (4.70)
which is always smaller than that from the Bures metric as shown in (4.18). This single
qubit example is illuminating because the results can be generalized to more generic (finite)
projective Hilbert space CPN, see [34] for more details.
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5 Discussion
We summarize the main results and discuss several interesting questions about purification
complexity CIM and holographic complexity as the future directions.
Summary of results
In this paper, we generalize the Fubini-Study method towards complexity to generic quan-
tum states by using the quantum Fisher information metric gIMµν . Due to Uhlmann’s fi-
delity (2.9), we find that the complexity CIM defined in (2.20) between arbitrary two quan-
tum states exactly equals the purification complexity measured by Fubini-Study metric (or
QFIM) on the extended Hilbert space for purified states, i.e., (2.48)
CIM (σˆA, ρˆA) = min
Φ,Ψ
CFS (|ΦAAc〉 , |ΨAAc〉) = min
Φ,Ψ
CIM (|ΦAAc〉 , |ΨAAc〉) . (5.1)
Without explicitly introducing the auxiliary system and purifying the mixed states, our
method avoids the challenging minimization over all purifications. This equivalence is
illustrated by the example from Gaussian mixed states in (3.33). Furthermore, we also
prove that this purification complexity CIM is always non-increasing under any quantum
operations such as partial trace in (2.33). From this monotonicity, we also show the mutual
complexity ∆CIM cannot be either subadditive or superadditive in general.
Inequalities of purification complexity
It is well-known that the entanglement entropy satisfies the subadditivity
SvN (ρˆA) + SvN (ρˆB) ≥ SvN (ρˆAB) , (5.2)
and also the strong subadditivity
SvN (ρˆAB) + SvN (ρˆBC) ≥ SvN (ρˆA) + SvN (ρˆC) ,
SvN (ρˆAB) + SvN (ρˆBC) ≥ SvN (ρˆABC) + SvN (ρˆB) .
(5.3)
Taking the monotonicity of complexity under the partial trace (noting the similar mono-
tonicity for von Neumann entropy SvN (ρˆAB) ≥ SvN (ρˆB) is not true.), it is direct to show
the counterpart of the first strong subadditivity for the purification complexity CIM is also
satisfied for generic density matrices, i.e.,
CIM (σˆAB, ρˆAB) + CIM (σˆBC, ρˆBC) ≥ CIM (σˆA, ρˆA) + CIM (σˆC, ρˆC) . (3) (5.4)
However, the second strong subadditivity for purification complexity
CIM (σˆAB, ρˆAB) + CIM (σˆBC, ρˆBC) ≥ CIM (σˆABC, ρˆABC) + CIM (σˆB, ρˆB) . (7) (5.5)
is not obeyed by a general pair of density matrices σˆABC, ρˆABC in a tripartite system. Because
this strong subadditivity can be reduced to the subadditivity ∆CIM ≥ 0, i.e.,
CIM (σˆA, ρˆA) + CIM (σˆB, ρˆB) ≥ CIM (σˆAB, ρˆAB) . (7) (5.6)
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which does not always hold since we have found the existence of a counterexample as
(2.55). However, we should also note that it is still possible to fix the additivity of the
purification complexity by choosing a special reference state such as unentangled state
(see figure (5)) and maximally entangled state (see (??)). Especially, if we believe the
holographic complexity may require a specific and trivial state as the universal reference
state, it is still interesting to investigate whether "holographic complexity" is subadditive
or superadditive.
Towards the complexity of generic quantum states in QFT
As the first application of the purification complexity CIM, we only examine an extremely
simple Gaussian state ρˆ1 in section 3. However, the proposal (2.20) is inspired by the
Fubini-Study method for the complexity of pure states in QFT. Considering the purification
complexity CIM has gotten rid of the challenges in finding the optimal purification, it looks
straightforward to apply the definition of purification complexity to a generic quantum
state in QFT, e.g., the reduced density operator for a subregion in the vacuum state of
QFT. Although it is not easy to calculate the quantum fidelity (2.7) or quantum Fisher
information metric for arbitrary QFT states due to the appearance of the square root of
the density operators, it is not so hard for a free quantum field theory. As a generalization
of the Gaussian state ρˆ1, one can consider the most general multimode Gaussian states ρˆG
defined by
ρˆG =
e−βHˆG
Tr
(
e−βHˆG
) , (5.7)
where HˆG represents any quadratic Hamiltonian with N bosonic (or fermionic) modes.
Focusing on the free quantum field theory on a lattice, one can find its ground state, thermal
states, and even reduced density operators for a subregion can be recast as Gaussian states
ρˆG (see e.g., [10, 23, 33]). With some efforts, the quantum fidelity and Bures metric for
arbitrary two Gaussian (bosonic or fermionic) states have been derived in e.g., [54–57].
With the knowledge of the QFIM for any Gaussian states, it is interesting to consider the
purification complexity for thermal states and mixed Gaussian states in a free QFT as
what has been discussed in [33] 11. Rather than assuming a free theory, the author in [58]
calculated the Uhlmann’s fidelity for two holographic states based on a replica trick. It
would be intriguing to further investigate the QFIM and purification complexity based on
that result.
Is quantum Fisher information metric holographic?
Our proposal for the purification complexity CIM defined in (2.20) is based on the special
properties of quantum Fisher information metric that is identified as Uhlmann’s fidelity
susceptibility. Recetly, different concepts associated with the geometry of quantum states
11Different from the purification complexity defined in (2.20), the authors in [50] develop a direct way to
calculate the complexity for arbitrary Gaussian states with taking the Fisher-Rao metric as the complexity
measure.
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also attract more attention in the field of AdS/CFT, see e.g., [58–70]. In [60] the authors
consider the fidelity susceptibility (i.e., the Fubini-Study metric) of ground states in CFT
from a small perturbation by a primary operator and argue its gravity dual is the volume of
maximal time slice in an AdS spacetime. As its generalization to mixed states, the authors
in [65] think the holographic dual of the Fisher information for mixed states should be given
by a regularized volume contained under the RT surface. Differently, the authors in [59]
show the Fisher information metric for the vacuum density matrix in holographic CFT is
dual to the canonical energy metric associated with the Rindler wedge in AdS. We should
also note the Fisher information discussed in [59, 65] is derived from the second variation of
relative entropy, as opposed to QFIM from Uhlmann’s fidelity. But they are both reduced
to the classical Fisher information when ρˆ, δρˆ commute as indicated in (4.53). Although
these gravity duals have passed some quantitative tests in the vacuum states of CFT, it is
also necessary to check different proposals by considering the realization of quantum infor-
mation metric’s universal properties (such as non-increase under any quantum operations)
in the bulk geometry. On the other hand, it is also interesting to generalize these proposals
from the vacuum state with λ = 0 to more generic states with gIMµν (λ). In light of different
proposals, a natural question arises:
For holographic states ρˆA(λ) in the Hilbert space HA, does quantum Fisher information
gIMµνdλ
µdλν have a holographic dual in the bulk?
To be more specific, we have learned the holographic density operator for a subregion
A is constrained by the modular Hamiltonian KˆA in the form like [71]
− log ρˆA ≡ KˆA = Aˆext (EA)
4GN
+ Kˆbulk + · · ·+O(GN) , (5.8)
where the Aˆext denotes the area operator associated with the extremal surface EA and Kˆbulk
is the bulk modular Hamiltonian of the bulk region enclosed by EA. Although the modular
Hamiltonian generally is nonlocal and not easy to be derived except for several local cases
[3], we can focus on a simple configuration for the holographic states |Ψ(λ)〉. Starting
from the path integral for the ground state in holographic conformal field theory on the
boundary, we can turn on some sources in that path integral by inserting local (or global)
Hermitian operators Oµ and then obtain a natural class of excited states as
〈ϕ(x)|Ψ(λ)〉 =
∫ φ(0,x)=ϕ(x)
Dφ e−
∫ 0
−∞ dτ
∫
dd−1x(LCFT[φ]−λµOµ(x)) (5.9)
whose gravity dual in an asymptotically AdS spacetime geometry corresponds to coherent
states of classical bulk fields dual to Oµ [72–74]. Then the holographic mixed states ρˆA(λ)
we are interested in can be constructed by the path integral for a reduced density matrix
with a cut along subregion A. In that configuration, the calculations for the quantum
Fisher information metric is actually related to the correlation functions of operator Oµ on
these excited states.
Is purification complexity holographic?
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Besides these holographic proposals to quantum Fisher information, most recent research
on complexity is motivated by holographic conjectures such as complexity=volume (CV)
[11, 12] and also complexity=action (CA) [13]. As extensions of these conjectures for
pure states to mixed states, the gravitational dual of the mixed-state complexity associ-
ated with reduced density operators for subregions on the boundary of asymptotically AdS
spaces are proposed to be subregion volume=complexity (sub-CV) [75, 76] and subregion
action=complexity (sub-CA) [76]. For more studies on that direction, see e.g., [32, 33, 77–
81] and references therein. Based on these proposals for subregion complexity, [78] has
studied the additivity properties and examined whether they are holographic purification
complexity, i.e., the minimum holographic complexity (CA or CV) among all holographic
purifications 12. Instead of starting from holographic conjectures for complexity, we would
like to ask another question standing on the boundary:
In a given Hilbert space HA of holographic states ρˆA(λ), is purification complexity
CIM (σˆA, ρˆA) from the quantum Fisher information metric holographic?
We hope to get back to these questions in the near future.
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A Background
In this appendix, we provide a minimal introduction to some notations and terminologies
in quantum information, which are used in the main content.
A.1 Gaussian State and Covariance Matrix
It is known that the any Gaussian states ρˆG can be equivalently described by its covariance
matrix ΣG. See [82–84] for more details about Gaussian states. Considering any Gaussian
state with N modes, we can find N pairs of the standard self-adjoint canonical operators
xˆi, pˆi with the canonical commutation relations
[xˆi, pˆj ] = iδij~ , ~ = 1 , aˆi =
xˆi + ipˆi√
2
, (A.1)
12In [32, 78], the definition of purification complexity is restricted on all purifications of ρˆA with no
separable factors which are also purifications. In our definition, we do not need to impose this constrain
because of the non-increasing of CIM.
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whose vector form is defined to be
[Rˆ, Rˆᵀ] = iΩ ≡ i
n⊕
k=1
Ωk , Ωk =
(
0 1
−1 0
)
, Rˆ = (xˆ1, pˆ1, xˆ2, pˆ2, · · · xˆn, pˆn)ᵀ , (A.2)
where Ω is the symplectic form satisfying ΩᵀΩ = −Ω2 = I2n. The covariance matrix (CM)
ΣG of any Gaussian state ρˆG is defines as
(ΣG)ij ≡ Tr
(
ρˆG
{(
Rˆ− 〈Rˆ〉
)
,
(
Rˆ− 〈Rˆ〉
)ᵀ})
=
〈
RˆiRˆj + RˆjRˆi
〉
− 2〈Rˆi〉〈Rˆj〉 . (A.3)
For example, the covariance matrix Σ1 for a single mode reads
Σ1 = 2
( 〈
xˆ2
〉− 〈xˆ〉2 〈{xˆ, pˆ}〉 − 〈pˆ〉〈xˆ〉
〈{xˆ, pˆ}〉 − 〈pˆ〉〈xˆ〉 〈pˆ2〉− 〈pˆ〉2
)
, (A.4)
The physical Gaussian state ρˆG with covariance matrix ΣG should also satisfy the uncer-
tainty principle
ΣG + iΩ ≥ 0 , (A.5)
which is invariant under the symplectic transformations. For a single-mode quantum state,
the physical constrains are reduced to
det Σ1 ≥ 1 , Σ1 ≥ 0 . (A.6)
As a consequence of Williamson theorem, the covariance matrix ΣG of the most general
Gaussian state ρˆG can be decomposed as
ΣG (ρˆG) = S
n⊕
k=1
(
νk 0
0 νk
)
Sᵀ , S ∈ Sp(2n,R) , νk ≥ 1 . (A.7)
where νk are the symplectic eigenvalues of CM. Correspondingly, we can also obtain the
decomposition of generic Gaussian state [82–84]
ρˆG = Dˆ
†Sˆ†
(
n⊗
k
υˆth(βk, ωk)
)
DˆSˆ , (A.8)
where Dˆ, Sˆ denote the displacement operator and squeezing operator, respectively, and υˆth
is the thermal density matrix defined in (3.3) with the inverse temperature βkωk associated
with symplectic values of the covariance matrix by νk = coth
(
βkωk
2
)
= cosh 2αk. From
the covariance matrix, we can easily distinguish pure Gaussian states and mixed Gaussian
states by considering its determinant, i.e.,
det (Σ) =
{
+1 , pure,
> 1 ,mixed .
with Tr
(
ρˆ2G
)
=
n∏
k=1
1
νk
=
1√
det ΣG
. (A.9)
For later use, one can also find
Tr
(
ρˆGρˆ
′
G
)
=
1√
det 12 (ΣG + Σ
′
G)
. (A.10)
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In this paper, we also discuss the partial trace with discarding some modes in the full
system. In the representation of Gaussian states with the vector Rˆ and covariance matrix,
it is easy to see the action for tracing out a subsystem. Diving the N-mode system ρˆAB
into two parts with a n-mode system A and a m-mode system B, we can decompose the
covariance matrix in the way like
ΣAB =
(
Σnn Σnm
Σmn Σmm
)
, RˆAB =
(
Rˆn
Rˆm
)
, (A.11)
where the Σnm denotes a 2n-by-2m matrix. Then the reduced density matrix ρˆA =
TrB (ρˆAB) for the subsystem A is easily obtained by
ΣA = Σnn , with RˆA = Rˆn . (A.12)
A.2 Density Matrix and Covariance Matrix for ρˆ1
As the simplest Gaussian state, we consider the one-mode Gaussian state ρˆ1 in section 3
and define its density operator as
ρˆ1 = Sˆ1(r)υˆth(β, ω)Sˆ
†
1(r) , (A.13)
whose density matrix function can be rewritten in general as a Gaussian function, i.e.,
ρ1(x, x
′) =
√
a− b
pi
exp
(
−1
2
(
ax2 + ax′2
)
+ bxx′
)
. (A.14)
The two representations are connected by the transformation (see the section 2 in [33])
a = e2rω cothβω , b =
e2rω
sinhβω
. (A.15)
It is also convenient to derive the fidelity of Gaussian states by considering the density
matrix function. For example, it is obvious to find the covariance matrix Σ1 of ρˆ1 as
Σ1 =
(
1
a−b 0
0 a+ b
)
, (A.16)
which equals the form (4.31) by the transformation (A.15). Explicitly, we need to define
the multiplication between two density matrices and its square root from〈
x′
∣∣ ρˆ1ρˆ′1 |x〉 = ∫ ∞
−∞
ρ1(x
′, y)ρ′1(y, x)dy, (A.17)
and 〈
x′
∣∣ ρˆ1 |x〉 = 〈x|√ρˆ1√ρˆ1 |x〉 = ∫ ∞
−∞
√
ρ1(x
′, y)
√
ρ1(y, x)dy. (A.18)
From the simple Gaussian integral, one can derive the square root of a Gaussian density
matrix (A.14) as
√
ρ1(x, x
′) = exp
(
−a+ b
2
(
x2 + x′2
)
+
√
2b(a+ b)xx′ + C
)
. (A.19)
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where C is the normalization factor. Hence, the quantum fidelity can be obtained from its
definition (2.7) by the Gaussian integral as [85]
F (ρˆ1, ρˆ
′
1) =
√
2√
det (Σ1 + Σ′1) + (det Σ1 − 1)(det Σ′1 − 1)−
√
(det Σ1 − 1)(det Σ′1 − 1)
(A.20)
For pure states with det Σ1 = 1, the quantum fidelity is simplified as
F (|ψ1〉 ,
∣∣ψ′1〉) =
√
2√
det (Σ1 + Σ′1)
. (A.21)
For the most general one-mode Gaussian states ρˆ1 defined in (A.14) or (3.1), the quantum
fidelity between two Gaussian states is expressed as
F (a1, b1; a2, b2) =
√√√√ 2√
(a1+a2+b1−b2)(a1+a2−b1+b2)
(a1−b1)(a2−b2) − 2
√
b1b2
(a1−b1)(a2−b2)
(A.22)
and the quantum Fisher information metric from Uhlmann’s fidelity is the following
ds2 =
1
8
(
1
(a− b)2da
2 − 2
(a− b)2dadb+
(
1
(a− b)2 +
1
ab
)
db2
)
, (A.23)
which is the same as the result (3.7) used in the main text by taking the transformation
(A.15).
A.3 Quantum Operation (Quantum Channel)
It is obvious that we can use unitary operations to realize the transformations from a pure
state to another one. For a generic quantum state ρˆA in a principle system A, we need to
introduce a more general transformation beyond unitraies as
ρˆ′A = E (ρˆA) , (A.24)
where the map E is called a quantum operation. In the literatures of quantum computation,
a quantum operation is also called a quantum channel 13. With one more terminology used
in the main content, we only focus on the quantum operation defined as the completely
positive trace-preserving map (CPTP map)
E : ρˆA −→ E (ρˆA) , (A.25)
with Tr (ρˆA) = Tr (E (ρˆA)). As it is known, e.g., [36, 40], the quantum operation formalism
(A.24) can be represented in different but equivalent ways. For example, we can consider
13In some literatures, the term "quantum operation" specifically refers to completely positive (CP) and
non-trace-increasing maps on the space of density matrices. Instead the term "quantum channel" refers to
CPTP. In this paper, we only consider CPTP and it is referred to as "quantum operation".
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the quantum operation E (ρˆA) on density operators ρˆA as the unitary transformation with
ancillae (or environment) in the extended Hilbert space HA ⊗HAc , i.e.,
E (ρˆA) = TrAc
(
UAAc (ρˆA ⊗ ρˆAc)U †AAc
)
, (A.26)
where the density operator ρˆAc denotes an initial state for the auxiliary system and TrAc
traces out the ancilla part. Taking the initial state as any pure state |ψ0〉 in its orthogonal
basis, it is easy to find that the reduced density operator after tracing out HAc reads
E (ρˆA) = TrAc
(
UAAc (ρˆA ⊗ |ψ0〉 〈ψ0|)U †AAc
)
≡
∑
k
MˆkρˆAMˆ
†
k , (A.27)
with Mˆk ≡ 〈ψk|UAAc |ψ0〉 defined as the operation elements for this quantum operation
E . This representation (A.27) is known as the operator-sum representation describing the
dynamics of the principal system A without having to explicitly consider any properties
of the auxiliary system Ac. More importantly, this special representation benefits us from
avoiding purifying the system A and making our interpretation to the purification com-
plexity CIM not require any explicit purifications. Furthermore, we can also consider the
measurements on the principle system by taking the outcome as ρˆk with probability p(k)
after measurement. Obviously, the redefinitions
ρˆk =
MˆkρˆAMˆ
†
k
Tr
(
MˆkρˆAMˆ
†
k
) , p(k) = Tr(MˆkρˆAMˆ †k) , (A.28)
relate the quantum operation E to measurements without reporting outcomes by rewriting
the quantum operation as
E (ρˆA) =
∑
k
p(k)ρˆk . (A.29)
In order to describe the transformation from a physical and normalized state to another
one, the trace-preserving quantum operations are restricted by the normalization condition∑
k
Mˆ †kMˆk = I . (A.30)
In the following, we use Gaussian states as an example to illustrate the quantum op-
erations acting on quantum states can be understood as the unitary operations acting on
purified states in the extended Hilbert space. For any N-mode Gaussian state ρˆG, the CPTP
map E (ρˆG) (also called bosonic Gaussian channel) is completely characterized by two real
2N -by-2N matrices T,N acting on its vector and covariance matrix in the following way
[84]
RˆG −→ TRˆG ,
ΣG −→ TΣGTᵀ +N ,
(A.31)
where the real matrices T,N are constrained by the complete positivity condition
N+ iΩ ≥ iTΩTᵀ . (A.32)
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As we have shown in (A.27), the action of a CP map on any Gaussian state ρˆA with
n modes can be obtained by tracing out the ancillae (with m modes) after the unitary
operation on the global system AAc where the evolution in the full system is parametrized
by the 2(n + m)-by-2(n + m) symplectic matrix SAAc acting on the extended covariance
matrix, i.e., SAAc (ΣA ⊗ ΣAc)S†AAc . Considering the bipartition of the extended system
AAc, we can divide the full symplectic matrix into four sub-matrices
SAAc =
(
SA SAAc
SAcA SAc
)
, (A.33)
corresponding to the bipartite covariance matrix shown in (A.11). Applying the symplectic
condition for SAAc on the purified Gaussian states ρˆAAc , we can find the following constrains
SAAc ΩS
ᵀ
AAc =
(
SAΩnS
ᵀ
A + SAAcΩmS
ᵀ
AAc SAΩnS
ᵀ
AcA + SAAcΩmS
ᵀ
Ac
SAcAΩnS
ᵀ
A + SAcΩmS
ᵀ
AAc SAcAΩnS
ᵀ
AcA + SAcΩmS
ᵀ
Ac
)
=
(
Ωn 0
0 Ωm
)
.
(A.34)
From the above equation, it is easy to find that the SA has to be symplectic if SAAc = 0.
More generally, after tracing out the auxiliary system Ac with m modes, i.e.,
E (ΣA) = TrAc
(
SAAc (ΣA ⊗ ΣAc)S†AAc
)
, (A.35)
we can find that the generic Gaussian CP map (A.31) acting on the reduced density matrix
ρˆA is obtained by
T = SA , N = SAAcΣAcS
ᵀ
AAc . (A.36)
which illustrates the connections between the quantum operations (Gaussian channels) and
unitary operations with ancillae. Specifically, we can find that the T-part provides the
full information of the operations acting only on the principle system A while the crossing
N-part encodes the information of entangled gates. From the above identifications, it is
also obvious that the unitary operation in the full system AAc is not unique because the
quantum operations on ρˆA are only sensitive to the sub-matrix SA and SAAc , reflecting the
freedom in purifications.
In order to clarify these concepts, we take ρˆA as the one-mode Gaussian state ρˆ1 (defined
in (3.1) and (A.14)) as an example and consider the two-mode Gaussian states |ψ12〉 (see
(3.20) and (3.21)) as purified states in AAc system. The symplectic matrices for one-mode
squeezing operator Sˆ1(r) and two-mode squeezing operator Sˆ12(α) are expressed as
S1(r) :=

e−r 0 0 0
0 er 0 0
0 0 1 0
0 0 0 1
 , S11c(α) :=

coshα 0 sinhα 0
0 coshα 0 − sinhα
sinhα 0 coshα 0
0 − sinhα 0 coshα
 , (A.37)
where it is obvious that the one-mode squeezing operator Sˆ1(r) (3.2) only acts on a single
mode. More explicitly, we choose the reference state as |0(µ)〉 ⊗ |0(µ)〉. The combined
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operation S1(r¯)S11c (α) on the two-mode initial state leads to
S1S11c (Σ1 ⊗ Σ1c)Sᵀ11cSᵀ1 =

e−2r¯ cosh(2α)
µ 0
e−r¯ sinh(2α)
µ 0
0 µe2r¯ cosh(2α) 0 −µer¯ sinh(2α)
e−r¯ sinh(2α)
µ 0
cosh(2α)
µ 0
0 −µer¯ sinh(2α) 0 µ cosh(2α)
 .
(A.38)
After tracing out the second mode, i.e., the ancilla, we obtain the Gaussian CP map E
acting on the principle mode as
E (Σ1) = TΣ1 Tᵀ +N =
(
e−2r¯
µ cosh 2α 0
0 µe2r¯ cosh 2α
)
, (A.39)
which is noting but the covariance matrix (4.31) of the one-mode mixed states ρˆ1. As a
result, we can also identify the corresponding Gaussian CP map by
T =
(
e−r¯ coshα 0
0 er¯ coshα
)
, N =
(
e−2r¯ sinh2 α
µ 0
0 µe2r¯ sinh2 α
)
. (A.40)
B Quantum Fisher Information Metric and Bures Metric
In the literatures of quantum information or quantum estimation (e.g., [45, 51]), the quan-
tum Fisher information metric (QFIM) is defined in various ways and also different from
Bures metric. In this section, we show they are equivalent up to a irrelevant constant factor
and also list some equivalent expressions for the QFIM.
In order to show some explicit forms of Bures metric defined by (4.43)
ds2B =2 D
2
B (ρˆ, ρˆ+ δρˆ) = 2
(
1− Tr(
√√
ρˆ(ρˆ+ δρˆ)
√
ρˆ)
)
, (B.1)
we can start from the series expansion√√
ρˆ(ρˆ+ δρˆ)
√
ρˆ ≈ ρˆ+ Xˆ + Yˆ +O(δρˆ3) , (B.2)
where we keep the first two orders, i.e., Xˆ ∼ δρˆ, Yˆ ∼ δρˆδρˆ. And we note that there
are simple constrains Trdρˆ = 0 = TrXˆ due to the normalization condition Trρˆ = 1 =
Tr (ρˆ+ dρˆ). Taking the square of the above series expansion, one can simply find√
ρˆ dρˆ
√
ρˆ = ρˆXˆ + Xˆρˆ ,
Xˆ2 + ρˆYˆ + Yˆ ρˆ = 0 .
(B.3)
Choosing the basis of the density matrix ρˆ by ρˆ = pi |ψi〉 〈ψi|, we can obtain the basis-
dependent results
〈ψi| Xˆ |ψj〉 =
√
pi
√
pj
pi + pj
〈ψi| dρˆ |ψj〉 ,
〈ψi| Yˆ |ψj〉 = −〈ψi| XˆXˆ |ψj〉
pi + pj
,
(B.4)
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which simply result in
Tr Yˆ = −
∑
i,j
1
2pi
〈ψi| Xˆ |ψj〉 〈ψj | Xˆ |ψi〉 = −1
4
∑
i,j
|〈ψi| dρˆ |ψj〉|2
pi + pj
. (B.5)
Correspondingly, the Bures metric defined in (4.43) reads [52]
ds2B = 2
(
1− Tr(ρˆ+ Xˆ + Yˆ )
)
= −2Tr Yˆ
=
1
2
∑
i,j
|〈ψi| dρˆ |ψj〉|2
pi + pj
,
(B.6)
which is the form shown in (4.54). Furthermore, we can also expand the variation dρˆ =
∂µρˆ dλ
µ in a specific basis. Noting the basis for ρˆ(λ) = pi(λ) |ψi(λ)〉 〈ψi(λ)| also depend on
the parameters λµ like the spectrum of ρˆ, i.e., pi(λµ), one can find
∂µρˆ(λ) =
∑
j
(∂µpj |ψi〉 〈∂µψi|+ pj |ψi〉 〈ψi|+ pj |ψi〉 〈∂µψi|) . (B.7)
Then the Bures metric is rewritten as [45]
gµν =
∑
i
∂µpi∂νpi
pi
+
∑
i 6=j
(pi − pj)2
pi + pj
(〈ψi |∂µψj〉 〈∂νψj |ψi〉+ 〈ψi |∂νψj〉 〈∂µψj |ψi〉) , (B.8)
where the first term is the same as the classical Fisher information metric defined in (4.53)
and the second terms count the quantum contributions. Following the popular conventions
in quantum information or quantum estimation (see e.g., [45, 51]), Bures metric is related
to the quantum Fisher information metric (Hµν) in the way of
gµν =
1
4
Hµν . (B.9)
In the main content, we don’t distinguish the Bures metric and QFIM by simply taking
ds2IM = ds
2
B because we need to normalize various metrics before taking them as the com-
plexity measure in (2.20). On the other hand, the above expressions explicitly depend on
the choice of basis for density matrix and have assumed that the dimension of Hilbert space
is finite. In order to find a basis-independent expression without assuming the dimension
of Hilbert space, we can introduce the symmetric logarithmic derivative and redefine the
first order variation Xˆ by
Gˆ = ρˆ−
1
2 Xˆρˆ−
1
2 . (B.10)
Obviously, one can get the following constrain equations
dρˆ = Gρˆ+ ρˆG
0 = ρˆ−1Xˆ2 + Yˆ + ρˆ−1Yˆ ρˆ −→ −2TrYˆ = Tr
(
ρˆ−1Xˆ2
)
.
(B.11)
Finally, we can rewrite the Bures metric into the new form
ds2B = −2TrYˆ = Tr
(
ρˆ−
1
2 XˆXˆρˆ−
1
2
)
= Tr
(
ρˆ−
1
2 Xˆρˆ−
1
2 ρˆρˆ−
1
2 Xˆρˆ−
1
2
)
= Tr(GρˆG) =
1
2
Tr (Gdρˆ) .
(B.12)
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With the help of the unique solution of Lyapunov equation, i.e.,
dρˆ = Gρˆ+ ρˆG , G =
∫ ∞
0
(
e−tρˆdρˆe−tρˆ
)
dt , (B.13)
we can calculate the Bures metric by the integral
ds2B =
1
2
∫ ∞
0
Tr
(
e−ρˆtdρˆe−ρˆtdρˆ
)
dt , (B.14)
which is obviously basis-independent.
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