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Abstract
Let W be a ﬁnite irreducible Coxeter group and let XW be the classifying space for GW , the
associated Artin group. If A is a commutative unitary ring, we consider the two local systemsLq
andL′q over XW , respectively over the modules A[q, q−1] and A[[q, q−1]], given by sending each
standard generator of GW into the automorphism given by the multiplication by q. We show that
H∗(XW ,L′q) = H∗+1(XW ,Lq) and we generalize this relation to a particular class of algebraic
complexes. We remark that H∗(XW ,L′q) is equal to the cohomology with trivial coefﬁcients A of
the Milnor ﬁber of the discriminant bundle of the associated reﬂection group.
© 2004 Elsevier B.V. All rights reserved.
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0. Introduction
LetW be a ﬁnite irreducible Coxeter group (with Coxeter system (W, S)) and letGW be
the associated Artin group. Recall that if W = 〈s, s ∈ S | (ss′)m(s,s′) = e〉 is the standard
presentation for the Coxeter group, then the standard presentation for GW is given by
〈gs, s ∈ S |
m(s,s′)terms︷ ︸︸ ︷
gsgs′gsgs′ · · · =
m(s,s′)terms︷ ︸︸ ︷
gs′gsgs′gs · · · for s = s′,m(s, s′) = +∞〉
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(see [2,3,11]). We call XW the classifying space for GW . Let A be a commutative unitary
ring; we consider a particular local systemLq overXW with coefﬁcients the ringA[q, q−1],
where each standard generator ofGW acts as q-multiplication.Moreover letL′q be the local
system which is constructed in a similar way over the module A[[q, q−1]].
The cohomology groupsH ∗(XW,L′q) have an interesting geometrical interpretation, in
fact they are equal to the cohomology groups (with trivial coefﬁcients over the ring A) of
the Milnor ﬁber FW of the discriminant singularity associated toW (see Section 2). From a
straightforward application of the Shapiro Lemma [4] it is known that the homology groups
H∗(XW,Lq) are equal to the homology groups ofFW with coefﬁcients over the ringA (the
argument is the same as that used in [6] for the homology of arrangements of hyperplanes).
The cohomology groups H ∗(XW,Lq) and H ∗(XW,L′q) can be computed by means
of an algebraic complex described in [14]; in this paper we show (see Eq. (6)) that these
groups coincide modulo an index shift, that is
H ∗(XW,L′q)=H ∗+1(XW,Lq).
As a consequence we can useLq to computeH ∗(FW,A). In the special case whenA=Q,
and so the ring A[q, q−1] is a PID, the equality has already been observed by Corrado De
Concini [7]. We also give a generalization of this fact, extending the result to a particular
class of algebraic complexes including those described by Salvetti in [14].
In Section 1 we give a precise formulation of the claim in an algebraic form and we give
a proof of it by using spectral sequences. In Section 2 we show how the algebraic result
applies to the cohomology of Artin groups.
1. Main theorem
Remark 1.1. Let (C1, d) be a graduated complex and let C3 ⊂ C2 ⊂ C1 be inclusions
of graduate complexes. Denote by dij : Ci/Cj → Ci/Cj the induced coboundary on the
quotient complex (1 i < j3). There is an obvious exact sequence of complexes:
0 → C2/C3 ↪→ C1/C3 →C1/C2 → 0.
When d12 and d23 vanish (for example if the complexes are trivial in all degrees except
exactly one) we get thatH ∗(C1/C2)=C1/C2 andH ∗(C2/C3)=C2/C3, so the differential
H ∗(C1/C2) → H ∗(C2/C3) of the long exact sequence associated to the above sequence
gives a map
d : C1/C2 → C2/C3.
In the following we call this map induced differential.
Let A be a commutative unitary ring. In this section we indicate by R = A[q, q−1], the
ring of Laurent polynomials with coefﬁcients in A and byM the R-moduleA[[q, q−1]]. Let
(C∗, d∗) be a graduate cochain complex, with C∗ an R-module and d∗ an R-linear map. We
give the following recursive deﬁnition.
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Deﬁnition 1.2. The complex (C∗, d∗) is calledwell ﬁltered ifC∗ is a free ﬁnitely generated
R-module, C∗ = R and moreover, if C∗ = 0, the following conditions are satisﬁed:
(a) C∗ is a ﬁltered complex with a decreasing ﬁltration F which is compatible with the
coboundary map d∗ and such that F0C = C∗ and Fn+1C = {0} for an integer n> 0 ;
(b) FnC = (FnC)n  Fn−1C/FnC = (Fn−1C/FnC)n−1  R;
(c) the induced differential d : Fn−1C/FnC → FnC/Fn+1C (following from condition
(b) and Remark 1.1) corresponds to the multiplication by a non-zero polynomial p ∈ R
with ﬁrst and last non-zero coefﬁcients invertible in A;
(d) for all integer i = n− 1, n the induced complex ((FiC/Fi+1C)∗, d∗i ) is a well ﬁltered
complex.
In the following when we consider a well-ﬁltered complex we always suppose to have
also a ﬁltration F as above. We write (C∗M, d∗M) for the complex C∗
⊗
RM with the natural
induced graduation and coboundary.
Theorem 1. Let (C∗, d∗) be a well ﬁltered complex. We have the following isomorphism:
H ∗+1(C∗)  H ∗(C∗M).
In order to prove this fact we need two preliminary lemmas.
As a ﬁrst step let us consider the natural inclusion of R-modules R ↪→ M . We have the
short exact sequence of R-modules:
0 → R ↪→ M → M ′ → 0,
whereM ′=M/R.We indicate byC′∗ the complexC∗⊗RM ′ andwe consider the complexes
C∗, C∗M , C′
∗
. In a similar way, we have the following short exact sequence of R-modules:
0 → C∗ i↪→C∗M →C′∗ → 0.
Since the maps i and  commute with the coboundary maps, we actually have a short exact
sequence of complexes. So we obtain the following long exact sequence:
Hi–1 (C′*)
Hi (C′*)Hi (C*M)Hi (C*)
Hi+1 (C*)
*
*
*
*i*
i**
*
. . .
. . .
(∗)
Lemma 1.3. Let (C∗, d∗) be a well ﬁltered complex. With the notation given above we
have:
Hi(C′∗)  Hi(C∗M)⊕Hi(C∗M).
Proof. The R-moduleM ′ splits into the sum of two modules in the following way:
M ′ =M ′+ ⊕M ′−,
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whereM ′+=M/(A[q][[q−1]]),M ′−=M/(A[q−1][[q]]). In a similarwayweget the splitting
C′∗ = C′∗+ ⊕ C′∗−.
Moreover,C′∗+ andC′
∗
− are invariant for the coboundary induced by d∗, so the cohomology
also splits:
H ∗(C′∗)=H ∗(C′∗+)⊕H ∗(C′∗−).
We want to show that the quotient projection + : C∗M → C′∗+ induces an isomorphism
∗+ in cohomology. We will prove this by induction on the number of generators of C∗ as
a free R-module.
If C∗ = {0} the assertion is obvious. Suppose that C∗ has m generators, with m> 1.
Then the complexes ((FiC/Fi+1C)∗, d∗i ) have a smaller number of generators and for i =
n − 1, n they are well ﬁltered. Therefore, we can suppose by induction that the map i+,
deﬁned analogously to +, induces an isomorphism in cohomology for all the complexes
((FiC/Fi+1C)∗, d∗i ), i = n− 1, n, that is the map
i∗+ : H ∗((FiC/Fi+1C)∗
⊗
R
M) → H ∗((FiC/Fi+1C)∗
⊗
R
M ′+)
is an isomorphism for such i.
The ﬁltration F on C∗ induces ﬁltrations on C∗M and C′
∗
+ in the following way: FiCM =
FiC
⊗
RM , FiC
′+ = FiC
⊗
RM
′+. We have the following natural isomorphisms:
(FiC/Fi+1C)∗
⊗
R
M  (FiCM/Fi+1CM)∗,
(FiC/Fi+1C)∗
⊗
R
M ′+  (FiC′+/Fi+1C′+)∗.
Through these isomorphisms the maps
(FiCM/Fi+1CM)∗ → (FiC′+/Fi+1C′+)∗
induced by + correspond to i+ and hence induce an isomorphism in cohomology for
i = n− 1, n.
Let us consider the spectral sequencesEi,jr andE
i,j
r associated to the complexesC∗M and
C′∗+ with the respective ﬁltrations. We write ∗+ also for the spectral sequences homomor-
phism induced by +. By the deﬁnition of the ﬁltration F we have that Ei,jr = Ei,jr = 0 if
i > n or if i = n, n − 1 and j = 0. It is also clear that En−1,01  En,01 =M and E
n,0
1 
E
n−1,0
1 =M ′+. For 0 i < n − 1 we get that Ei,j1  Hi+j (FiC∗M/Fi+1C∗M) and E
i,j
1 
Hi+j (FiC′∗+/Fi+1C′
∗
+) therefore the inductive hypothesis gives that E
i,j
1  E
i,j
1 and the
isomorphism between the terms of the spectral sequences is given by ∗+. Now consider
the maps dn−1,01 : M → M and d
n−1,0
1 : M ′+ → M ′+. By condition (c) we have that these
maps correspond to the multiplication by a non-zero polynomial p=∑ti=s biqi with bs, bt
invertible elements of the ring A. We can rewrite p as follows:
p = qsbs(1+ qp′)= qtbt (1+ q−1p′′)
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with p′ ∈ A[q], p′′ ∈ A[q−1]. Now we can look at these elements in M:
p−1+ = q−sb−1s
∞∑
i=0
(−qp′)i ,
p−1− = q−t b−1t
∞∑
i=0
(−q−1p′′)i .
Let m ∈ M , m =∑i∈Z aiqi , we can write m = m+ + m−, with m+ =∑∞i=0 aiqi and
m− = m − m+. Notice that the products p−1+ m+ and p−1− m− are well deﬁned and the
following equality holds:
m= p(p−1+ m+ + p−1− m−).
It turns out that the map dn−1,01 : M → M is surjective and the same holds, when passing
to the quotient, for the map dn−1,01 : M+ → M+.
Let us suppose that an elementm=∑i∈Z aiqi is in the kernel of dn−1,01 . This means that
pm= 0, that is for all integers k we have
t∑
i=s
biak−i = 0
and so we obtain
ak =−b−1s
t−s∑
i=1
bs+iak−i , (1)
ak =−b−1t
t−s∑
i=1
bt−iak+i . (2)
Therefore, if we know a sequence of t − s consecutive coefﬁcients of an element m sent
to zero by the multiplication by p we can use (1) and (2) to calculate recursively all the
other coefﬁcients, determiningm completely. So we ﬁnd a bijection between ker dn−1,01 and
ker dn−1,01 . In fact, if m ∈ M is such that pm= 0, then trivially also p[m]+ = 0 (we write
[m]+ for the equivalence class ofm inM ′+). Conversely if p[m]+=0 then we have pm=z,
with z ∈ A[q][[q−1]], that is z=∑i∈Z viqi with vi ∈ A and there exists an integer l such
that vi = 0 for all i > l. We can deﬁne recursively, for j0, the following elements:
a˜[−1]i = ai,
a˜[j ]i =
{
a˜[j − 1]i if i = l − t − j,
−b−1t
∑t−s
k=1 bt−ka˜[j − 1]i+k if i = l − t − j,
and
a˜i =
{
ai if i > l − t,
a˜[l − t − i]i if i l − t,
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Notice that the coefﬁcients vi for i > h depend only on the coefﬁcients ai for i > h− t , so
if we write m˜=∑i∈Z a˜iqi we have that pm˜= 0 and [m]+ = [m˜]+.
To sumupwe have that themap∗+ gives an isomorphismbetween the termsE
i,j
1 andE
i,j
1
for i < n−1 and between ker dn−1,01 and ker d
n−1,0
1 . MoreoverE
i,j
2 =E
i,j
2 =0 for i=n−1
and j = 0 and for i > n− 1; ∗+ commutes with the differentials in the spectral sequences
(i.e. ∗+di = di∗+). We remark that im dn−2,01 ⊂ ker dn−1,01 and im d
n−2,0
1 ⊂ ker dn−1,01
and so ∗+ induces an isomorphism between im d
n−2,0
1 and im d
n−2,0
1 . This implies that ∗+
gives the isomorphisms En−2,02  E
n−2,0
2 and E
n−1,0
2  E
n−1,0
2 . Then we have a complete
isomorphism between E2 and E2 and so between E∞ and E∞. It follows that ∗+ induces
an isomorphism in cohomology.
It is clear that the same fact holds for the map − : C∗M → C′∗− and so Lemma is proved.

We write  for the isomorphism built in the proof of the previous Lemma.
Lemma 1.4. In the exact sequence (*) the map ∗ composed with the isomorphism 
corresponds to the diagonal map :
Hi(C∗M)

↪→Hi(C∗M)⊕Hi(C∗M).
Proof. It is enough to notice that,making the identiﬁcationH ∗(C′∗)=H ∗(C′∗+)⊕H ∗(C′∗−),
we have that ∗ = (∗+,∗−) and so the statement follows immediately. 
Proof of Theorem 1. First of all we notice that, being ∗ injective, i∗ turns out to be the
null map and ∗ is surjective. We call p1 : Hi(C∗M)⊕Hi(C∗M) → Hi(C∗M) the projection
on the ﬁrst component, p2 the projection on the second component and i1 : Hi(C∗M) ↪→ Hi(C∗M) ⊕ Hi(C∗M) the inclusion deﬁned by i1 : b → (b, 0). Finally we deﬁne
= ∗ ◦ −1 ◦ i1. We have the following diagram:
0
0
Hi (C*M)
Hi (C*M)
Hi (C*M) Hi (C*M) Hi (C*M)
Hi+1 (C*)Hi (C′*M)
p1 – p2
i1
0
0

*

*

Clearly both the lines are exact. We want to show that the diagram commutes. The com-
mutativity for the ﬁrst square follows by Lemma 1.4, so it remains to prove that the second
square commutes. A pair (a, b) ∈ Hi(C∗M) ⊕ Hi(C∗M) is sent, by the multiplication by
p1 − p2, into the element a − b ∈ Hi(C∗M). Then we have i1(a − b)= (a − b, 0) and the
difference (a, b) − (a − b, 0) = (b, b) is in the image of the map . Therefore, because
of the commutativity of the ﬁrst square, the images of the pairs (a, b) and of (a − b, 0) in
Hi(C′∗M) are taken into the same element by the map 
∗
. So we get the commutativity of
the diagram. The theorem follows from the ﬁve lemma. 
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2. Applications
Let us consider a ﬁnite set  endowed with a ﬁxed total ordering. We will indicate by  a
generic subset of.We also set againR=A[q, q−1], withA a commutative unitary ring. For
every pair (, w)with  ⊂ ,w ∈ \we associate a polynomial p,w(q, q−1) ∈ R\{0}
such that the ﬁrst and the last non-zero coefﬁcients are invertible in A. Let us also suppose
that for every pair (w,w′) with w = w′ and w,w′ ∈ \ the following equation holds:
p,w(q, q
−1)p∪{w},w′(q, q−1)+ p,w′(q, q−1)p∪{w′},w(q, q−1)= 0. (3)
Then we can consider the complex (C∗, d
∗) deﬁned as follows:
C∗ =
⊕
⊂
R.e,
d∗e =
∑
w∈\
p,w(q, q
−1)e∪{w}.
We remark that relation (3) gives d∗2 = 0. We can also give a natural graduation to C∗ by
deﬁning the degree of an element e as the cardinality of , so we get a cochain complex.
Without loss of generality we can think  = {1, . . . , n}. We introduce the following
notation: indicate by i and i , respectively the subsets {1, . . . , n − i − 1} and {n − i +
1, . . . , n}. We can ﬁlter the complex C∗ in the following way (see also [9]): let FiC be
the subcomplex generated by the elements e, with i ⊂ .
We have the following result.
Theorem 2. With the ﬁltration deﬁned above the complex (C∗, d∗) is well ﬁltered.
Proof. We can prove this by induction on the cardinality of . If  is empty the theorem
is obvious. Therefore let us suppose that the theorem holds for all the complexes made up
from a set with less than n elements and we prove it for a complex C∗, with ={1, . . . , n}.
It is straightforward to see that F0C = C∗ and Fn+1C = {0}. Moreover, FnC and
Fn−1C/FnC are generated, respectively, by the elements e and en−1 and they are both
isomorphic to R. The induced differential,
d : Fn−1C/FnC → FnC/Fn+1C
corresponds to the multiplication by the polynomial pn−1,1(q, q−1).
Finally, the complex ((FiC/Fi+1C)∗, d∗i ) is isomorphic to the complex C∗i , where
the coboundary is deﬁned by the polynomials
p,j (q, q
−1) : =p∪i ,j (q, q−1) for  ⊂ i , j ∈ i\
and so it is well ﬁltered by induction. 
Now we apply the last result and Theorem 1 to the cohomology with local coefﬁcients
of Artin groups. In [14] Salvetti proved that
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Theorem 3. Let W be a Coxeter group with generating set  with a ﬁxed total ordering
and let GW be the associated Artin group. Let R be a commutative ring with unit and let q
be a unit in R and let M be an R-module. We write W(q) for the Poincaré polynomial of
the subgroup ofW generated by , with  ⊂ . LetLq =Lq(XW ;M) be the local system
over GW with coefﬁcients in M given by the map that sends every standard generator of
GW into the automorphism of M given by the multiplication by q. Then
H ∗(GW ;Lq)  H ∗(C∗),
where
Ck =
{∑
ae | a ∈ M, ⊂ , || = k
}
and the coboundary is given by
k(e)=
∑
j∈\
(−1)	(j,)W∪{j}(−q)
W(−q) e∪{j},
where 	(j,)= |{i ∈ , i < j}|.
Proposition 2.1. Let R = A[q, q−1] and M = R. Then the complex C∗ in Theorem 3 is
well ﬁltered.
Proof. In fact the polynomial W(q) divides W′(q) when  ⊂ ′. Moreover the poly-
nomials W(q) are products of cyclotomic polynomials (see [1]), so they have ﬁrst and
last non-zero coefﬁcients equal to 1. By using Theorem 2 we can easily see that C∗ is well
ﬁltered. 
Now letW be a ﬁnite Coxeter group.We can think ofW as a group generated by orthogonal
reﬂections in a real vector space V. Let H be the arrangement of all the hyperplanes in V
such that the associated orthogonal reﬂection is in W. We can consider the complexiﬁed
space VC and the complexiﬁed arrangement HC. For every hyperplane H ∈ HC we chose
a linear function lH such that ker lH =H. The polynomial
=
∏
H∈HC
l2H
is called the discriminant of the arrangement and it is invariant with respect to the diagonal
action ofW on VC. The space
XW =
VC
∖⋃
H∈H
H
/W
is a classifying space for the Artin group GW (see [11]), and  induces a ﬁbering
′ : XW → C∗.
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The ﬁber FW = −1(1) is called the Milnor ﬁber of DW = (∪H∈HH)/W . The associated
homotopy exact sequence gives us that the FW is a classifying space for the subgroup
HW <GW , which is the kernel of the natural homomorphism
GW → Z
deﬁned by sending each standard generator to +1.
Nowwe set againR=A[q, q−1] andC∗ and letC∗M=C∗⊗M be the algebraic complexes
deﬁned as in Theorem 3, over R orM =A[[q, q−1]] respectively. Then (by deﬁnition) the
following equality holds:
H ∗(FW ;A)=H ∗(HW ;A) (4)
and the Shapiro Lemma (see [4]) gives that
H ∗(HW ;A)=H ∗(GW ;CoindGWHW A)=H ∗(GW ;M)=H ∗(C∗M), (5)
where the action of GW over M is given by sending each standard generator into the
multiplication by q. From Theorem 1 and the remark following Theorem 3, we get that
H ∗(GW ,M)=H ∗+1(GW ,R). (6)
Using equalities (4–6) we get immediately the following result:
Theorem 4. Let W be a ﬁnite irreducible Coxeter group and let
FW ↪→ XW 
′
→C∗
be the ﬁbration deﬁned as before. Let R = A[q, q−1] be considered as a GW -module with
the action deﬁned before. Then the following equality holds:
H ∗(FW ;A)=H ∗+1(GW ;R).
Announcement:
References [5,8,10,12,13] are not cited in the text but they have important connections
with this paper: On the cohomology of Artin groups in local systems and the associated
Milnor ﬁber.
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