Abstract
Introduction
With the development of Internet and the increasing of businesses, security problems with network have been significant nowadays. Network failures and malicious attacks could contribute to anomalies of network traffic [1] . Therefore, how to effectively monitor network traffic and detect anomalies of network traffic has been important in network management.
Network traffic is typically collected as time series, and reveals the statistics characteristics and variations. As an unstable time series data, linear models such as Autoregressive Moving Average (ARMA), Controlled AutoRegressive (CAR) [2] , or Autoregressive Integrating Moving Average (ARIMA) [3] cannot comprehensively reflect the characteristics of network traffic, and therefore, the prediction accuracy is relatively poor. Therefore, simple statistical models are not good enough for network traffic prediction.
In this paper, we propose a hybrid method for network traffic prediction and anomaly detection. Specifically, the original network traffic data is decomposed into two components using wavelet analysis [4] , that is, high-frequency components and lowfrequency components. For high-frequency components, the regularity and periodicity are relatively weak and thus still non-linear. Therefore, non-linear model Relevance Vector Machine (RVM) [5] is applied for prediction. For low-frequency components, the sequence is relatively stable, and therefore, ARMA (Auto Regressive Moving Average) model is employed. Then, combine above two prediction results for both components we get the final prediction for the original network traffic sequence.
Then, we employ a self-adaptive threshold method to detect if a predicted value is an anomaly. Specifically, the threshold is dynamically determined by the Central Limit Theorem (CLT) [6] based on the confidence interval over the network traffic time series sequence data.
Related Work
Existing efforts on network traffic anomaly detection include statistics based methods and machine learning based methods.
The first category is statistics based methods. For example, Thottan [7] captured the anomaly through the burst of association patterns of MIB variables. Wang [8] detected time series burst by the nonparametric cumulative summary method. Barford [9] applied wavelet analysis into network traffic anomaly detection. Kim [10] extend wavelet analysis into IP package data anomaly detection. Galeano [11] employed ARMA model for anomaly detection. Then, Asrul [12] introduced ARMIA model for predicting traffic and detect anomaly. Brauckhoff [13] employed PCA analysis for traffic anomaly detection.
The second category is machine learning based methods. For example, Tsai [14] used k-means clustering to group the original data into several clusters, and then find out the objects with maximum deviation. Su [15] introduced KNN (K-Nearest Neighbor) for for online anomaly network traffic identification. Sotiris [16] employed SVM (Support Vector Machines) for classification. Ye [17] applied decision trees to learn a set of classification rules. Intelligence algorithms such as GA (Genetic Algorithm) [18] are also applied for traffic anomaly detection.
In this paper, we propose a hybrid method to solve the network traffic prediction problem.
Network Traffic Prediction Model
The basic idea for network traffic prediction is to first perform wavelet decomposition to transform the original network traffic sequence into high-frequency components and low-frequency components. After dealing with each component respectively, the final prediction is combined for the original network traffic sequence.
The workflow of network traffic prediction is illustrated in Figure 1 . The subsequent sections will discuss each step in details. 
Wavelet Decomposition
Transform the original network traffic sequence S using wavelet decomposition into multi-scale sequences, that is, high-frequency components and low-frequency components. Wavelet transformation is the inner product of a square integrable function
and a wavelet function
where  denotes inner product, 0  a is the scaling factor, b is the shifting factor, * denotes complex conjugate, and
is the wavelet, and
Adjusting the value of a could either extend ( 
is the mother wavelet function, and satisfies following conditions: 
And the corresponding wavelet transformation is:
, it is called binary discrete wavelet transformation. Apply Mallat algorithm to decompose the original sequence into two components.
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After wavelet decomposition, we get the coefficients of low frequency and high frequency. The reconstruction is performed as follows: 
RVM Based Prediction
We use RVM model to predict the network traffic for high frequency components. The reason is that the high frequency component is indeed non-linear. As a machine learning technique, RVM is a popular non-linear regression model. Compared to SVM, RVM can avoid over learning, reduce the computation of kernel function, and is more suitable for online analysis. Indeed, RVM has been widely applied in failure detection [19] and network traffic analysis [20] .
RVM Basics
The basic idea of RVM is to calculate the weights for Relevance Vectors by maximizing the posteriori probability. If the training sample is
where i x is the input sample eigenvalues, and i y is the target variable, then are the scaling parameters. Then the posterior probability is:
where  is the posterior covariance,  is the mean, and 
where
We iteratively estimate the maximum approximate solution of Equation (14) . Let the partial derivatives on (15) and (16) . Figure 2 gives the flow chat of RVM prediction model. The steps are as follows.
Step 1: perform data normalization for (18) and the output vector
, and train the RVM model.
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Step 3 , and perform inverse normalization on that.
For the low-frequency components, we employ ARMA model for prediction. Combine the predictions of high-frequency and low frequency components together, we get the predicted value of network traffic, denoted as Yˆ.
Anomaly Detection of Network Traffic
Now we have the predicted value of network traffic, and we need to determine if it is an anomaly. We use an adaptive threshold based method in this paper.
Basically, the threshold is determined by the Central Limit Theorem based on the confidence interval over the network traffic sequence } ,..., , { :
. The confidence interval of t S is:
where x is the mean of 
, and
S is the mean square deviation. Therefore, the empirical threshold is defined as the range:
Therefore, the upper bound is , the anomaly of observed network traffic is detected.
Experiment

Dataset Description
The dataset we use in this experiment is achieved from the network traffic library . Former 250 records are used as training sample, and the latter 50 are for testing. Figure 3 shows the data.
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Where n is the scale of sample data, R is the rescaled range, S is the standard deviation,
A is a constant. Figure 4 gives the log-log plot of . Therefore, the network traffic sequence we use in the experiment has self-similarity characteristic. Accordingly, non-linear model should be employed for network traffic prediction to reduce the prediction error. 
Prediction Results
In order to measure the prediction results, we introduce Root Mean Square Error (RMSE) and Relative Root Mean Square Error (RRMSE): Table 1 lists the prediction error of proposed method compared with wavelet analysis only method and ARMA only model. We can observe that our hybrid method outperforms other two with better accuracy, and therefore can effectively detect anomalies. Figure 5 shows prediction results for an intercept of the network traffic sequence. We can observe that prediction becomes precise when the enough number of samples are collected. In this case, an anomaly is detected around data 36~38.
Figure 5. Prediction Results of Network Traffic
Besides, Figure 6 gives the prediction error of RVM model for high-frequency components. Basically, the prediction error is small enough, and the prediction model can fit the network traffic data pretty well.
Figure 6. Prediction Error of RVM Model
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Conclusion
In this paper, we study on the problem of predicting network traffic and detecting network traffic anomalies. Specifically, we propose a hybrid method based on wavelet analysis and RVM, and then employ a threshold based method for anomaly detection. Besides, our experiments evaluate the efficiency of our model. This work indicates the feasibility of combining statistical methods and machine learning methods together. In future works, we'll try to explore the possibility of combining others for more interesting applications.
