Introduction
Among the most widely known and used forecasting techniques for seasonal time series are the methods proposed by Winters (1960) , one for additive seasonality (additive HoltWinters method) and one for multiplicative seasonality (multiplicative Holt-Winters method).
Of these two methods, the one for multiplicative seasonality has been implemented more often in computer forecasting software. The seasonality is multiplicative if the effect of the season increases with an increase in the level of the time series. It is additive if the seasonal effect does not depend on the current level of the time series and can simply be added or subtracted from a forecast that depends only on level and trend. While the multiplicative Holt-Winters method provided reasonable point forecasts, there was no way to justify the choice of prediction intervals because no underlying statistical model on which to base the variance of the forecast error had been found. By an underlying model for a forecasting method we mean the following: when the initial conditions and the parameters are the same, the conditional expected values for future values computed from the model agree with the predictions from the forecasting method. An ARIMA model that underlies the additive Holt-Winters method was identified by McKenzie (1976) . However, there is no ARIMA model for the multiplicative Holt-Winters method (see Abraham and Ledolter, 1986) . Ord, Koehler, and Snyder (1997) present a general class of nonlinear models among which is a state space model (with a single source of error) for the multiplicative Holt-Winters model. The previous work that led to the discovery of this class of models included Ord and Koehler's proposed state space model (with multiple sources of error) for the multiplicative Holt-Winters method (1990) and Snyder's state space models (with a single source of error) for linear smoothing methods (1985, 1988) . Independently, others were working on the same problem of how to provide a statistical basis for computing prediction intervals instead of just the point forecasts. Assuming that an underlying model exists but without specifying it, Chatfield and Yar (1991) show that the variance of the forecast error is likely to depend on the season or on both the season and the level. They do not, however, suggest how to choose between these possible forms for the variances of the forecast errors. In a working paper, Archibald (1994) studies three models for the multiplicative Holt-Winters method. He investigates procedures for choosing among his three models, and one of the procedures is the maximum likelihood method of this paper. The comparisons in his simulation studies are made without a reference to a 'true model.'
The general framework for nonlinear models in Ord, Koehler, and Snyder (1997) can be used to show that there are, in fact, many models that underlie the multiplicative HoltWinters method. In this paper, we will first present the original model from the 1997 paper in two forms, one of which clearly shows the connection to exponential smoothing, and examine this particular model carefully. Then we will present the general form for the models and choose three more specific models to compare with the original model. We derive the variances of the forecast errors for the general model and investigate the coverage of future values by the prediction intervals that correspond to the four selected models. Next we use both a maximum likelihood method and a correlation method to identify models for simulated time series. Finally, we discuss the implications of these results for practitioners.
A Model for the Multiplicative Holt-Winters Method
We will begin this section by presenting the state space model (OKS) for the multiplicative Holt-Winters method in essentially the same form as Example 4 in Ord, Koehler, and Snyder (1997) . Then we will show an equivalent exponential smoothing form for the transition equations that will reveal an obvious relationship to the Holt-Winters smoothing equations. Still focussing on this one model, we will show that the minimum mean square forecast function and updating equations for the model agree with the forecast function and updating equations for the multiplicative Holt-Winters method. We will conclude the section by presenting and discussing how to estimate the smoothing parameters.
Model 1: OKS Model
Observation Equation
Transition Equations of State Equations
The observation equation shows the relationship between the time series y t and the underlying state variables at time t. The state equations show the transition of the state variables, which can be given the following interpretations at time period t: l t is the underlying level for the time series, b t is the underlying growth rate, and c t is the seasonal factor.
The number of seasons in a given year is m. It is assumed that the error terms, ε t , are NID(0,σ 2 ) and that they are independent of past values of the time series and past values of the state variables. The α 1 , α 2 , and α 3 are parameters that correspond to the smoothing constants in the Holt-Winters Method. Necessary conditions for stability of the model (which may not be sufficient, Ord, Koehler, and Snyder (1997) ) are α 1 > 0, α 2 > 0, α 3 > 0, 2α 1 + α 2 < 4, and α 3 < 1.
We now introduce the notation e t for the forecast error (with perfect information) as opposed to the relative error ε t . We define e t as follows:
In contrast,
In order to obtain the exponential smoothing form for the transition equations, we substitute the right-hand side of Equation 2.3 into the transition equations 2.1a, 2.1b, and 2.1c. The result is the following form for these equations.
Exponential Smoothing Form of State Equations:
The minimum forecast mean square error for h periods in the future from time n is always the expected value of y n+h conditioned on the information up through time n. If we let the information at time n be I n = {y 1 ,...,y n , l 0 , b 0 , c j-m (j = 1,...,m)} (2.5) then E(y n+h |I n ) = (l n + hb n )c n+h-m (2.6)
In practice, we would know y 1 , y 2 ,...,y n and need to find estimates for Updating Equations for t = 1,2,...,n
where ê t = y t -ŷ t-1 and ŷ t-1 = (
This forecast function with the updating equations is the error correction form of the multiplicative Holt-Winters method (Gardner, 1985) except for a minor difference in Equation 2.7c.
In the usual smoothing method ê n (i.e. the residual) is divided by l n + b n in Equation (2.7c).
We turn now to estimation of initial states and parameters. If we specialize the concentrated likelihood function from Ord, Koehler, and Snyder (1997) to model (2.1), we find it to be
where y 1 n = (y 1 ,y 2 ,...,y n ) n s 2 = ( Σ ε t 2 )/n t=1
We now examine the log likelihood function to compare maximum likelihood to the usual n criterion for choosing α. The usual criterion is to minimize Σ ê n 2 (i.e. sum of the squared t=1 residuals or estimated forecast errors). The negative of 2 times the log likelihood function (ignoring constants) is n F 1 (α, x 0 , s)|y 1 n ) = n log s 2 + 2 Σ log|(l t-1 + b t-1 )c t-m | (2.9) t=1
Minimizing (2.9) is equivalent to maximizing the likelihood function (2.8). If we ignore the second term in (2.9), we would recommend minimizing If one uses the maximum likelihood estimation procedure, the estimate for σ 2 will be n ê t ŝ 2 = ( Σ ε t 2 )/n where
General Model and Three More Specific Models for the Multiplicative HoltWinters Model
The model in the previous section is a special case of a general model.
General Model:
where the notation is the same as that of Model 1 of the previous section with the addition of the parameters β and γ where 0 ≤ β ≤ 1 and 0 ≤ γ ≤ 1. Model 1 is obviously the case where β = 1 and γ = 1. Equation (2.3) can now be generalized to
Using Equation (3.2) to substitute for ε t in Equation (3.1a), (3.1b), and (3.1c), will produce exactly the same exponential smoothing form of the state equations in (2.4). Furthermore, the forecast function and updating equations for this model are the same as those of Equations in (2.7). Finally, Function (2.9), which is minimized to choose α 1 , α 2 , and α 3 becomes n F g (α, x 0 , s|y n 1 ) = n log s 2 + 2 Σ log| (
In addition to Model 1, there are three other models that we believe are the most important special cases of the general model (3.1). All four models have the same transition or state equations when they are put in the exponential smoothing form in (2.4). Hence, we only need to specify the observation equation. For each of these three additional models, we now present both the observation equation and the form of Function (3.3) that corresponds to the appropriate likelihood function.
Model 2: β = 1 and γ = 0
Model 3: β = 0 and γ = 1
Model 4: β = 0 and γ = 0
F 4 (α, x 0 , s|y n 1 ) = n log s 2 (3.9) n Only for Model 4 is s 2 = Σ e 2 t /n. In the other three cases (i.e. Models 1, 2, and 3) e t # ε t . Only t=1 for Model 4 will the maximum likelihood estimates for α 1 , α 2 , and α 3 agree with those from minimizing ŝ 2 , when ε t has a normal distribution. Hence, only for Model 4 would the usual criterion of minimizing 
Prediction Intervals
We believe that the most important differences between Models 1, 2, 3, and 4 are the variances of the forecast error and their effect on the prediction intervals for future values. If we have the same estimates for the initial values of the level, trend, and seasonal factors and for α 1 , α 2 , and α 3 , the point forecasts for y n+h at time n are the same for all models (see the forecasting function (2.7)). Prediction intervals for h periods ahead at time n given y 1, y 2 ,...,y n have the form ŷ n+h ± k Var(y n+h -ŷ n+h ).
The k is determined by the appropriate forecasting distribution.
In order to study the effect of the model on the prediction intervals through the variances of the forecast errors, we assume that we have perfect information at time n. In particular, we assume that we know the values of α 1 , α 2 , α 3 , σ and the initial values for the level trend, and m seasonal factors. This information is summarized by I n in (2.5). Thus the forecast from all models at time n, given I n , will be
The variance of the forecast error for h-periods ahead at time period n is derived in Appendix 1. We now specialize the results of the Appendix 1 to the four selected models.
Model 1: β = 1 and γ = 1
Model 2: β = 1 and γ = 0 The results of this simulation are contained in the upper third of Table 1 . They show that Model 1 and 2 provide the same coverage for each other as do Models 3 and 4. However, using Models 3 or 4 to compute prediction intervals for time series generated by Models 1 or 2 provides coverage that is reduced from the 95% level to 63 to 65%. On the other hand, using Models 1 or 2 to predict time series generated by Models 3 or 4 raises the level of coverage by 3%. We believe it is the upward trend that plays the major role in this difference. The middle third of Table 1 is the same simulation except that α 2 = 0 (i.e., the trend or growth rate is not changing). Since the level is changing, the time series has an upward trend with a drift. The bottom third of the table removes the trend from the models (i.e., growth rate b t = 0). By comparing all parts of the table, one can see that the choice of the model will be important if there is upward trend.
----- Table 1 -----
The formulas in Equations 4.1, 4.2, 4.3, and 4.4 indicate that intervals for Model 1 will be wider at higher levels and higher seasonal peaks of the time series and narrower at lower levels and seasonal troughs. Hence, in the bottom third of the table, some of these differences are being averaged out. Thus choosing the correct model could be even more important than our one simulation already shows.
Choosing a Model
From the last section, we know that the coverage rate of future values by prediction intervals is affected by the choice of the model. Hence, we now examine a maximum likelihood method (ML) and a correlation method (CORR) for choosing among Models 1, 2, 3, and 4. The maximum likelihood method chooses the model which has the largest value for the likelihood function. The correlation method chooses the model by comparing the correlations of the absolute value of the residuals |ê t |, with estimates for the level and seasonal factors in the term with ε t . This correlation method follows from a suggestion in Neter, Kutner, Nachtscheim, and Wasserman (1996) for determining nonconstant variance in regression models. For a given time series y t , t = 1,2,...,n, the methods will now be described more precisely.
Maximum Likelihood Method (ML) i) Using Model i, i = 1,2,3,4, find α 1 , α 2 , and α 3 that minimize Function (3.3), The specific functions are given in (2.9), (3.5), (3.7), and (3.9).
ii)
Choose Model i for which F i is the smallest of F 1 , F 2 , F 3 , and F 4 .
Correlation Method i) Residuals ê t are found by estimating α 1 , α 2 , and α 3 with the usual criterion (i..e. We tested these two methods with simulations for the values of the parameter, number of seasons, seasonal amplitude, and number of time periods shown in Tables 2, 3 , and 4. The steps for these simulations are the following:
Step 1 (Generate time series) with the appropriate β and γ. The initial values are l 0 = 100, b 0 = 2, and c j ′ -m = 1 + Asin(2πj′/m), j′ = 1,2,...,m, where A is the seasonal amplitude. All other values are specified in Tables 2, 3 , and 4.
Step 2 Step 3 (ML Choice)
For each time series generated from Model j, use the Maximum Likelihood Method to select the most likely Model i, except use x 0 from Step 1 instead of the optimal value for x 0 .
Step 4. (Estimates with usual criterion)
For each time series generated by model j, use Step 3 to estimate the α 1 , α 2 , α 3 and l t , b t , and ĉ t , t = 1,2,...,n, that minimize F 4 for Model 4. In other words, use the usual criterion to select the estimates for the smoothing parameters and states at each time t.
Step 5 probably has a slight edge in being chosen. In addition, the Critical Correlation Value is somewhat arbitrary. If it is increased, more time series will be assigned to Model 4 and viceversa.
Other simulations with the growth rate b = 0.5 produced qualitatively similar results.
Selections were not quite as clear-cut as is to be expected with a smaller slope.
Summary and Conclusions
There are many models, not just one, that underlie the multiplicative Holt-Winters method. Choosing the correct model is important for the prediction intervals to have the potential to reach the desired coverage of future values. While the formulas for the variances of the forecast errors already say that it will matter if the wrong interval is used, the simulation for the prediction intervals demonstrated how significant this difference in the percentage of coverage can be. Both the maximum likelihood and the correlation methods provide help in identifying the correct models, especially for Models 1 and 2. One can feel confident that if Model 3 or 4 is selected,then it is likely to be the correct model. When there is upward trend and Model 1 is selected instead of Model 3, and Model 2 instead of Model 4, the coverage is better than is expected. However, the intervals are wider than necessary for the desired percentage of coverage. Thus, it is only the desire to obtain small intervals that makes it important to identify Model 3 and 4 correctly in this case. The formulas for the variances of the forecast errors say that the reverse will be true for downward trend, that is, using Model 1 for Model 3, or Model 2 for Model 4 will produce intervals that are too narrow with reduced coverage. Thus, one will not be as confident about using the results of the identification methods with downward trend. When there is no trend, the overall coverage is the same for all the models, but the intervals will be different for the different models at the high and low points of the model. Hence, there is a need to find even better ways to identify the correct models.
There is some information about these models for real data. Archibald (1994) studied models that are equivalent to Models 1, 3, and 4. He found that the maximum likelihood estimation of the smoothing parameters by these three models produced point forecasts that did not differ in accuracy. He also found that for the data from the 1982 Makridakis competition the maximum likelihood method tended to favor Model 1 with Model 1 being chosen about 50% of the time and Model 3 less than 20% of the time. Building on the paper by Chatfield and Yar (1991), Robert G. Goodrich has implemented a correlation procedure in his commercial forecasting software to choose between one-period-ahead variances that correspond to Model 1 and 3 (i.e., 4.1a and 4.3a) . He has reported that all of his time series point to Model 1.
On the basis of evidence from this paper and these other sources, we make the following recommendations if your time series shows variation that increases when the level of your data increases. If you intend to implement one model without any identification procedure, select Model 1. This means you should minimize Equation (2.9) or minimize the related (but not equivalent) sum of the relative squared error and compute the variance for your prediction intervals with Equations (4.1a) and (4.1b). If you plan to identify the appropriate model from among Models 1, 2, 3, and 4, you can use either the maximum likelihood method or the correlation method for this identification. Then you would use the estimation criterion and variance formula that are appropriate for the chosen model, but take heed of information in the first paragraph of this summary about when this effort will be beneficial.
Appendix 1
Derivation of the Variance of the Forecast Error for Model when β and γ are restricted to 0 or 1.
Model: See Equations 3. 1, 3.1a, 3.1b, and 3.1c. σ 2 changes with the model as follows:
This derivation will assume perfect information for α 1 , α 2 , α 3 , β, γ, l 0 , b 0 , c 0 , c,...,c 1-m and σ.
Hence, at time n we would also know l n , b n , and c n+h-m , h = 1,2,...,m. In addition, the values of β and γ are restricted to 0 or 1. When β = 1, the derived variance will be an approximation because we will ignore products of the error terms, ε t . This approximation will be reasonable because when β = 1, the values for ε t will be proportions of the current level of y t (see Equation A.1), and the products of numbers much less than 1 will be trivially small.
For all models, the minimum mean square error forecast for y n+h at time n is E(y n+h |I n ) = (l n + hb n )c n+h-m where I n = (y 1 ,y 2 ,...,y n , l 0 , b 0 , c j-m (j = 1,...,m)).
Consider the forecast horizon h = 1 at time t.
Consider the forecast horizon h = 2 at time n, and use Equations (3.1), (3.1a), and (3.1b). .c Comment: Interested readers may wish to look at Ord, Koehler, and Snyder (1997) to see simulation methods that account for the estimation error in prediction intervals. 
