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AUTOMATING CONTROL FOR LOGIC PROGRAMS 
LEE NAISH 
D A model for the coroutined execution of PROLOG programs is presented, 
and two control primitives are described. Heuristics for the control of 
data-base and recursive procedures are given, which lead to algorithms for 
generating control information These algorithms can be incorporated into a 
>reprocessor for logic programs. It is argued that automatic generation 
should be an important consideration when designing control primitives and 
is a significant step towards simplifying the task of programming. a 
1. INTRODUCTION 
A major goal of logic programming research is to build systems that will efficiently 
solve problems stated in simple logic. Conventional PROLOG systems (for example, 
DEC-10 PROLOG [19]) have two major weaknesses in this regard: the unsound 
implementation of negation and the lack of control facilities. Unsound implementa- 
tion of negation leads to wrong answers, and poor control leads to infinite loops and 
inefficiency. To ensure efficiency and termination in these systems, it is often 
necessary to make the logic more complex. 
There are now a growing number of PROLOG-based systems (and proposed 
systems) with control facilities which enable coroutining and, in some cases, sound 
implementations of negation. Examples are IC-PROLOG [4], Epilog [20], PROLOG- 
II [2], and MU-PROLOG [17]. The advantage of such systems is that it is possible to 
make programs efficient by adding control information, rather than changing the 
logic [12]. There are now many control primitives, implemented or proposed, but 
little work has been done on developing methodologies for their use. It has always 
been assumed that the control information is to be added by a programmer, and the 
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only help has been a small set of examples. Also, some primitives are difficult to 
apply due to their lack of power, and conversely, the power some others provide is 
rarely necessary. 
In this paper we introduce two control primitives and a methodology for using 
them. The methodology can be used to generate control information automatically in 
many cases. We show how this work can be incorporated into a program which will 
take as input a logic program and output an equivalent MU-PROLOG program 
with control information added. The control primitives are fairly simple, compared 
with some, but we believe this approach will be very rewarding. In fact, the 
automation of control can be applied to forms of compilation and program 
transformation [ll] as well as execution, as we discuss here. 
We first present a general model of the execution mechanism of MU-PROLOG. 
Three classes of predicates are then discussed, to show how the control is used. They 
are system, database, and a class of recursively defined predicates. Control heuristics 
are given for database and recursive procedures, which lead to algorithms to 
generate control information, using the two new primitives. Next we describe how 
the algorithms can be used in a preprocessor for logic programs. Finally, some 
alternative control primitives are examined, and we summarize our view of where 
this research is leading. 
2. THE EXECUTION MODEL 
PROLOG’s computation rule can be changed to improve efficiency and avoid 
nontermination without affecting correctness (see [14]). In conventional PROLOG 
systems, a depth-first, left to right computation rule is used to select subgoals, and 
each call either succeeds or fails. In our model, calls may also delay and be resumed 
at a later point. The delayed calls cause no bindings, so, in effect, they just change 
the computation rule. The default rule still selects the leftmost goal at each stage. 
In MU-PROLOG, all information controlling delays is attached to procedures, 
rather than calls. Some advantages of this are: 
(1) 
(2) 
(3) 
greater modularity (a procedure and its control information form a module), 
greater separation of control information from the logic, and 
less duplication when the same control is desired for several calls, which is 
quite common. 
A disadvantage is that different calls to the same procedure cannot have different 
control. However, it is much easier to implement control on calls using control on 
procedures than vice versa. 
Control is also local, in the sense that it can only apply to a single procedure. 
There are no control primitives which can affect calls to more than one procedure. 
This does limit the power of the control, but the implementation is significantly less 
expensive, and automatic generation of nonlocal control is likely to be more difficult. 
There are several possible reasons for delaying a call, all involving the presence of 
one or more variables in the call. Some calls to system predicates delay because the 
presence of variables makes the result of a call difficult or impossible to compute. In 
other cases, delaying a call until some variables are bound can increase efficiency or 
prevent an infinite loop. Whatever the reason, the offending variables are marked to 
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indicate that the call is waiting for them to be bound. If a marked variable is bound 
at any stage, all the calls waiting for it are woken up. Some calls may also wake if all 
the nondelayed calls have completed (see Section 4). 
At any point in a PROLOG computation, there is a current goal clause. In 
MU-PROLOG there is also a set of delayed calls. As an example, we will use the 
goal clause containing the atoms P, Q, and R, with atoms S and T delayed. This 
will be represented by the following notation: 
+P,Q,R&S,T. 
P is now chosen, since it is the leftmost goal. If it delays, it is simply transferred 
from the left of the goal clause to the set of delayed calls: 
+ Q, R & S, T, P. 
This is logically identical to the previous clause, but now Q will be called. In effect, 
the computation rule selects Q instead of P. Suppose it matches a clause containing 
the atoms U and V. The computation rule is depth first, so these replace Q at the left 
of the goal: 
+ U, V, R & S, T, P. 
Now suppose U matches a clause containing the atom IV, and in doing so it binds 
some marked variables which S and P are waiting on. These two calls are woken 
and are placed at the left of the goal, in the order in which they were delayed, and U 
is replaced by W: 
+S,P,W,V,R&T. 
The computation is now continued normally, the next call being S. Woken calls are 
likely to be tests, so it is important that they are put at the start of the goal and 
hence resumed as soon as possible. The order in which calls are resumed rarely 
makes much difference, since tests require relatively little computation. 
When a goal fails, we backtrack to the most recent call which has alternative 
clauses to try. Points where calls were delayed are ignored, since logically, delays 
have no effect. The computation may terminate in one of three ways: we may 
backtrack past the initial goal (failure), we may reach the empty goal clause 
(success), or we may reach a goal containing only delayed calls, none of which get 
woken. This last case can be treated as a control error, and with well-written 
programs it usually indicates that the goal has an infinite number of solutions. 
3. SYSTEM PREDICATES 
The delaying mechanism outlined above can be used to good effect by many of the 
system predicates. Perhaps the most useful application is for the implementation of 
negation, a significant problem in most PROLOG systems. In MU-PROLOG, a call 
to - (not) will delay until its argument is ground, then continue with the normal 
negation as failure rule. This has been shown to be a sound implementation of 
negation [3]. There is also an ‘if-then-else’ predicate, which delays until the test is 
ground, and - = (not equals), which delays until the call is sufficiently (not 
necessarily completely) instantiated. Using these predicates, instead of their un- 
soundly implemented counterparts, ensures the correctness of answers. 
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Many metalogical predicates, such as ‘name’ and ‘functor’, also delay rather than 
cause errors or just fail. This enables greater programming flexibility while maintain- 
ing correctness. The same applies for calls to the arithmetic predicates like < , which 
delays until both its arguments are ground, and ‘plus’, which delays until at least 
two arguments are ground. Delaying insufficiently instantiated calls to system 
predicates can also be used to increase efficiency. 
4. DATABASE PROCEDURES 
A database procedure is made up of a (generally large) collection of ground, unit 
clauses. An important application of such procedures is in deductive database 
systems (see [15], [5]). A flexible computation rule in this context can be used for 
query optimization, and similar control is also useful for smaller collections of facts 
stored in main memory. The control regime we suggest extends the method of query 
optimization used in CHAT-SO [22] and generalized in [21]. Both these systems rely 
on static analysis and reordering of the initial query and/or the bodies of rules in 
the program. In contrast, the control method we present is part of the computation 
rule of the interpreter. 
Central to all these systems is a way to estimate the number of solutions to an 
arbitrary call to a database procedure. This can be seen as the number of clauses in 
the procedure multiplied by the probability of the subgoal matching an arbitrary 
clause. To simplify matters, it is assumed that the probabilities of the different 
arguments matching are independent. The probability of a match is then the product 
of the probabilities of each instantiated argument matching. The probabilities can be 
given by a programmer or found by taking statistics over some period of typical 
usage. Alternatively, they can be estimated automatically by taking the reciprocal of 
the number of distinct constants in each argument of the procedure. 
With an accurate estimate of the number of solutions to each call, it is possible to 
optimize the number of calls required to find all solutions to a database query. The 
number of calls is a reasonable indication of the time taken and is independent of 
any clause indexing. Given a database query consisting of it4 subgoals, the problem 
is to minimize 
where Ni is the number of solutions of the i th subgoal (after all previous subgoals 
have been solved). The choice of the first subgoal affects the number of solutions to 
subsequent calls, so simply minimizing Ni (as CHAT-80 does) is not always optimal. 
Whether a more complex ordering algorithm can lead to improved performance is a 
matter for experimentation. 
4.1. Priority Declarations 
The implementation we propose allows each database procedure to have a priority 
declaration, which specifies the number of clauses and the probability of a match for 
each argument. As in CHAT-80, the inverse of each probability is given, to avoid 
fractions. The following example declares that procedure ‘stud_unit’ has 500 clauses 
and the probabilities of the first and second arguments matching a call are & and &, 
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respectively: 
?- priority(stud_unit(lOO, lo), 500). 
The effect of priority declarations is to delay calls to database procedures until all 
other calls have been solved or delayed. The delayed database procedure calls are 
then analysed and resumed in an efficient order. In practice, delaying ground calls is 
rarely worth while (and it complicates the implementation). Consider the following 
program: 
busy( P, T) :- class_time(U, T), attends(P, U). 
attends(S, U) :- stud_unit( S, U). 
attends(l, U) :- lect_unit(l, U). 
?- priority(stud_unit(lOO, lo), 500). 
?- priority(lect_unit(8, lo), 10). 
?- priority(class_time(lO, 25) 30). 
The times each person is busy can be computed as follows: 
+ busy( P, T). 
+- class_time(U, T), attends( P, U). 
+- attends( P, U) & class_time(U, T). 
+ stud_unit( P, U) & class_time(U, T). 
+ & class_time(U, T), stud_unit( P, U). 
At this point, the delayed calls are analysed, with reference to the priority declara- 
tions. ‘class time’ has fewer solutions (30 compared to 500), and it is resumed first. 
The call to-‘class-time’ binds U, so the subsequent calls to ‘stud_unit’ have an 
average of 500/10 = 50 solutions. After finding all these solutions by backtracking, 
the second clause for ‘attends’ is tried, leading to the goal 
+ & class_time(U, T), lect_unit( P, U). 
Now there is a call to ‘lect_unit’, with only 10 solutions, instead of ‘stud-unit’, and 
it is resumed first. 
This behavior cannot be achieved by static reordering. ‘class-time would either 
be called first each time or second each time, both of which are less efficient. 
Similarly, without dynamic reordering of, the goal, it would not be possible to call 
anything between the calls to ‘class-time and ‘stud-unit’, even though this may be 
the most efficient order. Thus, by incorporating more knowledge into the compu- 
tation rule, the efficiency can be improved. MU-PROLOG has a facility for storing 
large database procedures in files, and we plan to implement priority declarations 
also. 
One limitation of this approach is that separate database queries are optimized 
independently. Gallaire [9] discusses some systems which attempt to compile deduc- 
tive database queries so all resulting queries on the base relations can be considered 
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together. This enables more optimizations, but handling recursive rules is difficult. In 
fact, complexity arguments uggest hat compilation is not always possible [6], so it 
seems there will always be a need for some default evaluation method, at least. 
5. RECURSIVE PROCEDURES 
Under this heading, we include most procedures which manipulate recursive data 
structures, such as lists and trees. They are generally made up of a small number of 
clauses, some containing recursive subgoals and some being nonrecursive “base 
cases” (for example, facts containing nil). In conventional PROLOG systems, the 
order of the subgoals in these procedures is very important. Often all orders cause 
inefficient or infinite computations for some calls. 
5.1. Wait Declarations 
In this subsection, a control primitive which can overcome these problems is 
presented. It is MU-PROLOG’s wait de&&on. An algorithm to generate wait 
declarations, mentioned in [16], is then given along with some other heuristics for 
improving efficiency. 
We first describe wait declarations with the following example: 
?-wait append(1, LO). 
?-wait append(O, 1,l). 
append([ I, 4 4. 
append(A.B,C,A.D):-append(B,C, D). 
The ones in a wait declaration define the (positions) set of arguments in a call 
which may be constructed. Multiple wait declarations provide alternative ways of 
calling procedures. The effect of these declarations is to force calls to ‘append’ to 
wait until the first or third arguments do not need to be constructed. 
As each argument of a call is being unified with the corresponding argument in a 
procedure head, we check if it is constructed. An argument of a call is constructed if 
a variable in it is unified with a nonvariable. The result of a successful unification is 
a set of variable bindings and a set C of positions at which arguments were 
constructed. If the procedure has no wait declarations or C is a subset of the 
position set of any wait declaration, then the call succeeds; otherwise it delays. When 
a calI delays, all the variables which were bound are reset and marked. 
Consider the call: 
+ append(X,3.[],1.2.3.[]). 
Only the first argument is constructed (X is bound to A.B). The first wait 
declaration allows this, so the call succeeds. Similarly, the call: 
+ append(l.2.[ ],3.[ 1, X). 
constructs only the third argument (X is bound to 1. D), which is permitted by the 
second wait declaration. However, for the call 
+ append( X, 3.[ 1, Y). 
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the first and third arguments are constructed (X and Y are bound to [ ] and 3.[ 1, 
respectively). Because no wait declaration has ones in the first and third arguments, 
the call delays and X and Y are marked. 
Append without wait declarations can efficiently join and split lists, but when as 
part of a larger program this technique can cause problems, as the following 
procedure illustrates: 
append3(d, B, D, E) :- append(d, B, C), append( C, D, E). 
Without wait declarations on ‘append’, this program is excellent for joining lists but 
not splitting them. Consider the goal 
+--append3(X,3.[],4.[],1.2.3.4.[]). 
Successive solutions to the first call to ‘append’ are found by backtracking. The 
second call keeps failing until the first call binds X to a list of the correct length. The 
time taken is proportional to the square of the length and if backtracking occurs 
subsequently, the further solutions to the first call cause an infinite loop. If the calls 
to ‘append’ were reversed, then the same problems would occur for joining lists, and 
if the order of the clauses of ‘append’ were reversed, then an infinite loop would 
occur immediately. No order works for both splitting and joining, and some goals, 
such as the following one, cause infhrite loops for all orders: 
6 append3(1. W, X, Y, 2. Z). 
The behavior of ‘append3’ is typical of many PROLOG programs. It is usually 
possible to rewrite these programs to make them behave better, but it is often 
difficult (see [7]) and is an undesirable burden on the programmer. Adding control 
information is far easier, and the result is more readable. The following computation 
starts with the same goal for splitting lists, but we assume that ‘append’ has the wait 
declarations given above: 
6 append3( X, 3.[ ],4.[ ],1.2.3.4.[ I). 
+ append(X,3.[],C), append(C,4.[],1.2.3.4.[]). 
+ append(C, 4.[ ],1.2.3.4.[ 1) & append( X, 3.[ 1, C). 
+-append(X,3.[],1.C1), append(C1,4.[],2.3.4.[]). 
6 append(Xl,3.[], Cl), append(C1,4.[],2.3.4.[]). 
In this case, the first call to ‘append’ delays. The second call binds C to l.Cl and 
wakes the delayed call. This can now proceed, binding X to 1. Xl, then calling itself 
recursively. The two calls act as coroutines, making the time taken proportional to 
the length of X and avoiding the infinite loop. In fact, with wait declarations, the 
program works for splitting, joining, and testing the front of lists for any order of 
goals and clauses. Furthermore, the control information can be generated automati- 
cally, so the programmer needs only to consider the logic. 
The reason why the program works so well is that calls to ‘append’ with variables 
in the first and third arguments delay. Such calls have an infinite number of possible 
bindings for these arguments. Without wait declarations, this causes intinite loops 
and inefficient “guessing” of the length of the lists. In this lies an excellent control 
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heuristic: calls should delay rather than “guess” one of a infinite number of possible 
bindings for any variable. This is very similar to a heuristic developed independently 
and described in [l], for system predicates in a PROLOG system not based on 
unification. Its properties, in terms of efficiency, termination, and completeness, are 
under investigation. In this paper, we just note its effectiveness in practice. 
5.2. Generating Wait Declarations 
It is not possible to use the heuristic mentioned above directly, but wait declarations 
can often achieve the same result. They can easily be written by a programmer or 
generated automatically, which is what is discussed here. Consider the ‘append’ 
program, for example. The reason for the infinite number of solutions and infinite 
loop is that the second clause can keep recursing indefinitely. Each call generates a
solution and another recursive call. The wait declarations top this by preventing the 
first and third arguments of a call being constructed. The method of generating wait 
declarations, then, is to look for potentially infinite loops and add sufficient waits to 
prevent them. We will now show how wait declarations can be generated for the 
following program; then the algorithm will be summarized: 
merge([ I, L L). 
mew(L [ I, L). 
merge(N. X, M.Y, N. 2) :-N < M, merge( X, M. Y, Z). 
merge(N.X, M.Y, A4.Z) :-N > = M, merge(N.X, Y, Z). 
Both recursive calls can lead to infinite loops. To investigate the first loop, we 
compare the call with the head of the clause. The first and third arguments of the 
call are more general than the same arguments in the head. In a call to ‘merge’, if 
either of these arguments is a list of determinate length, then its length in successive 
recursive calls must decrease, and so the recursion must terminate. If both arguments 
end with variables, then both are eventually constructed, the length does not 
decrease, and the recursion does not terminate. The least restrictive way to prevent 
the loop is to delay calls which construct both arguments. In other words, only allow 
calls which don’t construct he first argument or don’t construct he third argument. 
This can be done with the following two wait declarations (the wait declarations of 
‘append’ can be generated in this way): 
?-wait merge(O, 1,l). 
?-wait merge(l,l, 0). 
In the second loop, the second and third arguments in the call are more general 
than the ones in the head. To prevent this loop, it is sufficient o have the following 
wait declarations: 
?-wait merge& 0,l). 
?-wait merge& LO). 
It is now necessary to combine the two groups of wait declarations, so both loops 
are prevented. No wait declaration in the first group will allow the first loop. 
Similarly for the second group. Therefore, the set intersection of two wait declara- 
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tions from the first and second groups cannot allow either loop. Including all 
intersections of one wait from each group gives the least restrictive set of wait 
declarations which will stop both loops: 
?-wait merge(O, 0,l). 
?-wait merge(O, LO). 
?-wait merge(l,O, 0). 
?-wait merge(1, 1,O). 
These wait declarations delay ‘merge’ precisely when it tries to guess one of an 
infinite number of possibilities. However, the second and third wait declarations are 
subsets of the fourth wait declaration. Any call allowed by these waits must be 
allo’wed by the fourth wait, so they are redundant. The final wait declarations are 
therefore: 
?- wait merge(O, 0,l). 
?-wait merge(1, 1,O). 
5.3. The Algorithm 
Below is a summary of the algorithm to generate a set of wait declarations for a 
single procedure. Wait declarations are represented as sets of arguments which may 
be constructed. 
For-each pair L, of unifiable clause heads and recursive calls Do 
If the head is as general as the call Then 
terminate with failure 
Else 
For-each argument 1, less general in the head Do 
add a wait declaration to wait group L, with 0 in argument I and 1 in all 
other arguments 
End-for 
End-if 
End-for 
Allwaits = { W 1 W is the intersection of one wait from each group} 
Waits = { W 1 WE Allwaits A VV( V E Allwaits + WC V)} 
The only part of the algorithm which is tricky to implement is the calculation of 
Allwaits. This can be done elegantly in PROLOG with an all solutions predicate 
such as ‘setof [19]. 
5.4. DiJficulties with the Algorithm 
The algorithm can fail at one point: when a recursive call is being compared with a 
clause head. If the head is as general as the call, then variables in the call will not be 
constructed, so the call cannot be delayed by wait declarations. In this case it is 
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worth while advising the programmer that some more complex control or logic may 
be needed at this point. In some complex cases of mutual recursion, there are also 
difficulties finding all potential loops (there can be an infinite number of them). 
However, correct wait declarations can be generated using only a finite number of 
them. 
The algorithm also tends to be too conservative. For most computation rules, 
some of the infinite loops cannot occur. The result can be unnecessary wait 
declarations, wait declarations with more zeros than necessary, or too few wait 
declarations. Calls which could not cause infinite loops may delay. A common 
reason for this is the use of PROLO,G’s representation of integers, rather than zero 
and the successor function. For example, if the ‘length’ predicate is written using the 
successor notation, the right wait declarations are found by the algorithm. Below is 
an equivalent program, using PROLOG’s normal representation of integers: 
?-wait length(O, 1). 
?- wait length(l,O). 
length([ I, 0). 
length( H. r, N) :-N > 0, plus( M, 1, N), length( T, 44). 
Only the first wait declaration is found by the algorithm, so the program would 
delay rather than constructing a list of a given length. However, when used in this 
way, infinite loops could occur if 
(1) the clause order is changed, 
(2) the call to > is left out, or 
(3) ‘length’ is called before > . 
Any proof that the program avoids infinite loops must consider the clause selection 
rule, the computation rule, and the relationships between the constants zero and one 
and between the predicates > and ‘plus’. It would be difhcult for a program to 
analyse this, and programmers hould be very careful before changing automatically 
generated wait declarations. Other control or even the logic may need to be changed 
to prevent loops. 
5.5. Ordering Subgoals 
The behavior of ‘length’ shows that the order of subgoals can be important, even 
with extra control information. Heuristics for ordering goals are entirely dependent 
on the default computation rule. We assume here that the depth first, left to right 
rule is used. In the ‘length’ example it was noted that calling > before ‘length 
prevents an infinite loop. As a general rule, recursive subgoals hould be placed last. 
In most cases, loops would be prevented by wait declarations anyway, but there 
seem to be no disadvantages of using this heuristic. 
A heuristic which is more often useful, is to put tests before generates. Tests cause 
no backtrack points, so they have one solution at most. Generates may have several 
solutions. This definition could be made more precise but it is sufficient for our 
purposes. If tests are called first, they can coroutine with generates, often increasing 
efficiency. Initially, tests are often insufficiently instantiated, so they delay. This 
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allows a generate to start. As soon as a marked variable is bound, some test(s) are 
resumed and may fail, causing the generate to backtrack. This contrasts with the 
conventional PROLOG generate and test algorithms, where the generate must 
produce a complete solution (to the generate) before it is tested. A good example of 
this is the eight queens problem, given later. 
Most MU-PROLOG system predicates are tests, and these can be stored in a 
table. Determining what calls of user-defined procedures are tests is more difficult, 
but the wait declarations which are generated are very useful. By restricting the way 
in which procedures are called, wait declarations often eliminate backtrack points. 
By examining the declarations and clause heads, we can find what procedures have 
at most one matching clause for any call. This can be used with dependency 
information (what calls what) to find which calls are tests. 
In the absence. of more detailed analysis or better heuristics, it is possible to rely 
partly on the programmer for goal ordering. Programmers generally have a good 
idea of what calls are tests and have little trouble finding an efficient goal order. The 
ordering algorithm should therefore avoid changes that don’t seem necessary. 
Another alternative to extending the ordering algorithm is changing the default 
computation rule so the order is less important. Developing practical computation 
rules with a greater breadth first component (see [18] and [13]) seems very promising. 
6. A PROGRAM TO GENERATE CONTROL INFORMATION 
We will now describe a preprocessor for logic programs, which we are developing. 
The program will input the logic of a problem (which can be considered a 
specification) and output a program with equivalent logic and control information to 
aid efficiency and termination. Comments are also produced, to show the results of 
analysis, what changes are made, and where the preprocessor was unable to generate 
control information (so a programmer can intervene). To illustrate its behavior, we 
shall use the following eight queens program as an example: 
queen(X):-perm(1.2.3.4.5.6.7.8.[], X) safe(X). 
peM[ I, [ I>. 
perm( X. Y, U. I’) :- perm( Z, V), delete( V, X. Y, Z). 
delete(A, A. L, L). 
delete(X, A.B.L, A.R):-delete(X, B.L,R). 
safe([ I). 
safe( N. L) :- safe(L), nodiag(N, 1, L). 
nondW_, _, [ I). 
nodiag( B, D, N. L) :- 
D=\=N-B, D=\=B-N, 
Dl is D + 1, nodiag(B, Dl, L). 
The preprocessor currently has three passes, each storing information used by 
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later passes and/or generating control information. The first pass reads the input, 
stores it, and initializes some book-keeping information. During this pass, a graph of 
which procedures call which other procedures is constructed. This is used to detect 
recursion, for generating wait declarations, and for finding which procedures cannot 
lead to backtrack points. 
In the next pass each procedure is analysed, and control primitives, such as wait 
and priority declarations, are added. The analysis also reveals which procedures 
should be used as tests. We have described, in general terms, how to recognize and 
add control information for database and recursive procedures. This can be ex- 
tended to other types of procedures for which control can be automated. A further 
extension is to split procedures and make other transformations which result in 
equivalent logic, but facilitate the generation of control information. If a procedure 
is not a recognizable type, a message should printed, indicating that programmer 
assistance is desirable. 
In the eight queens example, the ‘queen’ predicate needs no control primitives, 
but all the others are recognized as recursive procedures. The following wait 
declarations are generated, using the algorithm described in Section 5: 
?-wait perm(l,O). 
?-wait perm(O, 1). 
?-wait delete(1, 1,O). 
?- wait delete(l,O, 1). 
?-wait safe(O). 
?-wait nodiag(1, l,O). 
These declarations eliminate all sources of nondeterminism except calls to ‘delete’, so 
‘safe’ and ‘nodiag’ are recognized as tests. 
The final pass adjusts the order of calls in each clause. Tests are put at the start of 
clauses, and recursive calls are placed tsst; then the reordered program, complete 
with control information, is output. The result of preprocessing the eight queens 
program is as follows: 
queen(X):-safe(X), perm(1.2.3.4.5.6.7.8.[], X). 
?- wait perm(l,O). 
?-wait perm(O, 1). 
per@1 I, [ I>. 
perm( X.Y, U. Y) :- delete(U, X.Y, Z), perm(Z, I’). 
?-wait delete(l,l, 0). 
?-wait delete&O, 1). 
delete(A, A. L, L). 
delete(X, A.B.L, A.R):-delete(X, B.L,R). 
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?-wait safe(O). 
safe([ I). 
safe( N. L) :- nodiag( N, 1, L), safe(L). 
?-wait nodiag(1, l,O). 
nodiag(_, _, [ I). 
nodiag( B, D, N. L) :- 
D=\=N-B, D=\=B-N, 
Dl is D + 1, nodiag(B, Dl, L). 
To solve the eight queens problem with this program, the following goal would 
normally be used: 
+ queen(X). 
The preprocessor has found the three pieces of control information necessary to 
make this goal execute efficiently: 
(1) 
(2) 
(3) 
‘safe’ is called before ‘perm’. This makes the tests delay initially, so they can 
act as coroutines, waking whenever ‘perm’ further instantiates the list of 
queen positions. 
‘safe’ has a zero wait declaration, to stop it from attempting to guess the 
length of the list. This would be inefficient and would lead to an infinite loop 
if all solutions were sought. 
‘nodiag’ also has a wait declaration, with the last argument zero, for the same 
reasons. 
‘perm’ generates the list of queen positions and coroutines with the ‘safe’ and 
‘nodiag’ tests. After the positions of the first N queens have been decided, there is 
one call to ‘safe’ delayed, and N calls to ‘nodiag’ delayed (one for each queen). 
When a new queen is added, these calls are woken. Each of the calls to ‘nodiag’ 
checks if the new queen can be taken. The call to ‘safe’ creates a call to ‘nodiag’, for 
the new queen, and another call to ‘safe’. When all eight queens have been 
successfully placed, ‘perm’ binds the end of the list to [] and all the delayed calls 
succeed. 
Because ‘perm’ constructs the list X before the next queen position is chosen (by 
‘delete’), there is some unnecessary delaying of calls. This does not affect the order of 
efficiency, however, and can be avoided if the program is slightly altered. Thus, in 
this case, the preprocessor is able to make the program run efficiently. Even when 
programmer intervention is needed, it helps considerably, by providing some control 
information, as well as comments. A final point about this example is that the 
problems with ‘perm’ discussed in [7] are also solved. In most PROLOG systems, 
‘perm’ causes an inlinite loop if the arguments to the initial call are swapped, but in 
MU-PROLOG, the wait declarations generated for ‘delete’ prevent this. 
7. OTHER CONTROL PRIMITIVES 
Most proposed methods of control for database procedures are fairly similar to 
priority declarations, so this section will just deal with alternatives to wait declara- 
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tions. A major factor in the comparisons we give is whether the control primitives 
can be generated automatically, for example, by modifying the algorithm given to 
generate wait declarations. First, control which is local to single calls is discussed, 
followed by the more difficult area of non-local control. 
7.1. Local Control 
A primitive similar to the ‘key’ facility in ABSYS [8] has been suggested by Warren 
[22] and called triggers. Triggers are similar to wait declarations, but they cause 
delays if arguments in the call are variables, rather than if the arguments get 
constructed. They are simpler than wait declarations, since their effect is indepen- 
dent of the clause heads and unification algorithm, and calls cannot succeed with the 
first clause and delay when other clauses are tried. Triggers can be generated and 
used in the same way as wait declarations in many cases, but not all, as the following 
example illustrates: 
ordered([ 1). 
ordered([ A]). 
ordered(A.B.C) :-A = < B, ordered(B.C). 
Triggers cannot delay the recursive call to ‘ordered’, since its argument is never a 
variable (though it may be constructed, causing an infinite loop). Such cases are not 
uncommon, and we consider that this outweighs the advantages of triggers. It is 
possible to combine most of the advantages of waits and triggers by allowing more 
complex terms in the declarations, rather than just zeros and ones. A more complex 
algorithm is needed to determine if a call delays, so interpreting these declarations 
would be slower. However, they could be implemented efficiently in a compiler-based 
system. 
Control information attached to calls was mentioned in Section 2, and we now 
discuss it further. The simplest primitive of this kind is the ‘geler’ (freeze) predicate 
of PROLOG-II [2]. An example of its use is 
ordered([ I). 
ordered([il]). 
ordered(d. B.C) :-A = < B, geler(C, ordered( B.C)). 
The effect of ‘geler’ here is to delay the recursive call to ‘ordered’ until C is a 
nonvariable. When called with a variable as its argument, this version of ordered 
makes two “guesses” at the length of the list and then delays, avoiding further 
inefficiency and a possible infinite loop. 
The wait declaration algorithm can be modified to produce control attached to 
calls if there is a primitive which will delay calls until any one of several arguments is 
sufficiently instantiated. ‘geler’ only waits for one variable to be bound and cannot 
easily provide the control we used for ‘append ‘, ‘merge’, or ‘delete’. It seems useful 
to extend ‘geler’ so it accepts a list, and delays until at least one member is a 
nonvariable. This can be implemented (with one slight problem) using ‘geler’, but a 
lower-level implementation would be better. Like triggers, even an extended form of 
‘geler’ cannot provide adequate control in some cases where clause heads have more 
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than one level of functor. For example, the following program and goal cause an 
infinite loop which cannot be avoided just by using ‘geler’ for calls to ‘even’ (with 
MU-PROLOG, the calls to ‘even’ delay and the subsequent computation may fail): 
even(O). 
even(s(s(N))):-even(N). 
+-- even(X), even(Y), Y = s(X), . . . . 
7.2. Nonlocal Control 
Nonlocal control is generally more expensive to implement than local control, since 
more information is needed to determine whether a call delays. Typically, the 
ancestors of the call may need to be examined. We believe that forms of nonlocal 
control should be devised specifically for the areas where local control is insufficient 
and, if possible, with automation in mind. IC-PROLOG’s lazy producers provide the 
type of control needed for multiple generates to act as coroutines. It may be possible 
to generate this control information automatically, probably relying on program 
analysis similar to that needed to determine which calls are tests. Where clause heads 
are as general as recursive calls (so waits have no effect), it can be useful to have 
control primitives which will examine the ancestors of the call to try to avoid infinite 
loops. In practice, most infinite loops in PROLOG are quite simple, so the 
undecidability of the halting problem does not imply such control is futile. 
There have been some forms of control suggested which do not merely affect the 
computation rule. Altering the clause selection rule is one example [lo]. If this 
control is abused, the correctness of programs can be affected, so extra knowledge 
about the program or problem domain is necessary for the safe use of this control. If 
a lot of analysis and knowledge are needed to generate control information, then it 
may be feasible to use the knowledge for program transformation instead. Ad- 
vantages of this are that simpler control is needed at run time and it is easier to 
extend the language to include a larger subset of first-order logic. 
8. SUMMARY 
In conventional PROLOG, simple, lucid programs often lead to inefficient al- 
gorithms and infinite loops. Efficiency can only be achieved by transforming the 
logic of the program. There are now several systems in which the same result can 
often be achieved more easily, simply by adding control information. We believe the 
next stage of development is the automation of control. A further step is to automate 
program transformation. There will always be a use for experts who know or can 
invent clever algorithms, but this does not detract from the usefulness of such 
systems. For runnable specifications, once-off programs, and programs written by 
inexperienced programmers, ease of writing is far more important than efficiency of 
execution. 
The system we have described in this paper is a first step towards automation of 
control, and the results obtained so far have been encouraging. Priority declarations 
are an extension to a proven method of control for database procedures, and we 
have found wait declarations to be a simple and effective form of control for 
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recursive procedures. More work is needed on other forms of control and implemen- 
tation techniques, especially compilation. Finally, the lessons learned from investi- 
gating the control of logic programs should be of great use in developing program 
transformation systems. 
The author wishes to thank John Lloyd, Maurice Bruynooghe, Rodney Topor and Jean-Louis Lassez for 
comments on earlier drafts of this paper. 
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