Abstract: Under the Riemann Hypothesis for Dirichlet L-functions, we improve on the error term in a smoothed version of an estimate for the density of elliptic curves with square-free ∆ = D/16, where D is the discriminant, by T.D. Browning and the author [1]. To achieve this improvement, we elaborate on our methods for counting weighted solutions of inhomogeneous cubic congruences to power-ful moduli. The novelty lies in going a step further in the explicit evaluation of complete exponential sums and saving a factor by averaging over the moduli.
Main result
Let E be an elliptic curve over Q, given in Weierstrass form E = E A,B : y 2 = x 3 + Ax + B
for A, B ∈ Z with discriminant −16(4A 3 + 27B 2 ) = −16∆ A,B , say. Throughout the sequel, we shall implicitly assume that A and B are such that ∆ A,B = 0, which is required for E A,B to be elliptic.
It is a very interesting question whether ∆ A,B is prime infinitely often. This is presently unknown. However, it is possible to estimate the density of elliptic curves with square-free ∆ A,B . The exponential height of E A,B is defined as
In [1, Theorem 3], we proved the following result, building on our work about inhomogeneous cubic congruences.
Theorem 1.1. For q ∈ N let σ(q) := ♯{α, β mod q : ∆ α,β ≡ 0 mod q}. Let µ(n) be the Möbius function, with the convention that µ(0) = 0 and µ(−n) = µ(n). Then for any ε > 0, we have 
Here we present a smoothed version of this result with improved error term, where we assume the Riemann Hypothesis for Dirichlet L-functions. 
Thereby, we have also computed the Euler product in Theorem 1.1 explicitly. We note that the factor 4 in (1), which comes from counting positive and non-positive A's and B's, is not present in (2) due to the fact that we work with smooth weights satisfyingΓ(0) = 1.
Our method elaborates on that in [1] . Rather than using our bounds for the number of solutions of inhomogeneous cubic congruences obtained in [1] directly, we here redo our treatment of them, specified for congruences of the form 4A 3 + 27B 2 ≡ 0 mod k 2 , and go a step further in the evaluation of exponential sums. Let us briefly describe how we proceed.
First, we detect the square-freeness of ∆ A,B using the Möbius function, leading to congruences of the form 4A 3 + 27B 2 ≡ 0 mod k 2 . To count their solutions, we apply the Poisson summation formula twice. This leads to complete cubic exponential sums to square moduli which we evaluate explicitly. Roughly, we are left to terms of the form
where m, n are variables. Now we flip the Kloosterman fraction by means of the identity
The second exponential term on the right-hand side is slowly oscillating if considered as a function of n. We sum up over n and use Poisson summation again, but now for modulus m 2 . This leads to cubic exponential integrals and again to complete cubic exponential sums. So far, our method agrees with that in [1] . The novelty comes in the next steps. We evaluate the said complete cubic exponential sums for modulus m 2 explicitly, in contrast to our work in [1] , where we just bounded them. Moreover, we work with an asymptotic estimate for the said cubic exponential integrals instead of upper bounds. Then we average over the moduli, which essentially leads to linear exponential sums with Möbius function of the form
where w is a real number. It is this averaging which gives us an extra saving.
In our work, we shall follow the usual convention that ε can change from line to line if no confusions are anticipated.
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Reduction to inhomogeneous cubic congruences
We start as in [1] . Using
we write
where
We split the sum over k into two parts, according to the size of k. Let 1 ≤ ξ ≤ X 100 be a parameter, to be fixed later. We define
and
Estimation of S 2 (X)
Since Γ has rapid decay, we have
By a classical argument of Estermann [3] , we have
and hence
4. Application of Poisson summation I
We now transform the term S 1 (X). First, we rewrite S 1 (X; k 2 ), where we assume that k is square-free. As in [1] , we write k = k 2 k 3 k ′ , where k 2 = (k, 2) and k 3 = (k, 3) and k ′ is coprime to 6. It readily follows that k 2 |B and k 3 |A in the summand. Making the change of variables A = k 3 A ′ and B = k 2 B ′ we deduce that
where a = 3/k 3 and b = 2/k 2 . In particular it follows that (ab, k ′ ) = 1 and a, b ≤ 3. We will need to account for possible common factors of A ′ B ′ and k ′ . Drawing out the greatest common divisor of B ′ and k ′ we write B ′ = hx and k ′ = hl, with (x, l) = 1. It easily follows from the square-freeness of k that h|A ′ and we can write A ′ = hy with (hxy, l) = 1. Hence,
with (abh, l) = 1. Now applying the Poisson summation formula to both the sums over x and y, we deduce that
Let us now assume that m 1 = 0. We leave the first exponential sum on the right-hand side of (11) as it is and transform the second one as in (10), leading to
Plugging (13) and (14) into (8), we get
The term M (X) will be the main term, and E(X) an error term whose treatment will be the key part of this paper and carried out from section 9 onwards. First we shall deal with M (X).
Evaluation of the main term
We split M (X) into two parts M 0 (X) and E 0 (X), M 0 (X) being the contribution of n 2 = 0, and E 0 (X) being the contribution of n 2 = 0. Hence,
The term M 0 (X) will yield the main contribution and can be easily evaluated as follows. Completing the inner-most sum over e on the right-hand of (19) to a series, and writing this series as an Euler product, we obtain
Now completing the sum over h to a series, and writing this series as an Euler product, we further deduce that
7. Estimation of E 0 (X)
We rearrange the summation to get
SinceΓ(x) has rapid decay, we can cut the summation over n 2 at |n 2 | < ξX ε−4 and the summation over h at h > X 4 n 2 (k 3 d 2 ) −1 X −ε at the cost of an altogether error of size O(1). Hence, taking
into account, we obtain
Partial estimation of E(X)
It remains to estimate the error term E(X), defined in (17). In this section, we consider the contribution of large hd to E(X). We shall need the following lemma which is a consequence of [1, Lemma 10].
Let 0 < κ < 1 be a real parameter, to be fixed later. Let E + (X) be the contribution of hd > ξ κ and E − (X) that of hd ≤ ξ κ and hence
We now want to bound E + (X). By Lemma 8.1, we have
where we use the fact thatΓ has rapid decay. The inner-most double sum in (23) is easily estimated by
Now a short calculation yields
Application of Poisson summation II
We are left with estimating
The termΓ
1 and using the Poisson summation formula again, we get
We write m 1 = m * m , where rad(m * )|(6hd) and (m, 6hd) = 1, where rad(n) is the largest square-free divisor of the natural number n. Further, we write q := k 3 3 hd(m * ) 2 and note that (m, q) = 1. Hence we can write the inner-most sum on the right-hand side of (27) as
Furthermore, we write q =qd and
Combining (25), (27), (28) and (29), we obtain
Estimation of exponential sums
We shall need bounds for the two exponential sums appearing in the inner-most sum in (30). By Lemma 8.1, we have
To bound the second exponential sum, we recall [1, Lemma 5] which is due to Loxton and Schmidt [2] .
Lemma 10.1. Let Q ∈ N and f ∈ Z[X]. Suppose that f ′ has degree n, precisely m distinct roots and factorization
Define the semi-discriminant of f ′ to be
where ω(Q) is the number of distinct prime factors of Q.
We further need the following simple observation.
Lemma 10.2. Let Q ∈ N and f (X) = c n X n + c n−1 X n−1 + ... + c 1 X ∈ Z[X]. Suppose that δ|(c n , ..., c 2 , Q). Then 
Proof. By the conditions in Lemma 10.2, we have 
We assume that this is the case. Then we compute that the derivative of the polynomial
has exponent
Now from (33) and Lemma 10.1, it follows that 
where we note that (dδ −1 ) 2 andqδ −1 are coprime. Putting (32) and (35) together and summing over z, we see that the inner-most sum in (30) is bounded by
Similarly, we deduce
Explicit evaluation of exponential sums II
Now we turn to the key point of this paper, an explicit evaluation of the cubic exponential sum F (l 1 2 k 2 2 q 2 , 0, u;m 2 ) appearing in (30), followed by an averaging over l 1 . We write
where the multiplicative inverses are modulom 2 .
Asymptotic estimation of exponential integrals
We also need to estimate asymptotically the Fourier transformΨ(z) of the function Ψ(z) defined in (26). We havê
where β is of the form
with s = l 1 . We shall be interested in values of α of the form
In [1, subsection 3.2.], we provided estimates for I(α, β) for the special case whenΓ(z) is a Gaussian, i.e.Γ (z) = e −πz 2 .
These results can be carried over to any Schwartz class function with minor modifications. We prove the following general estimates, similar to those in [1, subsection 3.2.], using standard estimates for exponential integrals.
Lemma 12.1. Suppose that α and β > 0 are real numbers. Set
and define the function I(α, β) as in (39). Let ∆ > 1, C > 0 and suppose that β ≥ ∆ −1 . Then we have the estimates
Proof. The estimate (43) follows by bounding the integral in question trivially by
and (45) follows by iterated integration by parts, saving a factor of size ≫ ∆ in each step. If α > 0, then G(α, β) = 0 in (44), and the estimate in (44) follows from [4, Lemma 8.10] for k = 1 using integration by parts upon noting that
If α < 0, then we are in the stationary phase case with stationary points 
where we recall that |α| ≤ ∆ 2 β. Similarly, we find
Using (47) and (48), and estimating the remaining integrals over (−∞, −b), (−a, a) and (b, ∞) again using [4, Lemma 8 .10] for k = 1, we obtain (44).
Since we shall apply partial summation over l 1 , we shall also need the following asymptotic evaluation for
with α and β being defined as in (40) and (41). The following result can be proved in a similar way as Lemma 12.1, whereΓ
now takes the rule ofΓ(z).
Lemma 12.2. Suppose that α and β > 0 are real numbers. Set
and define the function I 1 (α, β) as in (39). Let ∆ > 1, C > 0 and suppose that β ≥ ∆ −1 . Then we have the estimates
We note that for α and β as in (40) and (41), we have
Further, we observe that
Now we suppose that
so that β, as specified in (40), satisfies β ≥ X −ε . Further, we set
Then, for α and β as in (40) and (41), it follows that
and remove the weight functions on the right-hand side of (65) using partial summation, leading to
(67) Now we turn to the case f = Ω. Then using (63) and partial summation, we get |S j (s, w)| for any w ∈ R, where S j (s, w) is defined as in (66). Let R ≤ X 100 be a positive integer, to be specified later. Using Dirichlet's approximation theorem, there exist an integer a and a positive integer r such that (a, r) = 1, r ≤ R and w = a/r +β with |β| ≤ 1/(rR). Using partial summation, it follows that 
Now we write f := (n, r), n 1 := n/f and r 1 := r/f . Then is the Gauss sum for the Dirichlet character χ 1 . Using this and µ(n) = µ(n 1 )µ(f ) if (n 1 , f ) = 1, 0 if (n 1 , f ) > 1, and detecting the coprimality condition (n 1 , 6mf ) = 1 using the principal character χ 0 modulo 6mf and the congruence condition n 1 f ≡ j mod q 1 by Dirichlet characters χ modulo q 1 (recall that (j, q) = 1), we arrive at
