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Abstract
Inverse and ill-posed problems which consist of reconstructing the unknown support
of a three-dimensional volumetric source from a single pair of exterior boundary Cauchy
data are investigated. The underlying dependent variable may satisfy the Laplace,
Poisson, Helmholtz or modified Helmholtz equations. In the case of a constant physical
properties the solutions of these elliptic PDEs are sought as linear combinations of
fundamental solutions, as in the method of fundamental solutions (MFS). The unknown
source domain is parametrized by the radial coordinate, as a function of the spherical
angles. The resulting least-squares functional estimating the gap between the measured
and the computed data is regularized and minimized using the lsqnonlin toolbox
routine in Matlab. Numerical results are presented and discussed for both exact and
noisy data, confirming the accuracy and stability of reconstruction.
Keywords: Inverse problem; Method of fundamental solutions; Nonlinear optimization;
Source domain identification.
1 Introduction
Determination of the location, size and shape of an anomaly/defect present inside a given
specimen from non-destructive boundary measurements represents one of the most difficult
inverse problems because it is both ill-posed and nonlinear. The nonlinearity arises due to
the unknown geometry of the solution domain, whilst the ill-posedness arises due to the
non-uniqueness of identification or the unstable features of an unregularized reconstruction.
In this paper, the determination of the support of a volumetric source from non-destructive
knowledge of the Cauchy boundary data is investigated. This formulation is closely related
to the inverse gravimetry problem concerning the determination of the density of the interior
of the Earth from gravimetric surface measurements, [11].
Prior to the present numerical study, the reconstruction of a source domain from bound-
ary measurements has been investigated mainly theoretically in cases where the underlying
1
medium was subject to various excitations such as electrical, i.e. Laplace’s/Poisson’s equa-
tion for the potential in electroencephalography, [4, 14], thermal, i.e. the modified Helmholtz
equation for the temperature in a fin, [20], or acoustics, i.e. the Helmholtz equation for the
pressure, [10].
In this paper, the aim is to reconstruct numerically in a stable and accurate manner the
volumetric source domain of constant physical properties by employing a combined meshless
technique with nonlinear optimization, which recently has been developed by the authors,
[3], in the two-dimensional planar case. This nontrivial three-dimensional extension and
its computational implementation, and numerical results represent the main novelty of the
current study.
The plan of the paper is as follows. In Section 2, we introduce the mathematical formu-
lation of the inverse source domain problem and state the available uniqueness results. In
Section 3, we describe the method of fundamental solutions (MFS) with the inhomogeneity
removal, as well as the nonlinear minimization proposed for reconstructing the star-shape
support of the unknown source. Section 4 presents and discusses thoroughly numerical re-
sults in which the convergence of the objective function with the number of iterations is
analysed. Also, the stability of the numerical solution with respect to noise in the input
data is investigated. Finally, Section 5 presents the conclusions of the work.
2 Mathematical formulation
Let us consider the practical application of recovering an unknown mass distribution inside
a three-dimensional body from measurements of the potential and flux on the boundary,
[21]. Suppose the mass distribution consists of two layers Ω1 and Ω2 covering the body Ω
(the Earth), a region of constant (unit) density inside Ω2 (a core) and an annular region
Ω1 = Ω\Ω2 (a mantle) enclosing the core. In physical terms, the gravitational potential u
generated by this mass distribution is then given by equation
∇2u + κ2u = χΩ2 in Ω, (1)
where χΩ2 denotes the characteristic function of the domain Ω2, (equal to 1 in Ω2 and 0
in Ω1) and κ is a known real or complex number or function characterising the physical
properties of the medium Ω. Then the inverse problem consists of determining the support
Ω2 ⊂ Ω ⊂ R3 of an unknown volumetric source of unit strength/intensity, in the elliptic
equation (1) from non-destructive Cauchy data measurements
u = f and
∂u
∂n
= g on ∂Ω, (2)
where n denotes the outward unit normal to the boundary ∂Ω. In (2), the Cauchy data
satisfy 0 ̸≡ f ∈ H1/2(∂Ω) and g ∈ H−1/2(∂Ω) such that u belongs to H1(Ω).
Partial Cauchy data of the form
u = f on ∂Ω and
∂u
∂n
= g on Γ ⊂ ∂Ω, (3)
where Γ is a subset of ∂Ω of positive measure, can also be investigated. The assumption of a
unit strength source in the right-hand side of (1) is not a restriction and it can be a function
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h(x)χΩ2 for x ∈ Ω. In this case, one can approximate the inhomogeneity h(x) by a linear
combination of globally defined radial basis functions, as in the dual reciprocity method, and
combine with the MFS, as described in [8].
Let us also mention that another formulation of the above problem can be viewed in the
steady-state thermal imaging context to recover the shape and location of a heat source of
known intensity. This then would have practical application in the detection of tumours,
since cancerous cells have higher metabolic rates leading to regions of higher heat source
generation than the surrounding healthy tissue, [9].
We assume that the domains Ω and Ω2 are bounded and that Ω1 := Ω\Ω2 is connected.
Futher, we assume the boundaries ∂Ω and ∂Ω2 being smooth though Lipschitz boundaries
can also be considered. By defining
u :=
{
u1 in Ω1,
u2 in Ω2,
(4)
equations (1) and (4) give rise to the following transmission problem:
∇2u1 + κ2u1 = 0 in Ω1, (5)
∇2u2 + κ2u2 = 1 in Ω2, (6)
u1 = u2 on ∂Ω2, (7)
∂u1
∂n
=
∂u2
∂n
on ∂Ω2, (8)
u1 = f on ∂Ω, (9)
∂u1
∂n
= g on ∂Ω, (10)
in which the interfacial boundary ∂Ω2 separating the core from the mantle is unknown and
has to be reconstructed.
In the case of Poisson’s equation, i.e. κ = 0 in (1), we have uniqueness of Ω2 in the
class of star-shaped domains, [9, 11-13]. In the case of the modified Helmholtz equation,
i.e. κ = iκ′, where i is the imaginary unit, with κ′ ∈ R∗+ in (1), we have uniqueness of Ω2
in the class of convex domains provided that, in addition, u is prescribed in an interior a
priori known ball included in Ω2, [11, 20]. Finally, in the case of the Helmholtz equation, i.e.
κ ∈ R∗+ in (1), indications have been given in [10] that if Ω2 is a polyhedron, then one can
recover uniquely the convex hull [Ω2] of Ω2 in the problem (5)-(10).
The next task is to reconstruct the source domain Ω2 numerically. Recently, the MFS has
proved, [2, 3, 19], easy to use in detecting cavities, rigid inclusions, as well as inhomogeneities
in inverse geometric problems governed by the modified Helmholtz equation. For a recent
review of the MFS, as applied to solving inverse geometric problems, [17]. In this paper, we
investigate yet another application of the MFS to reconstruct the source volumetric domain
Ω2 from the Cauchy data (9) and (10).
3
3 The method of fundamental solutions (MFS)
For the application of the MFS we require κ to be constant. First, we need to move the
right-hand side unit inhomogeneity in (6) to the boundary conditions (7)-(10). For this, we
decompose
u2 = u
h
2 + u
p
2, (11)
where the homogeneous part uh2 satisfies
∇2uh2 + κ2uh2 = 0 in Ω2, (12)
and the inhomogeneous part is just a particular solution of equation (6) (in the whole R3)
given by, see e.g. [15],
up2(x) =
|x|2
6
, if κ = 0, (13)
up2(x) =
1
κ2
+
{
sinh(−iκ|x|)
|x|
if iκ ∈ R∗
−
sin(κ|x|)
|x|
if κ ∈ R∗+
(14)
where the limits in (14) are equal to −iκ, if iκ ∈ R∗
−
, and κ, if κ ∈ R∗+ at the origin x = 0.
With the superposition (11), the transmission interface conditions (7) and (8) become
u1 = u
h
2 + u
p
2 on ∂Ω2, (15)
∂u1
∂n
=
∂uh2
∂n
+
∂up2
∂n
on ∂Ω2. (16)
On applying the MFS we approximate the solutions u1 and u
h
2 of the elliptic homogeneous
equations (5) and (6) by finite linear combinations of fundamental solutions of the form
u1,2NM(x) =
2∑
S=1
N∑
i=1
M∑
j=1
aSi,jGκ(x, ξ
i,j
S ), x ∈ Ω1, (17)
uh2,NM(x) =
N∑
i=1
M∑
j=1
bi,jGκ(x, ξ
i,j
3 ), x ∈ Ω2, (18)
where a = (aSi,j)i=1,N,j=1,M,S=1,2 and b = (bi,j)i=1,N,j=1,M are unknown coefficients to be
determined, (ξi,jS )i=1,N,j=1,M,S=1,2 are source points located outside the annular domain Ω1,
(ξi,j3 )i=1,N,j=1,M are source points located outside the domain Ω2, and Gκ is the fundamental
solution of the three-dimensional elliptic equation ∇2u + κ2u = 0 given by, see e.g. [1],
Gκ(x, ξ) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
1
|x−ξ|
if κ = 0
exp(−iκ|x−ξ|)
|x−ξ|
if iκ ∈ R∗
−
exp(iκ|x−ξ|)
|x−ξ|
if κ ∈ R∗+
(19)
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We remark that the normalisation constants usually appearing in the fundamental solution
(19) have been omitted, as they were incorporated in the unknown coefficients a and b in
(17) and (18), respectively. In the case of the Helmholtz equation when κ ∈ R∗+ we can avoid
using the complex version of the fundamental solution in (19) by considering instead only
the non-singular part
Gκ(x, ξ) =
sin(κ|x− ξ|)
|x− ξ| if κ ∈ R
∗
+, (20)
as in the boundary knot method, [1, 5]. Finally, we mention that all the analysis of the section
can easily be extended to include anisotropic homogeneous materials having as their leading
part in (1) the anisotropic Laplace-Beltrami operator
∑3
i,j=1 Kij
∂2u
∂xi∂xj
, where (Kij)i,j=1,3
denotes the symmetric and positive conductivity tensor. The main change then is to replace
the radial distance |x| by the geodesic distance xT K−1x, see e.g. [16].
In comparison with domain discretisation methods such as the finite element or the
finite-difference method, the MFS possesses the same advantages and disadvantages as the
boundary element method (BEM) has, namely, no discretization of the domain is needed,
however it relies on the fundamental solution of the governing operator being available explic-
itly. Furthermore, in comparison with the BEM, by placing the source points on an exterior
pseudo-boundary, the MFS avoids the evaluation of singular integrals, however the draw-
back is that the location of these source points introduces an additional dilation/contraction
parameter whose choice has to be optimized. Moreover, the BEM discretization of the
boundary, which may become complicated especially for three-dimensional irregular shapes,
is not needed in the MFS which can place the sources simply on a sphere surrounding the
solution domain.
In what follows, we explain the inverse methodology in three-dimensions, see also [18] for
a related problem MFS implementation.
The source points (ξi,j1 )i=1,N,j=1,M ̸∈ Ω are placed on a (fixed) dilated pseudo-boundary
∂Ω′ of similar shape as ∂Ω. The remaining source points (ξi,j2 )i=1,N,j=1,M ∈ Ω2 and
(ξi,j3 )i=1,N,j=1,M ̸∈ Ω2 are placed on contraction and dilation (moving) pseudo-boundaries
∂Ω′2 and ∂Ω
′′
2 similar to ∂Ω2 at a distance δ > 0 in the inward and outward directions,
respectively.
Without loss of generality, we may assume that the domain Ω is a unit ball B(0; 1). We
also assume that the unknown support Ω2 is star-shaped with respect to the origin, i.e.
∂Ω2 =
{
r(θ,φ)
(
cos(θ) sin(φ), sin(θ) sin(φ), cos(φ)
)
| θ ∈ [0, 2pi),φ ∈ [0, pi)
}
, (21)
where r is a smooth function with values in (0, 1). With this star-shaped assumption, the
uniqueness of the support Ω2 holds, at least in the case κ = 0, [9, 11-13], as already mentioned
in Section 2. In this setup of particular domains Ω and Ω2, the boundary collocation and
source points are uniformly distributed, as follows:
X1i,j = (cos(θi) sin(φj), sin(θi) sin(φj), cos(φj)),
X2i,j = r(θi,φj)
(
cos(θi) sin(φj), sin(θi) sin(φj), cos(φj)
)
, i = 1, N, j = 1, M, (22)
ξ
k,ℓ
1 = R
(
cos(θ˜k) sin(φ˜ℓ), sin(θ˜k) sin(φ˜ℓ), cos(φ˜ℓ)
)
, ξk,ℓ2 = (1− δ)X2k,ℓ,
ξ
k,ℓ
3 = (1 + δ)X
2
k,ℓ, k = 1, N, ℓ = 1, M, (23)
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where
θi = 2pii/N, i = 1, N, φj = pij/M, j = 1, M,
θ˜k = 2pik/N, k = 1, N, φ˜ℓ = piℓ/M, ℓ = 1, M,
ri,j := r(θi,φj) for i = 1, N, j = 1, M , R > 1 and δ ∈ (0, 1).
The unknown radii r = (ri,j)i=1,N,j=1,M , characterising the star-shaped support Ω2, to-
gether with the unknown MFS coefficients a and b, giving the approximations of the solutions
u1 and u2, are simultaneously determined by imposing the transmission conditions (15), (16)
and the Cauchy data (9), (10) at the collocating points (22) in a least-squares sense. This
results into minimizing the following (regularized) least-squares nonlinear objective function:
T (a,b, r) :=
∥∥∥∥∥u1 − f
∥∥∥∥∥
2
L2(∂Ω)
+
∥∥∥∥∥∂u1∂n − g%
∥∥∥∥∥
2
L2(∂Ω)
+
∥∥∥∥∥u1 − uh2 − up2
∥∥∥∥∥
2
L2(∂Ω2)
+
∥∥∥∥∥∂u1∂n − ∂u
h
2
∂n
− ∂u
p
2
∂n
∥∥∥∥∥
2
L2(∂Ω2)
+ λ1
{∥a∥2 + ∥b∥2}+ λ2{∥rθ∥2 + ∥rφ∥2}, (24)
where λ1, λ2 ≥ 0 are regularization parameters to be prescribed. These parameters are
introduced in order to ensure/improve the stability of the nonlinear Tikhonov regularization
functional (24). In (24), the Neumann data (10) was input as being a noisy perturbation g% of
the exact data g in order to simulate the errors which are inherently present in any practical
measurement. Finally, the last term in (24) represents a first-order derivative smoothness
constraint on our desired shape for Ω2, and is defined as:
∥rθ∥2 =
N∑
i=2
M∑
j=1
(
ri,j − ri−1,j
2pi/N
)2
, ∥rφ∥2 =
N∑
i=1
M∑
j=2
(
ri,j − ri,j−1
pi/M
)2
. (25)
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Introducing the MFS approximations (17) and (18) into (24) results in
T (a,b, r) =
N∑
i=1
M∑
j=1
[
2∑
S=1
N∑
k=1
M∑
ℓ=1
aSk,ℓGκ(X
1
i,j, ξ
k,ℓ
S )− f(X1i,j)
]2
+
2N∑
i=N+1
2M∑
j=M+1
[
2∑
S=1
N∑
k=1
M∑
ℓ=1
aSk,ℓ
∂Gκ
∂n
(X1i−N,j−M , ξ
k,ℓ
S )− g%(X1i−N,j−M)
]2
+
3N∑
i=2N+1
3M∑
j=2M+1
[
2∑
S=1
N∑
k=1
M∑
ℓ=1
aSk,ℓGκ(X
2
i−2N,j−2M , ξ
k,ℓ
S )
−
N∑
k=1
M∑
ℓ=1
bk,ℓGκ(X
2
i−2N,j−2M , ξ
k,ℓ
3 )− up2(X2i−2N,j−2M)
]2
+
4N∑
i=3N+1
4M∑
j=3M+1
[
2∑
S=1
N∑
k=1
M∑
ℓ=1
aSk,ℓ
∂Gκ
∂n
(X2i−3N,j−3M , ξ
k,ℓ
S )
−
N∑
k=1
M∑
ℓ=1
bk,ℓ
∂Gκ
∂n
(X2i−3N,j−3M , ξ
k,ℓ
3 )−
∂up2
∂n
(X2i−3N,j−3M)
]2
+λ1
{
2∑
S=1
N∑
k=1
M∑
ℓ=1
(
aSk,ℓ
)2
+
N∑
k=1
M∑
ℓ=1
b2k,ℓ
}
+λ2
{
N∑
i=2
M∑
j=1
(ri,j − ri−1,j
2pi/N
)2
+
N∑
i=1
M∑
j=2
(ri,j − ri,j−1
pi/M
)2}
. (26)
The above minimization imposes 4NM regularised equations in the 4NM unknowns (a,b, r).
The noisy flux data g% is input as
g%(X1i,j) = (1 + ρi,j p)g(X
1
i,j), i = 1, N, j = 1, M, (27)
where p represents the percentage of noise and ρi,j is a pseudo-random noisy variable drawn
from a uniform distribution in [–1, 1] using the MATLAB c© command -1+2*rand(1,NM).
The noise in (27) is multiplicative but additive random noise drawn from a Gaussian normal
distribution can be also be considered.
In equation (26), the normal derivative of Gκ, via (19), is given by
∂Gκ
∂n
(x, ξ) =
⎧⎪⎨
⎪⎩
− (x−ξ)·n
|x−ξ|3
if κ = 0
(−iκ|x−ξ|−1) exp(−iκ|x−ξ|)
|x−ξ|3
(x− ξ) · n if iκ ∈ R∗
−
(iκ|x−ξ|−1) exp(iκ|x−ξ|)
|x−ξ|3
(x− ξ) · n if κ ∈ R∗+
(28)
Also, in the case of the Helmholtz equation when we will employ the non-singular version of
Gκ given by (20) instead of (19) (for κ ∈ R∗+) we have
∂Gκ
∂n
(x, ξ) =
(κ|x− ξ| cos(κ|x− ξ|)− sin(κ|x− ξ|))
|x− ξ|3 (x− ξ) · n if κ ∈ R
∗
+. (29)
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In (26), the normal n to the boundary ∂Ω1 is given by
n(X) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
cos(θ) sin(φ)i + sin(θ) sin(φ)j + cos(φ)k , X ∈ ∂Ω,
−1√
(r2+r2
φ
) sin2(φ)+r2
θ
[
(−rθ sin(θ) + rφ sin(φ) cos(φ) cos(θ)− r sin2(φ) cos(θ))i
+(rθ cos(θ) + rφ sin(φ) cos(φ) sin(θ)− r sin2(φ) sin(θ))j
− sin(φ)(rφ sin(φ) + r cos(φ))k
]
, X ∈ ∂Ω2,
(30)
where i = (1, 0, 0), j = (0, 1, 0), k = (0, 0, 1), and the rθ and rφ denote the partial derivative
with respect to θ and φ, respectively. In (30), the derivative rθ and rφ are approximated
using backward finite differences as
rθ(θi,φj) ≈ ri,j − ri−1,j
2pi/N
i = 2, N, j = 1, M, (31)
rφ(θi,φj) ≈ ri,j − ri,j−1
pi/M
i = 1, N, j = 2, M. (32)
The minimization of the functional (24) is performed using the Matlab toolbox routine
lsqnonlin which does not require the user to provide the gradient and, in addition, it offers
the option of imposing lower and upper bounds on the elements of the vector of unknowns
(a,b, r) through the vectors lb and ub.
4 Numerical results and discussion
In all numerical experiments, the initial guess for the unknown vectors a and b are 0, and
the initial guess for Ω2 is a sphere centred at the origin of radius 0.7. The Matlab toolbox
routine lsqnonlin was run iteratively until a user-specified tolerance of XTOL = 10−6
was achieved, or until when a user-specified maximum number of iterations MAXCAL =
1000 × 4MN was reached. We have also set the simple bounds on the variable (a,b, r)
as the box [−1010, 1010]2NM × [−1010, 1010]NM × (0, 1)NM . The choices of the regularization
parameters λ1 and λ2 in (26) were based on trial and error, and, in fact, we take for simplicity
λ1 = λ2 =: λ, but nevertheless more research needs to be undertaken in the future on the
rigorous selection of multiple regularization parameters, see e.g. [6].
In what follows, we take κ = 0 for Examples 1(a) and 2(a), κ′ = 1 for Examples 1(b) and
2(b), and κ = 1 for Examples 1(c) and 2(c).
4.1 Reconstructing a spherical source domain
We consider retrieving a sphere centred at the origin of radius R0 = 0.5. That is, we seek
the star-shape approximation (21) for the spherical radius function
r(θ,φ) ≡ R0 = 0.5, θ ∈ [0, 2pi), φ ∈ [0, pi). (33)
For the three cases of κ that we consider we take the following examples with analytical
solutions satisfying equations (5), (6) and (12).
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4.1.1 Example 1(a). (κ = 0, Laplace’s equation)
In the case κ = 0, equations (5), (6) and (12) become
∇2u1 = 0 in Ω1, (34)
∇2u2 = 1 in Ω2, (35)
∇2uh2 = 0 in Ω2. (36)
From (14) we also have that
up2(r, θ,φ) =
r2
6
, (r, θ,φ) ∈ R+ × [0, 2pi)× [0, pi). (37)
We then take the analytical solutions of the equations (34)-(36) to be given by
u1(r, θ,φ) =
R20
6
− R
3
0
3r
(r, θ,φ) ∈ (R0, 1)× [0, 2pi)× [0, pi), (38)
u2(r, θ) =
r2
6
− R
2
0
3
, (r, θ,φ) ∈ (R0, 1)× [0, 2pi)× [0, pi), (39)
uh2(r, θ,φ) = −
R20
3
, (r, θ,φ) ∈ (R0, 1)× [0, 2pi)× [0, pi). (40)
Based on (38), the input Cauchy data (9) and (10) are given by
u1(1, θ,φ) = f(θ,φ) =
R20
6
− R
3
0
3
, θ ∈ [0, 2pi), φ ∈ [0, pi), (41)
∂u1
∂n
(1, θ,φ) = g(θ,φ) =
R30
3
, θ ∈ [0, 2pi), φ ∈ [0, pi), (42)
and, based on (21) and (37), the transmission interface conditions (15) and (16) become
u1
(
r(θ,φ), θ,φ
)
= uh2(r(θ,φ), θ,φ) +
r2(θ,φ)
6
, θ ∈ [0, 2pi), φ ∈ [0, pi), (43)
∂u1
∂n
(
r(θ,φ), θ,φ
)
=
∂uh2
∂n
(r(θ,φ), θ,φ) +
r(θ,φ)
3
, θ ∈ [0, 2pi), φ ∈ [0, pi). (44)
From [9, 13], we know that (33), (38) and (39) is the unique solution of the problem
(34), (35), (41), (42), (7) and (8) in the class of star-shaped domains (21) with respect to
the origin. In order to find this solution, we solve numerically, as described in Section 3, the
inverse problem given by equations (34), (37), (41)-(44) to retrieve the analytical solution
(r(θ,φ), u1(r, θ,φ), u
h
2(r, θ,φ)) given by equations (33), (38) and (40). Also, once u
h
2 has been
obtained, equations (11) and (37) yield u2.
4.1.2 Example 1(b). (κ = iκ′ with κ′ ∈ R∗+, modified Helmholtz equation)
In the case κ = iκ′ with κ′ ∈ R∗+, equations (5), (6) and (12) become
∇2u1 − κ′2u1 = 0 in Ω1, (45)
∇2u2 − κ′2u2 = 1 in Ω2, (46)
∇2uh2 − κ′2uh2 = 0 in Ω2. (47)
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From (14) we also have that
up2(r, θ,φ) = −
1
κ′2
+
sinh(κ′r)
r
, (r, θ,φ) ∈ R+ × [0, 2pi)× [0, pi). (48)
We then take the analytical solutions of the equations (45)-(47) to be given by
u1(r, θ,φ) =
Aeκ
′r + Be−κ
′r
r
, (r, θ,φ) ∈ (R0, 1)× [0, 2pi)× [0, pi), (49)
u2(r, θ,φ) = − 1
κ′2
+
sinh(κ′r)
r
, (r, θ,φ) ∈ (0, R0)× [0, 2pi)× [0, pi), (50)
uh2(r, θ,φ) = 0, (r, θ,φ) ∈ (0, R0)× [0, 2pi)× [0, pi), (51)
where
A =
e−κ
′R0
2
(
− R0
κ′2
+ sinh(κ′R0) + cosh(κ
′R0)− 1
κ′3
)
,
B =
eκ
′R0
2
(
− R0
κ′2
+ sinh(κ′R0)− cosh(κ′R0) + 1
κ′3
)
, (52)
Based on (49), the input Cauchy data (9) and (10) are given by
u1(1, θ,φ) = f(θ,φ) = Ae
κ′ + Be−κ
′
, θ ∈ [0, 2pi), φ ∈ [0, pi), (53)
∂u1
∂n
(1, θ,φ) = g(θ,φ) = A(κ′ − 1)eκ′ − B(κ′ + 1)e−κ′, θ ∈ [0, 2pi), φ ∈ [0, pi), (54)
and, based on (21) and (48), the transmission interface conditions (15) and (16) become
u1(r(θ,φ), θ,φ) = u
h
2(r(θ,φ), θ,φ) +
sinh(κ′r)
r
− 1
κ′2
, θ ∈ [0, 2pi), φ ∈ [0, pi),(55)
∂u1
∂n
(r(θ,φ), θ,φ) =
∂uh2
∂n
(r(θ,φ), θ,φ) +
κ′r cosh(κ′r)− sinh(κ′r)
r2
, θ ∈ [0, 2pi), φ ∈ [0, pi).(56)
Then, we solve numerically, as described in Section 3, the inverse problem given by equations
(45), (47), (53)-(56) to retrieve the analytical solution (r(θ,φ), u1(r, θ,φ), u
h
2(r, θ,φ)) given
by equations (33), (49) and (51). Also, once uh2 has been obtained, equations (11) and (48)
yield u2.
4.1.3 Example 1(c). (κ ∈ R∗+, Helmholtz equation)
In the case iκ with κ ∈ R∗+, we take the analytical solutions of equations (5), (6) and (11)
to be given by
u1(r, θ,φ) =
A cos(κr) + B sin(κr)
r
, (r, θ,φ) ∈ (R0, 1)× [0, 2pi)× [0, pi), (57)
u2(r, θ,φ) =
1
κ2
+
sin(κr)
r
, (r, θ,φ) ∈ (0, R0)× [0, 2pi)× [0, pi), (58)
uh2(r, θ,φ) = 0, (r, θ,φ) ∈ (0, R0)× [0, 2pi)× [0, pi), (59)
where
A =
1
κ2
(
cos(κR0)− sin(κR0)
κR0
)
, B = 1 +
1
κ2
(
sin(κR0) +
cos(κR0)
κR0
)
. (60)
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From (14) we also have that
up2(r, θ,φ) =
1
κ2
+
sin(κr)
r
, (r, θ,φ) ∈ R+ × [0, 2pi)× [0, pi). (61)
Based on (57), the input Cauchy data (9) and (10) are given by
u1(1, θ,φ) = f(θ,φ) = A cos(κ) + B sin(κ), θ ∈ [0, 2pi), φ ∈ [0, pi), (62)
∂u1
∂n
(1, θ,φ) = g(θ,φ) = −A(κ sin(κ) + cos(κ)) + B(κ cos(κ)− sin(κ)),
θ ∈ [0, 2pi), φ ∈ [0, pi), (63)
and, based on (21) and (61), the transmission interface conditions (15) and (16) become
u1(r(θ,φ), θ,φ) = u
h
2(r(θ,φ), θ,φ) +
1
κ2
+
sin(κr)
r
, θ ∈ [0, 2pi), φ ∈ [0, pi), (64)
∂u1
∂n
(r(θ,φ), θ,φ) =
∂uh2
∂n
(r(θ,φ), θ,φ) +
κr cos(κr)− sin(κr)
r2
, θ ∈ [0, 2pi), φ ∈ [0, pi). (65)
Then, we solve numerically, as described in Section 3, the inverse problem given by equa-
tions (5), (12), (62)-(66) to retrieve the analytical solution (r(θ), u1(r, θ), u
h
2(r, θ)) given by
equations (33), (57) and (59). Also, once uh2 has been obtained, equations (11) and (61)
yield u2.
Initially, we have performed several numerical runs with various values of the input MFS
parameters and, for illustrative purposes, we have decided to show results only for a typical
selected set of results obtained with δ = 0.5, R = 2 and N = M = 10.
We consider first the case of exact data, i.e. p = 0 in equation (27). Figure 1 shows the
unregularised nonlinear least-squares objective function (26) with λ1 = λ2 = 0, as a function
of the number of iterations for Examples 1(a)–1(c). From this figure it can be seen that a
monotonic decreasing convergence is obtained for all examples.
In Figure 2, we present the numerically reconstructed sphere for various numbers of
iterations for no noise and no regularization as well as the correct sphere to be reconstructed
for Example 1(a). From this figure, it can be seen that even if the input data is exact, as the
number of iterations increases the numerical solution becomes more inaccurate. This is to
be expected because no regularization has been imposed yet and the inverse problem under
investigation is ill-posed. Consequently, in order to restore stability regularization should be
employed with a positive regularization parameter λ = λ1 = λ2 in (26).
Figures 3 and 4 show the higher accuracy and stabilising effect that the regularization
has on the retrieved shapes for values of λ between 10−3 and 10−1.
We also perturb by a large amount of p = 10% noise the flux g, as in equation (27), in
order to investigate further the stability of the numerical solution. The root mean square
errors (RMSE)
RMSE =
√√√√ 1
MN
N∑
i=1
M∑
j=1
(ri,j − 0.5)2 (66)
obtained with various values of the regularization parameter λ = λ1 = λ2 after 200 iterations
for Examples 1(a)-1(c) are given in Table 1. From this table, we observe that overall λ values
between 10−3 and 10−2 yield the most accurate and stable results for the reconstruction of
the spherical source domain (33). We also mention that elsewhere in [9] we have retrieved an
ellipsoid, in another application of the MFS for shape identification in electrical resistance
tomography.
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4.2 Reconstructing an acorn source domain
We consider now reconstructing a more complicated shape of a source domain Ω2 having an
acorn shape, [22], described parametrically by
r(θ,φ) = 0.2
(
0.6 +
√
4.25 + 2 cos(3φ)
)
, θ ∈ [0, 2pi), φ ∈ [0, pi). (67)
In addition to being of a more irregular shape than the previous simple spherical domain
(33), it also prevents analytical solutions for u being explicity available. In this case, the
flux Neumann data (10) is simulated numerically by solving the direct well-posed problem
given by equations (5)-(9) with the Dirichlet data in (9) given by
u1(1, θ,φ) = f(θ,φ) = 0, (θ,φ) ∈ [0, 2pi)× [0, pi), (68)
when the source domain Ω2 is known and its boundary ∂Ω2 given by (21) and (67). Using
the decomposition (11) we, in fact, solve (5), (12), (15), (16) and (68) using the MFS
expansions (17) and (18) to determine the solutions u1 and u
h
2 . This recasts into solving the
following linear system of 3MN equations with 3MN unknowns a = (aSi,j)i=1,N,j=1,M,S=1,2
and b = (bi,j)i=1,N,j=1,M :
2∑
S=1
N∑
i=1
M∑
j=1
aSi,jGκ(X
1
k,ℓ, ξ
i,j
S ) = 0, k = 1, N, ℓ = 1, M, (69)
2∑
S=1
N∑
i=1
M∑
j=1
aSi,jGκ(X
2
k,ℓ, ξ
i,j
S )−
N∑
i=1
M∑
j=1
bi,jGκ(X
2
k,ℓ, ξ
i,j
3 )
= up2(X
2
k,ℓ), k = 1, N, ℓ = 1, M, (70)
2∑
S=1
N∑
i=1
M∑
j=1
aSi,j
∂Gκ
∂n
(X2k,ℓ, ξ
i,j
S )−
N∑
i=1
M∑
j=1
bi,j
∂Gκ
∂n
(X2k,ℓ, ξ
i,j
3 )
=
∂up2
∂n
(X2k,ℓ), k = 1, N, ℓ = 1, M. (71)
In (30), when the direct problem is solved we need to input, from (67), that rθ = 0 and
rφ = − 0.6 sin(3φ)√
4.25+2 cos(3φ)
. Otherwise, in the inverse problem we need to use the finite-difference
approximations (31) and (32). In (70), the expression for up2 is given by (13) or (14), whilst
in (71) the expression for the normal derivative is given by
∂up2
∂n
= ▽up2 · n,
where n is given by (30).
The numerical flux g(θ,φ), calculated by differentiating equation (17), is plotted, as a
function θ ∈ [0, 2pi), φ ∈ [0, pi) in Figures 5–7 for κ = 0 (Example 2(a)), κ′ = 1 (Example
2(b)) and κ = 1 (Example 2(c)), respectively, obtained with δ = 0.3, R = 1.5 and various
M = N ∈ {10, 20, 40}. From these figures it can be seen that the numerical results are
convergent, as the number of degrees of freedom increases. Ten evenly spread points out of
the curves N = M = 20 further perturbed by p = 10% noise are chosen as the Neumann
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numerically simulated flux data (10) in the inverse problem which is solved using δ = 0.3,
R = 1.5 and N = M = 10. The numerically obtained results with various values of the
regularization parameter λ = λ1 = λ2 after 200 iterations are shown in Figures 8–10 for
Examples 2(a)-2(c), respectively. From these figures it can be seen that λ = 10−2 yields the
most accurate and stable results for reconstruction of the acorn source domain (67).
5 Conclusions
In this paper, an inverse geometric problem which consists of reconstructing the unknown
support of a volumetric source in three-dimensional elliptic equations from a single pair of
exterior boundary Cauchy data has been investigated. The interesting generalization to the
case of partial Cauchy data is deferred to a future work. The numerical method was based
on the MFS combined with the minimization of the nonlinear regularized least-squares func-
tional which was performed using the Matlab toolbox routine lsqnonlin. Several examples
have been investigated showing that the numerical results are satisfactory reconstructions
for the unknown support of a source domain with reasonable stability against inverting noisy
data. In this paper, the choice of regularization parameter λ was based on trial and error by
inspecting the results obtained by increasing λ = 0 (unregularized and unstable reconstruc-
tions) to larger values until stable and accurate results are obtained. The L-curve method
could also be employed, as described in [18] for a different inverse geometric problem, but
more research needs to be performed for the rigorous choice of the regularization parameter
in the nonlinear Tikhonov regularization method.
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Table 1: The RMSE (66) for the radial function r(θ,φ), for p = 10% noise after 200 iterations,
for Examples 1(a)-1(c).
λ Example 1(a) Example 1(b) Example 1(c)
0 0.0634 0.1154 0.1934
10−4 0.0791 0.1118 0.1854
10−3 0.0303 0.0356 0.0754
10−2 0.0186 0.0197 0.0597
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Figure 1: The unregularised objective function, as a function of the number of iterations,
for no noise for Examples 1(a)–1(c).
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Figure 2: The reconstructed volumetric source domain for various numbers of iterations for
no noise and no regularization, for Example 1(a).
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Figure 3: The retrieved radius (a) r(θi,φ1) for i = 1, N and (b) r(θ1,φj) for j = 1, M , after
200 iterations for various λ ∈ {0, 10−4, 10−3, 10−1}, no noise, for Example 1(a).
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Figure 4: The reconstructed volumetric source domain after 200 iterations for no noise and
regularization, for Example 1(a).
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(a) M = N = 10 (b) M = N = 20
(c) M = N = 40
Figure 5: The normal derivative (10) obtained by solving the direct problem (5), (12), (15),
(16) and (68) using the MFS with various values of M = N ∈ {10, 20, 40} for κ = 0, Example
2(a).
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(a) M = N = 10 (b) M = N = 20
(c) M = N = 40
Figure 6: The normal derivative (10) obtained by solving the direct problem (5), (12), (15),
(16) and (68) using the MFS with various values of M = N ∈ {10, 20, 40} for κ′ = 1,
Example 2(b).
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(a) M = N = 10 (b) M = N = 20
(c) M = N = 40
Figure 7: The normal derivative (10) obtained by solving the direct problem (5), (12), (15),
(16) and (68) using the MFS with various values of M = N ∈ {10, 20, 40} for κ = 1, Example
2(c).
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Figure 8: The reconstructed volumetric source domain after 200 iterations for p = 10% noise
and regularization, for Example 2(a).
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Figure 9: The reconstructed volumetric source domain after 200 iterations for p = 10% noise
and regularization, for Example 2(b).
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Figure 10: The reconstructed volumetric source domain after 200 iterations for p = 10%
noise and regularization, for Example 2(c).
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