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We start from the model hamiltonian with V (x) and rewrite accordingly with proofs to include
the ionization energy. We explicitly show that the 1-dimensional wave function with ionization
energy is exactly the same with the total energy from the standard harmonic oscillator hamiltonian,
with the harmonic oscillator potential, (mω2x2/2). We also derive the commutation relations for
the ladder operators and the energy at the nth state. We analyze the expectation value for the
potential energy using the ionization energy based hamiltonian.
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In a typical condensed matter system, there are
1023 particles strongly interacting with their neigh-
bors. Therefore, their universal collective behavior is of
paramount interest as compared with the microscopic de-
tails of each particle and the potential that surrounds it.
This universal collective behavior being the focal point in
this paper arises out of Anderson’s arguments in More is
Different. [1] If one were to start with the standard hamil-
tonian, then the method, be it First Principle, analytical
and/or numerical, to produce viable wave function using
V (x) with consistent results tends to be tedious and labo-
rious. Here, we attempt to rewrite the standard hamil-
tonian as a function of ionization energy. This hamil-
tonian with ionization energy inclusion has been shown
to give us reliable glimpses of the electronic properties
semi-quantitatively, which can complement studies from
First Principles. In fact, we have applied the ionization
energy based Fermi-Dirac statistics (iFDS) to predict
the electronic and dielectric properties of superconduc-
tors and ferroelectrics, respectively. [2] Apart from that,
using iFDS, we have also highlighted the universal elec-
tronic properties of magnetic semiconductors. [3] In this
paper, we will provide sufficient proofs and derivations
that are needed to formally justify as to why iFDS was
able to predict the transport and dielectric properties of
strongly correlated matter semi-quantitatively.
The 1 dimensional hamiltonian of mass m moving in
the presence of potential, V (x) is given by (after making






= (E + V (x))ϕ. (1)
E denotes the total energy.
Proposition 1 We define,
± ξ := Ekin − E0 + V (x), (2)
such that ±ξ ∈ R is the energy needed for a particle to
overcome the bound state and the potential that surrounds
it. Ekin and E0 denote the total energy at V (x) = 0 and
the energy at T = 0, respectively, i.e., Ekin = kinetic
energy. In physical terms, ±ξ := ±EI := Ekin − E0 +
V (x). EI is the ionization energy.
Proof .
At T = 0 and V (x) = 0,






Hence, from Eq. (1) with V (x) = 0 and T = 0, the
total energy can be written as
E = Ekin = E0. (4)
Remark 1 Therefore, for an electron to occupy a higher
energy state, N from initial state, M is more proba-
ble than from initial state, L if the condition, [EN (≥
0)−EM (≥ 0)] < [EL(≥ 0)−EM (≥ 0)] at certain T is sat-
isfied. As for a hole to occupy a lower state M from ini-
tial state N is more probable than to occupy state L if the
condition [EM (≤ 0)−EN (≤ 0)] < [EL(≤ 0)−EM (≤ 0)]
at certain T is satisfied.
Again, at T = 0 and from ±EI = E−E0+[V (x) = 0],
we obtain the total energy
E = Ekin = E0 ± EI . (5)
Therefore, Remark 1 can be rewritten as
Remark 2 For an electron to occupy a higher energy
state, N from initial state, M is more probable than from
initial state, L if the condition, EI(M → N)(≥ 0) <
EI(L → N)(≥ 0) at certain T is satisfied. As for a
hole to occupy a lower state M from initial state N is
more probable than to occupy state L if the condition
EI(N → M)(≤ 0) < EI(L → M)(≤ 0) at certain T
is satisfied.
2Proposition 2 Let the energy function, E = E0 ± ξ =
Ekin + V (x), therefore
Hˆϕ = (E0 ± ξ)ϕ. (6)
Remark 3 From Eq. (6), the total energy is given by E
= E0 ± ξ, and this is not an approximation.
Proof. Assume a solution for Eq. (6) at n = 0 state
(ground state) in the form of ϕn=0(x) = C exp[−ax2]






















On the other hand, we can rewrite Eq. (6) to get
∂2ϕ
∂x2
= −k2ϕ = −2m
~2





= E0 ± ξ = ~
2
2m
[k20 ± k2ξ ]. (9)
k2 = (2m/~2)[E0 ± ξ]. E and E0 in a given system
range from +∞ to 0 for electrons and 0 to −∞ for
holes that eventually explains the ± sign in ξ. Using
Eqs. (1), (6), (8) and (9), we obtain a = 12 (k
2


































(k20 ± k2ξ )x2
]
. (11)
Now, we compare Eq. (11) with Eq. (7). In doing so,
we can show that the ground state energy,
1
2












Proposition 3 Using Eqs. (1), (2) and (6), the potential
energy is also given in terms of E0 ± ξ.
Example 1 From Eq. (11) the harmonic oscillator










(E0 ± ξ)2x2 − (E0 ± ξ)
]
ϕ. (13)




(E0 ± ξ)2x2. (14)







~(k20 ± k2ξ )x
]2]
. (15)
∴ the ladder operator can be written as
a± = A
[ ∓ ipˆ+ ~(k20 ± k2ξ )x]. (16)
A ∈ R is a factor that will be derived to prove Propo-
sition 3. Taking K = ~(k20 ± k2ξ ), we get
a± = A[∓ipˆ+Kx]. (17)
Since the commutation relation [4], [x, pˆ] = i~, then
[a−, a+] = 2A
2Kh = 2A2~2(k20 ± k2ξ ) = −[a+, a−]. (18)









































































Hˆ + 2(E0 ± ξ)
]
ϕ
= a+Hˆϕ+ a+2(E0 ± ξ)ϕ
= [E0 ± ξ + 2(E0 ± ξ)] a+ϕ⇔ Hˆϕ = (E0 ± ξ)ϕ.
(22)
Subsequently, Hˆ(a−ϕ) = [E0 ± ξ − 2(E0 ± ξ)] a−ϕ.
Applying the condition [4] for the ground state, ϕn=0
such that
a−ϕn=0 = 0, (23)
























= E0 ± ξ. (24)
Recall that E0 is the energy at T = 0 and En=0 denotes
the energy at n = 0 state. Finally, utilizing Eqs. (24) and
Eq. (22), we obtain
En = (1 + 2n)(E0 ± ξ). (25)
Subsequently, we find that (using Eqs. (23) and (25))
a+a−ϕn = nϕn ⇔ a−ϕn=0 = 0 and a−a+ϕn =































|ϕn|2dx. As a result of





























































From Eq. (25), we know that
〈V (x)〉 = 1
2
(1 + 2n)(E0 ± ξ), (29)
the other half is due to kinetic energy [4]. Putting






(1 + 2n)(E0 ± ξ), (30)
Therefore A2 = 12K~ . Hence, the commutation relation
given in Eq. (17) can be rewritten as
[a−, a+] = 2A
2Kh = 1 = −[a+, a−]. (31)
As a result of this, indeed the potential energy is given
in terms of E0 ± ξ from Eq. (29).






















Hence, it is clear from Eq. (32) and (33) that the
energy parameter, ~ω has been parameterized in accor-
dance with the identity derived in Eq. (12). As a matter
of fact, a± can be shown to be (from Eq. (33), using
Eq. (12)) a± =
[ ∓ ipˆ + mωx]/√2m~ω. In condensed











z is the averaged ionization energy
when V (x) = 0. The i ∈ N such that i = 1, 2, ..., z repre-
sent the first, second,... ionization energies in which, z is
the oxidation number of a particular ion. EI is actually
equal to the energy needed to ionize an atom or ion in a
crystal such that the electron is excited to a distance r.
The constant of proportionality, α as given in Eq. (34),
in its simplest form is given by











= α〈EI〉 ⇔ ∀ V (x) ∈ H. (35)






H is the Hilbert space. If the system require V (x) = 0,





〈EI〉 ⇔ α = 1. Hence, it is clear that EI is the energy
needed to ionize a valence electron, say from an isolated
atom (call it atom Be with 2s2 valence electrons) to r→
∞. If r→ finite, then the energy needed is proportional
to EI . If, V (x) 6= 0, then Eq. (35) can be used to predict
the energy needed to ionize the same electron above to
a distance, r. In order to understand this rationale, we
will rewrite Eq. (35) by substituting Eq. (29) at n = 0
state accordingly













~ω = E0 ± ξ. (36)
Therefore, it is clear that this particular electron (from
atom Be in a solid) needs an energy proportional to
ξBe = 〈EI〉 + ~ω/4 to get ionized to r → finite. Now,
imagine we switched to a different atom, call it atom
Mg, also from Group II with 3s2 valence electrons. By
doing so with the help of Eq. (36), we can get ξMg =
〈EI〉 + ~ω/4 6= ξBe. Hence, we propose, in accordance
with the ionization energy based hamiltonian as given in
Eq. (6) that the dominant factor, which influences the
inequality, ξMg 6= ξBe is 〈EMgI 〉 6= 〈EBeI 〉. Furthermore,
one can also rewrite Eq. (36) by employing the identity,
given in Eq. (12) to arrive at E0±ξ = Ekin+ 14~ω, there-
fore Ekin =
1
2~ω− 14~ω = 14~ω. As anticipated, E = Ekin
is the total energy when V (x) = 0 or the kinetic energy.
All the proofs and derivations presented thus far stand as
the formal justifications as to why iFDS was able to pre-
dict transport and dielectric properties of strongly cor-
related matter semi-quantitatively. Apart from the for-
mal justifications made from Eqs. (35) and (36), we also
strongly believe that this method is valid for any square
integrable V (x) because iFDS has been successful in var-
ious type of materials namely, high-Tc superconductors,
ferromagnets, ferroelectrics and diluted magnetic semi-
conductors, with consistent results [2, 3]. Obviously, we
cannot calculate the energy, ξ independently based on
this approach, because we still need to know V (x) and
EI at finite r, a priori. Nevertheless, one can find this
method useful either to complement results calculated
from First Principles or to explain experimental results.
In summary, we have shown that the Hamiltonian with
ionization energy gives the exact total energy, poten-
tial energy and the wave function as compared with the
standard Hamiltonian. Notice that the energy increment
based on Eq. (6) is 2n(E0 ± ξ) instead of n~ω and using
Eq. (12), we can show that 2n(E0 ± ξ) = 2n(1/2)~ω =
n~ω. Here, we have shown with proofs that Eq. (6)
is valid and can be reasonably approximated for any
unknown V (x), as long as V (x) is a square integrable
function. This approach has a potential application to
calculate transport properties in cuprates (High-TC su-
perconductors), manganites (ferromagnets) and diluted
magnetic semiconductors, as well as dielectric property
in ferroelectric oxides.
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