We redetermine the abundances of all iron group nuclei in the Sun, based on neutral and singly-ionised lines of Sc, Ti, V, Mn, Fe, Co and Ni in the solar spectrum. We employ a realistic 3D hydrodynamic model solar atmosphere, corrections for departures from local thermodynamic equilibrium (NLTE), stringent line selection procedures and high quality observational data. We have scoured the literature for the best quality oscillator strengths, hyperfine constants and isotopic separations available for our chosen lines. We find log Sc = 3.16 ± 0.04, log Ti = 4.93 ± 0.04, log V = 3.89 ± 0.08, log Cr = 5.62 ± 0.04, log Mn = 5.42 ± 0.04, log Fe = 7.47 ± 0.04, log Co = 4.93 ± 0.05 and log Ni = 6.20 ± 0.04. Our uncertainties factor in both statistical and systematic errors (the latter estimated for possible errors in the model atmospheres and NLTE line formation). The new abundances are generally in good agreement with the CI meteoritic abundances but with some notable exceptions. This analysis constitutes both a full exposition and a slight update of the preliminary results we presented in Asplund, , including full line lists and details of all input data we employed.
Introduction
Cosmic abundances of the transition metals Sc -Ni (21 ≤ Z ≤ 28) tend to form a 'peak' around iron. This behaviour approximately tracks the variation in average binding energy per nucleon with Z, and reflects the predominantly common origin of iron peak nuclei in core-collapse and thermonuclear supernovae (e.g. Pagel 1997 ). Variations of abundances within the group provide information on nuclear physics and the physical environments in which the elements were processed. To compare such analyses with theories of stellar structure and evolution, galactic chemical evolution, supernova nucleosynthesis and the formation history of the solar system, accurate solar abundances of the iron group elements are required. In this paper, we present a reanalysis of the solar composition of the iron peak elements Sc, Ti, V, Cr, Mn, Fe, Co and Ni, using a realistic 3D hydrodynamic solar model atmosphere.
This paper is part of a series detailing, and updating, the chemical composition of the Sun presented in Asplund et al. (2009, hereafter AGSS09) . This paper covers the iron group nuclei Sc -Ni. Scott et al. (2014, hereafter Paper I) deals with the intermediate-mass elements Na -Ca, whereas Grevesse et al. (2014, hereafter Paper III) is devoted to the heavy elements Cu -Th. Later studies will describe the analysis of the light elements C, N and O, as well as summarise and compare the solar photospheric abundances with the meteoritic evidence, indications from helioseismology and the solar neighbourhood. In an earlier series of papers Asplund et al. 2000b; Asplund 2000; Allende Prieto et al. 2001b , Allende Prieto et al. 2002 Asplund 2004; Asplund et al. 2005b; Scott et al. 2006; Asplund et al. 2005a, hereafter AGS05; Meléndez & Asplund 2008 ), we examined the abundances of all elements up to Ca, as well as Fe and Ni, using a predecessor of the current 3D solar model atmosphere. The only 3D solar analyses of any iron group elements to date have been of nickel ) and iron itself (Atroshchenko & Gadun 1994; Asplund et al. 2000a,b; Caffau et al. 2011 ; also the 1D calculations of Bergemann et al. 2012 based on an averaged 3D model).
In Sect. 2 we summarise the current state of knowledge about the solar abundances of the iron peak elements. We describe the observational data we employ in Sect. 3, then give brief recapitulations of our solar model atmosphere, line synthesis code (Sect. 4) and abundance calculations (Sect. 5) . In Sect. 6 we justify our selection of atomic data, spectral lines and non-LTE (NLTE) corrections. Our results are presented in Sect. 7, discussed in Sect. 8, compared to previous compilations in Sect. 9 and summarised in Sect. 10. 
Previous solar analyses of the iron group
Scandium: Earlier reference compilations of the solar composition (Grevesse & Sauval 1998, hereafter GS98; AGS05) included the scandium abundance log Sc = 3.05 ± 0.08 from Youssef & Amer (1989) , derived using spectrum synthesis of Sc ii lines and the Holweger & Müller (1974: hereafter HM) model atmosphere. A more recent study, adopted as the standard in Grevesse et al. (2007) , was that of Neuforge (1993) , who used the HM model with both Sc i and Sc ii lines. Despite using accurate oscillator strengths (the same values as we use in this paper in fact), abundance scatter was high (log Sc = 3.14 ± 0.12 for Sc i, 3.20±0.07 for Sc ii). The dominant ionisation stage of scandium is Sc ii, so one expects Sc ii lines to return the most reliable abundances. However, the Sc ii results could not be reconciled with the meteoritic value, nor could close agreement between ionisation stages be claimed. Zhang et al. (2008) performed a detailed analysis of NLTE effects on Sc i and Sc ii lines in the Sun, finding large NLTE corrections to abundances from Sc i lines. This finally reconciled abundances from the neutral and onceionised species: with the MAFAGS-ODF 1D model atmosphere (based on opacity distribution functions: ODF; Fuhrmann et al. 1997) , Zhang et al. found log Sc = 3.07-3.13, depending upon the oscillator strengths adopted.
Titanium: Blackwell et al. (1987) presented a thorough study of the solar abundance of Ti using a large number of Ti i lines with both the HM and marcs (Gustafsson et al. 1975 ) solar photospheric models (see Sect. 4) . These results were corrected by Grevesse et al. (1989) for a systematic shift in Ti i oscillator strengths of 0.056 dex (see Sect. 6.2.1), resulting in log Ti = 4.99 ± 0.04 with the HM model. With the marcs model, the result would have been 0.10 dex smaller. Using Ti ii (the dominant species) instead, along with the HM model, Bizzarri et al. (1993) found log Ti = 5.04 ± 0.04, in very good agreement with the Ti i result. The first NLTE analysis of the solar Ti abundance was performed by Bergemann (2011) , who found strong NLTE effects in Ti i line formation, and a severe dependence upon the adopted solar model atmosphere and rates of inelastic collisions with H i and e − . From Ti ii lines, Bergemann (2011) found a mean abundance of log Ti = 4.93-4.98, depending mostly on the adopted oscillator strengths. The most recent results are from Lawler et al. (2013) and Wood et al. (2013) , who found log Ti = 4.97 ± 0.04 and log Ti = 4.98 ± 0.03 from Ti i and Ti ii lines respectively, using spectrum synthesis with the HM model and new laboratory oscillator strengths.
Vanadium: The most recent derivations of the solar abundance of vanadium are due to Whaling et al. (1985, with V i and the HM model: log V = 3.99 ± 0.01) and Biémont et al. (1989, with V i, V ii and the HM model: log V = 4.00±0.02). The latter is the previously-adopted reference abundance (GS98; AGS05; Grevesse et al. 2007) , giving more weight to the V i data, which is derived from a much larger number of lines than the V ii result. The error estimate given is probably unrealistically low however, as we describe in Sect. 6.3.1. Both these studies assumed that V lines form in LTE. During the refereeing phase of our paper, we became aware of a recent determination of the solar V abundance using newly determined experimental transition probabilities for V ii (Wood et al. 2014a) . Using spectrum synthesis with the HM model for a set of 15 often heavily blended V ii lines, they estimated log V = 3.95 ± 0.01 (σ = 0.05 dex).
Chromium: Recent compilations (AGS05; Grevesse et al. 2007 ) recommended a Cr abundance of log Cr = 5.64 ± 0.10, derived from two papers. Using various g f -values available at the time, Biémont et al. (1978) found log Cr = 5.67 ± 0.03 with Cr i lines and the HM model, and log Cr = 5.64 ± 0.03 using the VAL (Vernazza et al. 1976 ) model. Blackwell et al. (1987) , using the accurate g f -values measured at Oxford and different solar spectra, found log Cr = 5.68 ± 0.06 with the HM model. As for Ti i, with the marcs model this would have been 0.10 dex smaller. Sobeck et al. (2007) measured new g f -values for Cr i lines (see Sect. 6.4.1) and used them to revise the solar abundance assuming LTE. When two highly discrepant outlying lines are removed, the results are log Cr = 5.64 ± 0.05 with the HM model and log Cr = 5.53 ± 0.05 with marcs. Sobeck et al. also used a small number of Cr ii lines with g f -values from Nilsson et al. (2006) . These lines lead to higher abundances and much larger dispersions: log Cr = 5.77 ± 0.13 (HM) and log Cr = 5.67 ± 0.13 (marcs). Bergemann & Cescutti (2010) investigated NLTE effects in solar Cr line formation for the first time, finding corrections of order +0.05-0.10 dex to abundances from Cr i with the 1D MAFAGS-ODF model. Using Cr ii lines and g f -values from Nilsson et al. (2006) , Bergemann & Cescutti confirmed the high abundance and large scatter seen by Sobeck et al. (2007) . With the complete exclusion of inelastic collisions with hydrogen, chosen so as to satisfy Cr ionisation balance for the Sun and a number of late-type stars, they also found a high abundance from Cr i: log Cr = 5.74 ± 0.05.
Manganese: Previous reference solar manganese abundances (GS98; AGS05; Grevesse et al. 2007 ) came from Booth et al. (1984b) , who found log Mn = 5.39 ± 0.03 using the HM model and Mn i lines. The derived abundance is almost 3σ below the meteoritic value (Lodders et al. 2009 ), quite a striking discrepancy when one considers that agreement between photospheric and meteoritic values is typically quite good (cf. Anders & Grevesse 1989 , hereafter AG89; AGSS09; Lodders et al. 2009 ). The errors on the photospheric value have probably been underestimated however, as revealed by a detailed investigation of Mn i oscillator strengths and line selection (Sect. 6.5.1). Bergemann & Gehren (2007) made a detailed NLTE analysis of a large number of Mn i lines in the solar flux spectrum, showing that NLTE abundance corrections are of order +0.08 dex for solar lines. Their analysis with the MAFAGS-ODF model produced an abundance of log Mn = 5.36 ± 0.10. This work was subsequently revised with improved oscillator strengths by Blackwell-Whitehead & Bergemann (2007) , giving log Mn = 5.37 ± 0.05 with the same model. Using the HM model, the result was log Mn = 5.46 ± 0.08, in reasonable agreement with the meteoritic value but exhibiting an uncomfortably high scatter.
Iron: Grevesse & Sauval (1999) and Asplund et al. (2000b) summarised the long and well-known debate as to whether the solar abundance of Fe is equal to or higher than seen in meteorites. Discrepant results in older studies of the solar Fe abundance using 1D solar models appeared to be due to differences in the adopted g f -values, equivalent widths, microturbulent velocities and collisional damping parameters, as well as differences in computer codes. Grevesse & Sauval (1999) succeeded in reconciling LTE abundances from Fe i and Fe ii lines by modifying the temperature structure of the HM model, so as to remove the observed trend with excitation potential in abundances from Fe i lines.
The first pioneering work aimed at determining the solar Fe abundance using a 3D solar model that we are aware of was by Atroshchenko & Gadun (1994) , who used two different 3D models (with what nowadays is obviously very modest numerical resolution and simplified radiative transfer). Perhaps not surprisingly, their derived Fe abundance showed a large difference between Fe i (log Fe ≈ 7.0) and Fe ii (log Fe ≈ 7.6) lines when using either equivalent widths or line depths. Asplund et al. 2 Scott et al.: Solar abundances II. The iron group (Sc to Ni) (2000b) analysed Fe i and Fe ii lines with a more realistic 3D model, albeit still in LTE. They found abundances from weak Fe i lines to be independent of the excitation energy, and in very good agreement with both Fe ii results and the meteoritic abundance: log Fe = 7.45 ± 0.05. Both Grevesse & Sauval (1999) and Asplund et al. (2000b) found that abundances derived from Fe ii lines, using g f -values available at the time, showed a very large scatter, 0.10 dex. Caffau et al. (2011) analysed a set of Fe ii lines using a 3D solar model computed with the CO 5 BOLD code Freytag et al. (2002) and improved g f -values from , finding log Fe = 7.52 ± 0.06. Mashonkina et al. (2011) and Bergemann et al. (2012) carried out NLTE calculations of Fe line formation, using the most up-to-date theoretical and experimental atomic data to construct their model atoms. Mashonkina et al. (2011) , using the MAFAGS-OS 1 models, obtained log Fe = 7.56 ± 0.09 from Fe i lines, and rather discrepant results from Fe ii lines (7.41-7. 56 dex depending on the adopted g f -values). Bergemann et al. (2012) also investigated NLTE Fe line formation with the marcs and 3D (Sect. 4) model atmospheres, finding values fully consistent with the meteoritic abundance, and, in view of the small NLTE effects for the Sun, with the result of Asplund et al. (2000b) . With the 3D model, they found a mean abundance of log Fe = 7.46 ± 0.02 dex.
Cobalt: The Co content of the Sun was derived by Cardon et al. (1982) under the assumption of LTE using Co i lines, giving log Co = 4.92 ± 0.08 with the HM model atmosphere. This was the reference value adopted by AG89, GS98, AGS05, Grevesse et al. (2007) and Lodders et al. (2009) , although it only overlaps the meteoritic value because of the rather large errors. Recently, re-analysed a series of Co lines in flux, taking into account departures from NLTE. They found large NLTE corrections, of order +0.15 dex. Using a MAFAGS-ODF solar photospheric model, they derived an NLTE Co abundance of log Co = 4.95 ± 0.04.
Nickel: We recently provided a revised solar nickel abundance in the context of the Ni-blended forbidden oxygen line at 630 nm . Using the 3D model of Asplund et al. (2000a) , that analysis gave log Ni = 6.17 ± 0.05. Here we update those results using an improved 3D solar model atmosphere (AGSS09; Paper I). Wood et al. (2014b) found log Ni = 6.28 ± 0.06 by employing spectrum synthesis of Ni i lines, the HM model and new laboratory oscillator strengths. The previous reference solar Ni abundance (Grevesse & Sauval 1998; Asplund et al. 2005a; Grevesse et al. 2007 ) was log Ni = 6.25±0.09, from an HM-based analysis of Ni i by Biémont et al. (1980) .
Observations
We compared theoretical line profiles to the Fourier Transform Spectrograph (FTS) spectral intensity atlas of Brault & Neckel (1987 , see also Neckel 1999 at solar disk-centre (µ = 1). We removed the solar gravitational redshift of 633 m s −1 from the observed spectrum, and convolved simulated profiles with an instrumental sinc function of width ∆σ = c R = 0.857 km s −1 , reflecting the FTS resolving power R = 350 000 (Neckel 1999) .
Our adopted equivalent widths are the integrated values we previously obtained in full χ 2 -based profile fits, using the earlier version of the 3D model ) and the observed FTS spectrum of Brault & Neckel (1987) . We masked sections of profiles perturbed by nearby lines from the fitting procedure. 1 MAFAGS-OS models are successors to MAFAGS-ODF models by Fuhrmann et al. (1997) , relying on opacity sampling instead of ODFs.
We fitted local continua independently using nearby clear sections of the spectrum. We were sure to use the same spectral regions to integrate both the observed and theoretical profiles. As a cross-check, we also directly measured the equivalent widths of all lines on two different disc-centre solar atlases: the FTS atlas mentioned above (Brault & Neckel 1987) , and the atlas of Delbouille et al. (1973) recorded with a classical double-pass spectrometer at the Jungfraujoch high-altitude station. We noted excellent agreement between these two sets of measurements, and with the equivalent widths derived from the fitted 3D profiles (i.e. to within 1-2%). In order to ensure that our 1D and 3D abundances were derived consistently, for the 1D analyses we used the same equivalent widths as in the 3D analysis (i.e. those arising from the earlier 3D line profile fits).
Solar model atmospheres and spectral line formation
We use the improved 3D model atmosphere introduced in AGSS09 and described in more detail in Paper I. We carried out comparative calculations with four 1D models: HM, marcs (Gustafsson et al. 1975; Asplund et al. 1997; Gustafsson et al. 2008) , miss (Allende Prieto et al. 2001a ) and 3D . The 3D model is a temporal average of the 3D model, contracted into the vertical dimension with horizontal averages taken over surfaces of common optical depth. The reader is directed to Paper I for further details of these model atmospheres. We obtain NLTE abundances by applying NLTE corrections to the values we obtained in LTE.
2 This is not strictly correct unless full 3D NLTE calculations are carried out; for computational reasons, this is not the case for any of the elements we investigate here. 3D NLTE line formation is still very challenging, and only very few such studies have been undertaken to date (e.g. Asplund et al. 2004; Pereira et al. 2009; Lind et al. 2013 ). Instead, we apply NLTE abundance corrections computed using 1D model atmospheres. For most elements (Ti, Cr, Mn, Fe, Co), we computed NLTE corrections for solar disk-centre intensity profiles of the selected lines, using the HM, marcs, and 3D models. For calculating 3D+NLTE abundances we adopt offsets computed with the 3D model, which we expect to be a close approximation to the full 3D NLTE problem, given that radiative transfer proceeds primarily vertically. For miss we adopt the offsets computed with the HM model. We performed statistical equilibrium calculations with the DETAIL code (Giddings 1981; Butler & Giddings 1985) . For Sc, we rely on NLTE corrections from the literature, while V and Ni have not been exposed to a NLTE study. Our NLTE calculations are described in detail in Sect. 6.
We do not discuss the NLTE line formation in detail in this work, as this aspect has been extensively discussed previously (e.g. Bruls 1993; Bergemann & Gehren 2007; Zhang et al. 2008; Bergemann & Cescutti 2010; Bergemann 2011; Bergemann et al. 2012) , along with descriptions of the adopted atomic models. In short, the Fe-group elements are predominantly singly-ionised in the solar atmosphere, and departures from LTE are significant only for the neutral species, which are overionised. NLTE effects on the lines of singly-ionised atoms are typically negligible. One remaining uncertainty in NLTE calculations is the unknown cross-sections for inelastic collisions between hydrogen and the element in question. In the absence of quantum mechanical calculations that still only exist for lighter elements, most NLTE studies rely on the classical and therefore uncertain formula of Drawin (1969) , which at best should be considered an order-of-magnitude estimate. Therefore, a scaling factor S H for the Drawin crosssections is used. At least with iron lines and averaged 3D models, the unscaled Drawin formula (S H = 1) leads to ionisation balance and consistent inferred effective temperatures and surface gravities across a substantial sample of metal-poor stars (Bergemann et al. 2012) . Wherever possible, we therefore prefer to use S H = 1 for iron-group elements; we do this for all elements where we calculate our own NLTE abundance corrections (Ti, Cr, Mn, Fe and Co). For Sc, not having a model atom of our own to draw on, we must rely on results from the literature assuming S H = 0.1 (Zhang et al. 2008) . Indeed, this parameter remains quite uncertain, and will likely differ across lines, elements and stars. In the absence of detailed quantum mechanical calculations to rely on, or better, solar observations to guide our choices, our selection is by necessity somewhat arbitrary. However, we argue that it is a reasonable approach to adopt the same scaling factor S H for all Fe-peak elements as empirically estimated for Fe. Reliable atomic physics computations are urgently needed for inelastic H collisions, not only for these but also other elements.
Abundance calculations
We derived abundances as per Paper I: by matching equivalent widths of simulated and observed line profiles, and including isotopic and hyperfine components in our calculations as blends.
As in Paper I, the final uncertainties of our 3D+NLTE abundance results are the sum in quadrature of a systematic term and a statistical one. We take the statistical term to be the standard error of the mean abundance. We calculate the systematic term as the sum in quadrature of uncertainties due to the mean temperature structure (half the mean difference between the 3D and HM results), atmospheric inhomogeneities (half the mean difference between the 3D and 3D results), and departures from LTE (the greater of 0.03 dex and half the mean NLTE correction).
Atomic data and line selection
For each element and ionisation stage, we performed an extensive search of the atomic literature for the most reliable oscillator strengths, hyperfine splitting constants, isotopic separations, wavelengths, excitation potentials, transition designations and partition functions. We preferred to make our own independent critical selection rather than relying on any existing compilation, though the NIST Atomic Transition Probability Bibliographical Database (Fuhr et al. 2007 ) proved invaluable for this task. We used the compilations of Martin et al. (1988) , Fuhr et al. (1988) , Doidge (1995) and especially Morton (2003) as guides and secondary comparators.
We extracted radiative broadening parameters from the Vienna Atomic Line Database (VALD, Kupka et al. 1999) . We treated collisional broadening of neutral lines via the AnsteeBarklem-O'Mara technique (Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998 ). The broadening parameters σ and α we used were previously calculated for many individual lines (Barklem et al. 2000) . For others we interpolated within the tables of Anstee & O'Mara (1995) or Barklem & O'Mara (1997) . No such data exist for ionised iron-peak elements except iron itself (Barklem & Aspelund-Johansson 2005) , so we employed the classical Unsöld (1955) broadening recipe for such lines, with an enhancement factor of 2.0. The same is true for the small number of neutral lines that lie outside the Anstee-Barklem-O'Mara tables. This scaling factor reflects the approximate proportionality typically seen between accurate modern broadening calculations and the Unsöld (1955) treatment, as observed over a large range of lines for which modern data are available. We note that most of the lines for which we have to resort to using scaled Unsöld (1955) broadening are weak and thus insensitive to the adopted damping.
We typically only used a line if it had a g f -value available from the source that we deemed most reliable. Each candidate line was checked for blends, by inspection of the solar spectra (Brault & Neckel 1987; Delbouille et al. 1973 ) and the tables of Moore et al. (1966) . Line strengths were also checked in Moore et al. (1966) , and only lines weaker than ∼60 mÅ were generally allowed; in some circumstances, these requirements were relaxed slightly. 3 The selected lines were assigned a relative ranking from 1 to 3 based upon their appearance in the observed spectrum, with rankings sometimes also adjusted to reflect differences in uncertainties in atomic data. These rankings were used to weight the contribution of each line to mean abundances. Note that the rankings are only indications of relative merit within a line list, so the same rank for lines of different species does not necessarily imply the same line quality.
Our adopted lines, oscillator strengths, NLTE corrections, equivalent widths, excitation potentials and derived abundances for all elements are given in Table 1 . We provide isotopic and hyperfine splitting data separately in Table 2 . The isotopic ratios given for individual elements are taken from AGSS09, but the original data are the terrestrial ratios recommended by Rosman & Taylor (1998) . Our chosen partition functions are from Barklem & Collet (in preparation) , and our ionisation energies from NIST data tables. These data are given in Table 3 .
Scandium
Wavelengths, excitation potentials and transition identifications come from Kaufman & Sugar (1988) for Sc i, and from Johansson & Litzén (1980) for Sc ii. Scandium exhibits hyperfine but not isotopic structure, as it has just one stable isotope (Rosman & Taylor 1998): 45 Sc, with spin I = 7 2 .
Oscillator strengths
For both Sc i and Sc ii, we prefer the g f -values of Lawler & Dakin (1989) . These authors obtained emission FTS branching fractions (BFs), which they set to an absolute scale using the time-resolved laser-induced fluorescence (TRLIF) lifetimes of Marsden et al. (1988) . These techniques are currently the most accurate means available for determining relative spectral intensities and radiative lifetimes respectively, and their combination is the most reliable way of determining absolute atomic g f -values. For Sc ii, accurate lifetimes are also available from Vogel et al. (1985) , where results are in excellent agreement with those of Marsden et al. (1988) ; using the former or the latter data would result in g f -values differing by less than 0.01 dex. Three very good solar lines (624.56, 630.07 and 632.08 nm) were not measured by Lawler & Dakin (1989) . We derived g f -values for these lines from existing experimental (Corliss & Bozman 1962, CB) and theoretical ) data, using the lifetimes of Vogel et al. (1985) for normalisation. However, the resulting scatter in the abundances from these lines (with all models) left us ultimately unconvinced as to the accuracy of the oscillator strengths, so we chose to discard these lines.
Hyperfine structure
The HFS of Sc i has been studied extensively. The atomicbeam magnetic-resonance technique (ABMR; also known as laser-rf double resonance or ABMR-LIRF when detected using laser-induced resonance fluorescence) was employed by to give highly accurate data for the 3d4s 2 2 D 3/2, 5/2 levels. For the 3d4s4p levels, the data with lowest uncertainties are the FTS results of Aboussaïd et al. (1996) . In some cases Aboussaïd et al. (1996) provide more than one measurement for a given level; we take the average of these measurements, weighted according to their uncertainties. For the ( 3 F)4s 2 F 5/2, 7/2 levels, theoretical results presented by Başar et al. (2004) are the only data available. also presented ABMR data for the ( 3 F)4s 4 F 3/2, 9/2 levels. We note that optogalvanic spectroscopy (OGS) data presented by Singh et al. (1991) for the ( 1 D)4s 2 D 3/2, 5/2 levels are not reliable, due to errors in their relative intensity formula pointed out by Aboussaïd et al. (1996) , and confirmed by Bieron et al. (2002) and Başar et al. (2004 Work on the HFS of Sc ii is rather less common. The most recent and accurate data that we could find come from Villemoes et al. (1992) and Mansour et al. (1989) , the latter of whom employed the ultra-high-resolution ABMR technique. We use the results of both these studies where available, adopting an average weighted according to the stated uncertainties; in practice this means that the results of Mansour et al. (1989) dominate due to their smaller error bars. Where data are not available from both Villemoes et al. (1992) and Mansour et al. (1989) , we turn to each of these studies individually, followed by the experiments of Young et al. (1988) and then Arnesen et al. (1982) . Apart from the recent work by Zhang et al. (2008) , previous determinations of the solar Sc abundance have not considered the effects of HFS in Sc i, and only incompletely considered the effects in Sc ii.
NLTE corrections
NLTE formation of solar Sc i and Sc ii lines has been thoroughly investigated by Zhang et al. (2008) , using the MAFAGS-ODF model. As might be expected from the minority status of neutral Sc in the Sun and its quite low ionisation potential (6.56 eV), Zhang et al. (2008) found very large NLTE corrections to Sc i abundances: about +0.15 dex for flux profiles of the lines of interest in our analysis, when employing the standard Drawin (1969) recipe for treating collisions with hydrogen rescaled by a factor S H = 0.1. Corrections to Sc ii abundances were less severe (about −0.01 dex for lines of interest to us). In the absence of any calculations for intensity profiles and/or in 3D, we simply adopt these results for disk centre in Table 1 , noting that this way the NLTE corrections may be slightly overestimated. For lines not studied by Zhang et al. (2008) , given the size of corrections and the error likely induced by neglecting NLTE, we use the typical correction observed with similar lines. Although we have NLTE corrections available in both flux and disk-centre intensity for most other iron-group elements, we choose not to rescale the NLTE flux corrections for Sc by the mean ratio of those corrections in order to estimate intensity corrections. This is because the ratio of intensity to flux corrections, although sometimes substantially less than 1, is quite line specific; the line-to-line scatter in this ratio, across other elements, is actually comparable to the offset of the mean ratio from 1. Dedicated calculations of Sc NLTE intensity abundance offsets, for the lines and model atmospheres that we employ here, would be most welcome.
Line selection
We applied our line selection criteria (see the beginning of this Section) to all Sc i and Sc ii lines in the solar spectrum measured by Lawler & Dakin (1989) . We also compared with the previous work of Biémont (1974) , Neuforge (1993) , Youssef & Amer (1989) and Reddy et al. (2003) , retaining the five Sc i and nine Sc ii lines given in Table 1 . We note that the g f -value of the very good Sc ii line at 660.5 nm has a large uncertainty (>40%; Lawler & Dakin 1989) . Rather than exclude this line, we reduced its weight (as indicated by the asterisk beside its weight in Table 1 ).
Titanium
Our adopted wavelengths, transition designations and excitation potentials for Ti i come from Forsberg (1991) . For Ti ii, we took wavelengths from Pickering et al. (2001 , with erratum: Pickering et al. 2002 where possible, based upon unpublished work of Zapadlik et al. in Lund. Otherwise, wavelengths came from Huldt et al. (1982) , as did all excitation potentials and transition identifications. Ti has five stable isotopes (Rosman & Taylor 1998) Salih & Lawler (1990) and Lawler (1991) , respectively. Lawler et al. (2013) have recently expanded and improved the work of Nitz et al. (1998) , providing accurate oscillator strengths for nearly a thousand lines by combining their FTS and eschelle BFs with the lifetimes of Salih & Lawler (1990) and Lawler (1991) . Grevesse et al. (1989) earlier produced accurate g f values by renormalising the relative oscillator strengths of Blackwell et al. (1982a Blackwell et al. ( ,b, 1983 Blackwell et al. ( , 1986c , which had been obtained by absorption spectroscopy in the Oxford furnace. As opposed to the original Oxford works, in which relative oscillator strengths were set to an absolute scale using less accurate beam-foil lifetimes from Roberts et al. (1973) and the absolute data of Bell et al. (1975) , Grevesse et al. (1989) set their new values to an absolute scale using the accurate TRLIF lifetimes of Rudolph & Helbig (1982) .
We prefer the data of Lawler et al. (2013) where possible, but we also performed some preliminary calculations of abundances arising from lines in common between Nitz et al. (1998) , Blackwell-Whitehead et al. (2006) High-quality Ti ii oscillator strengths are available from the FTS BFs and TRLIF lifetimes of Bizzarri et al. (1993) , and the extensive FTS and eschelle work by Wood et al. (2013) . The FTS study of Pickering et al. (2001) also produced g f -values for many lines, where fractions for some branches were completed using theoretical oscillator strengths of weak lines from . Pickering et al. set different BFs to an absolute scale using either the Bizzarri et al. lifetimes or lifetimes derived from the theoretical Kurucz g f -values. Our preliminary investigations with lines common to the lists of Bizzarri et al. (1993) and Pickering et al. (2001) 
Isotopic and hyperfine structure
Much complimentary data exist on the isotopic splitting of Ti i lines, though unfortunately only for two of the lines we use here. The data we use come from laser fluorescence spectroscopy (LFS, also known simply as laser-induced fluorescence, LIF; Gangrsky et al. 1995) . We prefer the data of Gangrsky et al. over the less accurate work of Cruz et al. (1994) and previous results from the same group (Anastassov et al. 1994) . Isotopic separations can be estimated for many of our our chosen Ti ii lines using the LFS measurements of Nouri et al. (2010) .
It has been consistently found that the hyperfine A constants for 47 Ti and 49 Ti are essentially equal, and B(47)/B(49) ≈ 1.22, for all levels (Channappa & Pendlebury 1965; Aydin et al. 1990; Stachowska et al. 1994; Gangrsky et al. 1995) . We therefore use the experimental values for the relevant isotope where available, but use rescaled experimental data from the other where it does not exist for both isotopes. Data on hyperfine structure for the Ti i lines for which we have isotopic information are best obtained from Gangrsky et al. (1995) and Aydin et al. (1990) . In cases of overlap, the ABMR data of Aydin et al. have smaller uncertainties than those of Johann et al. (1981) , whereas the LFS data of Gangrsky et al. is preferable to Aydin et al.'s LFS. LFS data from Jin et al. (2009) is of similar quality to, and agrees well with, that of Gangrsky et al. (1995) . The only HFS data on Ti ii are the experimental ABMR and corresponding theoretical values produced by Berrah-Mansour et al. (1992) , and the LFS data of Nouri et al. (2010) .
NLTE corrections
The NLTE line formation of Ti lines has been extensively discussed by Bergemann (2011) . Our NLTE calculations rely on the same model atom, although we adopt a different scaling factor to the Drawin (1969) formula for inelastic H i collision crosssections (S H = 1 rather than S H = 3; cf Sect. 4). We computed Ti i NLTE abundance corrections for disk-centre intensity with the 3D , marcs and HM 1D model atmospheres; we adopt the 3D results as an approximation to the real 3D NLTE corrections. It is interesting that even with the relatively large value S H = 1, the resulting NLTE corrections for the Ti i lines are significant. For the 3D model, they range from 0.04 to 0.09 dex, whereas the use of the HM model reduces them by a factor of two, mainly because its reduced temperature gradient makes over-ionisation less pronounced. Bergemann (2011) found minimal NLTE effects on the relatively weak Ti ii lines we consider, so we simply adopt the LTE results for this species.
Line selection
We applied our selection criteria to numerous solar lines, including those used in previous works by Blackwell et al. (1987) , Reddy et al. (2003) and Bizzarri et al. (1993) . We ultimately retained 34 lines of Ti i and 14 of Ti ii (Table 1) . Twenty-four of our Ti i lines we included by Lawler et al. (2013) .
Vanadium
For V i we sourced wavelengths and excitation potentials from Davis & Andrew (1978) , calculating wavelengths of missing lines from the stated energy levels. We adopted transition identifications from Whaling et al. (1985) , with corrections to V i 573.1 nm and V i 609.0 nm following consultation with Davis & Andrew and Martin et al. (1988) . V ii wavelengths and transition identifications came from Biémont et al. (1989) , with excitation potentials from Sugar & Corliss (1985) .
Vanadium has two stable isotopes: 51 V (I = 7/2) and 50 V (I = 6). The isotopes are present in the ratio 51 V / 50 V ≈ 400 on Earth (Rosman & Taylor 1998) ; because of this large ratio, isotopic structure is of no importance for vanadium lines. V i and V ii lines are given in Table 1 with corresponding atomic data.
Oscillator strengths
The best V i oscillator strengths available are those of Whaling et al. (1985) , who measured both TRLIF lifetimes and FTS BFs. In some cases we correct this data for arithmetic errors in converting from BFs to transition probabilities, as per Martin et al. (1988) . There are also a few accurate g f -values from Doerr et al. (1985) , who combined TRLIF lifetimes with BFs from hook absorption and hollow cathode emission. We prefer the data of Whaling et al. (1985) , as their lifetime uncertainties are lower than Doerr et al.'s, and obtaining BFs by FTS is generally considered the most reliable method available.
For V ii, until very recently the most accurate g f -values come from the FTS BFs and TRLIF lifetimes of Biémont et al. (1989) . In addition to their own, these authors drew on a large number of accurate TRLIF lifetimes measured by Karamatskos et al. (1986) to arrive at their final oscillator strengths. Karamatskos et al. (1986) had also obtained FTS BFs, and also produced mostly accurate g f values, but their results disagree with those of Biémont et al. (1989) Schade et al. (1987) also produced TRILF lifetimes, which agree nearly perfectly with those of Karamatskos et al. (1986) , and exhibit similar errors. Biémont et al. (1989) preferred the lifetimes of Karamatskos et al. (1986) because they were more extensive, but also because in the one case of disagreement, the errors of Karamatskos et al. are smaller. During the final stages of refereeing of our article, we became aware of new experimental FTS+LIF measurements of V ii transition probabilities for a large number of UV/optical lines by the Wisconsin group (Wood et al. 2014a) . Without a doubt, these should be the most accurate V ii data available now. Although it was too late to adopt these new g f -values, below we discuss how our results would have changed had we done so.
By comparing the claimed uncertainties of the vanadium abundances stated by Biémont et al. (1989) with the internal uncertainties of the sets of g f -values used to derive the abundances, we note that the uncertainty of their vanadium abundance is almost certainly underestimated.
Hyperfine structure
Quite a lot of good data exists on the HFS of V i, with little overlap between the levels investigated by different authors. Based on the uncertainties assigned to levels common to different studies, we placed the data into a preferential tier system. In this system, no tier contained more than one value for any given level. In the top tier were the ABMR and LFS data of Childs et al. (1979) , the ABMR results of El-Kashef & Ludwig (1992), Unkel et al. (1989) , Johann et al. (1981) and , and the FTS data of Palmeri et al. (1997) . The second tier consisted of an earlier FTS study by Palmeri et al. (1995) and the crossedbeam results of Cochrane et al. (1998) . On the third tier were additional results from Unkel et al. (1989) using LFS, FTS data of Lefèbvre et al. (2002) and Doppler-free LFS results from Gough et al. (1985) . Whaling et al. (1985) and Biémont et al. (1989) included the effects of HFS in their analysis of V i, though we are now able to draw upon better HFS data.
Until the recent fast-ion-beam LFS work of Armstrong et al. (2011) , no HFS data existed in the literature for ionised vanadium. Biémont et al. (1989) estimated hyperfine broadening of V ii lines empirically, adding multiple line components by eye to approximately reproduce line shapes and sufficiently desaturate modelled solar lines. We have done something similar for the one line (399.7 nm) where HFS data are not available from Armstrong et al. (2011) , iteratively altering the hyperfine A constants of the two levels involved until we achieved a synthetic spectral line that looked qualitatively similar to the observed line. To account for the effects of convective velocities upon line shapes, it was necessary to use a 3D model for this exercise. Due to the computational demands of recalculating the radiative transfer every time however, we performed these calculations on a single snapshot of the earlier 3D model only. 4 The results of this estimation procedure, along with all other data pertaining to our chosen V i and V ii lines, are given in Table 1 .
NLTE corrections
NLTE formation of solar vanadium lines has not yet been investigated. Like Sc, Ti and Cr, the rather low ionisation energy of V means that it is predominantly singly-ionised in the solar atmosphere. As the minority species, V i is expected to exhibit significant NLTE effects. In the absence of any better guidance, we adopt a blanket NLTE correction of +0.1 dex for all V i lines; this is of a similar order as the mean NLTE offsets observed in Sc i (+0.15 dex), Ti i (+0.06 dex) and Cr i (+0.03 dex). A dedicated NLTE study of V is sorely needed.
Line selection
We retained 32 V i lines (Table 1 ) from previous analyses by Biémont (1978) , Whaling et al. (1985) , Reddy et al. (2003) and McWilliam & Rich (1994) . The solar V ii lines are very poor quality, because of severe blending, and are ultimately only really useful as weak supporting indicators of the solar vanadium abundance. After careful analysis of various lines used by Youssef & Amer (1989) , Biémont et al. (1989) and McWilliam et al. (1995) , we choose to keep only the five lines in Table 1 .
Chromium
We sourced Cr i and Cr ii excitation potentials from Sugar & Corliss (1985) , and used them to calculate wavelengths. Where possible, we took transition identifications from Sobeck et al. (2007) for Cr i and Nilsson et al. (2006) for Cr ii. Otherwise, we sourced transitions from VALD and checked them against the NIST database (Yalchenko et al. 2007 ). Chromium has four stable isotopes (Rosman & Taylor 1998): 50 Cr (4.3%), 52 Cr (83.8%), 53 Cr (9.5%) and 54 Cr (2.4%). Only 53 Cr has non-zero nuclear spin (I = 3 2 ).
Oscillator strengths
Highly accurate Cr i oscillator strengths have been produced by Sobeck et al. (2007) , who measured FTS BFs and normalised them with the extensive, very accurate TRLIF lifetimes of Cooper et al. (1997) . Other accurate lifetimes have been measured by TRLIF Kwiatkowski et al. 1981; Kwong & Measures 1980; Measures et al. 1977 ) and levelcrossing (Becker et al. 1977) ; these data all agree well with Cooper et al.'s, and have comparable uncertainties. Other accurate g f -values were produced by Tozzi et al. (1985) , also based upon FTS BFs but normalised to Kwiatkowski et al.'s lifetimes, and Blackwell et al. (1984 Blackwell et al. ( , 1986b , who measured relative g fvalues using absorption spectroscopy and set them to an absolute scale with the lifetimes of , Kwiatkowski et al. (1981) and Becker et al. (1977) . To complete their systems of lines, Blackwell et al. also drew upon some of the relative oscillator strengths carefully measured by Huber & Sandeman (1977) using the hook method. Because they are all of high quality, we use g f -values from Sobeck et al. (2007) , Blackwell et al. (1984 Blackwell et al. ( , 1986b and Tozzi et al. (1985) without any preference for data from one source or another; where data overlap, we take the mean of the log g f -values available from each of these sources.
Oscillator strengths for Cr ii were recently produced by Gurell et al. (2010) and Nilsson et al. (2006) , who each combined their own FTS BFs with accurate TRLIF lifetimes; Gurell et al. (2010) used their own lifetimes, whereas Nilsson et al. utilised a mixture of TRLIF lifetimes from Schade et al. (1990) , Bergeson & Lawler (1993a) and their own work. Unfortunately, Gurell et al. (2010) measured no useful solar lines, and Nilsson et al. only very few of them. The small number of g f -values available from Nilsson et al. for good solar lines also return abundances that are highly inconsistent with each other. In the absence of any good g f -values for the unblended Cr ii lines in the solar spectrum, we default to using the theoretical Kurucz (2011) oscillator strengths. Given that the Kurucz g f -values are known to often be inaccurate, especially for weak transitions, this is not a satisfactory situation; high-quality atomic data is urgently needed for Cr ii.
Isotopic and hyperfine structure
The only data on the isotopic splitting of Cr i lines come from the recent LFS work of Furmann et al. (2005) and the much older Fabry-Perot spectroscopy of Heilig & Wendlandt (1967) ; we use the former. HFS of 53 Cr i has been measured very accurately with ABMR by Jarosz et al. (2007) . No data exist on the isotopic splitting of Cr ii lines, nor HFS of 53 Cr ii.
NLTE corrections
We computed Cr i NLTE abundance corrections in intensity at disk-centre, for the 3D , marcs and HM 1D model atmospheres, using the Cr model atom of Bergemann & Cescutti (2010) . For the majority of our Cr i lines, the corrections are in the range +0.02 to +0.04 dex for the 3D model, and typically a factor of two lower for the HM semi-empirical model. As for the other iron-peak elements except Sc (cf. Sect. 4), we used a scaling factor of S H = 1 to the Drawin (1969) recipe for inelastic collisions with H. Bergemann & Cescutti (2010) excluded inelastic H i collisions from their model atom (S H = 0), in order to obtain ionisation balance with MAFAGS-ODF model atmospheres in a larger sample of late-type stars. This, together with the fact that they considered flux spectra, explains the rather large differences (of order ∼0.1 dex) between our NLTE abundance corrections and theirs for solar Cr i lines. For Cr ii, Bergemann & Cescutti (2010) found that LTE is an excellent approximation even without inelastic hydrogen collisions; we therefore do not apply any NLTE corrections for Cr ii.
Line selection
Based on the solar analyses by Sobeck et al. (2007) and Biémont et al. (1978) , we selected the 29 best Cr i and 10 best Cr ii lines in the solar spectrum. These are given in Table 1 .
Manganese
We took Mn i wavelengths and transition designations from Adelman et al. (1989) , and excitation potentials from Corliss & Sugar (1977) . Mn has just a single stable isotope (Rosman & Taylor 1998): 55 Mn, with I = 5 2 . Mn i lines and atomic data used in the current study are given in Table 1 . None of the Mn ii lines that we investigated were ultimately of sufficient quality for abundance determination. Schnabel et al. (1995) , along with one other lifetime from the laser-excited delayed coincidence of Marek (1975) to produce accurate oscillator strengths. Blackwell-Whitehead et al. (2005b) used their own TRLIF lifetimes to also convert their BFs into accurate oscillator strengths, though for some levels slightly more accurate TRLIF lifetimes are also available from Schnabel et al. (1995) . Den Hartog et al. (2011) also measured TRLIF lifetimes with which to convert their BFs into very accurate g f -values, and averaged their data with previous accurate measurements in order to produce a set of recommended values.
Until these three recent studies, the most commonly used Mn oscillator strengths were those of Booth et al. (1984a) . These data were measured as a set of relative g f -values in the Oxford furnace and set to an absolute scale using the laser-excited delayed coincidence lifetimes of Becker et al. (1980) and Marek (1975) , as well as the phase-shift results of Marek & Richter (1973) . Booth et al. (1984a) measured three different systems of lines. The first system consisted of eight lines with excitation potentials of around 0 eV, and was set to an absolute scale using a single averaged lifetime from Marek (1975) and Marek & Richter (1973) . The second system (24 lines with excitation potential ∼2 eV) was normalised using an average of the absolute scales implied by lifetimes of six different levels, taken from Becker et al. (1980) . The 27 lines of the third system (with excitations ∼3 eV) were normalised using a pyrometry link to the second system, setting the two systems to the same absolute scale.
One concern with the g f -values of Booth et al. (1984a) were some odd discrepancies with the BFs derived earlier by Greenlee & Whaling (1979, GW) . There is no immediate reason for the BFs by GW to be unreliable. However, if one compares g fvalues given for the 3 eV lines by Booth et al. with g f -values for the same lines derived using GW BFs and either Becker et al. (1980) or Schnabel et al. (1995) lifetimes, an odd dichotomy appears. Whilst we expect both sets to be reliable, the g f -values of Booth et al. (1984a) are consistently ∼0.15-0.20 dex higher than the GW-Becker et al. or GW-Schnabel et al. values . This is confirmed when the g f -values of Blackwell-Whitehead & Bergemann (2007) are compared with the data of Booth et al. (1984a) : the values of Booth et al. are systematically larger, by 0.13 dex (±0.02). This is however not the case for the 2 eV system, where the two sets agree very well. These discrepancies have often been ignored in the literature.
The obvious question is whether the pyrometry link utilised by Booth et al. was indeed accurate, seeing as the discrepancy only exists for the 3 eV lines. It seems that poor pyrometry is an unlikely explanation for a ∼40% difference. Clearly something is amiss, but we cannot explain the discrepancy with any confidence. The confusion in the 3 eV oscillator strengths is our main reason for concluding that the stated uncertainty in the solar manganese abundance of Booth et al. (1984b, log Mn = 5.39 ± 0.03) probably substantially underestimated the true error. In the end, two of our adopted Mn i lines are affected by the uncertainties in the Booth et al. g f -values, as we explain below.
Wherever possible, we use the oscillator strengths of Blackwell-Whitehead & Bergemann (2007) Schnabel et al. (1995) . For the two good 3 eV lines (426.59 and 445.70 nm) measured only by Booth et al., we use the g f -values of Booth et al. but renormalise them to the absolute scale of Blackwell-Whitehead & Bergemann, i.e. decrease them by 0.13 dex. Consummate with this rather approximate g f derivation, we only give these lines a weighting of 1 in the final mean abundance. These lines are marked with asterisks in Table 1 . For the remaining line in the 2 eV system (542.0 nm), we continue to use the original oscillator strength of Booth et al. (1984a) .
Hyperfine structure
A wealth of data exists on HFS in Mn i, which we have classified into a similar tier system as for other elements. The best original data come from the extremely accurate spin-exchange results of Davis et al. (1971) , the ABMR of Johann et al. (1981) , ABMR by Dembczyński et al. (1979) , interference spectroscopy by Brodzinski et al. (1987) and laser-atomic-beam spectroscopy by Kronfeldt et al. (1985) . The second and third tiers consist of FTS and OGS data obtained by Blackwell-Whitehead et al. (2005a) and Başar et al. (2003) respectively. We do not use the B values of Başar et al. for the odd levels however, because in our opinion their accuracy is insufficient to clearly distinguish them from zero. The next most accurate data come from Lefèbvre et al. (2003) , followed by Luc & Gerstenkorn (1972) , Handrich et al. (1969) and Walther (1962) . The solar abundance determinations of Blackwell-Whitehead & Bergemann (2007) and Bergemann & Gehren (2007) include extensive HFS data from many of the sources listed above.
NLTE corrections
The NLTE formation of solar Mn i lines was considered by Bergemann & Gehren (2007) , using the 1D theoretical MAFAGS-ODF model atmosphere. Differences between the LTE and NLTE abundances determined using the solar flux spectrum were typically found to be around +0.07 dex for the lines of interest to us. We performed NLTE calculations with the same model atom, but adopted a scaling factor S H = 1 to the Drawin (1969) formula (cf. Sect. 4), instead of Bergemann & Gehren's default of S H = 0.05. We calculated corrections in disk-centre intensity with the 3D , marcs and HM 1D model atmospheres; as for other elements we adopt the 3D results as proxies for the 3D case. The NLTE abundance corrections depend on the line properties, i.e. upper and lower excitation potentials, equivalent width and HFS. For example, the saturated 408.2 nm line (E exc = 2.2 eV) has an NLTE correction of only +0.016 dex. In contrast, the 542.0 nm line, with roughly the same equivalent width but different upper level, has an NLTE correction of +0.07 dex. NLTE effects in the solar Mn i lines are not very sensitive to the adopted efficiency of inelastic hydrogen collisions. Reducing S H to 0.05 increases the NLTE corrections for all investigated lines by a maximum of ∼0.02 dex. Our adopted NLTE corrections are given in Table 1 .
Line selection
The 3 eV system yields better lines for solar abundance determination than the 0 eV or 2 eV systems, as the 3 eV lines are formed lower in the photosphere, and are therefore less prone to uncertainties associated with the temperature structure of the model atmosphere. Even amongst the 3 eV lines however, most usable Mn i lines are not particularly weak, so we were forced to consider mostly lines of intermediate strength. The large HFS of many of these lines should at least mitigate the effects of line strength, by desaturating profiles and lowering formation heights. Unfortunately, apart from Mn i 408.3 nm, all the lines with BFs available from Blackwell-Whitehead et al. (2005b) are too weak or blended to be useful in the Sun, so most of our chosen lines came from Blackwell-Whitehead & Bergemann (2007) . After considering previous solar abundance analyses (e.g. Blackwell et al. 1972; Biémont 1975; Booth et al. 1984b; Blackwell-Whitehead & Bergemann 2007; Bergemann & Gehren 2007) , we retained the 14 lines given in Table 1 .
Iron
We used wavelengths from Nave et al. (1994) for Fe i, and from Nave & Johansson (2013) for Fe ii. Excitation potentials and transition designations for both species were taken from VALD. Iron has four stable isotopes (Rosman & Taylor 1998) 
Oscillator strengths
The best g f -values for Fe i have been obtained by quite different techniques. The Oxford dataset (see Blackwell et al. 1995 , and references therein) is based on absorption spectroscopy: very precise relative g f -values were measured in the Oxford furnace, and then normalised to an absolute scale using one line for which the absolute g f -value is known with high precision (±0.02 dex). Two other groups at Hannover ) and at Madison (O'Brian et al. 1991) used emission spectroscopy, measuring lifetimes and BFs. These three sources provide our adopted g f -values. When g f -values were available from more than one of these sets for any given line, we adopted an unweighted mean of the values from the different sets. The exception to this rule was a group of three lines where we gave less weight to the O' Brian et al. (1991) data, because of their larger uncertainties for these specific lines. For one line (Fe i 829.4 nm) where the error on the g f -value remains large, we degrade the weight of the line in our analysis by one unit, as indicated by the asterisk in Table 1 ; the uncertainty of the other Fe i g f -values given in Table 1 is probably of order 5-10%. Newer oscillator strengths are also available from Ruffoni et al. (2014) , but for the only line in our list to have been remeasured (Fe i 578.4 nm), the newer oscillator strength results in a clearly discrepant abundance (by ≈0.1 dex).
Fe ii oscillator strengths increased in accuracy over the past 20 years as progressively more accurate TRLIF lifetimes were measured by Hannaford et al. (1992) , Schnabel et al. (1999) and Schnabel et al. (2004) , and used to normalise earlier FTS and grating spectrometer emission BFs from Heise & Kock (1990) and Kroll & Kock (1987) . Probably the most accurate g fvalues now come from the compilation of , who used these and other experimental lifetimes to recalibrate and average a raft of theoretical and experimental BFs; we adopt these data for all our Fe ii lines. All of our Fe ii lines have laboratory-based rather than astrophysical g f -values from Meléndez & Barbuy (2009).
NLTE corrections
We computed NLTE corrections for Fe i lines using the Fe model atom of Bergemann et al. (2012) , which was constructed from the most up-to-date theoretical and experimental atomic data available for Fe i and Fe ii. We computed the disk-centre intensity spectrum using a scaling factor S H = 1 to the Drawin (1969) recipe for inelastic H collisions, as preferred by the anal-ysis of Bergemann et al. (cf. Sect. 4) . We did the calculations with the 3D , marcs and HM 1D model atmospheres, resulting in mean NLTE corrections of +0.01 dex. Larger Fe i NLTE effects were advocated by Mashonkina et al. (2011) , who also used an extended Fe model atom, but a lower efficiency for hydrogen collisions (S H = 0.1). This choice, together with the fact that Mashonkina et al. (2011) considered flux spectra, mostly explains the difference with our results. Mashonkina et al.'s NLTE corrections were +0.04 dex for lines with excitation energies up to 1 eV, and about +0.03 dex for higher-excitation lines. NTLE corrections are negligible for Fe ii (Bergemann et al. 2012 ), so we adopt LTE results for the ionised lines.
Line selection
We selected the 22 best Fe i and 9 best Fe ii lines, i.e. those lines for which equivalent widths are easily measured, that do not show any intractable trace of blending, and are not too strong. Our selected lines and atomic data are given in Table 1 . For Fe i, we made sure to have a sample of lines that covers a large range of excitation potentials (0-4.6 eV) to probe the performance of the different atmospheric models over a range of heights.
Cobalt
We took excitation potentials of Co i from Pickering & Thorne (1996) , as well as wavelengths and transition designations where available; otherwise, we sourced wavelengths and transitions from Cardon et al. (1982) . The only stable isotope of cobalt is 59 Co (Rosman & Taylor 1998) , which has nuclear spin I = 7 2 . Our chosen Co i lines and atomic data are given in Table 1 . None of the Co ii lines in the solar spectrum are suitable for abundance analyses.
Oscillator strengths
The most reliable Co i oscillator strengths currently available come from Nitz et al. (1999) , who measured FTS BFs and set them to an absolute scale using their own TRLIF lifetimes (Nitz et al. 1995) . The next most accurate data are those of Cardon et al. (1982) , who measured BFs that they set to an absolute scale using the TRLIF lifetimes of Marek & Vogt (1977) and Figger et al. (1975) . For some lines, the g f -values of Cardon et al. (1982) are accurate to better than 10%, which is comparable to the accuracy obtained by Nitz et al. (1999) ; for other lines the uncertainties are much larger, of order 20-30%. BFs contemporary with those of Cardon et al. (1982) are also available from Guern & Lotrian (1982) , but we prefer the data of Cardon et al. as they are based upon FTS recordings and include a more complete set of branches.
Hyperfine structure
We used stated uncertainties to classify the wealth of data available on Co i HFS into a similar tier system as for other elements. Our first choice of HFS data were the ABMR results of Childs & Goodman (1968) , and the combined Doppler-free and Dopplerlimited LFS / OGS results of . The next most accurate data come from the FTS of . Also available are unpublished data obtained by J. Ibrahim-Rüd and R. Wenzel, reproduced in the paper of . We fit these data into the hierarchy on a level-by-level basis around , and Childs & Goodman (1968) . included extensive HFS data in their calculation of the solar Co abundance, showing that neglect or inaccurate treatment of HFS can lead to severe errors in derived abundances.
NLTE corrections
Non-LTE formation of solar Co i and Co ii lines has been investigated by using the MAFAGS-ODF models. The results indicate large departures from LTE in Co i, leading to NLTE abundance corrections of +0.1-0.2 dex at S H = 0.05 (Bergemann et al. 2010, cf. their Table 4 ), resembling the situation with Sc i lines (Zhang et al. 2008) . We use the same Co model atom, but adopt S H = 1 (cf. Sect. 4) and diskcentre intensity spectra for the 3D , marcs and HM 1D model atmospheres. This leads to somewhat smaller NLTE abundance corrections, of order +0.09 dex for 3D and +0.07 dex for the HM model.
Line selection
Unfortunately, there are rather few good lines in the solar spectrum with oscillator strengths available from Nitz et al. (1999) , so the bulk of our lines have g f values drawn from Cardon et al. (1982) . For some of the cleanest weak lines, the Cardon et al. g fvalues have rather large uncertainties (over 20% in some cases). We include such lines because of their excellent profiles, but downgrade their weightings; affected lines are marked with an asterisk in Table 1 . From the lines considered in the abundance analyses of Cardon et al. (1982) , Biémont (1978) , Kerola & Aller (1976) and Holweger & Oertel (1971) , we retained the 13 transitions given in Table 1 .
Nickel
We obtained Ni i wavelengths and excitation potentials from Litzen et al. (1993) . Transition identities came from Wickliffe & Lawler (1997) , except for Ni i 481.2 nm, where the transition designation is from VALD (Kupka et al. 1999) . Our selected Ni i lines are given in Table 1 . We also considered Ni ii, but it ultimately played a very minimal role in our analysis; we omit it from Table 1 , give a truncated discussion of its atomic data and line selection in this section, and discuss only briefly the mean implied Ni abundance in Sect. 7.8.
Nickel has five stable isotopes, so exhibits significant isotopic structure (as seen by e.g. Brault & Holweger 1981; Meléndez & Barbuy 1999 (Rosman & Taylor 1998) . In practice, the isotopic structure of nickel lines is dominated by 58 Ni and 60 Ni due to their much greater natural abundances. As an even-Z element, all the even-A nuclei of nickel have I = 0, so nickel lines do not exhibit any HFS apart from 61 Ni. The contribution of 61 Ni to the HFS of nickel is minimal, given its very low abundance relative to 58 Ni and 60 Ni. For spectroscopic purposes, one can thus effectively regard nickel as consisting of four isotopes, and devoid of HFS.
Oscillator strengths
High-quality Ni i oscillator strengths are available from the FTS BFs of Wickliffe & Lawler (1997) , which the authors placed on an absolute scale using the TRLIF lifetimes of Bergeson & Lawler (1993b) . These have recently been updated and greatly extended by Wood et al. (2014b) . A small number of highquality g f -values are also available from Johansson et al. (2003) , based upon FTS BFs and a single TRLIF lifetime. Bergeson & Lawler (1993b) used their new lifetimes to produce other accurate g f -values from the BFs of Blackwell et al. (1989) , but these lines are all in the UV, so of little use to us because the ultraviolet solar spectrum is so crowded. Accurate oscillator strengths for optical lines of Ni ii do not exist, so we turned to the extensive theoretical transition probabilities of Fritzsche et al. (2000) .
Isotopic structure
Wherever available, we employ isotopic separations from Wood et al. (2014b) , who fitted the isotopic shifts of a large number of Ni i energy levels to earlier spectroscopic data. Much of the power of that analysis can be attributed to the accurate FTS wavelengths of 58 Ni and 60 Ni line components recorded by Litzen et al. (1993) Table 2 .
NLTE corrections
The only explicit investigation of non-LTE effects on solar nickel line formation so far has been that of Bruls (1993) , who looked at the Ni i 676.8 nm line often used for helioseismology. Although Bruls did not give any explicit NLTE abundance correction for this line, his Fig. 4 would imply a correction of about +0.06 dex. This line corresponds to a transition between low-lying atomic levels and is thus formed higher than those we employ here. It may therefore be expected to show stronger NLTE effects than our weaker high-excitation lines. Because Bruls (1993) completely neglected inelastic H collisions, his results can probably be taken as an upper limit for possible NLTE effects. We therefore do not expect significant departures from NLTE for our own weak, high-excitation lines, and simply adopt LTE results for Ni i. Further investigation of NLTE Ni line formation (e.g. Vieytes & Fontenla 2013) would be welcome however, as this expectation bears additional verification.
Line selection
From the most accurate g f -values available for Ni i, we have retained the 16 weak, unblended lines of Table 1 . We also included the slightly stronger Ni i 617.7 nm line, because of its pristine appearance in the solar spectrum and the quality of its atomic data. Although the situation with Ni ii is better than for Mn ii or Co ii, most of the Ni ii lines in the IR are too weak to be useful for abundance purposes, and those in the optical are generally at very short wavelengths and severely blended. We attempted to use the lines at 340. 2, 342.1, 345.4 and 376.9 nm; all are perturbed to some degree, so the scatter in resultant abundances probably reflects both large intrinsic errors in the theoretical g fvalues and the crowding in this spectral region.
Derived solar elemental abundances
We have derived the solar abundances of Sc, Ti, V, Cr, Mn, Fe, Co and Ni from each of the lines given in Table 1 . The interpolated theoretical 3D line profiles show good agreement with the observed solar spectrum, as can be seen in the sample of lines shown in Figs. 1 and 2 . This agreement is a result of the inhomogeneous, three-dimensional temperature and velocity structure of the 3D model atmosphere, and the inclusion of HFS and isotopic structure wherever necessary. A small systematic deviation of the theoretical profiles from the observed spectrum can be seen in the cores and wings of some lines: the lines are slightly too deep in the core and too shallow in the wings, which may signal NLTE effects (note that full 3D line formation calculations have not been attempted). These small discrepancies may also indicate that the photospheric velocity structure of the 3D model, whilst certainly highly realistic, is not quite perfect.
The 3D abundance results are given for each line in Table 1 , including NLTE corrections where possible. In Table 1 we also give the LTE abundances derived from each line with the 3D , HM, marcs and miss 1D models. In Figs. 3-10 we plot the 3D abundances as a function of line strength and excitation potential. We also show in these figures the difference between the abundances derived using the 3D and HM models, and between those derived from the 3D and 3D models, as a function of line strength and excitation potential.
In the following sections we discuss the results for each element in detail, comparing with previous determinations of the solar abundance and with the meteoritic values. The latter we take from the recent careful compilation and analysis of Lodders et al. (2009) , renormalised to the photospheric abundance of silicon determined in Paper I (log Si = 7.51, as already done in AGSS09). We also describe the updates we have made for specific elements since AGSS09. In addition to those updates, before reiterating on all abundance calculations a final time, we updated all partition functions and ionisation potentials (Table 3) , and updated our equation-of-state tables and base atmospheric composition to the published AGSS09 mixture. We summarise our full results in Table 4 , including our final recommended abundances. We compare these results to previous solar abundance compilations in Table 5 . We remind the reader that the error treatment used in the following sections is summarised in Sect. 5.
Scandium
For Sc i lines, the 3D+NLTE result is log Sc = 3.14 ± 0.09 (±0.01 stat, ±0.09 sys). The corresponding result from Sc ii lines is log Sc = 3.17 ± 0.04 (±0.02 stat, ±0.04 sys), in good agreement with the Sc i result. Taking all Sc i and Sc ii lines together, our final recommended Sc abundance becomes log Sc = 3.16 ± 0.04 (±0.01 stat, ±0.04 sys).
Intriguingly, this value is 0.11 dex, or more than two standard deviations, larger than the meteoritic value (3.05 ± 0.02; Lodders et al. 2009 ). We leave speculation as to the importance of this and other photospheric-meteoritic differences for future work.
We see from Table 4 and the right-hand panels of Fig. 3 that the model atmosphere plays only a minor role for Sc ii lines, as is generally true for the dominant ionisation stage. On the other hand, abundances derived from Sc i are extremely sensitive to the choice of model, as expected for a low ionisation neutral species. We also see in Fig. 3 that 3D Sc abundances do not show any significant trend with excitation potential or line strength. Abundance scatter is generally higher with Sc ii than Sc i lines, reflecting the greater uncertainty in the Sc ii g f -values.
Our results are in good agreement with the Sc abundance of Zhang et al. (2008) . Their value of log Sc = 3.13 ± 0.05 was essentially based on Sc ii lines, and derived using the same experimental g f -values as we do here, along with a theoretical 1D photospheric model. Compared to the result we presented in AGSS09 (log Sc = 3.16 ± 0.04), in this analysis we have discarded the three lines discussed in Sect. 6.1.1 as having excellent profiles but unsatisfactory oscillator strengths.
Titanium
Titanium is in principle an ideal case: a large number of good solar lines with accurate transition probabilities, very minor HFS and isotopic broadening, and extensive NLTE calculations available for the minority species (Ti i). Nonetheless, the derived 3D+NLTE Ti abundances from Ti i (log Ti = 4.88 ± 0.05; ±0.01 stat, ±0.05 sys), and Ti ii (log Ti = 4.97 ± 0.04; ±0.01 stat, ±0.03 sys) show a 0.09 dex discrepancy. Even more puzzlingly, this discrepancy is not present in either the mean HM or 3D results. Referring to Fig. 4, 3D+NLTE abundances from Ti i and Ti ii show no perceptible trend with line strength or excitation potential, whereas the HM and 3D results show a clear trend with line strength for both ionisation stages. Given the rather large 3D corrections for Ti i, and the fact that we always assume the NLTE corrections for the 3D model to be equal to those calculated for the 3D model, we suspect that the NLTE corrections are somewhat underestimated in 3D compared to full 3D. Alternatively, our chosen efficiency of inelastic collisions with hydrogen (S H = 1) may be somewhat too high in this case; had we instead adopted S H = 0.05, the 3D+NLTE abundance from Ti i would have been log Ti = 4.93.
Considering the sensitivity of the Ti i NTLE corrections to S H , for our final recommended Ti abundance we take a weighted mean of the Ti i and Ti ii results, with the weightings determined by the respective uncertainties of the two results. This favours Ti ii due to its smaller systematic uncertainty, resulting in log Ti = 4.93 ± 0.04 (±0.01 stat, ±0.04 sys).
Here we have estimated the errors by considering all Ti i and Ti ii lines equally in a single list, rather than by using the same statitistical weighting procedure as for the mean. Had we instead used the latter procedure, the final uncertainty would be just 0.03 dex; owing to the tension between Ti i and Ti ii , and for consistency with other elements where we include both ionisation stages in a single list, we think it more appropriate to adopt the larger estimate. The final Ti abundance is in excellent agreement with the meteoritic value (4.91 ± 0.03; Lodders et al. 2009 ), but the difference between the results returned by the two ionisation stages remains troubling. Bergemann (2011) found that Ti ionisation balance would be best satisfied with the MAFAGS-OS model if one were to adopt the Blackwell-Whitehead et al. (2006) and Pickering et al. (2001) g f -values, giving log Ti = 4.94 ± 0.05 from Ti i lines and log Ti = 4.95 ± 0.06 for Ti ii lines. Using more accurate g fvalues (Bizzarri et al. 1993 ) would lead to a larger discrepancy between Ti i and Ti ii: log Ti = 4.93 ± 0.04 from Ti i lines and log Ti = 4.98 ± 0.04 for Ti ii lines. As in this paper, Bergemann (2011) observed a strong dependence of Ti i abundances upon the chosen model atmosphere and collisional efficiency parameters. Compared to the result we adopted in AGSS09 (log Ti = 4.95±0.05), we now have dedicated NLTE calculations available in intensity for Ti i based on the work of Bergemann (2011) . We have also now dropped the Ti i line at 522.4 nm from our line list due to blending, adopted isotopic splitting and HFS data for Ti ii, and employed accurate new oscillator strengths for both ionisation stages Wood et al. 2013 ).
Vanadium
Quality atomic data exists for both ionisation stages of V, but the only clear solar lines are of V i. Unfortunately, only V ii lines are expected to form in LTE; the magnitude of NLTE corrections for V i is unknown, so we apply an ad hoc correction of +0.1 dex, as discussed in Sect. 6.3.1.
The minority species, V i, is more strongly affected by the temperature structure of the model atmosphere than V ii. The 3D LTE abundance from V i lines is log V = 3.79 ± 0.04 (1σ dispersion), whereas with the HM model we obtain log V = 3.97±0.03 (1σ). For V ii, the 3D and HM LTE results agree well: log V = 4.00 ± 0.05 (1σ) in 3D, log V = 4.01 ± 0.05 (1σ) with HM.
These numbers are not a complete surprise: we know that HM 'includes' NLTE effects to some degree by way of its empirical temperature construction, as effects of departures from LTE can be partially mimicked by adjusting the spatially-averaged temperature structure of the model atmosphere, a phenomenon dubbed 'NLTE masking' by Rutten & Kostik (1982) . Similarly, the 3D V i results exhibit a strong dependence upon excitation potential, whereas the results from HM do not (Fig. 5) . Because we applied the same NLTE correction to all V i lines, the trend also remains in NLTE. In reality we expect more pronounced NLTE effects for lower-excitation lines, as these are sensitive to higher atmospheric layers, where lower densities and temperatures make LTE an increasingly poor approximation.
Although low-excitation lines are most sensitive to the temperature structure, and therefore less reliable as abundance indicators, we have no way to know whether our universal NLTE correction of +0.1 dex is more accurate at high or low excitation potential. To avoid introducing any further systematic bias into our result, we therefore retain both the high-and low-excitation lines in our sample of V i lines. A dedicated NLTE study of V line formation in the Sun would clarify matters substantially.
Given the abysmal nature of the V ii lines in the solar spectrum, abundances from these lines are dominated by systematic and statistical errors in the determination of equivalent widths. We therefore trust the absolute values of the V ii results even less than our ad hoc V i NLTE correction, and adopt the NLTEcorrected V i 3D result as our recommended value: log V = 3.89 ± 0.08 (±0.01 stat, ±0.08 sys).
Our result is significantly lower than the stated HM-based abundances of Whaling et al. (1985, 3 .99 ± 0.01) and Biémont et al. (1989, 4 .02 ± 0.02); their quoted uncertainties only consider statistical errors, not systematic errors stemming from, for example, the g f -values, model atmospheres or LTE line formation. Our 3D result is also below the meteoritic value (3.96 ± 0.02; Lodders et al. 2009 ), but the mutual uncertainties overlap. Compared to AGSS09 (log V = 3.93 ± 0.08), here we have added laboratory HFS data for V ii. We also discarded two V i lines (619.9 nm and 624.3 nm), because we are suspicious as to the accuracy of the experimental branching fractions measured from their shared upper level.
As noted in Sect. 6.3.1, Wood et al. (2014a) have recently measured new experimental transition probabilities for a large number of V ii lines. Had we adopted their values for our five lines, the 3D-based V ii abundance would be 0.02 dex lower, and thus in slightly better agreement with the V i results. Wood et al. also performed spectrum synthesis (using the HM model) rather than fitting equivalent widths as we do here, which further reduces the inferred V ii abundance. Comparing the results obtained with the HM model by both Wood et al. and us, and taking into account the differences in the adopted g f -values, we estimate that employing spectrum synthesis with our 3D models would have reduced the abundance by a further 0.02 dex. Our final 3D V ii abundance would then have become log V = 3.96, in perfect agreement with the meteoritic value. We note that Wood et al. employed a larger set of 15 V ii lines, resulting in a mean abundance of log V = 3.95 ± 0.05 (1σ), which should be contrasted with our HM-based value of log V = 4.01 ± 0.05 (1σ). Adopting the oscillator strengths of Wood et al. and taking into account the −0.02 dex impact of spectrum synthesis on our lines, our HM abundance would become log V = 3.97 ± 0.04, in perfect agreement with Wood et al. for the five lines in common. In other words, there is a real possibility that our 3D V ii result should be decreased by about 0.04 dex, bringing it into better agreement with V i. However, we still argue that V i is a better indicator of the solar V abundance, in spite of the uncertainty in the NLTE effects.
Chromium
For Cr i, we have a large number of very good solar lines (Sect. 6.4.3) and very accurate g f -values (Sect. 6.4.1). Our derived NLTE abundance from Cr i lines is log Cr = 5.60 ± 0.04 (±0.01 stat, ±0.04 sys). Using the very few recent experimental g f -values for Cr ii lines (Nilsson et al. 2006 ), we found a very large scatter in abundances. We therefore recommended (Sect. 6.4.1) the theoretical g f -values of as the best currently available. With these data we find log Cr = 5.65 ± 0.04 (±0.02 stat, ±0.04 sys) from Cr ii lines, in good agreement with both the Cr i result and the meteoritic abundance (5.64 ± 0.01; Lodders et al. 2009 ). We therefore adopt the mean result from all Cr lines log Cr = 5.62 ± 0.04 (±0.01 stat, ±0.03 sys) as our final recommended solar Cr abundance.
No significant trends are visible with line strength or excitation potential in the results with any model (Fig. 6, left panels) . Our NLTE results with the HM model agree very well with the LTE abundances derived from the Cr i lines by Biémont et al. (1978, log Cr = 5.67), Blackwell et al. (1987, log Cr = 5.68) and Sobeck et al. (2007, log The result we give here is slightly updated with respect to that in AGSS09 (log Cr = 5.64±0.04), as we now have dedicated NLTE intensity calculations for Cr i (Sect. 6.4.3) for our specific 1D models with S H = 1, based on the work of Bergemann & Cescutti (2010) .
Manganese
Following our consideration of the most reliable lines and oscillator strengths for Mn i (Sect. 6.5.1), we find a final NLTE Mn abundance of log Mn = 5.42 ± 0.04 (±0.01 stat, ±0.04 sys), slightly smaller than the meteoritic value (5.48 ± 0.01; Lodders et al. 2009 ).
Our result is somewhat larger than the earlier LTE HM result of Booth et al. (1984b, log Mn = 5.39 ). This shift can mainly be attributed to the positive NLTE abundance corrections and our more accurate oscillator strengths. Our HM and marcs abundances (log Mn = 5.47 and 5.37, respectively) are in good agreement with the corresponding results of Blackwell-Whitehead & Bergemann (2007, log Mn = 5.46 and 5.37, respectively) . No significant trends with equivalent width or excitation potential are visible in Fig. 7 .
Compared to the Mn abundance adopted in AGSS09 (log Mn = 5.43 ± 0.04), we now have dedicated NLTE intensity calculations using the model atom of Bergemann & Gehren (2007) for the individual Mn lines and 1D models we employ (instead of relying on the MAFAGS-ODF model), and adopted S H = 1 (instead of S H = 0.05). We have also updated four oscillator strengths (Table 1) 
Iron
Both Fe i and Fe ii should be good indicators of the Fe abundance, as we have several clean solar lines, small NLTE corrections and accurate oscillator strengths. Our derived Fe abundance from Fe i lines (log Fe = 7.45 ± 0.04; ±0.01 stat, ±0.04 sys) overlaps the Fe ii result (log Fe = 7.51 ± 0.04; ±0.01 stat, ±0.04 sys) to within the mutual uncertainties, but the agreement is not perfect. This may indicate a small error in the Fe ii oscillator strengths (as they are at least partially based on theoretical results, which are not always accurate), or perhaps slightly too high an adopted value of S H (resulting in slightly too low NLTE corrections). A similar size discrepancy exists in the HM results (Table 4 ), but reversed in sign: the neutral species returns an abundance 0.06 dex higher. The only significant trend visible in Fig. 8 is in the difference between the 3D and HM or 3D results from Fe ii as a function of line strength: stronger Fe ii lines appear to show larger positive corrections due to 3D effects. Considering all our adopted Fe i and Fe ii lines, our final 3D+NLTE Fe abundance is log Fe = 7.47 ± 0.04 (±0.01 stat, ±0.04 sys), in very good agreement with the meteoritic value (7.45 ± 0.01; Lodders et al. 2009 ). Recently, Fabbian et al. (2010 Fabbian et al. ( , 2012 revisited the issue of the solar Fe abundance in light of 3D magneto-hydrodynamic simulations of the solar atmosphere for different magnetic field strengths (B z = 0 − 200 G). Their 3D models were calculated with the same stagger code as we employ, but with less up-todate opacities and equation-of-state. They found quite substantial effects on the derived Fe abundance due to the presence of magnetic fields: in some cases up to +0.15 dex for the strongest magnetic fields. For typical Fe i lines employed here and elsewhere, with small or negligible Landé factors, the effects are much more sedate: ≈ +0.04 dex for B z = 200 G. Most of this is an indirect effect: it is not Zeeman broadening (which in any case would strengthen the line and thus lead to lower inferred Fe abundance), but the impact of magnetic fields on the atmospheric temperature structure that matters most. With magnetic dissipation included, the higher atmospheric layers are heated relative to the non-magnetic case, with the difference amounting to ≈130 K at log τ 500 = −2 for the B z = 200 G case (Fabbian et al. 2012) . As a consequence, the number density of Fe i is decreased and a higher Fe abundance is required to reproduce the observed Fe i lines; although Fabbian et al. (2012) did not consider typical Fe ii lines used for abundance purposes, the expectation is that those lines should be rather insensitive to the different temperature structures, as they are formed in significantly deeper layers. At face value, the agreement between the Fe i and Fe ii results would be improved, especially since observations of the quiet Sun suggest the presence of a ubiquitous mixed-polarity magnetic field with an average strength of ≈ 100 G (Trujillo Bueno et al. 2004 ).
We intend to return to this important issue in the future, but in the meantime we note that the case for a significant upward revision of the solar Fe abundance (and by consequence many other elements) due to the presence of magnetic fields is not as unequivocal as argued by Fabbian et al. (2010 Fabbian et al. ( , 2012 . Firstly, at magnetic fields of 100 G, the effect is in fact rather minor: ≈ 0.02 dex for lines similar to those we use. Secondly, our recommended Fe abundance is based on both Fe i and Fe ii lines. Thirdly, Pereira et al. (2013) found that 3D MHD models of the solar atmosphere perform worse than simulations without magnetic fields against a number of key observational diagnostics, including the continuum centre-to-limb variation; they thus conclude that current MHD solar models are in fact less realistic than the one employed by us. In view of these findings, we recommend our 3D+NLTE value based on a 3D hydrodynamic so- lar model, but caution that further studies into the importance of magnetic fields are needed. In AGSS09, we adopted the result from Fe ii (log Fe = 7.50 ± 0.04) as our reference abundance. Here we also utilise Fe i, because we now have dedicated NLTE calculations available for our lines with the 3D model. Relative to the AGSS09 analysis, we have dropped two Fe i lines: 657.4 nm, because it sits in the wing of Hα, and 660.9 nm, because of its relatively large line strength.
Cobalt
From our selection of weak Co i lines, we find a mean NLTE Co abundance of log Co = 4.93 ± 0.05 (±0.01 stat, ±0.05 sys). This is somewhat higher than the meteoritic value (4.87 ± 0.01; Lodders et al. 2009 ), but still marginally consistent to within the mutual errors. Our result agrees well with that of Bergemann (2011, 4 .95 ± 0.04), although in that paper a different model atmosphere, flux spectra and S H = 0.05 were used, resulting in larger NLTE corrections than we see here with S H = 1 (+0.14 vs. +0.08 dex). Our mean LTE HM result (log Co = 4.94) is also consistent with the HM-based abundance derived by Cardon et al. (1982, log Co = 4.92) . Our result exhibits a smaller dispersion however, reflecting the care we took in our line selection: σ = 0.06 in our HM results, σ = 0.08 in Cardon et al.'s. The dispersions of our 3D LTE and NLTE results were σ = 0.05 dex, similar to those of , which is indicative of the intrinsic uncertainty of the oscillator strengths.
No substantial trend in abundances with line strength can be seen in Fig. 9 . A weak trend with excitation potential is visible in the 3D results: lines with χ exc > 3 eV lead to an abundance of log Co = 4.90 ± 0.02 (1σ), whereas lower-excitation lines return an abundance of log Co = 4.97 ± 0.05 (1σ). This may be an effect of imperfect g f -values, NLTE corrections or the temperature structure of the model atmosphere. Inspection of the lower right panel of Fig. 9 reveals that the trend is more severe with the 3D model than the full 3D model, and yet more severe again with the HM model. Using the HM model, the high-excitation lines give log Co = 4.92 ± 0.02 (1σ), whereas the low-excitation lines return log Co = 5.04 ± 0.05 (1σ); the switch to 3D atmospheric modelling is a clear improvement for solar analysis of Co.
Relative to AGSS09 (log Co = 4.99 ± 0.07), the main update to the Co abundance here is that we calculate NLTE intensity corrections (based on ) specifically for our different 1D models rather than the MAFAGS-ODF model, and use S H = 1 instead of S H = 0.05. This accounts for 0.03 dex of the reduction; the remaining 0.03 dex comes from the updated opacities, equation of state, ionisation potentials and partition functions.
Nickel
The mean 3D nickel abundance from Ni i lines log Ni = 6.20 ± 0.04 (± < 0.01 stat, ±0.04 sys) is in excellent agreement with the meteoritic value (6.20 ± 0.01; Lodders et al. 2009 ). Ni ii lines indicated widely varying abundances, though the mean values they return with each model are broadly consistent with Ni i results. Using the theoretical g fvalues of Fritzsche et al. (2000) results in a far lower abundance scatter than any other g f -values, leading us to believe that these are currently the most accurate oscillator strengths available for optical Ni ii lines. Given the uncertainty in the mean Ni ii value, we adopt the 3D Ni i result as the most reliable estimate of the solar abundance. Ni ii is the most model-sensitive of our ionised species.
No trends with line strength or excitation potential can be seen in the 3D results (Fig. 10) . The abundance corrections due to 3D effects have a clear dependence upon line strength, and a smaller correlation with excitation potential. In contrast, the effect of the mean temperature structure is 0.04 dex regardless of line strength.
Our result is consistent with that presented in Scott et al. (2009, log Ni = 6.17 ± 0.05), but slightly higher due to the improved temperature structure of the improved 3D model we use here. Compared to the result we reported in AGSS09 (log Ni = 6.22 ± 0.04), our result here is slightly lower because we employed new g f -values and an expanded set of isotopic separations from Wood et al. (2014b) (in AGSS09 and Scott et al. 2009 we used g f -values from Wickliffe & Lawler 1997 and isotopic separations from Litzen et al. 1993 ). Improvements in the overall opacity, equation of state, ionisation potential and partition function also play a small role in the difference from AGSS09.
Comments and discussion
8.1. Sensitivity to temperature: 3D vs. 3D vs. HM Table 4 shows that the results for the once-ionised species are typically less model-dependent than those of the neutral species; this is to be expected for these dominant species. We notice that the model-dependence of the abundances of neutral species increases with decreasing ionisation potential, whereas the modeldependence of abundances from ionised lines increases with ionisation potential. This reflects the general rule that the more in majority a species is, the less sensitive its lines will be to the ionisation balance, and therefore less affected by the temperature structure of the model atmosphere.
From Table 4 , we see that the differences 3D− 3D vary widely between different neutral species. From values of 0.06-0.10 dex for Sc i, Ti i and V i, they decrease to 0.00-0.03 dex for the rest of the neutrals, reflecting the lower ionisation energies and therefore more severe minority status of Sc i, Ti i and V i compared to the other neutrals.
When looking at the plots in Figs. 3-10, we clearly see that the 3D− 3D abundance difference is also related to the excitation potentials of individual lines, or more precisely, the difference between the ionisation and excitation energies (E ion − E exc ). This difference is the most important parameter for the temperature sensitivity of lines of minor species like the neutral iron group elements. Lines with lower excitation energies are typically more sensitive than higher-excitation lines to higher atmospheric layers and the presence of atmospheric inhomogeneities, as seen in our 3D−HM and 3D− 3D results, respectively. A similar argument holds also for line strengths: stronger lines are typically formed higher, so show larger sensitivity to both the mean structure and horizontal inhomogeneities.
Sensitivity to collisional broadening and HFS
Collisional broadening is now well determined for neutral species and Fe ii (Anstee & O'Mara 1995; Barklem & O'Mara 1997; Barklem et al. 1998 Barklem et al. , 2000 Barklem & AspelundJohansson 2005) . Even extreme collisional sensitivity should therefore not be a major source of error when using neutral lines and Fe ii in the current analysis. For other ionic lines, the en-20 Table 4 . Average abundances implied by Sc i, Sc ii, Ti i, Ti ii, V i, V ii, Cr i, Cr ii, Mn i, Fe i, Fe ii, Co i, Ni i and Ni ii lines. Abundances are given as the weighted mean across all lines in the given list, taking into account NLTE corrections for Sc i, Sc ii, Ti i, V i, Cr i, Mn i, Fe i and Co i. V ii and Ni ii are shown in brackets because we do not consider these results reliable enough to include in our final adopted abundances. We also give our final recommended solar photospheric abundance of each element, compared with the abundance in CI chondritic meteorites (Lodders et al. 2009 , normalised to the silicon abundance determined in Paper I). Note that because all means were computed using abundances accurate to three decimal places, entries in columns 8 and 9 differ in some cases from the differences between the entries in columns 3-5. hancement factor used with the classical Unsöld (1955) broadening recipe is a potential source of error. As Sc ii, Ti ii and V ii lines were mostly insensitive to its variation though, even with ionic lines the broadening treatment should contribute very little to our uncertainties.
The sensitivity of derived abundances to hyperfine (and by implication, isotopic) structure varies greatly with different lines, species and abundance-determination techniques. Clearly, lines with large HFS (i.e. transitions between levels with large A, B, and/or J values, or in nuclei with large I) will be most affected. If one finds abundances using equivalent widths, the strongest lines are those most sensitive to the HFS treatment. This is because the spreading of a strong line into multiple components causes it to become either partially or wholly desaturated, whereas a single component would be more saturated. This means that completely neglecting HFS or isotopic structure often leads to overestimated abundances, a common concern in past 1D analyses (e.g. von der Heide 1968; Holweger & Oertel 1971; Kurucz 1993b; Prochaska & McWilliam 2000) . Broadening by HFS or isotopic structure modifies the depth of line formation in general for all lines (pushing them deeper into the photosphere), so it can play a role even for fainter lines, even when equivalent widths are used for fitting rather than profile fits. Furthermore, it is very important in combination with NLTE line formation, especially when NLTE abundance corrections are computed from differences between LTE and NLTE equivalent widths.
To ascertain the overall impact of HFS on our abundances, we also computed all 3D abundances with HFS neglected, and calculated the mean HFS correction ∆ HFS ≡ log no HFS − log HFS for our sample of lines. We found that Mn i was by far the species most affected, with ∆ HFS = 0.16 dex. Co i was the next most strongly affected (∆ HFS = 0.05 dex), followed by V ii (∆ HFS = 0.04 dex), V i (∆ HFS = 0.03 dex) and Sc i/Sc ii (both ∆ HFS = 0.01 dex). HFS in Ti and Cr had virtually no effect. Table 5 compares the values we recommend here with those adopted in some of the most commonly-used compilations: AG89, GS98, AGS05, AGSS09 and Lodders et al. (2009) . We note however that with the exception of AGSS09, all of the others are in fact compilations of results from the literature, all with their own methodologies, spectrum synthesis codes, model atmospheres, and error estimation procedures, which makes the recommended solar values a rather inhomogeneous mixture. In particular, none of the previous studies have attempted to account for systematic errors in the quoted abundance uncertainties.
Previous Solar Abundance Compilations
Not surprisingly, the solar abundances that we present here are quite similar to those of AGSS09. As outlined in detail in Sect. 7 however, we have updated them following a complete re-assessment of all analysis ingredients, including continuous opacities, equation-of-state, line selection, atomic data and NLTE abundance corrections. In most cases this has resulted in very minor changes. Cobalt (−0.06 dex, see Sect. 7.7) is the notable exception, explained mostly by improved NLTE calculations.
For the Fe-peak elements, AGS05 only included 1D-based analyses with the exception of Fe (Asplund et al. 2000b) , although it still updated the recommended values for a few elements relative to GS98. GS98 was in turn primarily based on AG89. The main difference between the latter two is the adopted Fe value, where AG89 still preferred a high value (0.2 dex larger than derived here); see Grevesse & Sauval (1999) for a detailed description of the reasons for the long-standing debate on the solar Fe abundance. Since then the preferred Fe value has not changed drastically, in spite of the advent of 3D hydrodynamic model atmospheres, more complete NLTE calculations and improved g f -values -which is reassuring. Compared with Lodders et al. (2009) , our solar abundances for the Fe-peak elements are similar overall, but there are some rather large isolated differences. These include Sc (+0.06 dex), V (−0.11 dex) and Mn (+0.05 dex). As outlined in Sect. 7, we are confident that our analysis is the most reliable and accurate possible today.
Conclusions
We have determined the abundances of all the iron group elements in the Sun. For our analysis, we have carefully assessed all relevant atomic data, made very stringent line selections, employed a highly realistic 3D model for the solar atmosphere and accounted for departures from LTE. We have attempted to quantify the remaining systematic uncertainties stemming from possible errors in atmospheric and line-formation modelling, and to properly account for statistical errors.
Our final recommended abundances of Sc, Ti, V, Cr, Mn, Fe, Co and Ni are given in Table 4 . The derived abundances generally show good agreement with the meteoritic values, and between different ionisation stages, but some discrepancies remain. Trends in abundances with excitation potential or line strength are largely absent in the 3D results, but are visible in a number of results from 1D models. The level of agreement between theoretical and observed line profiles with the 3D model is clearly satisfactory. Nonetheless, theoretical profiles computed in 3D systematically underestimate the line width by a small amount, suggesting that some additional work on improving the atmospheric velocity field or NLTE effects is still required before perfect agreement can be claimed. Nevertheless, we are confident that the solar photospheric abundances that we present here are the most accurate possible by today's standards. Table 1 . Lines retained in this analysis: atomic and solar data, line weightings, LTE abundance results for the 5 models used in this analysis, NLTE corrections to the LTE result (when available), and the corresponding 3D+NLTE abundance result. Asterisks (*) indicate lines for which the weighting has been reduced by 1 due to a large uncertainty in the g f value. Table 2 ); wavelength corresponds to 50 Cr component. c Isotopic splitting included (see Table 2 ); wavelength corresponds to 58 Ni component. Table 3 . Our adopted ionisation energies E ion and partition functions U(T ) for relevant ionisation stages of the iron group elements. 
