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Resumen 
El presente artículo describe la investigación en 
desarrollo en el contexto de computación afectiva, 
específicamente en la educción de emociones de un 
individuo, mediante la estimulación de los 
participantes con imágenes y videos de alto 
contenido emocional. Se describen las interfaces 
biométricas de lectura del pulso cardíaco, EEG 
empleando un BMI, la cadencia de tecleo, registro 
de voz y filmación del rostro del participante. Se 
presenta el ambiente de educción denominado 
cámara de inmersión emocional, y el ciclo 
simplificado de recolección de datos en un contexto 
multimodal. 
 
Palabras clave: Dispositivos de bioseñales, 
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Contexto 
El Proyecto articula líneas de trabajo de 
Keystroke Dynamics y Brain Machine Interface 
(BMI) orientados tanto a la seguridad como a la 
extracción de patrones emocionales en el ser 
humano. El proyecto es financiado por UBACyT 
2014-2017 GEF, con radicación en el Laboratorio 
de Sistemas de Información Avanzados de la 
Facultad de Ingeniería de la Universidad de Buenos 
Aires. El mencionado proyecto se realiza con la 
colaboración del ISIER de FICCTE UM, apoyando 
específicamente en el área de aplicación 
 
de BMI, en el marco del PID 01-001/12/14 [Calot 
Ierache, et al., 2015; 2016]. 
 
Introducción 
La computación afectiva es el estudio y el 
desarrollo de sistemas y dispositivos que pueden 
reconocer, interpretar, procesar y estimular las 
emociones humanas. Rosalind Picard define que  la 
computación afectiva es "la informática que se 
relaciona con las emociones, no sólo con las 
consideradas más importantes, como la  alegría o la 
tristeza, sino también con el interés, el aburrimiento 
o la frustración, que son las que se dan en relación 
con los ordenadores". [Picard, 2000]. La educción 
emocional de un individuo en un contexto 
multimodal permite la registración simultanea de 
diversa información biométrica que permite educir 
el estado emocional del individuo. 
La computación afectiva y el desarrollo de 
aplicaciones en esta área requieren el registro y 
aprendizaje en los futuros sistemas que interactúen 
con los humanos en forma empática. En el contexto 
multimodal de registros biométricos como así 
también las técnicas de estimulación, son diversas, 
solo realizaremos una breve descripción en esta 
sección de las empleadas en nuestro proyecto. 
 
Estimulación 
Para realizar la estimulación hemos solicitado 
un conjunto de datos recopilado por el Center   for 
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the Study of Emotion & Attention de la University 
of Florida en Gainesville, FL, Estados Unidos. El 
conjunto contiene una base de datos de imágenes 
(IAPS [Lang et al., 2008]). La base de datos es 
utilizada en diversos estudios científicos que 
analizan emociones y es considerada un estándar de 
facto. 
También hemos descargado cuatro videos con 
alto contenido emocional. 
El experimento barre los cuatro cuadrantes del 
modelo excitación-valencia (valence-arousal) 
[Bradley y Lang 1994] (ver figura 1) considerando 
cuatro fases en las que se aplica una misma 
secuencia estimulatoria. 
Primeramente, se muestra un subconjunto de 
imágenes tomadas de IAPS (100 imágenes, 25 por 
fase) y luego un video o audio, cuya temática se 
encuentra relacionada a la fase afectiva transitada. 
 
 
 
 
 
 
Figura 1. Modelo de excitación-valencia 
 
 
Finalizada la estimulación mediante imágenes, 
se solicita al voluntario que complete una encuesta 
SAM (por sus siglas en inglés Self-Assessment 
Manikin) propuesta por Lang [1980]. (véase 
apartado VI de la sección Interfaces de Entrada). 
A su vez, cumplida la estimulación mediante 
video o audio, se vuelve a solicitar al voluntario que 
complete una encuesta SAM. Acto seguido, se 
procede a la captura de voz y dinámica de tecleo. 
La figura 3 resume el proceso completo. 
Interfaces de Entrada 
 
I. RITMO CARDÍACO 
Se adquirió el ritmo cardíaco mediante una 
pulsera colocada al participante (Xiaomi Mi Band 
1s) en su muñeca, que registra el ritmo cardíaco de 
manera continua en el tiempo. 
 
II. DINÁMICA DE TECLEO 
La dinámica de tecleo se adquiere luego de la 
estimulación al solicitar al participante que ingrese 
un texto de carga emocional neutral, este texto 
consta de varias frases mezcladas de manera 
aleatoria y las mismas serán utilizadas en cada uno 
de los cuadrantes. Es guardado tanto el flight time 
como el hold time para así poder reconstruir todos 
los eventos del teclado. En este aspecto se 
realizaron avances importantes dentro del 
laboratorio publicándose un nuevo método para 
clasificación de patrones y una réplica del método 
más utilizando hasta el momento [González et al., 
2016]. 
 
III. AUDIO 
El experimento guardó todas las pistas de audio 
en estéreo para su posterior análisis. El formato es 
OGA. Se le solicita al participante leer un texto de 
carga emocional neutral con una metodología 
análoga a la de la dinámica de tecleo. 
 
IV. VIDEO 
La captura de video se realiza en todo  momento 
de manera continua. Para analizar gestos 
emocionales en el video del usuario es posible 
utilizar la herramienta clmtrackr [Øygard, 2015], 
que detecta caras y luego interpreta emociones a 
partir de un set de datos de puntos mapeados de una 
base de datos. Su implementación utiliza modelos 
locales restringidos ajustados por puntos de 
referencia regularizados (constrained local models 
fitted by regularized landmark mean-shift) 
desarrollado por Audun Mathias Øygard y basado 
en el artículo [Saragih et al., 2011]. Para detectar 
los estados emocionales se utilizó la base de datos 
MUCT [Milborrow et al., 2010] agregando  
algunas imágenes propias de Øygard. El    modelo 
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emocional lo provee con 18 coeficientes [Calot et 
al., 2016]. 
El formato de video es de 640 x 480, con codec 
VP9 y framerate de 30 cuadros por segundo. 
Puede, además, ser analizado con cualquier otra 
herramienta. 
 
V. EEG 
Una Interfaz Cerebro-Computadora (Brain- 
Machine Interface, BMI) facilita la comunicación 
entre las funciones mentales o cognitivas creadas  a 
partir del cerebro de una persona, captando las 
señales eléctricas, para ser procesadas,  clasificadas 
y comunicadas con aplicaciones o dispositivos 
específicos [Ierache et al. 2012, 2013a, 2013b; 
Pereira et al., 2015; Calot et al., 2015]. En el 
contexto de emociones, el trabajo de [Ierache et al., 
2014; 2015] presenta los primeros resultados del 
Estado Emocional Centrado en Estímulos, 
Aplicando Interfaz Cerebro-Máquina Este 
experimento cuenta con el uso del headset Emotiv 
EPOC para la adquisición de señales 
encefalográficas mediante 14 electrodos, de los 
cuales se consideraron inicialmente los ubicados en 
la corteza prefrontal (F3, F4, AF3, AF4, según el 
sistema internacional 10-20 [Jasper, 1958]). 
OpenViBE es utilizado para recibir y almacenar 
las muestras crudas para luego aplicar filtros sobre 
los electrodos y realizar el posprocesamiento. Esto 
puede ser utilizado para calcular la posición del 
estado emocional en el modelo bidimensional de 
excitación-valencia [Feldman, 1995; Oude Bos, 
2006] 
 
VI. ENCUESTA (SAM) 
Se realiza una encuesta a último momento 
preguntando al participante en qué estado 
emocional se encuentra. La misma hace uso de la 
metodología ampliamente utilizada para capturar 
emociones: SAM (por sus siglas en inglés Self- 
Assessment Manikin) propuesta por Lang [1980]. 
Tal como lo describen sus autores en Bradley y 
Lang [1994], SAM es un método no verbal fácil  de 
administrar para evaluar rápidamente el placer, la 
excitación y la dominancia asociadas con la 
reacción emocional de una persona ante  un evento. 
 
 
 
 
 
 
Figura 2. Dibujos SAM para (a) valencia/valence y 
(b) excitación/arousal. 
 
Consiste de 5 dibujos que caracterizan si la 
persona se encuentra contenta o triste (valence) y 
cuán excitada está (arousal). Para cada dominio 
existen 9 puntos, un punto por cada figura, y un 
punto intermedio entre las mismas (ver figura 2). 
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Figura 4. Ciclo simplificado de recolección de datos. 
Resultados, Objetivos 
 
Se ha creado una base de datos a partir de un 
experimento que permitirá un posterior análisis y el 
avance en líneas de investigación relacionadas con 
tesis de grado y doctorado (ver sección Resultados 
y Objetivos). Para ello doce personas han 
participado de una experimentación en la Cámara 
de Inmersión Emocional diseñada a tal efecto en las 
instalaciones del Laboratorio de Sistemas de 
Información Avanzados en la Facultad de 
Ingeniería de la UBA. Para la realización de los 
experimentos se implementó un ámbito que 
denominamos “Cámara de Inmersión Emocional” 
(EIC, ver figura 3) es un espacio de 
aproximadamente 4m2 con una sala de control 
adyacente donde los investigadores controlan 
permanentemente la conectividad y las capturas del 
experimento. Cuenta con una sala de espera donde 
los participantes aguardan a que los investigadores 
preparen los equipos y comience el experimento. 
La sala se encuentra aislada tanto en sonido como 
en visibilidad, encontrándose las ventanas cubiertas 
con paneles de color verde para facilitar la 
extracción de las imágenes del video. 
 
 
Figura 3.  Diseño de la Cámara de Inmersión Emocional 
 
Con el experimento realizado se ha creado un 
dataset que registra las bioseñales enunciadas en  la 
sección introducción. El data set generado es 
aplicado en el marco de patrones de tecleo y su 
variación en función del estado emocional del 
individuo. La arquitectura de ECI (cámara de 
inmersión emocional) permite el que los datos 
registrados contribuyan en futuras líneas de 
investigación en el contexto de computación 
emocional. La figura 4 resume el proceso de 
experimentación desarrollado en la ECI. 
 
Formación de Recursos Humanos 
Una tesis de grado en ingeniería cuyo objetivo 
se encuadra en el desarrollo de un framework que 
para la generación de eventos y captura de señales 
cerebrales, su comportamiento ante estímulos 
afectivos y el establecimiento de un marco 
comparativo entre estas y otros tipos  de bioseñales, 
profundizando variadas perspectivas que mejoren 
la interpretación y el entendimiento de las 
emociones humanas en el contexto de la 
computación afectiva. 
Una tesis doctoral cuyo objetivo se enmarca en 
encontrar variaciones emocionales en la cadencia 
de tecleo de los individuos. 
Líneas de investigación encuadradas bajo el 
objetivo de combinar múltiples bioseñales que se 
complementan entre sí  para reforzar la educción  el 
estado emocional de los humanos. 
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