ABSTRACT
Introduction
The radial basis function network (RBFN) as an altenative to the multilayered perceptron neural network (MLPN) has been studied intensively [1] . The RBFN has the universal approximation ability; therefore, the RBF neural network can be used for the interpolation problem. A Gaussian radial basis function is highly nonlinear, and provides some good characteristics for incremental learning with many well-defined mathematical features [2] . It is a powerful scheme for learning, identification, equalization, and control of nonlinear dynamic systems.
The training of feed forward ANN is based on nonlinear optimization technique; however, it may get trapped at a local minimum during the learning procedure using the gradient descent algorithm. The RBFN is an alternative method for aforementioned method.
The performance of RBFN critically depends upon the chosen RBF centers [3] . A new distance measure, which is superior to the Euclidean distance, was applied for selecting the centers from highly correlated input vector [4] . Another approach was proposed to determine the centers of RBF networks based on sensitivity analysis [5] . However, this approach has not considered the role of spread factor that is a significant factor to increase the accuracy of results. In contrast, Orthogonal Least Squares (OLS) algorithm [6] selects required number of RBF centers depending on the value of spread factor. The OLS employs the forward regression procedure to reduce the size of RBFN resulting in an adequate and parsimonious RBFN.
The OLS algorithm has solved a crucial problem of how to select RBFN centers very well; however, it doesn't give a method for selecting the spread factor of an RBF [6] .
The PSO was first introduced by Kennedy and Eberhart in 1995 [7] . Through the simulation of a simplified social system, the behavior of PSO can be treated as an optimization process. As compared with other optimization algorithms, the PSO requires less computational time. Therefore, it has successfully been applied to solve many problems [8] [9] [10] .
This paper proposes a novel adaptive version of a two-level learning method for constructing a RBFN using a Velocity Update Relaxation Particle Swarm Optimization (VURPSO) presented in [11] . The novelty is to find the global optimum of spread factor pa-rameter at the upper level using adaptive velocity update PSO namely AVURPSO that has more convergence speed and accurate response than VURPSO. At the lower level, it constructs a parsimonious RBFN using the OLS algorithm. This paper is organized as follows: Section 2 describes the RBFN. Section 3 formulates the PSO algorithm and develops the AVURPSO algorithm. Section 4 introduces Mackey-Glass chaotic time-series. Section 5 presents simulation results and finally Section 6 concludes the paper.
RBFN
An RBFN has a feed forward structure consisting of a single hidden layer of locally tuned units which are fully interconnected to an output layer of linear units, as shown in Figure 1 . All hidden units simultaneously receive the p-dimensional real valued input vector. The input vector to the network is passed to the hidden layer nodes via unit connection weights. The hidden layer consists of a set of radial basis functions. The hidden layer node calculates the Euclidean distance between the center and the Network input vector and then passes the result to the radial basis function. All the radial basis functions are, usually, of the same type. Thus the hidden layer performs a fixed nonlinear transformation and it maps the input space onto a new space. The output layer, then, implements a linear combiner on this new space and the only adjustable parameters are the weights of this linear combiner. These parameters can be determined using the linear least Squares method, which is an important advantage of this method. An RBFN is designed to perform a nonlinear mapping from the input space to the hidden space, followed by a linear mapping from the hidden space to the output space. Thus, the network represents a map from the p-dimensional input space to m-dimensional output space, according to: w is the weighting value between the i-th center and the j-th output node,  is the real constant known as spread factor. Equation (1) reveals that the output of network is computed as a weighted sum of the hidden layer outputs. The nonlinear output of the hidden layer is radically symmetrical. In this paper, the most widely used Gaussian function for the j-th hidden unit is chosen as follows:
The accuracy is controlled by three parameters: the number of radial basis functions or hidden units, centers of the hidden units, and the spread factor.
A common learning strategy for an RBF network is to randomly select some input data sets as the RBF centers in the hidden layer. The weights between hidden and output layer can then be estimated by using the stochastic gradient approach. The main disadvantage of this method is that it is very difficult to quantify how many numbers of center should be adequate to cover the input vector space. Furthermore, the training algorithm is possibly getting stuck into local minimum. To overcome these shortages, this paper develops the OLS-AVUURPSO to construct the RBFN.
AVURPSO Algorithm
The PSO algorithm is performed as follows: the unknown parameters are called the particles. Starting with a randomly initialization, the particles will move in a searching space to minimize an objective function. The parameters are estimated through minimizing the objective function. The fitness of each particle is evaluated according to the objective function for updating the best position of particle and the best position among all particles as two goals in each step of computing. Each article is directed to its previous best position and the global best position among particles. Consequently, the particles tend to fly towards the better searching areas over the searching space. The velocity of i-th particle i v will be calculated as follows [7] :
where in the k-th iteration, i x is the position of parti-cle, i pbest is the previous best position of particle, gbest is the previous global best position of particles, w is the inertia weight, 1 c and 2 c are the acceleration coefficients namely the cognitive and social scaling parameters, 1 r and 2 r are two random numbers in the range of [0 1]. It is worthy to note that the inertia weight has not been in the first version of PSO [7] . If the inertia weight in (3) is set to 1, the first version of PSO is obtained.
The new position of i-th particle is then calculated as
The PSO algorithm performs repeatedly until the goal is achieved. Number of iterations can be set to a specific value as a goal of optimization.
The first version of PSO has been improved in terms of convergence and accuracy, so far. 
where w decreases from a higher value 1 w to a lower value 2 w , and max k is the maximum number of iteration. Moreover, the velocity was modified to improve the convergence [12] as 1 1 2 2 ( 1)
where for 
Adopting low values for 1 c and 2 c allows the particle to roam far from the target regions before being tugged back. On the other hand, adopting high values results in abrupt movement toward or passes the target regions. Therefore, 1 c and 2 c were introduced [12] as In traditional PSO algorithm, the velocity is updated at every iteration cycle. In contrast, in velocity-updating relaxation [11] , the velocity of each particle kept unchanged if its fitness at current iteration is better than one at preceding iteration; otherwise the particles' velocity is updated as stated by (3) . As a result, the computational efficiency is enhanced. The new position of particle is then calculated as:
where mf is called momentum factor given in the range of 0 1 mf   because the new position vector is a point on the line between the former position vector,
and the new velocity vector,
In many applications, mf was given a constant. VURPSO exhibits to have strong global search ability at the beginning of the run and strong local search near the end of the run. The use of velocity update relaxation in traditional PSO helps to reduce the computational efforts. In order to speed up the convergence speed, we propose a novel adaptive VURPSO strategy named AVURPSO. In this new strategy we change the momentum factor adaptively as follow:
where mf decreases from a higher value 1 mf to a lower value 2 mf . Moreover, we use (6) instead of (3).
Mackey-Glass Chaotic Time-Series
The Mackey-Glass Chaotic Time-Series [13] is stated as
where we set 17
The Mackey-Glass Chaotic Time-Series is modeled by a RBFN. This time series is chaotic, and so there is no clearly defined period. The series is not converged or diverged and the trajectory is highly sensitive to initial condition. The input training data for RBF predictor is a four-dimensional vector in the following form of
The output training data corresponds to the trajectory prediction.
A set of data with 1000 samples is obtained. We use the first 500 samples for training and the second 500 samples for validation (Test Data). The data is shown in Figure 2 .
Simulation Results
To verify the performance of proposed method we present two comparisons. First of all, AVURPSO and VURPSO are compared in the Design of RBFN. Then, the RBFN and the MLPN are compared in Modeling of the Time Series.
Comparing AVURPSO and VURPSO in the Design of RBFN
As mentioned in previous section, the input of RBFN is the train data. For a given value to the spread factor, the OLS algorithm provides an optimum number of centers (NC) in RBFN from the training patterns. Next, it estimates the bias vector and weighting matrix using least square error technique for the prescribed sum of squared errors (SSE). The RBFN is trained using OLS algorithm while we use the training patterns, the values of  given in Ta Table 1 .
The Fitness function is defined in order to optimize the value of spread factor as follow:
where Q denotes the number of samples, while real y is the real output, and net y is the desired network output. In this approach, to escape from the local minima the fitness function is changed to 
The number of particles and the maximum value of iterations are selected 12 and 50, respectively. And, mf is varied from 0.5 to 0.3. Table 2 presents the obtained optimal value of spread factor, and the NC from these two methods. The AVURPSO has obtained 0.649
resulting in a less NC and a less MSE in both sets of train data and test data. Moreover, the AVURPSO has a higher speed of convergence as shown in Figure 3 . Table  3 .
The RBFN possibility needs more neurons than MLPN; however, RBFN often can be designed in a fraction of time that it takes to train MLPN.
Conclusions
A two-level learning method has been presented for designing the RBFN using OLS-AVURPSO method. The proposed method at the upper level finds the global optimum of the spread factor parameter using the AVURPSO algorithm while at the lower level automatically constructs the RBFN using the OLS algorithm. To verify the performance of proposed method, two comparisons have been presented. First, the AVURPSO algorithm and the VURPSO algorithm are compared in the design of RBFN. Second, the RBFN and the MLPN are compared in the modeling of the time-series. The superiority of the AVURPSO algorithm to the VURPSO algorithm is verified due to obtaining a less NC, a less MSE and a higher speed of convergence. In the modeling of the Mackey-Glass time-series, simulation results confirm that the RBFN is superior to MLPN in terms of the network size and computing time.
