Abstract-The capacity region of the two-user Gaussian interference channel (IC) is studied. Three classes of channels are considered: weak, one-sided, and mixed Gaussian ICs. For the weak Gaussian IC, a new outer bound on the capacity region is obtained that outperforms previously known outer bounds. The sum capacity for a certain range of channel parameters is derived. For this range, it is proved that using Gaussian codebooks and treating interference as noise are optimal. It is shown that when Gaussian codebooks are used, the full Han-Kobayashi achievable rate region can be obtained by using the naive Han-Kobayashi achievable scheme over three frequency bands (equivalently, three subspaces). For the one-sided Gaussian IC, an alternative proof for the Sato's outer bound is presented. We derive the full Han-Kobayashi achievable rate region when Gaussian codebooks are utilized. For the mixed Gaussian IC, a new outer bound is obtained that outperforms previously known outer bounds. For this case, the sum capacity for the entire range of channel parameters is derived. It is proved that the full Han-Kobayashi achievable rate region using Gaussian codebooks is equivalent to that of the one-sided Gaussian IC for a particular range of channel parameters.
I. INTRODUCTION
O NE of the fundamental problems in information theory, originating from [1] , is the full characterization of the capacity region of the interference channel (IC). In a two-user system, two senders transmit independent messages to their corresponding receivers via a common channel. Despite some special cases, such as very strong and strong interference, where the exact capacity region has been derived [2] , [3] , the characterization of the capacity region for the general case is still an open problem.
A limiting expression for the capacity region was obtained in [4] (see also [5] ). Due to excessive computational complexity, it cannot be used directly to fully characterize the capacity region. To show this, Cheng and Verdú proved that for the Gaussian multiple access channel (MAC), which can be considered as a special case of the Gaussian IC, 1 the limiting expression fails to fully characterize the capacity region by relying only on the Gaussian distributions [6] . There are, however, some special cases where the limiting expression can be optimized. For example, the sum capacity of the Gaussian MAC can be achieved by relying on the simple scheme of frequency/time-division multiple access (FDMA/TDMA) [7] .
The achievablity of rates in the limiting expression comes from simple encoding and decoding strategies. Each sender encodes data by using a random codebook, and each receiver decodes data by treating the interference as noise. In contrast, using more sophisticated encoders and decoders may result in collapsing the limiting expression into a single letter formula.
The idea of superposition coding originally developed by Cover in [8] was first applied to the IC by Carleial [9] . He used superposition coding to split data at the senders and successive decoding to decode data at the receivers. Incorporating joint typical decoding in the receivers, Han and Kobayashi (HK) proposed an achievable rate region which is still the best inner bound for the capacity region [10] .
The HK scheme can be directly applied to the Gaussian IC. Nonetheless, there are two sources of difficulties in characterizing the full HK achievable rate region. First, the optimal distributions are unknown. Second, even if we confine the distributions to be Gaussian, computation of the full HK region under the Gaussian distribution is still difficult due to numerous degrees of freedom involved in the problem. The main cause of this complexity is the cardinality of the time-sharing parameter. Recently, Chong et al. [11] presented a simpler expression with less inequalities for the HK achievable region. Although the new expression reduces the cardinality of the time-sharing parameter, it is still prohibitively complex to find the full HK achievable region.
Regarding outer bounds on the capacity region, there are three main known results. The first one obtained by Sato [12] was originally derived for the degraded Gaussian IC. Sato showed that the capacity region of the degraded Gaussian IC is outerbounded by a certain degraded broadcast channel whose capacity region is fully characterized. In [13] , Costa proved that the capacity region of the degraded Gaussian broadcast channel is equivalent to that of the one-sided weak Gaussian IC. Hence, the Sato outer bound can be used for the one-sided Gaussian IC as well.
The second outer bound obtained for the weak Gaussian IC is due to Kramer [14] . The Kramer outer bound is based on the fact that removing one of the interfering links enlarges the capacity region. Therefore, the capacity region of the two-user Gaussian IC is inside the intersection of the capacity regions of the underlying one-sided Gaussian ICs. For the case of weak Gaussian IC, the underlying one-sided IC is weak, for which the capacity region is unknown. However, Kramer used the outer bound obtained by Sato to derive an outer bound for the weak Gaussian IC.
The third outer bound due to Etkin, Tse, and Wang (ETW) is based on the genie-aided technique [15] . A genie that provides some extra information to the receivers can only enlarge the capacity region. The genie in the ETW scheme provides information about the intended signal to the receiver. They showed that the proposed outer bound outperforms other bounds for certain range of parameters. Moreover, using a similar method, they presented an outer bound for the mixed Gaussian IC.
In this paper, by introducing the notion of admissible ICs, we propose a new outer bounding technique for the two-user Gaussian IC. The proposed technique relies on an extremal inequality recently proved by Liu and Viswanath [16] . We show that by using this scheme, one can obtain tighter outer bounds for both weak and mixed Gaussian ICs. More importantly, the sum capacity of the Gaussian weak IC for a certain range of the channel parameters is derived.
The rest of this paper is organized as follows. In Section II, we present some basic definitions and review the HK achievable region when Gaussian codebooks are used. We study the time-sharing and the concavification methods as means to enlarge the basic HK achievable region. We investigate conditions for which the two regions obtained from time sharing and concavification coincide. Finally, we consider an optimization problem based on an extremal inequality and compute its optimal solution.
In Section III, the notion of an admissible IC is introduced. Some classes of admissible ICs for the two-user Gaussian case are studied and outer bounds on the capacity regions of these classes are computed. We also obtain the sum capacity of a specific class of admissible ICs where it is shown that using Gaussian codebooks and treating interference as noise is optimal.
In Section IV, we study the capacity region of the weak Gaussian IC. We first derive the sum capacity of this channel for a certain range of parameters where it is proved that users should treat the interference as noise and transmit at their highest possible rates. We then derive an outer bound on the capacity region which outperforms the known results. We finally prove that the basic HK achievable region results in the same enlarged region by using either time sharing or concavification. This reduces the complexity of the characterization of the full HK achievable region when Gaussian codebooks are used.
In Section V, we study the capacity region of the one-sided Gaussian IC. We present a new proof for the Sato outer bound using the extremal inequality. Then, we present methods to simplify the HK achievable region such that the full region can be characterized.
In Section VI, we study the capacity region of the mixed Gaussian IC. We first obtain the sum capacity of this channel and then derive an outer bound which outperforms other known results. Finally, by investigating the HK achievable region for different cases, we prove that for a certain range of channel parameters, the full HK achievable rate region using Gaussian codebooks is equivalent to that of the one-sided IC. Finally, in Section VII, we conclude the paper.
A. Notation
Vectors are represented by bold-faced letters. Random variables, matrices, and sets are denoted by capital letters where the difference is clear from the context. , , and represent the determinant, trace, and transpose of the square matrix , respectively. denotes the identity matrix. and are the sets of positive integers and real numbers, respectively. The union, intersection, and Minkowski's sum of two sets and are represented by , , and , respectively. The generalized inequality between two matrices and with respect to positive semi-definite cone is denoted by , i.e., is a positive semi-definite matrix [17, Sec. 2.6] . We use as an abbreviation for the function .
II. PRELIMINARIES

A. The Two-User Interference Channel
Definition 1 (Two-User IC): A two-user discrete memoryless IC consists of two finite sets and as input alphabets and two finite sets and as the corresponding output alphabets. The channel is governed by conditional probability distributions where and . ) with vanishing average error probabilities. The capacity region of the IC is defined to be the closure of the set of achievable rates.
Definition 2 (Capacity
Let denote the capacity region of the two-user IC. The limiting expression for can be stated as [5] (1)
In this paper, we focus on the two-user Gaussian IC which can be represented in standard form as [9] , [18] (2) where and denote the input and output alphabets of User , respectively, and , are standard Gaussian random variables. Constants and represent the gains of the interference links. Furthermore, Transmitter , , is subject to the power constraint . Achievable rates and the capacity region of the Gaussian IC can be defined in a similar fashion as that of the general IC with the condition that the codewords must satisfy their corresponding power constraints. The capacity region of the two-user Gaussian IC is denoted by . Clearly, is a function of the parameters , , , and . To emphasize this relationship, we may write as as needed.
Remark 1:
Since the capacity region of the general IC depends only on the marginal distributions [18] , the ICs can be classified into equivalent classes in which channels within a class have the same capacity region. In particular, for the Gaussian IC given in (2), any choice of joint distributions for the pair does not affect the capacity region as long as the marginal distributions remain Gaussian with zero mean and unit variance. Hence, without any loss of generality, the random variables and can be assumed to be uncorrelated.
Depending on the values of and , the two-user Gaussian IC is classified into weak, strong, mixed, one-sided, and degraded Gaussian IC. In Fig. 1 Fig. 1 , the capacity region of the strong Gaussian IC is fully characterized [2] , [3] . In this case, the capacity region can be stated as the collection of all rate pairs satisfying
B. Support Functions
Throughout this paper, we use the following facts from convex analysis. There is a one-to-one correspondence between any closed convex set and its support function [17] . The support function of any set is a function defined as (3) We observe that is a convex function, since it is the pointwise supremum of a family of linear functions. Clearly, if the set is compact, then the is attained and can be replaced by . In this case, the solutions of (3) correspond to the boundary points of [17] . The following relation is the dual of (3) and holds when is closed and convex (4) From (3), it is easy to show that if then . The converse also holds when and are closed and convex. In fact, by using (4) one can easily prove that if then .
C. Han-Kobayashi Achievable Region
The best inner bound for the two-user Gaussian IC is the full HK achievable region denoted by [10] . Despite having a single letter formula, is not fully characterized yet. In fact, finding the optimum distributions achieving boundary points of
is still an open problem. We define as a subset of where Gaussian distributions are used for codebook generation. Using a shorter description of obtained in [11] , can be described as follows.
Let us first define as the collection of all rate pairs satisfying 
2 In the HK scheme, two independent messages are encoded at each transmitter, namely, the common message and the private message. and are the parameters that determine the amount of power allocated to the common and private messages for the two users, i.e., P , P and (1 0 )P , (1 0 )P of the total power is used for the transmission of the private/common messages to the first/second users, respectively.
The region is a polytope and a function of four variables , , , and . To emphasize this relation, we may write as needed. It is convenient to represent in a matrix form as where , , and
Equivalently, can be represented as the convex hull of its extreme points, i.e., , where it is assumed that has extreme points. It is easy to show that . Now, can be defined as a region obtained from enlarging by making use of the time-sharing parameter. By incorporating the time-sharing parameter into the achievable rate region, the feasible region of can be enlarged to its convex hull. In fact, is the collection of all rate pairs satisfying (13) where and
It is easy to show that is a closed, bounded, and convex region. In fact, the capacity region which contains is inside the rectangle defined by inequalities and . Moreover, , , and are extreme points of both and . Hence, to characterize , we need to obtain all extreme points of that are in the interior of the first quadrant (the same argument holds for ). In other words, we need to obtain , the support function of , either when and or when and . We also define and obtained by enlarging in two different manners. The region is defined as
The region is not necessarily a convex region. Hence, it can be further enlarged by the convex hull operation. The region is defined as the collection of all rate pairs satisfying (19) where and
It is easy to show that is a closed, bounded, and convex region. In fact, is obtained by using the simple method of TD/FD. To see this, let us divide the available frequency band into subbands where is the fraction of the width of the th band from the total available frequency band and . User 1 and 2 allocate and in the th subband, respectively. Therefore, all rate pairs in are achievable in the th subband for fixed . Hence, all rate pairs in are achievable provided that and . Clearly, the chain of inclusions always holds.
D. Concavification Versus Time Sharing
The goals of this subsection are twofold. First, we aim at providing some necessary conditions such that . Second, we bound and which are the number of parameters involved in the descriptions of and , respectively. However, we derive the required conditions for the more general case where there are users in the system. To this end, assume an achievable scheme for an -user channel where the power constraint is given. The corresponding achievable region can be represented as (25) where is a matrix and . The region is a polyhedron in general, but for the purpose of this paper, it suffices to assume that it is a polytope. Since is a convex region, the convex hull operation has no effect. However, it is possible to enlarge by using two different methods which are explained next. The first method is based on using the timesharing parameter. Let us denote the corresponding region as which can be written as (26) where .
In the second method, we use TD/FD to enlarge the achievable rate region. This results in an achievable region represented as (27) where . We refer to this method as concavification. It can be readily shown that and are closed and convex, and . We are interested in situations where the inverse inclusion holds.
The support function of is a function of , , and . Hence, we have (28) For fixed and , (28) In general, , the minimizer of (29), is a function of , , and . We say possesses the unique minimizer property if merely depends on , for all . In this case, we have (30) where . This condition means that for any the extreme point of maximizing the objective is an extreme point obtained by intersecting a set of specific hyperplanes. A necessary condition for to possess the unique minimizer property is that each inequality in describing is either redundant or active for all and . Corollary 1 (Han [19] ): If is a polymatroid, then . Proof: It is easy to show that possesses the unique minimizer property. In fact, for given , can be obtained in a greedy fashion independent of and .
In what follows, we upper-bound and .
Theorem 2:
The cardinality of the time-sharing parameter in (26) [20] ): For the -user Gaussian IC where users use Gaussian codebooks for data transmission and treat the interference as noise, the cardinality of the time-sharing parameter is less than .
Proof: In this case, where both and have dimension and is a continuous function of . Applying Theorem 2 yields the desired result.
In the following theorem, we obtain an upper bound on .
Theorem 3:
To characterize boundary points of , it suffices to set . Proof: See Appendix III.
A remarkable point about Theorem 3 is that the upper bound on is independent of the number of inequalities involved in the description of the achievable rate region.
Corollary 3:
For the -user Gaussian IC where users use Gaussian codebooks and treat the interference as noise, we have and .
Proof: As of Corollary 2,
, where both and have dimension . It is easy to show that possesses the unique minimizer property. Hence, . Applying Theorem 3 yields the desired result.
E. Extremal Inequality
In [16] , the following optimization problem is studied:
where and are -dimensional Gaussian random vectors with the strictly positive definite covariance matrices and , respectively. The optimization is over all random vectors independent of and . is also subject to the covariance matrix constraint , where is a positive definite matrix. In [16] , it is shown that for all , this optimization problem has a Gaussian optimal solution for all positive definite matrices and . However, for , this optimization problem has a Gaussian optimal solution provided , i.e., is a positive semi-definite matrix. It is worth noting that for this problem when is studied under the name of the worse additive noise [21] , [22] .
In this paper, we consider a special case of (31) where and have the covariance matrices and , respectively, and the trace constraint is considered, i.e.,
In the following lemma, we provide the optimal solution for the above optimization problem when .
Lemma 1:
If , the optimal solution of (32) is independent and identically distributed (i.i.d.) Gaussian for all and we have the following. 1) For , the optimum covariance matrix is and the optimum solution is (33) 2) For , the optimum covariance matrix is and the optimum solution is (34) Fig. 2 . Optimum variance versus .
3) For
, the optimum covariance matrix is and the optimum solution is
Proof: See Appendix IV.
In Fig. 2 , the optimum variance as a function of is plotted. This figure shows that for any value of , we need to use the maximum power to optimize the objective function, whereas for , we use less power than what is permissible.
Lemma 2: If
, the optimal solution of (32) is i.i.d. Gaussian for all . In this case, the optimum variance is and the optimum is (36)
Proof: The proof is similar to that of Lemma 1 and we omit it here.
Corollary 4:
For , the optimal solution of (32) 
We frequently apply the following optimization problem in the rest of the paper: (38) where . Using the identity , (38) can be written as (39) Now, Lemma 1 can be applied to obtain (40) written at the bottom of the page.
III. ADMISSIBLE CHANNELS
In this section, we aim at building ICs whose capacity regions contain the capacity region of the two-user Gaussian IC, i.e., . Since we ultimately use these to outer bound , these ICs need to have a tractable expression (or a tractable outer bound) for their capacity regions.
Let us consider an IC with the same input letters as that of and the output letters and for Users 1 and 2, respectively. The capacity region of this channel, say , contains if (41) (42) for all and for all . One way to satisfy (41) and (42) is to provide some extra information to either one or both receivers. This technique is known as genie-aided outer-bounding. In [14] , Kramer has used such a genie to provide some extra information to both receivers such that they can decode both users' messages. Since the capacity region of this new interference channel is equivalent to that of the compound MAC whose capacity region is known, [14] obtains an outer bound on the capacity region. To obtain a tighter outer bound, [14] further uses the fact that if a genie provides the exact information about the interfering signal to one of the receivers, then the new channel becomes the onesided Gaussian IC. Although the capacity region of the onesided Gaussian IC is unknown for all ranges of parameters, there exists an outer bound for it due to Sato and Costa [23] , [13] that can be applied to the original channel. In [15] , Etkin et al. use a different genie that provides some extra information about the intended signal. Even though at first glance their proposed method appears to be far from achieving a tight bound, they have shown that the corresponding bound is tighter than the one due to Kramer for certain ranges of parameters.
Next, we introduce the notion of admissible channels to satisfy (41) and (42). 
hold for all and for all . denotes the collection of all admissible channels (see Fig. 3 ).
Due to the data processing inequality, (43) and (44) imply (41) and (42), respectively. Hence, the capacity region of an admissible channel is an outer bound to the original IC.
Remark 2: Genie-aided channels are among admissible channels. To see this, let us assume a genie provides and as side information for User 1 and 2, respectively. In this case, for . By choosing , we observe that , and hence, (43) and (44) trivially hold.
To obtain the tightest outer bound, we need to find the intersection of the capacity regions of all admissible channels. Nonetheless, it may happen that finding the capacity region of an admissible channel is as hard as that of the original one (in fact, based on the definition, the channel itself is one of its admissible channels). Hence, we need to find classes of admissible channels, say , which possess two important properties. First, their capacity regions are close to . Second, either their exact capacity regions are computable or there exist good outer bounds for them. Since , we have
Recall that there is a one-to-one correspondence between a closed convex set and its support function. Since is closed and convex, there is a one-to-one correspondence between and . In fact, boundary points of correspond to the solutions of the following optimization problem:
Since we are interested in the boundary points excluding the and axes, it suffices to consider and where . Since , we have
Taking the minimum of the right-hand side, we obtain (48) which can be written as
For convenience, we use the following two optimization problems:
where . It is easy to show that the solutions of (50) and (51) correspond to the boundary points of the capacity region.
In the rest of this section, we introduce classes of admissible channels and obtain upper bounds on and .
A. Classes of Admissible Channels 1) Class A1:
This class is designed to obtain an upper bound on . Therefore, we need to find a tight upper bound on . A member of this class is a channel in which User 1 has one transmit and one receive antenna whereas User 2 has one transmit antenna and two receive antennas (see Fig. 4 ). The channel model can be written as (52) where is the signal at the first receiver, and are the signals at the second receiver, is additive Gaussian noise with unit variance, and are additive Gaussian noise with variances and , respectively. Transmitters 1 and 2 are subject to the power constraints of and , respectively. To investigate admissibility conditions in (43) and (44), we introduce two deterministic functions and as follows (see Fig. 4 ):
where . For , the channel can be converted to the one-sided Gaussian IC by letting and . 
Hence, this channel is admissible if the corresponding parameters satisfy
We further add the following constraints to the conditions of the channels in Class A1:
Although these additional conditions reduce the number of admissible channels within the class, they are needed to get a closed-form formula for an upper bound on . In the following lemma, we obtain the required upper bound.
Lemma 3: For the channels modeled by (52) and satisfying (58), we have subject to:
Proof: See Appendix V.
2) Class A2:
This class is the complement of Class A1 in the sense that we use it to upper-bound . A member of this class is a channel in which User 1 is equipped with one transmit and two receive antennas, whereas User 2 is equipped with one antenna at both transmitter and receiver sides (see Fig. 5 ). The channel model can be written as (60) where and are the signals at the first receiver, is the signal at the second receiver, is additive Gaussian noise with unit variance, , and are additive Gaussian noise with variances and , respectively. Transmitters 1 and 2 are subject to the power constraints and , respectively. For this class, we consider two linear functions and as follows (see Fig. 5 
We conclude that the channel modeled by (60) is admissible if the corresponding parameters satisfy (65) Similar to Class A1, we further add the following constraints to the conditions of Class A2 channels:
In the following lemma, we obtain the required upper bound. 
Proof: The proof is similar to that of Lemma 3 and we omit it here.
3) Class B:
A member of this class is a channel with one transmit antenna and two receive antennas for each user modeled by (see Fig. 6 ) (68) where and are the signals at the first receiver, and are the signals at the second receiver, and is additive Gaussian noise with variance for . Transmitters 1 and 2 are subject to the power constraints and , respectively. In fact, this channel is designed to upper-bound both and . Next, we investigate admissibility of this channel and the conditions that must be imposed on the underlying parameters. Let us consider two linear deterministic functions and with parameters and , respectively, as follows (see Fig. 6 [15] . We summarize this result in the following theorem.
Theorem 4:
The sum capacity in Class B is attained when transmitters use Gaussian codebooks and receivers treat the interference as noise. In this case, the sum capacity is (81) Proof: By substituting in (77), we obtain the desired result.
4) Class C:
Class C is designed to upper-bound for the mixed Gaussian IC where . Class C is similar to Class A1 (see Fig. 4 ), however, we impose different constraints on the parameters of the channels within Class C. These constraints assist us in providing upper bounds by using the fact that at one of the receivers both signals are decodable.
For channels in Class C, we use the same model that is given in (52). Therefore, similar to channels in Class A1, this channel is admissible if the corresponding parameters satisfy (82) Next, we change the constraints in (58) as (83) Through this change of constraints, the second receiver after decoding its own signal will have a less noisy version of the first user's signal, and consequently, it is able to decode the signal of the first user as well as its own signal. Relying on this observation, we have the following lemma. 
IV. WEAK GAUSSIAN INTERFERENCE CHANNEL
In this section, we focus on the weak Gaussian IC. We first obtain the sum capacity of this channel for a certain range of parameters. Then, we obtain an outer bound on the capacity region which is tighter than the previously known outer bounds. Finally, we show that time sharing and concavification result in the same achievable region for Gaussian codebooks.
A. Sum Capacity
In this subsection, we use the Class B channels to obtain the sum capacity of the weak IC for a certain range of parameters. To this end, let us consider the following minimization problem:
The objective function in (85) is the sum capacity of Class B channels obtained in Theorem 4. The constraints are the combination of (73) and (74) where applied to confirm the admissibility of the channel and to validate the sum capacity result. Since every channel in the class is admissible, we have . Substituting and , we have (86) subject to:
By first minimizing with respect to and , the optimization problem (86) can be decomposed as 
From (90) and (91), we observe that for and satisfying and , the objective function becomes independent of and . In this case, we have (92) which is achievable by treating interference as noise. In the following theorem, we prove that it is possible to find a certain range of parameters such that there exist and yielding (92). In fact, if is feasible then there exist and satisfying and . Therefore, the sum capacity of the channel for all feasible points is attained due to (92).
We claim that , where is defined as (96) Fig. 7 . The shaded area is the region where treating interference as noise is optimal for obtaining the sum capacity of the symmetric Gaussian IC.
To show , we set in (95) to get
It is easy to show that the above set is another representation of the region . Hence, we have . To show , it suffices to prove that for any holds. To this end, we introduce the following maximization problem:
which can be written as
It is easy to show that the solution to the above optimization problem is
Hence, we deduce that . This completes the proof.
Remark 3:
The above sum capacity result for the weak Gaussian IC (see also [24] ) has been established independently in [25] and [26] .
As an example, let us consider the symmetric Gaussian IC. In this case, the constraint in (94) becomes (100) In Fig. 7 , the admissible region for , where treating interference as noise is optimal, versus is plotted. For a fixed and all , the upper bound in (85) and the lower bound when receivers treat the interference as noise are plotted in Fig. 8 . We observe that up to a certain value of , the upper bound coincides with the lower bound.
B. New Outer Bound
For the weak Gaussian IC, there are two outer bounds that are tighter than the other known bounds. The first one, due to Kramer [14] , is obtained by relying on the fact that the capacity region of the Gaussian IC is inside the capacity regions of the two underlying one-sided Gaussian ICs. Even though the capacity region of the one-sided Gaussian IC is unknown, there exists an outer bound for this channel that can be used instead. Kramers' outer bound is the intersection of two regions and .
is the collection of all rate pairs satisfying In the outer bound proposed here, we derive an upper bound on all linear combinations of the rates. Recall that to obtain the boundary points of the capacity region , it suffices to calculate and for all . To this end, we make use of channels in A1 and B classes and channels in A2 and B classes to obtain upper bounds on and , respectively. In order to obtain an upper bound on , we introduce two optimization problems as follows. The first optimization problem is written as subject to: (112) In fact, the objective of the above minimization problem is an upper bound on the support function of a channel within Class A1 which is obtained in Lemma 3. The constraints are the combination of (57) and (58) which are applied to guarantee the admissibility of the channel and to validate the upper bound obtained in Lemma 3. Hence,
. By using a new variable , we obtain (113) subject to:
The second optimization problem is written as (114) subject to:
For this problem, Class B channels are used. In fact, the objective is the upper bound on the support function of channels within the class obtained in Lemma 5 and the constraints are defined to obtain the closed-form formula for the upper bound and to confirm that the channels are admissible. Hence, we deduce . By using new variables and , we obtain (115) subject to:
In a similar fashion, one can introduce two other optimization problems, say and , to obtain upper bounds on by using the upper bounds on the support functions of channels in Class A2 and Class B.
Theorem 6 (New Outer Bound):
For any rate pair achievable for the two-user weak Gaussian IC, the inequalities (116) (117) hold for all .
To obtain an upper bound on the sum rate, we can apply the following inequality:
(118)
C. Han-Kobayashi Achievable Region
In this subsection, we aim at characterizing for the weak Gaussian IC. To this end, we first investigate some properties of . First of all, we show that none of the inequalities in describing is redundant. In Fig. 9 , all possible extreme points are shown. It is easy to prove that for . For instance, we consider Since (see Section II-C), we have However, is the sum of the components of . Therefore, violates (7) in the definition of the HK achievable region. Hence, . As another example, let us consider . We claim that violates (8) . To this end, we need to show that . However, it is easy to see that , , and reduce to , , and , respectively. Therefore, . We conclude that has four extreme points in the interior of the first quadrant, namely (119) (120) (121) (122) Most importantly, possesses the unique minimizer property. To prove this, we need to show that , the minimizer of the optimization problem (123) Fig. 9 .
for the weak Gaussian IC. r , r , r , and r are extreme points of in the interior of the first quadrant.
is independent of the parameters , , , and , and only depends on and . We first consider the case for all . It can be shown that for , the maximum of (123) is attained at regardless of , , , and . Therefore, the dual program has the minimizer which is clearly independent of , , , and . In this case, we have (124) For , one can show that and are the maximizer and the minimizer of (123) We conclude that the solutions of the dual program are always independent of , , , and . Hence, possesses the unique minimizer property.
Theorem 7:
For the two-user weak Gaussian IC, time sharing and concavification result in the same region. In other words, can be fully characterized by using TD/FD and allocating power over three different dimensions.
Proof: Since possesses the unique minimizer property, from Theorem 1, we deduce that . Moreover, using Theorem 3, the number of frequency bands is at most three.
To obtain the support function of , we need to obtain defined in (213). Since possesses the unique minimizer property, (213) can be simplified. Let us consider the case where for . It can be shown that for this case (128) Substituting into (212), we obtain For other ranges of , a similar optimization problem can be formed. It is worth noting that even though the number of parameters in characterizing is reduced, it is still prohibitively difficult to characterize boundary points of . In Figs. 10 and 11, different bounds for the symmetric weak Gaussian IC are plotted. As shown in these figures, the new outer bound is tighter than the previously known bounds.
V. ONE-SIDED GAUSSIAN INTERFERENCE CHANNELS
Throughout this section, we consider the one-sided Gaussian IC obtained by setting , i.e., the second receiver incurs no interference from the first transmitter. One can further split the class of one-sided ICs into two subclasses: the strong onesided IC and the weak one-sided IC. For the former, and the capacity region is fully characterized [18] . In this case, the capacity region is the union of all rate pairs satisfying For the latter, and the full characterization of the capacity region is still an open problem. Therefore, we always assume . Three important results were proved for this channel. The first one, proved by Costa in [13] , states that the capacity region of the weak one-sided IC is equivalent to that of the degraded IC with an appropriate change of parameters. The second one, proved by Sato in [12] , states that the capacity region of the degraded Gaussian IC is outer-bounded by the capacity region of a certain degraded broadcast channel. The third one, proved by Sason in [18] , characterizes the sum capacity by combining Costa's and Sato's results.
In this section, we provide an alternative proof for the outer bound obtained by Sato. We then characterize the full HK achievable region where Gaussian codebooks are used, i.e., .
A. Sum Capacity
For the sake of completeness, we first state the sum capacity result obtained by Sason.
Theorem 8 (Sason):
The rate pair is an extreme point of the capacity region of the one-sided Gaussian IC. Moreover, the sum capacity of the channel is attained at this point.
B. Outer Bound
In [12] , Sato derived an outer bound on the capacity of the degraded IC. This outer bound can be used for the weak onesided IC as well. This is due to Costa's result which states that the capacity region of the degraded Gaussian IC is equivalent to that of the weak one-sided IC with an appropriate change of parameters.
Theorem 9 (Sato) : If the rate pair belongs to the capacity region of the weak one-sided IC, then it satisfies (130) for all where . Proof: Since the sum capacity is attained at the point where User 2 transmits at its maximum rate , other boundary points of the capacity region can be obtained by characterizing the solutions of for all . Using Fano's inequality, we have where follows from the fact that Gaussian distribution maximizes the differential entropy for a given constraint on the covariance matrix and follows from the definition of in (38). Depending on the value of , we consider the following two cases.
1: For , we have (131) In fact, the point which is achievable by treating interference as noise at Receiver 1, satisfies (131) with equality. Therefore, it belongs to the capacity region. Moreover, by setting , we deduce that this point corresponds to the sum capacity of the one-sided Gaussian IC. This is in fact an alternative proof for Sason's result. We claim that is the dual representation of the region defined in the statement of the theorem, see (4) . To this end, we define as
We evaluate the support function of as
It is easy to show that maximizes the above optimization problem. Therefore, we have (137) Since is a closed convex set, we can use (4) to obtain its dual representation which is indeed equivalent to (134). This completes the proof.
C. Han-Kobayashi Achievable Region
In this subsection, we characterize , , , and for the weak one-sided Gaussian IC.
can be characterized as follows. Since there is no link between Transmitter 1 and Receiver 2, User 1's message in the HK achievable region is only the private message, i.e.,
. In this case, we have
It is easy to show that , ,
. Hence, can be represented as all rate pairs satisfying
We claim that . To prove this, we need to show that possesses the unique minimizer property.
is a pentagon with two extreme points in the interior of the first quadrant, namely, and . where
Using above, it can be verified that possesses the unique minimizer property.
Next, we can use the optimization problem in (212) to obtain the support function of . However, we only need to consider for . Therefore, we have
Substituting into (212), we conclude that boundary points of can be characterized by solving the optimization problem (151) subject to:
For the sake of completeness, we provide a simple description for in the next lemma.
Lemma 7:
The region can be represented as the collection of all rate pairs satisfying
for all . Moreover, is convex and any point that lies on its boundary can be achieved by using superposition coding and successive decoding.
Proof: Let denote the set defined in the above lemma. It is easy to show that is convex and . To prove the inverse inclusion, it suffices to show that the extreme points of , and (see (148) and (149)) are inside for all . By setting , we see that . To prove , we set . We conclude that if the following inequality holds:
(154) for all . However, (154) reduces to which holds for all . Hence, . Using these facts, it is straightforward to show that the boundary points are achievable by using superposition coding and successive decoding. 
VI. MIXED GAUSSIAN INTERFERENCE CHANNELS
In this section, we focus on the mixed Gaussian interference channel. We first characterize the sum capacity of this channel. Then, we provide an outer bound on the capacity region. Finally, we investigate the HK achievable region. Without loss of generality, we assume and .
A. Sum Capacity Theorem 10:
The sum capacity of the mixed Gaussian IC with and can be stated as (155) Proof: We need to prove the achievability and converse for the theorem.
Achievability Part: Transmitter 1 sends a common message to both receivers, while the first user's signal is considered as noise at both receivers. In this case, the rate (156) is achievable. At Receiver 2, the signal from Transmitter 1 can be decoded and removed. Therefore, User 2 is left with a channel without interference and it can communicate at its maximum rate which is (157) By adding (156) and (157), we obtain the desired result.
Converse Part: The sum capacity of the Gaussian IC is upper-bounded by that of the two underlying one-sided Gaussian ICs. Hence, we can obtain two upper bounds on the sum rate. We first remove the interfering link between Transmitter 1 and Receiver 2. In this case, we have a one-sided Gaussian IC with weak interference. The sum capacity of this channel is known [18] . Hence, we have (158) By removing the interfering link between Transmitter 2 and Receiver 1, we obtain a one-sided Gaussian IC with strong interference. The sum capacity of this channel is known. Hence, we have (159) which equivalently can be written as (160)
By taking the minimum of the right-hand sides of (158) and (160), we obtain (161) This completes the proof.
Remark 4:
In an independent work [25] , the sum capacity of the mixed Gaussian IC is obtained for a certain range of parameters, whereas in the above theorem, we characterize the sum capacity of this channel for the entire range of its parameters (see also [24] ).
By comparing with , we observe that if , then the sum capacity corresponds to the sum capacity of the one-sided weak Gaussian IC, whereas if , then the sum capacity corresponds to the sum capacity of the one-sided strong IC. Similar to the one-sided Gaussian IC, since the sum capacity is attained at the point where User 2 transmits at its maximum rate , other boundary points of the capacity region can be obtained by characterizing the solutions of for all .
B. New Outer Bound
The genie-aided technique is used by Etkin et al. in [15] to obtain an outer bound on the capacity of the mixed Gaussian IC. This bound is the union of all rate pairs satisfying
The capacity region of the mixed Gaussian IC is inside the intersection of the capacity regions of the two underlying onesided Gaussian ICs. Removing the link between Transmitter 1 and Receiver 2 results in a weak one-sided Gaussian IC whose outer bound is the collection of all rate pairs satisfying , we obtain subject to:
Hence, we have the following theorem that provides an outer bound on the capacity region of the mixed Gaussian IC.
Theorem 11: For any rate pair achievable for the two-user mixed Gaussian IC, . Moreover, the inequality (174) holds for all .
C. Han-Kobayashi Achievable Region
In this subsection, we study the HK achievable region for the mixed Gaussian IC. Receiver 2 after decoding its own signal will have a less noisy version of the first user's signal, and consequently, it is able to decode the signal of the first user as well as its own signal. Hence, User 1 associates all its power to the common message. User 2, on the other hand, allocates and of its total power to its private and common messages, respectively, where . Therefore, we have
(179) Fig. 13 . The new region which is obtained by enlarging .
(180)
Due to the fact that the sum capacity is attained at the point where the second user transmits at its maximum rate, the last inequality in the description of the HK achievable region can be removed. Although the point in Fig. 9 may not be in , this point is always achievable due to the sum capacity result. Hence, we can enlarge by removing and . Let us denote the resulting region as . Moreover, one can show that , , , and are still outside . However, for the mixed Gaussian IC, it is possible that belongs to . In Fig. 13 Remark 5: Region in Case II and Case III represents a facet that belongs to the capacity region of the mixed Gaussian IC. It is important to note that, surprisingly, this facet is achievable when the second transmitter uses both the common message and the private message. In fact, this is the first Gaussian IC where both common and private messages are used to achieve points on the boundary of the capacity region.
Different bounds are compared for the mixed Gaussian IC for Cases I, II, and III in Figs. 14-16, respectively.
VII. CONCLUSION
We have studied the capacity region of the two-user Gaussian IC. The sum capacities, inner bounds, and outer bounds have been considered for three classes of channels: weak, one-sided, and mixed Gaussian IC. We have used admissible channels as the main tool for deriving outer bounds on the capacity regions.
For the weak Gaussian IC, we have derived the sum capacity for a certain range of channel parameters. In this range, the sum capacity is attained when Gaussian codebooks are used and interference is treated as noise. Moreover, we have derived a new outer bound on the capacity region. This outer bound is tighter than the Kramer's bound and the ETW's bound. Regarding inner bounds, we have reduced the computational complexity of the HK achievable region. In fact, we have shown that when Gaussian codebooks are used, the full HK achievable region can be obtained by using the naive HK achievable scheme over three frequency bands.
For the one-sided Gaussian IC, we have presented an alternative proof for the Sato's outer bound. We have also derived the full HK achievable region when Gaussian codebooks are used.
For the mixed Gaussian IC, we have derived the sum capacity for the entire range of its parameters. Moreover, we have presented a new outer bound on the capacity region that outperforms ETW's bound. We have proved that the full HK achievable region using Gaussian codebooks is equivalent to that of the one-sided Gaussian IC for a particular range of channel gains. We have also derived a facet that belongs to the capacity region for a certain range of parameters. Surprisingly, this facet is obtainable when one of the transmitters uses both the common message and the private message. Let us assume is the maximizer of (28 
In fact, in (212) can be viewed as the result of the concavification of [27] . Hence, using Theorem 2.16 in [27] , we conclude that .
APPENDIX IV PROOF OF LEMMA 1
From the general result for (31), we know that the optimum input distribution is Gaussian. Hence, we need to solve the following maximization problem: subject to:
Since is a positive semi-definite matrix, it can be decomposed as , where is a diagonal matrix with nonnegative entries and is a unitary matrix, i.e., . Substituting in (214) and using the identities and , we obtain subject to:
This optimization problem can be simplified as subject to:
By introducing Lagrange multipliers and , we obtain (217) (218)
The first-order KKT necessary conditions for the optimum solution of (217) can be written as Let us assume and are achievable rates for User 1 and 2, respectively. Furthermore, we split into and such that . Using Fano's inequality, we obtain the following chain of inequalities: (223) In (223), follows from the fact that and are independent. Now, we separately upper-bound the terms within each bracket in (223).
To maximize the terms within the first bracket, we use the fact that Gaussian distribution maximizes the differential entropy subject to a constraint on the covariance matrix. Hence, we have (224) Since , we can make use of Lemma 1 to upper bound the second bracket. In this case, we have (225) where is defined in (40). We upper-bound the terms within the third bracket as follows [15] : (226) where follows from the chain rule and the fact that removing independent conditions does not decrease differential entropy, follows from the fact that Gaussian distribution maximizes the conditional entropy for a given covariance matrix, and follows form Jenson's inequality.
For the last bracket, we again make use of the definition of . In fact, since , we have
Adding all inequalities, we obtain (228) where the fact that as is used to eliminate form the right-hand side of the inequality. Now, by taking the minimum of the right-hand side of (228) over all and , we obtain the desired result. This completes the proof.
APPENDIX VI PROOF OF LEMMA 5
We only upper-bound and an upper bound on can be similarly obtained. Let us assume and are achievable rates for User 1 and User 2, respectively. Using Fano's inequality, we obtain (229) Next, we upper bound the terms within each bracket in (229) separately. For the first bracket, we have (230) where follows from the chain rule and the fact that removing independent conditions increases differential entropy, follows from the fact that Gaussian distribution optimizes conditional entropy for a given covariance matrix, and follows form Jenson's inequality.
Similarly, the terms within the second bracket can be upperbounded as (231) Using Lemma 1 and the fact that , the terms within the third bracket can be upper-bounded as 
