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Abstract
The problem of finding a vector x which obeys a set of quadratic equations |a⊤
k
x|2 = yk,
k = 1, · · · ,m, plays an important role in many applications. In this paper we consider the case
when both x and ak are real-valued vectors of length n. A new loss function is constructed for
this problem, which combines the smooth quadratic loss function with an activation function.
Under the Gaussian measurement model, we establish that with high probability the target
solution x is the unique local minimizer (up to a global phase factor) of the new loss function
provided m & n. Moreover, the loss function always has a negative directional curvature around
its saddle points.
1 Introduction
Many applications in science and engineering, such as X-ray crystallography [23], diffraction and
array imaging [7], and electron microscopy [30], are essentially about solving systems of quadratic
equations. This paper concerns a real-valued case of the problem. The goal is to find a vector
x ∈ Rn which can solve m quadratic equations of the form
yk = |a⊤k x|2, k = 1, · · · ,m, (1)
where y =
[
y1, · · · , ym
]⊤ ∈ Rm+ and ak ∈ Rn are known. Despite the seeming simplicity of (1),
solving this problem is computationally intractable. Indeed, a special instance of (1) is the NP-hard
stone problem [14].
The problem of recovering a vector from a set of quadratic measurements, especially from the
Fourier type measurements, has long been studied. Moreover, it has received intensive investigations
over the past few years largely due to its connection with low rank matrix recovery. Even though the
corresponding low rank matrix recovery problem is still nonconvex and computationally intractable,
we can approximate it by its nearest convex relaxation, leading to a convex formulation known as
PhaseLift. Performance guarantee of PhaseLift has been established in [13, 10, 11, 17] under
different measurement models, showing that successful recovery can be achieved when the number
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of equations is (nearly) proportional to the number of unknowns. There are also other convex
relaxation methods for solving systems of quadratic equations; see for example [42, 2, 21, 22].
Though convex approximations usually come with recovery guarantees, they are not computa-
tionally desirable for large scale problems. In contrast, many simple nonconvex algorithms are able
to solve (1) both accurately and efficiently. Among them are a family of algorithms with optimal
or near-optimal provable guarantees, including alternating projections and its resampled variant
[31, 41], Kaczmarz methods [24, 37], and those algorithms which propose to compute the solution
of (1) by minimizing certain nonconvex loss functions [12, 14, 43, 9, 48]. Specifically, a gradient
descent algorithm known as Wirtinger Flow has been developed in [12] based on the following
smooth quadratic loss function
f(z) =
1
2m
m∑
k=1
(
(akz)
2 − yk
)2
. (2)
In [43, 48], gradients descent algorithms were developed based on a loss function similar to (2) but
with (a⊤k z)
2 − yk replaced by |a⊤k z| −
√
yk, while a Poisson loss function is adopted in [14].
Theoretical guarantees of the aforementioned algorithms typically require that the initial guess
is sufficiently close to the true solution. However, numerical simulations show that these algorithms
can often achieve successful recovery even with random initialization. To understand this empirical
success, Sun et al. [36] investigated the global geometry of the loss function in (2). It has been
shown that under the Gaussian measurement model f(z) does not have any spurious local minima
provided1 m & n log3 n. Putting it in another way, under this sampling condition, the target signal
x is the only local minimizer of f(z) up to a global phase factor. Moreover, f(z) possesses a
negative directional curvature around each saddle point. Thus, algorithms that can avoid saddle
points and converge to a local minimizer are bound to find the global minimizer; see for example
[27]. Our work follows this line of research and attempts to construct a loss function with x being
the only local minimizer up to a global phase factor when m & n. That is, we want to construct a
loss function without spurious local minima for (1) conditioned on the optimal sampling complexity.
In recent years, there has been a surge of interest in nonconvex optimization for problems
arising from signal processing and machine learning; solving systems of quadratic equations is one
of them. For more general low rank matrix recovery, a variety of nonconvex algorithms have been
developed and analyzed, including those based on matrix factorization [38, 50] and those based on
the embedded manifold of low rank matrices [45, 44]. The reader can refer to the review paper [8]
for more details. Geometric landscape of related loss functions for low rank matrix recovery has
been investigated in [18, 19, 28, 4, 32]. Similar results have also been established for nonconvex
formulations of other problems, for example blind deconvolution [49], dictionary learning [34, 35],
tensor completion [1, 20], phase synchronization [5, 29, 6], and deep neural networks [39, 47, 33, 25].
1.1 Motivation and main result
As stated previously, a few of the algorithms for solving Gaussian random systems of quadratic
equations are able to achieve successful recovery with high probability provided m & n, including
TWF [14], TAF [43] and TRGrad [9], just to name a few. In addition, it is also known that a
unique solution (up to a global phase factor) of (1) can be determined from m ≥ 2n − 1 generic
measurements for the real problem or from m ≥ 4n − 4 generic measurements for the complex
1The notation m & f(n) means that there exists an absolute constant C > 0 such that m ≥ C · f(n).
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problem [3, 16]. Thus, it is interesting to see whether there exists a loss function for solving
random systems of quadratic equations which does not have any spurious local minima when
m & n, in contrast to m & n log3 n for (2) as is established in [36]. To the best of our knowledge,
this question has not been explored yet. In our work, we will give an affirmative answer for the
real-valued problem.
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Figure 1: Two examples of activation functions: h1(u) (left) and h2(u) (right).
We construct the new loss function f(z) by coupling (2) with an activation function h(u),
f(z) =
1
2m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
, (3)
where the activation function h(u) satisfies

h(u) = 1 if 0 ≤ u ≤ β,
h(u) ∈ [0, 1] if u ∈ (β, γ),
h(u) = 0 if u ≥ γ
and |h′(u)|, |h′′(u)| exist and are bounded
for two predetermined universal parameters 0 < β < γ that are sufficiently large. For simplicity,
we assume γ = C ·β for some absolute constant C > 1. Note that the bounds of |h′(u)| and |h′′(u)|
relies on the parameters β and γ. Two examples of h(u) are
h1(u) =


1 0 ≤ u ≤ β
−6
(
u−β
γ−β
)5
+ 15
(
u−β
γ−β
)4 − 10(u−βγ−β)3 + 1 u ∈ (β, γ)
0 u ≥ γ.
and
h2(u) =


1 0 ≤ u ≤ β
−30000
(
u−β
γ−β
)5
+ 8000
(
u−β
γ−β
)4
− 600
(
u−β
γ−β
)3
+ 1 0 < u−βγ−β < 0.1
1− u−βγ−β 0.1 ≤ u−βγ−β ≤ 0.9
−30000
(
u−β
γ−β − 1
)5 − 8000(u−βγ−β − 1)4 − 600(u−βγ−β − 1)3 0.9 < u−βγ−β < 1
0 u ≥ γ.
3
4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Su
cc
es
sf
ul
 re
co
ve
ry
 p
ro
ba
bi
lity
(a)
4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Su
cc
es
sf
ul
 re
co
ve
ry
 p
ro
ba
bi
lity
(b)
4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Su
cc
es
sf
ul
 re
co
ve
ry
 p
ro
ba
bi
lity
(c)
4 5 6 7 8 9 10
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Su
cc
es
sf
ul
 re
co
ve
ry
 p
ro
ba
bi
lity
(d)
Figure 2: Recovery performance of gradient descent for functions in (2) and (3).
See Figure 1 for a graphical illustration of h1(u) and h2(u) when β = 10 and γ = 2β.
The activation function is introduced to circumvent the effect of the fourth powers of Gaus-
sian random variables which are heavy-tailed. Assuming that ak, k = 1, · · · ,m are independent
Gaussian vectors: ak ∼ N (0, In), our main result for f(z) is stated as follows 2.
Theorem 1.1 (Main result). With probability exceeding 1 − e−Ω(m), the function f(z) with fixed
0 < β < γ does not have any spurious local minima provided m & n. Moreover, at each saddle
point f(z) has a negative directional curvature .
1.2 Numerical Illustration
In numerical simulations, a direct examination of the geometric landscape of a loss function seems
to be out of reach. Instead, we investigate the performance of the gradient descent iteration
zl+1 = zl − µ∇f(zl)
2Here and in the sequel f(z) always denotes the one defined in (3), unless otherwise stated.
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with three different stepsizes µ ∈ {0.1, 0.2, 0.3}/(‖y‖1/m) when minimizing the loss functions de-
fined in (2) and (3), respectively. We use h2(u) with γ = 1.5β for the loss function in (3). Different
values of β are adopted for different stepsizes, namely, β = 20 when µ = 0.1/(‖y‖1/m), β = 10
when µ = 0.2/(‖y‖1/m), and β = 5 when µ = 0.3/(‖y‖1/m). Roughly speaking, a more stringent
activation condition is imposed for the larger stepsize.
Numerical tests are conducted for fixed n = 128 and m increasing from 4 to 10 by 0.5. For
each fixed pair of (n,m), 500 problem instances on randomly generated ak ∼ N (0, In) and x ∼
N (0, In) are tested. The initial guess for the gradient descent iteration is generated randomly and
independently according to the standard Gaussian distribution. We consider the algorithm to have
successfully reconstructed a test signal if it returns an estimate with the relative reconstruction
error being less or equal than 10−3 under the distance defined by
dist(z,x) ≤ min{‖z − x‖, ‖z + x‖}.
The plots of the successful recovery probability against the sampling ratio for the three different
stepsizes are presented in Figures 2a – 2c. We can see that, when µ = 0.1/(‖y‖1/m), the transition
curves of the gradient iterations based on the two different loss functions are nearly indistinguish-
able. However, the advantage of our loss function over the one without the activation function
becomes more significant as µ increases. In particular, when µ = 0.3/(‖y‖1/m), the gradient it-
eration based on the new loss function with proper (β, γ) can achieve more than 80% successful
recovery when m ≥ 6n, whereas the gradient descent iteration based on the other loss function can
hardly succeed even when m = 10n.
We also put the recovery transitions corresponding to the new loss function but with different
values of (µ, β, γ) in the same plot; see Figure 2d. Competitive performance of the gradient descent
iterations corresponding to different triples of (µ, β, γ) can be observed whenm & 5n. This suggests
that similar recovery performance can be achieved by trading off appropriately between the stepsize
and the parameters in the loss function.
1.3 Organization and notation
The rest of this paper is organized as follows. The geometric landscape of the new loss function is
presented in Section 2. Section 3 contains the detailed justification, with the proofs for the technical
lemmas being presented in Section 4. We conclude this paper with potential future directions in
Section 5.
Following the notation above we use bold face lowercase letters to denote vectors and use normal
font letters with subindices for their entries. In particular, we fix x as the underlying vector to be
reconstructed. The ℓ1-norm and ℓ2-norm of a vector z are denoted by ‖z‖1 and ‖z‖, respectively.
Recall that the notation m & f(n) means that there exists an absolute constant C > 0 such that
m ≥ C ·f(n). Similarly, the notation m . f(n) means that there exists an absolute constant C > 0
such that m ≤ C · f(n). Throughout the paper, C denotes an absolute constant whose value may
change from line to line.
2 Geometric landscape of the new function
In this section we present the detailed geometric landscape of f(z). Differing from the partition in
[36], we decompose Rn into five non-overlapping regions (see Figure 3):
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Figure 3: Partition of R2.
• R1 :=
{
z : dist(z,x) ≤ 15‖x‖
}
,
• R2a := {z : 13 − δ < ‖z‖
2
‖x‖2 <
99
100 and dist(z,x) >
1
5‖x‖},
• R2b := {z : 90100 ≤ ‖z‖
2
‖x‖2 ≤ 10199 and dist(z,x) > 15‖x‖},
• R2c := {z : ‖z‖
2
‖x‖2 >
101
100 and dist(z,x) >
1
5‖x‖},
• R3 := {z : 0 < ‖z‖
2
‖x‖2 ≤ 13 − δ},
where δ is a fixed constant in (0, 1100 ]. The properties of f(z) over these five regions are summarized
in the following five theorems.
Theorem 2.1. With probability at least 1− e−Ω(m),
λmin
(∇2f(z)) ≥ 1
25
‖x‖2
holds uniformly for all z ∈ R1 provided m & n.
Theorem 2.2. With probability at least 1 − e−Ω(m), all critical points in R2a must exist in the
subregion defined by
1
3
− δ < ‖z‖
2
‖x‖2 <
1
3
+ δ and |z⊤x| < δ‖x‖2 (4)
provided m & n. Moreover, with probability exceeding 1− e−Ω(m),
6
x⊤∇2f(z)x ≤ −3‖x‖4 and z⊤∇2f(z)z ≥ ‖x‖4.
hold uniformly for all z in (4) provided m & n.
Theorem 2.3. With probability at least 1− e−Ω(m),
z⊤∇f(z) ≥ 9
1000
‖x‖4
holds uniformly for all z ∈ R2b provided m & n.
Theorem 2.4. With probability at least 1− e−Ω(m),
z⊤∇f(z) ≥ 49
1000
‖z‖4
holds uniformly for all z ∈ R2c provided m & n.
Theorem 2.5. With probability at least 1− e−Ω(m),
z⊤∇f(z) ≤ −5δ‖z‖2‖x‖2
holds uniformly for all z ∈ R3 provided m & n.
The proofs of the above theorems are deferred to Section 3, and we make a few comments here.
From these five theorems, it is evident that critical points of f(z) can only occur in R1 and R2a,
since at critical points one has ∇f(z) = 0. Noticing that ±x ∈ R1, f(z) ≥ 0 and f(±x) = 0,
by Theorem 2.1, we know that ±x are the local minimizers. Theorem 2.2 implies that at any
critical point in R2a, the Hession of f(z) has a negative directional curvature as well as a positive
directional curvature. Thus, critical points in R2a must be ridable saddle points [36]. Putting it all
together, we can establish Theorem 1.1 and show that every local minimizer is a global minimizer.
Additionally, though f(z) is singular at z = 0, Theorem 2.5 shows that local minimizers of f(z)
cannot exist around 0. Moreover, it also implies that searching along the gradient descent direction
at any point in R3 will move the point further away from the origin.
3 Proofs for Section 2
3.1 Technical lemmas
In order to prove the main theorems, we first list several technical lemmas that will be used
repeatedly in this section, but defer the proofs to Section 4. Here and throughout this paper, if the
expression of a random variable or a random matrix is long we will simply use E[·] to denote the
associated expectation.
Lemma 3.1. Let h(u) be a continuous function defined on [0,∞) which obeys

h(u) = 1 if 0 ≤ u ≤ β,
h(u) ∈ [0, 1] if u ∈ [β, γ],
h(u) = 0 if u ≥ γ
7
for two absolute numerical constants γ > β ≥ 1. Assume ak ∼ N (0, In), k = 1, · · · ,m, are
independent. Then for any ǫ ∈ (0, 1) and all nonzero vectors u, v ∈ Rn,∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u)
s(a⊤k v)
th
( |a⊤k u|2
‖u‖2
)
h
( |a⊤k v|2
‖v‖2
)
aka
⊤
k − E[·]
∥∥∥∥∥
.
(
ǫ ·max{s, t}γ t+s2 + γ s+t2 ǫ−1e−0.49ǫ−2 + γ s+t+12 e−0.49β
)
‖u‖s‖v‖t
holds with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n, where the exponents s and
t are two nonnegative integers.
Lemma 3.2. Under the setup of Lemma 3.1,∥∥∥∥E
[
(a⊤k u)
s(a⊤k v)
t
(
h
( |a⊤k u|2
‖u‖2
)
h
( |a⊤k v|2
‖v‖2
)
− 1
)
aka
⊤
k
]∥∥∥∥ . ((8s)!!)1/8((8t)!!)1/8‖u‖s‖v‖t · e−0.25β
holds for all ‖u‖ 6= 0 and ‖v‖ 6= 0.
Lemma 3.3. Under the setup of Lemma 3.1,∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
th
( |a⊤k z|2
‖z‖2
)[
h
(
m|a⊤k x|2
‖y‖1
)
− h
( |a⊤k x|2
‖x‖2
)]
aka
⊤
k
∥∥∥∥∥
. 2
t
2 γ
s+t
2
(√
βe−0.245β + ǫ
)
‖z‖s‖x‖t
holds uniformly for all ‖z‖ 6= 0 with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n.
Lemma 3.4. Let h(u) and g(x) be two continuous functions defined on [0,∞) satistying

h(u) = 1 if 0 ≤ u ≤ β,
h(u) ∈ [0, 1] if u ∈ (β, γ),
h(u) = 0 if u ≥ γ
and
{
g(u) = 0 if u ∈ [0, β] ∪ [γ,∞],
|g(u)| ≤ 1 if β < u < γ
for two absolute numerical constants γ > β ≥ 1. Assume ak ∼ N (0, In), k = 1, · · · ,m, are
independent. Then for any ǫ ∈ (0, 1) and all nonzero vectors z ∈ Rn,∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
∥∥∥∥∥ . 2 t2 γ s+t2
(√
βe−0.49β + ǫ
)
‖z‖s‖x‖t
holds with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n, where the exponents s and
t are two nonnegative integers.
Lemma 3.5. Under the setup of Lemma 3.4,∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
za⊤k
∥∥∥∥∥ . 2 t2 γ s+t+12
(
e−0.245β +
√
ǫ
)
‖z‖s+1‖x‖t
holds uniformly for all ‖z‖ 6= 0 with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n.
Lemma 3.6. Under the setup of Lemma 3.4, for s ≥ 2∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)∣∣∣∣∣ . 2 t2 γ s+t2
(√
βe−0.49β + ǫ
)
‖z‖s‖x‖t
holds uniformly for all ‖z‖ 6= 0 with probability at least 1− e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n.
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3.2 Proof of Theorem 2.1
Due to symmetry, it suffices to consider the region ‖z − x| ≤ 15‖x‖, from which we have
4
5
‖x‖ ≤ ‖z‖ ≤ 6
5
‖x‖. (5)
Though there are twelve terms in the expression for ∇2f(z) (see (21)), it is not difficult to see that
the second term through the last term, with their sum denoted by I2, can be bounded easily by
Lemmas 3.4 to 3.6, giving
‖I2‖ . γ
9
2
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞}max
{
‖z‖2, ‖x‖2, ‖x‖
4
‖z‖2
}
. γ
9
2
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞} ‖x‖2, (6)
where we have used (5) in the second line. Define
I1 =
1
m
m∑
k=1
(
6(a⊤k z)
2 − 2(a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k ,
which is the first term in the Hessian of ∇2f(z). By setting (s, t) to be (2, 0) and (0, 2) respectively
in Lemma 3.3, we have∥∥∥∥∥I1 − 1m
m∑
k=1
(
6(a⊤k z)
2 − 2(a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
aka
⊤
k
∥∥∥∥∥
. γ
3
2
(
e−0.245β + ǫ
)
max
{‖z‖2, ‖x‖2}
. γ
3
2
(
e−0.245β + ǫ
)
‖x‖2. (7)
Moreover, letting (s, t) to be (2, 0) and (0, 2) respectively in Lemma 3.1, we have
λmin
(
1
m
m∑
k=1
(
6(a⊤k z)
2 − 2(a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
aka
⊤
k
)
≥ λmin
(
E
[(
6(a⊤k z)
2 − 2(a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
aka
⊤
k
])
− Cγ 32
(
ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
)
‖x‖2
≥ λmin
(
E
[(
6(a⊤k z)
2 − 2(a⊤k x)2
)
aka
⊤
k
])
−
∥∥∥∥E
[(
6(a⊤k z)
2 − 2(a⊤k x)2
){
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
− 1
}
aka
⊤
k
]∥∥∥∥
− Cγ 32
(
ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
)
‖x‖2,
where C is an absolute constant whose value may change from line to line.
For any unit vector q ∈ Sn−1, we have
q⊤E
[(
6(a⊤k z)
2 − 2(a⊤k x)2
)
aka
⊤
k
]
q
9
= 6‖q‖2‖z‖2 + 12(q⊤z)2 − 2‖q‖2‖x‖2 − 4(q⊤x)2
≥ 6‖z‖2 − 2‖x‖2 − 4|q⊤(z + x)||q⊤(z − x)|
≥ 2
25
‖x‖2.
Moreover, the application of Lemma 3.2 yields∥∥∥∥E
[(
6(a⊤k z)
2 − 2(a⊤k x)2
){
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
− 1
}
aka
⊤
k
]∥∥∥∥
.
(‖z‖2 + ‖x‖2) e−0.25β
. e−0.25β‖x‖2,
It follows that
λmin
(
1
m
m∑
k=1
(
6(a⊤k z)
2 − 2(a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖x‖2
)
aka
⊤
k
)
≥
(
2
25
− Ce−0.25β − Cγ 32
(
ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
))
‖x‖2. (8)
Noting that ∇2f(z) = I1 + I2, combining (6), (7), and (8) together yields
λmin (∇f(z)) ≥
(
2
25
− Ce−0.25β − Cγ 32
(
ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
))
‖x‖2
− Cγ 32
(
e−0.245β + ǫ
)
‖x‖2 − Cγ 92
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞} ‖x‖2
≥ 1
25
‖x‖2
for sufficiently small ǫ and sufficiently large β and γ since max {|h′|∞, |h′′|∞} = O(1) in our con-
struction.
3.3 Proof of Theorem 2.2
Due to symmetry we only need to consider the case z⊤x ≥ 0 in R2a. We will first show that with
probability 1− e−Ω(m),
x⊤∇f(z) < − δ
100
‖x‖4 (9)
holds uniformly for all z in the region R2a ∩ {z | z⊤x ≥ δ‖x‖2} provided m & n, and hence
excluding the possibility of any critical points in this region.
Next, we will show that with probability 1− e−Ω(m),
z⊤∇f(z) > δ‖x‖4 (10)
holds uniformly for all z in the region R2a ∩ {z | 0 ≤ z⊤x < δ‖x‖2} ∩ {z | ‖z‖2/‖x‖2 ≥ 13 + δ}
provided m & n, and again excluding the possibility of any critical points in this region. Then the
first part of Theorem 2.2 follows immediately by combining the above two results together.
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Proof of (9) Notice that
x⊤∇f(z) = 1
m
m∑
k=1
2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)(a
⊤
k x)h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
+
1
‖z‖2 ·
1
m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)(a
⊤
k x)h
′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
− z
⊤x
‖z‖4 ·
1
m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
2h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
:= I1 + I2 + I3.
By Lemmas 3.3, 3.1, and 3.2, and noticing ‖z‖2 ≤ ‖x‖2 in R2a, we have
I1 ≤ 1
m
m∑
k=1
2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)(a
⊤
k x)h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖z‖2
)
+ Cγ
(√
βe−0.245β + ǫ
)
‖x‖4
≤ E
[
2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)(a
⊤
k x)h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k x|2
‖z‖2
)]
+ C
(
γǫ+ γǫ−1e−0.49ǫ
−2
+ γ1.5e−0.49β
)
‖x‖4 + Cγ
(√
βe−0.245β + ǫ
)
‖x‖4
≤ E
[
2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)(a
⊤
k x)
]
+ Ce−0.25β‖x‖4 + C
(
γǫ+ γǫ−1e−0.49ǫ
−2
+ γ1.5e−0.49β
)
‖x‖4 + Cγ
(√
βe−0.245β + ǫ
)
‖x‖4.
On the other hand, by Lemma 3.4 and noticing 97300‖x‖2 ≤ (13 − δ)‖x‖2 ≤ ‖z‖2 ≤ ‖x‖2 in R2a since
δ ≤ 1100 , we have
I2 + I3 ≤ C|h′|∞γ2
(√
βe−0.49β + ǫ
)
‖x‖4.
Thus, combining the above two inequalities together implies that for all z in R2a ∩ {z | z⊤x ≥
δ‖x‖2} we have
x⊤∇f(z) ≤ E
[
2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)(a
⊤
k x)
]
+
δ
20
‖x‖4
= 6(z⊤x)(‖z‖2 − ‖x‖2) + δ
20
‖x‖4
≤ − δ
100
‖x‖4
where the first line can be achieved by choosing ǫ sufficiently small and γ > β sufficiently large, and
in the last line we have used the fact ‖z‖2 ≤ 99100‖x‖2 and z⊤x ≥ δ‖x‖2 in R2a∩{z | z⊤x ≥ δ‖x‖2}.
Proof of (10) First we have
z⊤∇f(z) = 1
m
m∑
k=1
2(|a⊤k z|2 − |a⊤k x|2)(a⊤k z)2h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k z|2
‖y‖1
)
(11)
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By applying Lemmas 3.3, 3.1 and 3.2 in order, we have
z⊤∇f(z) ≥ 1
m
m∑
k=1
2(|a⊤k z|2 − |a⊤k x|2)(a⊤k z)2h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k z|2
‖x‖2
)
− Cγ
(√
βe−0.245β + ǫ
) (‖z‖4 + ‖z‖2‖x‖2)
≥ E
[
2(|a⊤k z|2 − |a⊤k x|2)(a⊤k z)2h
( |a⊤k z|2
‖z‖2
)
h
( |a⊤k z|2
‖x‖2
)]
− Cγ1.5
(
2ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
) (‖z‖4 + ‖z‖2‖x‖2)
− Cγ
(√
βe−0.245β + ǫ
) (‖z‖4 + ‖z‖2‖x‖2)
≥ E
[
2(|a⊤k z|2 − |a⊤k x|2)(a⊤k z)2
]
− Ce−0.25β (‖z‖4 + ‖z‖2‖x‖2)
− Cγ1.5
(
2ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
) (‖z‖4 + ‖z‖2‖x‖2)
− Cγ
(√
βe−0.245β + ǫ
) (‖z‖4 + ‖z‖2‖x‖2) . (12)
Noticing that in R2a ∩ {z | 0 ≤ z⊤x < δ‖x‖2} ∩ {z | ‖z‖2/‖x‖2 ≥ 13 + δ} we have (13 + δ)‖x‖2 ≤
‖z‖2 ≤ ‖x‖2, and consequently,
z⊤f(z) ≥ 6‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2
−
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)
‖x‖4
≥ 6‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2 − δ‖x‖4
≥ 6
(
1
3
+ δ
)2
‖x‖4 − 2
(
1
3
+ δ
)
‖x‖4 − 4δ2‖x‖4 − δ‖x‖4
= (δ + δ2)‖x‖4 > δ‖x‖4,
where the second inequality can be achieved by choosing ǫ to be sufficiently small and γ > β to be
sufficiently large.
In the first part we have established that critical points in R2a must obey
1
3
− δ < ‖z‖
2
‖x‖2 <
1
3
+ δ and |z⊤x| < δ‖x‖2.
Thus, by (6), we have
x⊤∇2f(z)x ≤ 1
m
m∑
k=1
(
6(a⊤k z)
2 − 2(a⊤k x)2
)
(a⊤k x)
2h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
+ Cγ
9
2
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞} ‖x‖4
Applying Lemmas 3.3, 3.1 and 3.2 in order yields
x⊤∇2f(z)x ≤ E
[
6(a⊤k z)
2(a⊤k x)
2 − 2(a⊤k x)4
]
12
+
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)
‖x‖4
+ Cγ
9
2
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞} ‖x‖4
≤ 6‖z‖2‖x‖2 + 12(z⊤x)2 − 6‖x‖4 + δ‖x‖4
≤
(
6
(
1
3
+ δ
)
+ 12δ2 − 6 + δ
)
‖x‖4
≤ −3‖x‖4,
where in the second inequality for fixed δ we choose ǫ to be sufficiently small and β and γ to be
properly large. Similarly, but considering a different direction, we have
z⊤∇2f(z)z ≥ 18‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2
−
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+Ce−0.25β
)
‖x‖4
− Cγ 92
(
e−0.245β +
√
ǫ
)
max
{|h′|∞, |h′′|∞} ‖x‖4
≥
(
18
(
1
3
− δ
)2
− 2
(
1
3
+ δ
)
− 4δ2 − δ
)
‖x‖4
≥ ‖x‖4.
3.4 Proof of Theorem 2.3
We only need to consider the case z⊤x ≥ 0. Since in R2b, one has
99
100
≤ ‖z‖
2
‖x‖2 ≤
101
99
and ‖z − x‖ > 1
5
‖x‖.
Thus,
z⊤x ≤ 1
2
(
‖x‖2 + ‖z‖2 − 1
25
‖x‖2
)
≤ 0.985‖x‖2.
Noticing ‖z‖2 ≤ 10199 ‖x‖2 in R2b, by choosing ǫ to be sufficiently small and β and γ to be properly
large in (12), we have
z⊤∇f(z) ≥ E
[
2(|a⊤k z|2 − |a⊤k x|2)(a⊤k z)2
]
− δ‖x‖4
= 6‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2 − δ‖x‖4
≥
(
6 · 99
2
1002
− 2 · 99
100
− 4 · 0.9852 − δ
)
≥ 9
1000
‖x‖4
provided δ ≤ 1100 , where in the third line we have used the fact that the minimum of 6‖z‖4 −
2‖z‖2‖x‖2 over 99100 ≤ ‖z‖
2
‖x‖2 is achieved at ‖z‖2 = 99100‖x‖2.
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3.5 Proof of Theorem 2.4
Similarly to the proof for Theorem 2.3, we have
z⊤∇f(z) ≥ 6‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2 − δ‖x‖4
≥ 6‖z‖2(‖z‖2 − ‖x‖2)− δ‖x‖4
≥ 6
101
‖z‖4 − δ‖z‖4
≥ 49
1000
‖z‖4,
where in the third line we have used the fact ‖z‖2 ≥ 101100‖x‖2 in R3c, and in the last line we have
used the assumption δ ≤ 1100 .
3.6 Proof of Theorem 2.5
Recall that z⊤∇f(z) is given in (11). Thus similar to (12) but applying by Lemmas 3.3, 3.1 and
3.2 in the reverse direction yields
z⊤∇f(z) ≤ E
[
2(|a⊤k z|4 − |a⊤k z|2|a⊤k x|2)
]
+ Ce−0.25β
(‖z‖4 + ‖z‖2‖x‖2)
+ Cγ1.5
(
2ǫ+ ǫ−1e−0.49ǫ
−2
+ e−0.49β
) (‖z‖4 + ‖z‖2‖x‖2)
+ Cγ
(√
βe−0.245β + ǫ
) (‖z‖4 + ‖z‖2‖x‖2)
It follows that
z⊤∇f(z) ≤ 6‖z‖4 − 2‖z‖2‖x‖2 − 4(z⊤x)2
+
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)
(‖z‖4 + ‖z‖2‖x‖2)
≤ 6‖z‖4 − 2‖z‖2‖x‖2 +
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)
‖z‖2‖x‖2
=
{
2
(
3‖z‖2
‖x‖2 − 1
)
+
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)}
‖z‖2‖x‖2
≤
{
−6δ +
(
Cγ
(√
βe−0.245β + ǫ
)
+ Cγ1.5
(
2ǫ+ Cǫ−1e−0.49ǫ
−2
+ e−0.49β
)
+ Ce−0.25β
)}
‖z‖2‖x‖2
≤ −5δ‖z‖2‖x‖2,
where in the second and the third inequalities we have used the assumption ‖z‖
2
‖x‖2 ≤ 13 − δ, and in
the last inequality we choose ǫ to be sufficiently small and γ > β to be sufficiently large.
4 Proofs of technical lemmas
4.1 Proof of Lemma 3.1
Due to the homogeneity, it suffices to establish the inequality for all u ∈ Sn−1 and v ∈ Sn−1. We
will first consider a fixed pair of u and v and then use the covering argument. For fixed u and v
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of unit norm, it suffices to establish a uniform bound for∣∣∣∣∣ 1m
m∑
k=1
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
(a⊤k w)
2 − E[·]
∣∣∣∣∣ (13)
over all w ∈ N1/4, where N1/4 is a 1/4-net of Sn−1 [40]. Noticing that∣∣∣(a⊤k u)s(a⊤k v)th(|a⊤k u|2) h(|a⊤k v|2) (a⊤k w)2∣∣∣
≤ |a⊤k u|s|a⊤k v|t1{|a⊤k u|2≤γ}1{|a⊤k v|2≤γ}(a
⊤
k w)
2
≤ γ s+t2 (a⊤k w)2
and (a⊤k w)
2 is a standard Chi-square, we can see that
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
(a⊤k w)
2
is sub-exponential with the sub-exponential norm ‖ · ‖ψ1 bounded by an absolute constant times
γ
s+t
2 . It follows that [40]∥∥∥(a⊤k u)s(a⊤k v)th(|a⊤k u|2) h(|a⊤k v|2) (a⊤k w)2 − E[·]∥∥∥
ψ1
. γ
s+t
2 .
Thus the application of the Bernstein’s inequality implies that∣∣∣∣∣ 1m
m∑
k=1
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
(a⊤k w)
2 − E[·]
∣∣∣∣∣ . γ s+t2 ǫ (14)
with probability at least 1− 2e−Ω(mǫ2) for ǫ ∈ (0, 1). A simple uniform bound over w ∈ N1/4 with
|N1/4| ≤ 9n [40] yields that (14) holds with probability at least 1− 2e−Ω(mǫ2) provided m & ǫ−2n.
That is, ∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
aka
⊤
k − E[·]
∥∥∥∥∥ . γ s+t2 ǫ (15)
for fixed u ∈ Sn−1 and v ∈ Sn−1 with probability at least 1− 2e−Ω(mǫ2) provided m & ǫ−2 · n.
To establish a bound over all u ∈ Sn−1 and v ∈ Sn−1, we will use the covering argument again.
Let Nǫ2 be a ǫ2-net of Sn−1 with cardinality |Nǫ2 | ≤ (3/ǫ2)n. Then it is evident that (15) holds
for all u0 ∈ Nǫ2 and v0 ∈ Nǫ2 with probability at least 1− 2e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 · n.
For any u ∈ Sn−1 and v ∈ Sn−1, there exists a pair of u0,v0 ∈ Nǫ2 such that ‖u − u0‖ ≤ ǫ2 and
‖v − v0‖ ≤ ǫ2. It follows that∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
aka
⊤
k − (a⊤k u0)s(a⊤k v0)th
(
|a⊤k u0|2
)
h
(
|a⊤k v0|2
)
aka
⊤
k
}∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
(a⊤k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
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+∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u0)
sh
(
|a⊤k u0|2
){
(a⊤k v)
th
(
|a⊤k v|2
)
− (a⊤k v0)th
(
|a⊤k v0|2
)}
aka
⊤
k
∥∥∥∥∥ . (16)
Next we will focus on the first term of (16) and the second term can be similarly bounded. We can
split the first term into five terms based on the decomposition of [0,∞)× [0,∞) and then provide
an upper bound for each term.
(a) Region [0, β] × [0, β]:∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
1{|a⊤k u|≤β,|a⊤k u0|≤β}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
s − (a⊤k u0)s
}
1{|a⊤k u|≤β,|a⊤k u0|≤β,|a⊤k u−a⊤k u0|≤ǫ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
s − (a⊤k u0)s
}
1{|a⊤k u|≤β,|a⊤k u0|≤β,|a⊤k u−a⊤k u0|>ǫ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
=
∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u− a⊤k u0)
(
(a⊤k u)
s−1 + (a⊤k u)
s−2(a⊤k u0) + · · ·+ (a⊤k u0)s−1
)}
m∑
k=1
1{|a⊤k u|≤β,|a⊤k u0|≤β,|a⊤k u−a⊤k u0|≤ǫ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
+
∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
s − (a⊤k u0)s
}
1{|a⊤k u|≤β,|a⊤k u0|≤β,|a⊤k u−a⊤k u0|>ǫ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤ ǫ · sβ s−12 γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
∥∥∥∥∥+ 2β s2γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u−a⊤k u0|>ǫ}
∥∥∥∥∥
≤ ǫ · sβ s−12 γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
∥∥∥∥∥+ 2β s2γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u−a⊤k u0|>ǫ−1‖u−u0‖}
∥∥∥∥∥ ,
where the last line follows from the assumption ‖u−u0‖ ≤ ǫ2. Note that in the above calculation,
it requires s ≥ 1. However, when when s = 0, we have
1
m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
1{|a⊤k u|≤β,|a⊤k u0|≤β}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k = 0,
and hence the upper bound still holds.
(b) Region [0, β] × (β, γ] or (β, γ] × [0, β]:∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
1{|a⊤k u|2≤β,β<|a⊤k u0|2≤γ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤
(
β
s
2 + γ
s
2
)
γ
t
2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u0|>√β‖u0‖}
∥∥∥∥∥
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and∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
1{β<|a⊤k u|2≤γ,|a⊤k u0|2≤β}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤
(
β
s
2 + γ
s
2
)
γ
t
2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u|>√β‖u‖}
∥∥∥∥∥ .
(c) Region [0, β] × (γ,∞) or (γ,∞) × [0, β]:∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u)
sh
(
|a⊤k u|2
)
1{|a⊤k u|2≤β,|a⊤k u0|2>γ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤ β s2 γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u0|>√γ‖u0‖}
∥∥∥∥∥
and ∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u0)
sh
(
|a⊤k u0|2
)
1{|a⊤k u|2>γ,|a⊤k u0|2≤β}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤ β s2γ t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u|>√γ‖u‖}
∥∥∥∥∥ .
(d) Region (β, γ] × (β, γ]:∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
sh
(
|a⊤k u|2
)
− (a⊤k u0)sh
(
|a⊤k u0|2
)}
1{β<|a⊤k u|2≤γ,β<|a⊤k u0|2≤γ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤ 2γ s+t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u|>√β‖u‖}
∥∥∥∥∥ .
(e) Region (β, γ]× (γ,∞) or (γ,∞)× (β, γ]:∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u)
sh
(
|a⊤k u|2
)
1{β<|a⊤k u|2≤γ,|a⊤k u0|2>γ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
≤ γ s+t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u0|>√γ‖u0‖}
∥∥∥∥∥
and ∥∥∥∥∥ 1m
m∑
k=1
(a⊤k u0)
sh
(
|a⊤k u0|2
)
1{|a⊤k u|2>γ,β<|a⊤k u0|2≤γ}(a
⊤
k v)
th
(
|a⊤k v|2
)
aka
⊤
k
∥∥∥∥∥
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≤ γ s+t2
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k u|>√γ‖u‖}
∥∥∥∥∥ .
Combining the bounds from (a) to (e) together and noting that the second term in (16) can be
bounded similarly to the first one yields that∥∥∥∥∥ 1m
m∑
k=1
{
(a⊤k u)
s(a⊤k v)
th
(
|a⊤k u|2
)
h
(
|a⊤k v|2
)
aka
⊤
k − (a⊤k u0)s(a⊤k v0)th
(
|a⊤k u0|2
)
h
(
|a⊤k v0|2
)
aka
⊤
k
}∥∥∥∥∥
. ǫ ·max{s, t}γ t+s2 + γ s+t2 ǫ−1e−0.49ǫ−2 + γ s+t+12 e−0.49β , (17)
where we have used Lemmas A.1 and A.2 in the appendix.
By the same splitting scheme, we can similarly show that∥∥∥E[(a⊤k u)s(a⊤k v)th(|a⊤k u|2) h(|a⊤k v|2)aka⊤k ]− E[(a⊤k u0)s(a⊤k v0)th(|a⊤k u0|2)h(|a⊤k v0|2)aka⊤k ]∥∥∥
. ǫ ·max{s, t}γ t+s2 + γ s+t2 ǫ−1e−0.5ǫ−2 + γ s+t+12 e−0.5β. (18)
Then the proof is complete after combining (15), (17) and (18) together and using the triangular
inequality.
4.2 Proof of Lemma 3.2
A direct calculation yields that∥∥∥∥E
[
(a⊤k u)
s(a⊤k v)
th
( |a⊤k u|2
‖u‖2
)
h
( |a⊤k v|2
‖v‖2
)
aka
⊤
k
]
− E
[
(a⊤k u)
s(a⊤k v)
taka
⊤
k
]∥∥∥∥
= max
‖q‖=1
∣∣∣∣E
[
(a⊤k u)
s(a⊤k v)
t(a⊤k q)
2
(
h
( |a⊤k u|2
‖u‖2
)
h
( |a⊤k v|2
‖v‖2
)
− 1
)]∣∣∣∣
≤ max
‖q‖=1
E
[
|a⊤k u|s|a⊤k v|t|a⊤k q|2
(
1− h
( |a⊤k u|2
‖u‖2
)
h
( |a⊤k v|2
‖v‖2
))]
≤ max
‖q‖=1
E
[
|a⊤k u|s|a⊤k v|t|a⊤k q|2
(
1{|a⊤k u|>√β‖u‖} + 1{|a⊤k v|>√β‖v‖}
)]
≤ max
‖q‖=1
(
E
[(
|a⊤k u|2s|a⊤k v|2t|a⊤k q|4
)])1/2(√
E
[
1{|a⊤k u|>√β‖u‖}
]
+
√
E
[
1{|a⊤k v|>√β‖v‖}
])
. ((8s)!!)1/8((8t)!!)1/8‖u‖s‖v‖t · e−0.25β
4.3 Proof of Lemma 3.3
It follows from Lemma A.1 that 12‖x‖2 ≤ 1m‖y‖1 ≤ 2‖x‖2 holds with probability 1−eΩ(m) provided
m & n. Thus, on the same event, we have∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
th
( |a⊤k z|2
‖z‖2
)[
h
(
m|a⊤k x|2
‖y‖1
)
− h
( |a⊤k x|2
‖x‖2
)]
aka
⊤
k
∥∥∥∥∥
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≤
∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|s|a⊤k x|th
( |a⊤k z|2
‖z‖2
) ∣∣∣∣h
(
m|a⊤k x|2
‖y‖1
)
− h
( |a⊤k x|2
‖x‖2
)∣∣∣∣aka⊤k
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|s|a⊤k x|th
( |a⊤k z|2
‖z‖2
)
· 1{|a⊤k z|2<γ‖z‖2} · 1{β2 ‖x‖2≤|a⊤k x|2≤2γ‖x‖2}aka
⊤
k
∥∥∥∥∥
≤ ‖z‖s‖x‖t · 2 t2γ s+t2 ·
∥∥∥∥∥ 1m
m∑
k=1
1{|a⊤
k
x|≥
√
β
2
‖x‖}aka
⊤
k
∥∥∥∥∥
. ‖z‖s‖x‖t · 2 t2γ s+t2
(√
βe−0.245β + ǫ
)
,
where the last inequality holds with probability exceeding 1− eΩ(mǫ2) provided m & ǫ−2 log ǫ−1 · n;
see Lemma A.2.
4.4 Proof of Lemma 3.4
It follows from Lemma A.1 that 12‖x‖2 ≤ 1m‖y‖1 holds with probability 1− eΩ(m) provided m & n.
Thus, on the same event, we have∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
∥∥∥∥∥
≤
∥∥∥∥∥ 1m
m∑
k=1
|a⊤k z|s|a⊤k x|tg
( |a⊤k z|2
‖z‖2
)
1{β‖z‖2<|a⊤k z|2<γ‖z‖2} · 1{|a⊤k x|2<2γ‖x‖2}aka
⊤
k
∥∥∥∥∥
≤ ‖z‖s‖x‖t · 2 t2 γ s+t2
∥∥∥∥∥ 1m
m∑
k=1
1{|a⊤k z|>√β‖z‖}aka
⊤
k
∥∥∥∥∥
. ‖z‖s‖x‖t · 2 t2 γ s+t2
(√
βe−0.49β + ǫ
)
,
where the last inequality holds with probability exceeding 1− eΩ(mǫ2) provided m & ǫ−2 log ǫ−1 · n;
see Lemma A.2.
4.5 Proof of Lemma 3.5
Again, note that 12‖x‖2 ≤ 1m‖y‖1 holds with probability 1− eΩ(m) provided m & n. Thus, we have∥∥∥∥∥ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
za⊤k
∥∥∥∥∥
≤ max
‖u‖=‖v‖=1
1
m
m∑
k=1
|a⊤k z|s|a⊤k x|tg
( |a⊤k z|2
‖z‖2
)
1{β‖z‖2<|a⊤
k
z|<γ‖z‖2} · 1{|a⊤k x|2<2γ‖x‖2} · |u
⊤z| · |a⊤k v|
≤ ‖z‖s+1‖x‖t · 2 t2 γ s+t2 · max
‖v‖=1
1
m
m∑
k=1
1{|a⊤k z|>√β‖z‖}|a
⊤
k v|
≤ ‖z‖s+1‖x‖t · 2 t2 γ s+t2 · max
‖v‖=1
√√√√ 1
m
m∑
k=1
1{|a⊤k z|>√β‖z‖}|a
⊤
k v|2
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. ‖z‖s+1‖x‖t · 2 t2 γ s+t+12 ·
(
e−0.245β +
√
ǫ
)
,
where the last inequality holds with probability exceeding 1− eΩ(mǫ2) provided m & ǫ−2 log ǫ−1 · n;
see Lemma A.2.
4.6 Proof of Lemma 3.6
A simple algebra yields that∣∣∣∣∣ 1m
m∑
k=1
(a⊤k z)
s(a⊤k x)
tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)∣∣∣∣∣
≤ 1
m
m∑
k=1
|a⊤k z|s|a⊤k x|tg
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
≤ 1
m
m∑
k=1
|a⊤k z|s|a⊤k x|t1{β‖z‖2≤|a⊤k z|2≤γ‖z‖2}1{|a⊤k x|2<2γ‖x‖2}
≤ γ s−22 ‖z‖s−2 · 2 t2 γ t2‖x‖t 1
m
m∑
k=1
|a⊤k z|21{|a⊤k z|>√β‖z‖}
. ‖z‖s‖x‖t · 2 t2γ s+t2
(√
βe−0.49β + ǫ
)
,
where the last inequality holds with probability exceeding 1− eΩ(mǫ2) provided m & ǫ−2 log ǫ−1 · n;
see Lemma A.2.
5 Conclusion and outlook
A new loss function has been constructed for solving random systems of quadratic equations,
which does not have spurious local minima when the sampling complexity is optimal. This paper
has focused on the real-valued problem, and we will leave the examination of the complex case to
future work. For the complex case, it is interesting to see whether the same loss function is still
well-behaved under the optimal sampling complexity, or a more delicate activation function should
be adopted. In addition, the technique presented in this paper may apply equally to the problem
of reconstructing a general low rank matrix from symmetric rank-1 projections [15, 26, 46].
As stated at the beginning of this paper, the problem of solving systems of quadratic equations
can be cast as a rank-1 matrix recovery problem. To see this, let A be a linear operator from n×n
symmetric matrices to vectors of length m, defined as
A(Z) =
{
〈Z,aka⊤k 〉
}m
k=1
, ∀ Z ∈ Rn×n being symmetric. (19)
Then a simple algebra yields that
yk = |a⊤k x|2 = 〈aka⊤k ,X〉,
whereX = xx⊤ is the lift matrix defined associated with x. Noticing the one to one correspondence
between X and x, instead of reconstructing x, one can attempt to reconstruct X by seeking a
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rank-1 positive semidefinite matrix which fits the measurements as well as possible:
min
Z
1
2
‖A(Z) − y‖2 subject to rank(Z) = 1 and Z  0. (20)
Note that the geometric landscape analysis presented in this paper as well as that in [36] are carried
out in the vector space. Instead, one can consider the geometric landscape of the loss function
1
2‖A(Z) − y‖2 on the embedded manifold of positive semidefinite rank-1 matrices. Moreover, it is
worth studying whether there exists a loss function on the lift matrix space which is well-behaved
under the condition of optimal sampling complexity.
A Auxiliary lemmas
Lemma A.1 ([40, 13]). Assume ak ∼ N (0, In), k = 1, · · · ,m, are independent. Then
1
2
≤
∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k
∥∥∥∥∥ ≤ 2
hold with probability at least 1− 2e−Ω(m) provided m & n.
Lemma A.2 ([9]). Fix η ≥ 1 and let ǫ ∈ (0, 1) be a sufficiently small constant. Assume ak ∼
N (0, In), k = 1, · · · ,m, are independent. Then∥∥∥∥∥ 1m
m∑
k=1
aka
⊤
k 1{|a⊤k z|>η‖z‖}
∥∥∥∥∥ . ηe−0.49η2 + ǫ
holds uniformly for all ‖z‖ 6= 0 with probability exceeding 1−2e−Ω(mǫ2) provided m & ǫ−2 log ǫ−1 ·n.
B Gradient and Hessian of the loss function
Recall that
f(z) =
1
2m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
.
By the chain rule we have
∇f(z) = 1
m
m∑
k=1
2
(
(a⊤k z)
2 − (a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k z
+
1
m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k z
‖z‖2
− 1
m
m∑
k=1
(
(a⊤k z)
2 − (a⊤k x)2
)2
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
(a⊤k z)
2z
‖z‖4 .
21
In order to compute ∇2f(z), let
g1k = 2
(
(a⊤k z)
2 − (a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k z,
g2k =
(
(a⊤k z)
2 − (a⊤k x)2
)2
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k z
‖z‖2 ,
g3k = −
(
(a⊤k z)
2 − (a⊤k x)2
)2
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
(a⊤k z)
2z
‖z‖4 .
Then we have
∇2f(z) = 1
m
m∑
k=1
Jg1k + Jg2k + Jg3k , (21)
where Jg1k , Jg2k and Jg3k are the Jacobian matrices of g1k, g2k and g3k respectively, given by
Jg1k = 2
(
3(a⊤k z)
2 − (a⊤k x)2
)
h
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
+
4
‖z‖2
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)
2h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
− 4‖z‖4
(
(a⊤k z)
2 − (a⊤k x)2
)
(a⊤k z)
3h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
akz
⊤,
Jg2k =
1
‖z‖2
(
5(a⊤k z)
4 − 6(a⊤k z)2(a⊤k x)2 + (a⊤k x)4
)
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
+
2
‖z‖4
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
2h′′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
aka
⊤
k
− 2‖z‖6
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
3h′′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
akz
⊤
− 2‖z‖4
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)h
′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
akz
⊤,
Jg3k = −
1
‖z‖4
(
6(a⊤k z)
5 − 8(a⊤k z)3(a⊤k x)2 + 2(a⊤k z)(a⊤k x)4
)
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
za⊤k
− 2‖z‖6
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
3h′′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
za⊤k
+
2
‖z‖8
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
4h′′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
zz⊤
+
4
‖z‖6
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
2h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
zz⊤
− 1‖z‖4
(
(a⊤k z)
2 − (a⊤k x)2
)2
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
(a⊤k z)
2I.
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It is worth noting that even though each Jacobian matrix is not symmetric, their sum is indeed
symmetric which satisfies the symmetric property of a Hessian matrix. To see this, adding all the
terms involving akz
⊤ and za⊤k together gives
− 2‖z‖6
(
(a⊤k z)
2 − (a⊤k x)2
)2
(a⊤k z)
3h′′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
(akz
⊤ + za⊤k )
− 1‖z‖4
(
6(a⊤k z)
5 − 8(a⊤k z)3(a⊤k x)2 + 2(a⊤k z)(a⊤k x)4
)
h′
( |a⊤k z|2
‖z‖2
)
h
(
m|a⊤k x|2
‖y‖1
)
(a⊤k z + za
⊤
k ).
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