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Generalized linear model with L1 and L2 regularization is a widely used technique
for solving classification, class probability estimation and regression problems. With
the numbers of both features and examples growing rapidly in the fields like text min-
ing and clickstream data analysis parallelization and the use of cluster architectures
becomes important. We present a novel algorithm for fitting regularized generalized
linear models in the distributed environment. The algorithm splits data between
nodes by features, uses coordinate descent on each node and line search to merge
results globally. Convergence proof is provided. A modifications of the algorithm ad-
dresses slow node problem. For an important particular case of logistic regression we
empirically compare our program with several state-of-the art approaches that rely
on different algorithmic and data spitting methods. Experiments demonstrate that
our approach is scalable and superior when training on large and sparse datasets.
Keywords: large-scale learning · generalized linear model · regularization · sparsity
1. INTRODUCTION
Generalized linear model (GLM) with regularization is the method of choice for solving
classification, class probability estimation and regression problems in text classification [1],
clickstream data analysis [2], web data mining [3] and compressed sensing [4]. Despite
the fact that GLM can build only linear separating surfaces and regressions, with proper
regularization it can achieve good testing accuracy for high dimensional input spaces. For
several problems the testing accuracy has shown to be close to that of nonlinear kernel
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2methods [5]. At the same time training and testing of linear predictors is much faster. It
makes the GLM a good choice for large-scale problems.
Choosing the right regularizer is problem dependent. L2-regularization is known to shrink
coefficients towards zero leaving correlated ones in the model. L1-regularization leads to a
sparse solution and typically selects only one coefficient from a group of correlated ones.
Elastic net regularizer is a linear combination of L1 and L2. It allows to select a trade-off
between them. Other regularizers are less often used: group lasso [6, 7] which includes and
excludes variables in groups, non-smooth bridge [8] and non-convex SCAD [9] regularizers.
Fitting a statistical model on a large dataset is time consuming and requires a careful
choosing of an optimization algorithm. Not all methods working on a small scale can be
used for large scale problems. At present time algorithms dedicated for optimization on a
single machine are well developed.
Fitting commonly used GLMs with L2 regularization is equivalent to minimization of a
smooth convex function. On the large scale this problem is typically solved by the conjugate
gradient method, “Limited memory BFGS” (L-BFGS) [10, 31], TRON [36]. Coordinate
descent algorithms works well in primal [1] and dual [11]. Also this problem can be effectively
solved by various online learning algorithms [2, 12].
Using L1 regularization is harder because it requires to optimize a convex but non-smooth
function. A broad survey [3] suggests that coordinate descent methods are the best choice
for L1-regularized logistic regression on the large scale. Widely used algorithms that fall into
this family are: BBR [1], GLMNET [13], newGLMNET [14]. Coordinate descent methods
also work well for large-scale high dimensional LASSO [8]. Software implementations of these
methods start with loading the full training dataset into RAM, which limits the possibility
to scale up.
Completely different approach is online learning [2, 15–17]. This kind of algorithms do
not require to load training dataset into RAM and can access it sequentially (i.e. reading
from disk). Balakrishnan and Madighan [15], Langford et al. [16] report that online learning
performs well when compared to batch counterparts (BBR and LASSO).
Nowadays we see the growing number of problems where both the number of examples
and the number of features are very large. Many problems grow beyond the capabilities of a
single machine and need to be handled by distributed systems. Distributed machine learning
is now an area of active research. Efficient computational architectures and optimizations
3techniques allow to find more precise solutions, process larger training dataset (without
subsampling), and reduce the computational burden.
Approaches to distributed training of GLMs naturally fall into two groups by the way
they split data across computing nodes: by examples [18] or by features [19]. We believe
that algorithms that split data by features can achieve better performance and faster training
speed than those that split by examples. Our experiments so far confirm that belief.
When splitting data by examples, online learning comes in handy. A model is trained in
online fashion on each subset, then parameters of are averaged and used as a warmstart for
the next iteration, and so on [18, 20]. The L-BFGS and conjugate gradient methods can be
easily implemented for example-wise splitting [18]. The log-likelihood and its gradient are
separable over examples. Thus they can be calculated in parallel on parts of training set
and then summed up.
Parallel block-coordinate descent is a natural algorithmic framework if we choose to split
by features. The challenge here is how to combine steps from coordinate blocks, or computing
nodes, and how to organize communication. When features are independent, parallel updates
can be combined straightforwardly, otherwise they may come into conflict and not yield
enough improvement to objective; this has been clearly illustrated in [4]. Bradley et al. [4]
proposed Shotgun algorithm based on randomized coordinate descent. They studied how
many variables can be updated in parallel to guarantee convergence. Ho et al. [21] presented
distributed implementation of this algorithm compatible with State Synchronous Parallel
Parameter Server. Richta´rik and Taka´cˇ [22] use randomized block-coordinate descent and
also exploit partial separability of the objective. The latter relies on sparsity in data, which
is indeed characteristic to many large scale problems. They present theoretical estimates
of speed-up factor of parallelization. Peng et al. [19] proposed a greedy block-coordinate
descent method, which selects the next coordinate to update based on the estimate of the
expected improvement in the objective. They found their GRock algorithm to be superior
over parallel FISTA [33] and ADMM [29]. Smith et al. [34] introduce aggregation parameter,
which controls the level of adding versus averaging of partial solutions of all machines.
Meier et al. [7] used block-coordinate descent for fitting logistic regression with the group
lasso penalty. They use a diagonal approximation of a Hessian and make steps over blocks
of variables in a group followed by a line search to ensure convergence. All groups are
processed sequentially; parallel version of the algorithm is not studied there, though the
4authors mention this possibility.
In contrast, our approach is to make parallel steps on all blocks, then use combined update
as a direction and perform a line search. We show that sufficient data for the line search
have the size O(n), where n is the number of training examples, so it can be performed on
one machine. Consequently, that’s the amount of data sufficient for communication between
machines. Overall, our algorithm fits into the framework of CGD method proposed by Tseng
and Yun [23], which allows us to prove convergence.
Our main contributions are the following:
• We propose a new parallel coordinate descent algorithm for L1 and L2 regularized
GLMs (Section 3) and prove its convergence for linear, logistic and probit regression
(Section 5)
• We demonstrate how to guarantee sparsity of the solution by means of trust-region
updates (Section 4)
• We develop a computationally efficient software architecture for fitting GLMs with
regularizers in the distributed settings (Section 6)
• We show how our algorithm can be modified to solve the “slow node problem” which
is common in distributed machine learning (Section 7)
• We empirically show effectiveness of our algorithm and its implementation in compar-
ison with several state-of-the art methods for the particular case of logistic regression
(Section 8)
The C++ implementation of our algorithm, which we call d-GLMNET, is publicly available
at https://github.com/IlyaTrofimov/dlr.
2. PROBLEM SETTING
Training linear classification and regression leads to the optimization problem
β∗ = argmin
β∈Rp
f(β), (1)
f(β) = L(β) +R(β). (2)
5Where L(β) =
∑n
i=1 `(yi,β
Txi) is the negated log-likelihood and R(β) is a regularizer. Here
yi are targets, xi ∈ Rp are input features, β ∈ Rp is the unknown vector of weights for input
features. We will denote by nnz the number of non-zero entries in all xi. The function
`(y, yˆ) is a example-wise loss which we assume to be convex and twice differentiable. Many
statistical problems can be expressed in this form: logistic, probit, Poisson regression, linear
regression with squared loss, etc.
Some penalty R(β) is often added to avoid overfitting and numerical ill-conditioning. In
this work we consider the elastic net regularizer
R(β) = λ1‖β‖1 + λ2
2
‖β‖2.
We solve the optimization problem (1) by means of a block coordinate descent algorithm.
The first part of the objective - L(β) is convex and smooth. The second part is a regular-
ization term R(β), which is convex but non-smooth when λ1 > 0. Hence one cannot use
directly efficient optimization techniques like conjugate gradient method or L-BFGS which
are often used for logistic regression with L2-regularization.
Our algorithm is based on building local approximations to the objective (2). A smooth
part L(β) of the objective has quadratic approximation
n∑
i=1
`(yi, (β + ∆β)
Txi) ≈ Lq(β,∆β)
=
n∑
i=1
{
`(yi,β
Txi) +
∂`(yi,β
Txi)
∂yˆ
∆βTxi +
1
2
(∆βTxi)
∂2`(yi,β
Txi)
∂yˆ2
(∆βTxi)
}
= C(β) +
1
2
n∑
i=1
wi(zi −∆βTxi)2. (3)
wi =
∂2`(yi,β
Txi)
∂yˆ2
,
zi = − ∂`(yi,β
Txi)/∂yˆ
∂2`(yi,βTxi)/∂yˆ2
and C(β) doesn’t depend on ∆β
C(β) = L(β)− 1
2
n∑
i=1
z2iwi.
The core idea of GLMNET and newGLMNET is iterative minimization of the penalized
quadratic approximation to the objective
argmin
∆β
{Lq(β,∆β) +R(β + ∆β)} (4)
6via cyclic coordinate descent. This form (3) of approximation allows to make Newton updates
of the vector β without storing the Hessian explicitly.
The approximation (4) has a simple closed-form solution with respect to a single variable
∆βj
∆β∗j =
T (
∑n
i=1 wixijqi, λ1)∑n
i=1wix
2
ij + λ2
− βj, (5)
T (x, a) = sgn(x) max(|x| − a, 0),
qi = zi −∆βTxi + (βj + ∆βj)xij.
3. PARALLEL COORDINATE DESCENT
In this work we introduce a novel architecture for a parallel coordinate descent in a dis-
tributed settings (multiple computational nodes). The natural way to do it is to split training
data set by features (“vertical” splitting). We will denote objects related to different com-
putational nodes by upper indexes and use lower indexes for example and feature numbers.
More formally: let us split p input features into M disjoint sets Sk
M⋃
k=1
Sk = {1, ..., p}, Sm ∩ Sk = ∅, k 6= m.
Our approach is to optimize the quadratic approximation (4) in parallel over blocks of weights
∆βm. The following proposition explains how this idea modifies the original GLMNET
algorithm.
Proposition 1. Optimizing the quadratic approximation (4) in parallel over blocks of weights
∆βm is equivalent to optimizing the quadratic approximation to the objective
argmin
∆β
{
L(β) +∇L(β)T∆β + 1
2
∆βT H˜(β)∆β +R(β + ∆β)
}
(6)
with block-diagonal H˜(β) approximation of the Hessian
(H˜(β))jl =
 (∇2L(β))jl, if ∃m : j, l ∈ Sm,0, otherwise. (7)
7Proof. Let ∆β =
∑M
m=1 ∆β
m, where ∆βmj = 0 if j /∈ Sm. Then
Lq(β,∆β
m) = L(β) +∇L(β)T∆βm + 1
2
∆(βm)T∇2L(β)∆βm
= L(β) +∇L(β)T∆βm + 1
2
∑
j,k∈Sm
(∇2L(β))jk∆βmj ∆βmk .
By summing this equation over m
M∑
m=1
Lq(β,∆β
m) =
M∑
m=1
(
L(β) +∇L(β)T∆βm + 1
2
∑
j,k∈Sm
(∇2L(β))jk∆βmj ∆βmk
)
= ML(β) +∇L(β)T∆β + 1
2
∆βT H˜(β)∆β. (8)
From the equation (8) and separability of the L1 and L2 penalties it follows that solving the
problem in the equation (6) is equivalent to solving M independent sub-problems
argmin
∆βm
{
Lq(β,∆β
m) +
∑
j∈Sm
R(βj + ∆β
m
j )
∣∣∣∣∣ ∆βmj = 0 if j /∈ Sm
}
, m = 1 . . . M (9)
and can be done in parallel over M nodes.
Doing parallel updates over blocks of weights is the core of the proposed d-GLMNET algo-
rithm. Also it is possible to minimize a more general approximation
Lgenq (β,∆β)
def
= L(β) +∇L(β)T∆β + 1
2
∆βT (µ(H˜(β) + νI))∆β,
argmin
∆β
{
Lgenq (β,∆β) +R(β + ∆β)
}
, (10)
where µ ≥ 1, ν > 0, without storing the Hessian explicitly. The one-dimensional update rule
modifies accordingly
∆β∗j =
T (
∑n
i=1wixijri + νβj, λ1)
µ
∑n
i=1 wix
2
ij + λ2 + ν
− βj, (11)
ri = zi − µ∆βTxi + µ(βj + ∆βj)xij.
Applying µ > 1 improves sparsity of the solution in case of L1 regularization (see Section 4).
Addition of νI guarantees that matrix is positive definite, which is essential for convergence
(see Section 5).
We describe a high-level structure of d-GLMNET in the Algorithm 1.
Algorithm 2 presents our approach for minimization of the local approximation (10) with
respect to ∆βm. d-GLMNET makes one cycle of coordinate descent over input features, while
8Algorithm 1: Overall procedure of d-GLMNET.
Input : training dataset, λ1, λ2, feature splitting S1, . . . , SM , η1 ≥ 1, η2 ≥ 1.
1 β ← 0.
2 µ← 1.
3 while not converged do
4 Do in parallel over M nodes:
5 Minimize Lgenq (β,∆βm) +R(β + ∆βm) with respect to ∆βm (Algorithm 2).
6 ∆β ←∑Mm=1 ∆βm.
7 Find α ∈ (0, 1] by the line search procedure (Algorithm 3).
8 β ← β + α∆β.
9 if α < 1 then
10 µ← η1µ.
11 else
12 µ← max(1, µ/η2).
Return: β.
Algorithm 2: Solving quadratic sub-problem at node m.
1 ∆βm ← 0.
2 foreach j ∈ Sm do
3 Minimize Lgenq (β,∆βm) +R(β + ∆βm) with respect to ∆βmj using (11).
Return: ∆βm.
GLMNET and newGLMNET use multiple passes; we found that our approach works well
in practice.
Like in other Newton-like algorithms a line search should be done to guarantee conver-
gence. Algorithm 3 describes our line search procedure. We found that selecting αinit by
minimizing the objective (2) (step 4, Algorithm 3) speeds up the convergence of the Algo-
rithm 1. We used b = 0.5, σ = 0.01, γ = 0 in line search procedure for numerical experiments
(Section 8).
9Algorithm 3: Line search procedure.
Data: δ > 0, 0 < b < 1, 0 < σ < 1, 0 ≤ γ < 1.
1 if α = 1 yields sufficient decrease in the objective (12) then
2 α← 1.
3 else
4 Find αinit = argminδ<α≤1 f(β + α∆β).
5 Armijo rule: let α be the largest element of the sequence {αinitbj}j=0,1,... satisfying
f(β + α∆β) ≤ f(β) + ασD, (12)
D = ∇L(β)T∆β+γ∆βT (µ(H˜(β) + νI))∆β +R(β + ∆β)−R(β).
6 end
Return: α.
4. ENSURING SPARSITY
Applying µ > 1 is required for providing sparse solution in case of L1 regularization.
Sparsity may suffer from the line search. Algorithm 1 starts with β = 0, so absolute values
of β tend to increase. However there may be cases when ∆βj = −βj for some j on step 5
of Algorithm 1, so βj can go back to 0. In that case, if line search on step 7 selects α < 1,
then the opportunity for sparsity is lost. Parallel steps over blocks of weights ∆βm come in
conflict and for some datasets Algorithm 3 selects α < 1 almost always.
To guarantee sparsity of the solution an algorithm must select step size α = 1 often
enough. In Appendix A we prove that when µ ≥ Λmax
(1−σ)λmin the line search is not required at
all. Here Λmax, λmin are maximal and minimal eigenvalues of H(β) and H˜(β) respectively.
However it is hard to compute Λmax, λmin for an arbitrary dataset. Also µ ≥ Λmax(1−σ)λmin may
yield very small steps and slow convergence. For his reason in d-GLMNET the µ parameter is
changed adaptively, see Algorithm 1. In numerical experiments we used η1 = η2 = 2.
Note that line search always yields α = 1 when µ ≥ Λmax
(1−σ)λmin , thus adaptive algorithm
preserves 1 ≤ µ < η1Λmax
(1−σ)λmin .
Alternatively problem (10) with µ > 1 can be interpreted as minimization of the La-
10
grangian for the constrained optimization problem
argmin
∆β
{
L(β) +∇L(β)T∆β + 1
2
∆βT (H˜(β) + νI)∆β +R(β + ∆β)
}
subject to: ∆βT (H˜(β) + νI)∆β ≤ r,
with Lagrange multiplier µ − 1. Steps are constrained to the iteration specific trust region
radius r.
5. CONVERGENCE
Algorithm d-GLMNET falls into the general framework of block-coordinate gradient descent
(CGD) proposed by Tseng and Yun [23], which we briefly describe here. CGD is about
minimization of a sum of a smooth function and separable convex function (2); in our
case, negated log-likelihood and elastic net penalty. At each iteration CGD solves penalized
quadratic approximation problem
argmin
∆β
{
L(β) +∇L(β)T∆β + 1
2
∆βTH∆β +R(β + ∆β)
}
, (13)
where H is some positive definite matrix, possibly iteration specific. For convergence it also
requires that for some emin, emax > 0 for all iterations
eminI  H  emaxI. (14)
At each iteration updates are done over some subset of weights. After that a line search by
the Armijo rule should be conducted. If all weights are updated every T ≥ 1 consecutive
iterations then CGD converges globally. Tseng and Yun [23] prove also that if L(β) is strictly
convex and weights are updated by a proper schedule (particularly by updating all weights
at each iteration, which is our case) then f(β) converges as least Q-linearly and β converges
at least R-linearly,
Firstly, let us show for which loss functions (14) holds. From loss function convexity
follows 0  ∇2L(β). If the second derivative of loss function is bounded
∂2`(y, yˆ)
∂yˆ2
< M, (15)
then
aT∇2L(β)a =
n∑
i=1
(aTxi)
∂2`(yi,β
Txi)
∂yˆ2
(aTxi) ≤ ‖a‖2
n∑
i=1
‖xi‖2M,
11
and we conclude that for some Λmin,Λmax > 0
ΛminI  ∇2L(β) + νI  ΛmaxI. (16)
The assumption (15) holds for logistic and probit regressions, and for linear regression with
squared loss, see Appendix B.
Secondly, let us prove (14) for a block-diagonal approximation H = µ(H˜(β) + νI), where
H˜(β) is defined in (7). Denote its diagonal blocks by H1, ..., HM and represent an arbitrary
vector a as a concatenation of subvectors of corresponding size: a = ((a1)T , ..., (aM)T )T .
Then we have
aTHa =
M∑
m=1
(am)THmam.
Notice that Hm = µ(∇2L(βm)+νI), where ∇2L(βm) is a Hessian over the subset of features
Sm. So for each (∇2L(βm) + νI) we have
ΛmminI  ∇2L(βm) + νI  ΛmmaxI, for m = 1, . . . ,M.
That means
µΛmmin‖xm‖2 ≤ (am)THmam ≤ µΛmmax‖am‖2, for m = 1, . . . ,M. (17)
Let
λmin = min
m=1, ... ,M
Λmmin, λmax = max
m=1, ... ,M
Λmmax.
Assume 1 ≤ µ ≤ µmax, which holds for constant or adaptively changing µ (Section 4), and
by summing (17) up over m we obtain the required
λmin‖a‖2 ≤ aTHa ≤ µmaxλmax‖a‖2.
6. ARCHITECTURE FOR DISTRIBUTED TRAINING
In this section we describe details or software implementation of parallel coordinate de-
scent. This implementation works in a distributed settings (multiple computational nodes).
When parallel coordinate descent is concerned the natural way is to split training data set by
features (“vertical” splitting). Splitting of input features leads to splitting the matrix X of
features intoM parts Xm. The node m stores the part Xm of training dataset corresponding
to a subset Sm of input features. Let
β = ((β1)T , . . . , (βM)T )T .
12
Algorithm 4: Distributed coordinate descent.
Input : training dataset, λ1, λ2, feature splitting S1, . . . , SM .
1 while not converged do
2 Do in parallel over M nodes:
3 Read part of training dataset Xm sequentially.
4 Find updates ∆βm and Xm∆βm for weights in Pm ⊆ Sm.
5 Sum up vectors Xm∆βm using MPI_AllReduce:
6 X∆β ←∑Mm=1Xm∆βm.
7 Find step size α using line search (Algorithm 3).
8 βm ← βm + α∆βm.
9 Xβ ← Xβ + αX∆β.
Return: β.
Algorithm 4 presents a high-level structure of our approach. Each node makes a step ∆βm
over its block of variables Sm. Then all these steps are summed up and multiplied by a
proper step size multiplier.
Algorithm 4 has several key features:
1. The weights vector β is stored in the distributed manner across all nodes; a node m
stores βm.
2. The program stores in RAM only vectors y, Xβ 1, X∆β, βm, ∆βm.
Thus the memory footprint at node m is 3n+ 2|Sm|.
3. The program maintains vector Xβ synchronized across all nodes after each iteration.
Synchronization is done by means of summation Xm∆βm on step 6. The total com-
munication cost is Mn.
4. At each iteration a subset Pm ⊆ Sm of weights is updated. In Section 7 we describe
two subset selection strategies.
1 For a particular case of logistic regression one can store vector exp(Xβ) instead of Xβ to speed-up
computations.
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5. Various types of coordinate-wise updates can be implemented on step 4. Our update
is described in Section 3. This is done by one pass over the training dataset part Xm.
6. The program reads training dataset sequentially from disk instead of RAM. It may
slow down the program in case of smaller datasets, but it makes the program more
scalable. Also it conforms to the typical pattern of a multi-user Map/Reduce cluster
system: large disks, many jobs started by different users are running simultaneously.
Each job might process large data but it is allowed to use only a small part of RAM
at each node.
7. Doing a linear search on step 7 requires calculating the log-likelihood L(β+α∆β) and
R(β + α∆β) for arbitrary α ∈ (0, 1]. Since the vector Xβ is synchronized between
nodes, the log-likelihood can be easily calculated. Each node calculates the regularizer
R(βm) separately and then the values are summed up via MPI_AllReduce 2. This
could be done for separable regularizers like L1, L2, group lasso, SCAD, e.t.c.
8. We use Single Program Multiple Data (SPMD) programming style, i.e., all computa-
tional nodes execute the same code and there’s no selected master. Some operations
(like linear search on step 7) are redundantly executed on all nodes.
Typically most datasets are stored in “by example” form, so a transformation to “by fea-
ture” form is required for distributed coordinate descent. For large datasets this operation is
hard to do on a single node. We use a Map/Reduce cluster [24] for this purpose. Partitioning
of the training dataset over nodes is done by means of a Reduce operation in the streaming
mode. We did not implement parallel coordinate descent completely in the Map/Reduce
programming model since it is ill-suited for iterative machine learning algorithms [18, 25].
Using other programming models like Spark [26] looks promising.
7. ADAPTIVE SELECTION OF SUBSET TO UPDATE
Algorithm 4 is flexible in selecting the subset of weights Pm ⊆ Sm, which are updated
on step 4. The simplest strategy is to update always all weights Pm = Sm. In this case
2 We used an implementation from the Vowpal Wabbit project
https : //github.com/JohnLangford/vowpal_wabbit
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the algorithm becomes deterministic; each node performs predefined computation before
synchronization. This is a case of a Bulk Synchronous Parallel (BSP) programming model.
Programs based on BSP model share a common weak point: the whole program performance
is limited by the slowest worker because of the synchronization step. Performance character-
istics of nodes in a cluster may be different due to several reasons: competition for resources
with other tasks, different hardware, bugs in optimization settings e.t.c [24]. In context of
distributed data processing this problem is known as a “slow node problem”.
In Map/Reduce clusters the slow node problem is typically solved by “backup tasks” [24],
when the scheduler starts copies of the slowest task in a job on alternative nodes. The
completion of any copy is sufficient for the whole job completion. However this mechanism
isn’t applicable for algorithms maintaining state, which is our case: algorithm d-GLMNET
maintains state as vectors Xβ,βm.
Many machine learning systems try to overcome this weak point by moving to asyn-
chronous computations. Ho et al. [21] develop a Stale Synchronous Parallel Parameter
Server (SSPPS), which allows the fastest and the slowest node to have some gap not exceed-
ing a fixed number of iterations. The Fugue system [27] allows fast nodes to make extra
optimization on its subset of the training dataset while waiting for slow ones. The Y!LDA
[28] architecture for learning topic models on the large scale keeps global state in a parameter
server, and each node updates it asynchronously.
Our program resolves “slow node” problem by selecting the subset Pm adaptively. The
program has an additional thread checking how many nodes have already done update over
all weights in Sm (Algorithm 4, step 4). If the fraction of such nodes is greater then κM
with some 0 < κ < 1, then all nodes break the optimization and proceed to synchronization
(Algorithm 4, step 6). Updates of weights in Sm are done cyclically, so on the next iteration
a node resumes optimization starting from the next weight in Sm. Fast nodes are allowed
to make more then one cycle of optimization, i.e. make two or more updates of each weight.
We used κ = 0.75 in all numerical experiments.
We call this mechanism “Asynchronous Load Balancing” (ALB) and the algorithm modi-
fied in this way - d-GLMNET-ALB. A possible drawback of this mechanism is that a very slow
node may not be able to update every weight even after many iterations. However, we have
never observed such an extreme situation in practice.
d-GLMNET-ALB algorithm converges globally, just like d-GLMNET. However, linear conver-
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gence cannot be established because d-GLMNET-ALB updates blocks of weights in an non-
deterministic order, so it doesn’t fit schedule requirements specified in [23].
8. NUMERICAL EXPERIMENTS
In this section we evaluate the performance of d-GLMNET for an important particular case:
logistic regression with L1 and L2 regularization.
Firstly, we demonstrate the effect of adaptive µ in the Hessian approximation. This strat-
egy was used only for experiments with L1 regularization. With L2 regularization we used
constant µ = 1. Secondly, we perform comparison with three state-of-the-art approaches:
ADMM, distributed “online learning via truncated gradient” (for L1 regularization), com-
bination of distributed online learning with L-BFGS (for L2 regularization). We briefly
describe these approaches below. For L1 regularization, the sparsity of the solution is an-
other matter of interest. We also evaluated the effect of the “Asynchronous Load Balancing”
(ALB) technique. Thirdly, we show how the performance of d-GLMNET-ALB improves with
the increase of number of computing nodes.
8.1. Competing algorithms
The first approach for comparison is an adaptation of ADMM for L1-regularized logistic
regression. We implemented the algorithm from [29, sections 8.3.1, 8.3.3]3. It uses a sharing
technique [29, section 7.3] to distribute computations among nodes. The sharing technique
requires dataset being split by features. Like our algorithm, it stores weights β in a dis-
tributed manner. We used MPI_AllReduce to sum up Axk and implemented a lookup-table
proposed in [29, section 8.3.3] to speed up z−update. Doing an x−update involves solving a
large scale LASSO. We used a Shooting [8] to do it since it is well suited for large and sparse
datasets. Shooting algorithm is based on coordinate descent. That is why this modification
of ADMM can be viewed as another way to do distributed coordinate descent. For each
dataset we selected a parameter ρ ∈ [4−3, . . . , 43] yielding best objective after 10 iterations
and used it for final performance evaluation.
3 The update rule for z¯k in [29, section 8.3.3] has an error. Instead of (ρ/2) should be (ρN/2). The ADMM
algorithm performed poorly before we fixed it.
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Table 1. Datasets summary.
dataset size #examples (train/test/validation) #features nnz avg nonzeros
epsilon 12 Gb 0.4× 106 / 0.05× 106 / 0.05× 106 2000 8.0× 108 2000
webspam 21 Gb 0.315× 106 / 0.0175× 106 / 0.0175× 106 16.6× 106 1.2× 109 3727
yandex_ad 56 Gb 57× 106 / 2.35× 106 / 2.35× 106 35× 106 5.7× 109 100
A combination of distributed online learning with L-BFGS was presented in [18]. An
Algorithm 2 from [18] describes a whole combined approach. The first part of it proposes
to compute a weighted average of classifiers trained at M nodes independently via online
learning. The second part warmstarts L-BFGS with the result of the first part. This combi-
nation has fast initial convergence (due to online learning) and fast local convergence (due
to quasi-Newtonian updates of L-BFGS).
As we pointed out earlier, L-BFGS it not applicable for solving logistic regression with
L1-regularization. Thus for experiments with L1 regularization we used only distributed
online learning, namely “online learning via truncated gradient” [16] .
For experiments with L2 regularization we ran full Algorithm 2 from [18]. Both of these
algorithms require training dataset partitioning by examples over M nodes. We used the
online learning and L-BFGS implementation from the open source Vowpal Wabbit (VW)
project4. We didn’t use feature hashing since it may decrease the quality of the classifier.
As far as hyperparameters for online learning are concerned, we tested jointly learning rates
(raging from 0.1 to 0.5) and powers of learning rate decay (raging from 0.5 to 0.9). Then we
selected the best combination for each dataset (yielding the best objective) and used it for
further tests.
We would like to note that the d-GLMNET and d-GLMNET-ALB don’t have any hyperparam-
eters (except a regularization coefficient) and they are easier for practical usage.
8.2. Datasets and experimental settings
We used three datasets for numerical experiments:
• epsilon - Synthetic dataset.
4 https://github.com/JohnLangford/vowpal_wabbit, version 7.5
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Table 2. Computational load of the algorithms.
Algorithm Iteration Complexity Memory Footprint Communication Cost
Online learning
via truncated gradient
O(nnz) 2Mp 2Mp
L-BFGS O(nnz) 2rMpa Mp
d-GLMNET O(nnz) 3Mn+ 2p Mn
ADMM O(nnz) 5Mn+ p Mn
aThe r parameter specifies memory usage in L-BFGS. We used default value r = 15.
• webspam - Webspam classification problem.
• yandex_ad - The click prediction problem - the goal is to predict the probability
of click on the ad. This is a non-public dataset created from the user logs of the
commercial search engine (Yandex).
Two of these sets - “epsilon” and “webspam” are publicly available from the Pascal Large
Scale Learning Challenge 2008 5. We randomly split the original test sets into new test and
validation sets.
The datasets are summarized in the Table 1. Numerical experiments were carried out
at cluster of multicore blade servers having Intel(R) Xeon(R) CPU E5-2660 2.20GHz, 32
GB RAM, connected by Gigabit Ethernet. We used 16 nodes of a cluster in all numerical
experiments. Each node ran one instance of the algorithms.
We used Map/Reduce cluster to partition dataset by features over nodes. This was done
by a Reduce operation in streaming mode using feature number as a key. Since Reduce
operation assigns partitions to nodes by a hash of a key, the splitting of input features
S1, . . . , SM was pseudo-random. All algorithms requiring dataset partitioning by feature
used the same partitioning.
Table 2 presents computational load on all nodes for each of the algorithms.
For each dataset we selected L1 and L2 regularization coefficients from the range
{2−6, . . . , 26} yielding the best classification quality on the validation set. Then we ran the
5 http://largescale.ml.tu-berlin.de/. We used preprocessing and train/test splitting from
http://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/binary.html.
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Figure 1. Constant µ = 1 vs. adaptive µ for yandex_ad dataset, L1 regularization.
software implementations of all algorithms (d-GLMNET, ADMM, distributed “online learning
via truncated gradient”, L-BFGS) with the best hyperparameters on all datasets.
To make evaluation less dependent on the current situation on the cluster, we repeated
learning 9 times with each algorithm and selected a run with the median execution time.
To study convergence profile of each algorithm we recorded the relative objective subopti-
mality and testing quality versus time. The optimal value of the objective function f ∗ was
approximately evaluated by running many iterations of liblinear6 program for “epsilon”
and “webspam” datasets and d-GLMNET for the biggest “yandex_ad” dataset. Then relative
objective suboptimality was calculated as (f − f ∗)/f ∗, where f is the current value of the
objective function. We used area under precision-recall curve (auPRC) as a testing quality
measure (the definition is given in Appendix C).
Finally, we evaluated the influence of the number of computing nodes on the speed of
d-GLMNET-ALB. Fig. 7 and 8 present execution times of the algorithm with various numbers
of nodes relative to one node. Time was recorded when the algorithm came within 2.5% of
the optimal objective function value f ∗.
8.3. Results and discussion
Firstly we show how adaptively changing µ parameter affects on d-GLMNET algorithm
using “yandex_ad” dataset as an example. Fig. 1 compares two cases : constant µ = 1
6 http://www.csie.ntu.edu.tw/~cjlin/liblinear/
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Figure 2. L1 regularization: relative objective suboptimality vs. time.
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Figure 4. L1 regularization: number of non-zero weights vs. time.
and adaptive µ. Adaptively changing µ slightly improves speed of convergence and testing
accuracy but dramatically improves the sparsity.
To evaluate and compare the speed of the algorithms we created scatter plots “Relative
objective suboptimality vs. time” (Fig. 2 and 5) and “Testing quality vs. time” (Fig. 3 and
6). With L1 regularization, Fig. 2, 3 shows that d-GLMNET algorithm has the same or faster
speed of objective function optimization and improving testing accuracy on “webspam” and
“yandex_ad” datasets then competing algorithms. The ADMM algorithm generally performs
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Figure 5. L2 regularization: relative objective suboptimality vs. time.
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Figure 6. L2 regularization: testing quality (area under precision-recall curve) vs. time.
well and it is slightly better than d-GLMNET and d-GLMNET-ALB on “epsilon” dataset. The
Vowpal Wabbit program has the same or worse testing accuracy for all datasets but it poorly
optimizes the objective. Experiments with L1 regularization showed that “Asynchronous
Load Balancing” always improved or left the same the performance of the d-GLMNET.
Also for runs with L1-regularization we created a scatter plot “Number of non-zero weights
vs. time” (Fig. 4). The sparsity of solutions by d-GLMNET is better then that of ADMM for
“webspam” and “yandex_ad” datasets but slightly worse for “epsilon” dataset. Sparsity
produced by Vowpal Wabbit is inconsistent: too sparse or too dense when compared to
other algorithms.
With L2 regularization, d-GLMNET optimizes the objective function faster (Fig. 5) and
achieves better testing accuracy (Fig. 6) on sparse datasets with large number of features
- “webspam” and “yandex_ad”. However on dense dataset “epsilon”, where the number
of features is relatively small, L-BFGS warmstarted by online learning is better. Again
d-GLMNET-ALB is faster then it’s synchronous counterpart.
Evaluation of the speed of the d-GLMNET-ALB algorithm with different numbers of com-
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Figure 7. L1 regularization: relative speedup of the d-GLMNET-ALB algorithm for the different number of
nodes: blue line. Linear speedup for reference (fictional): red line.
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Figure 8. L2 regularization: relative speedup of the d-GLMNET-ALB algorithm for the different number of
nodes: blue line. Linear speedup for reference (fictional): red line.
puting nodes (Fig. 7 and 8) shows that on each dataset the speedup achieved with the
increased number of nodes is limited. This happens because of two reasons. First, block-
diagonal approximation of the Hessian becomes less accurate while splitting dataset over
larger number of nodes, updates from nodes comes in conflict more often, so the algorithm
makes smaller steps. Second, communication cost increases.
9. CONCLUSIONS AND FUTURE WORK
In this paper we presented a novel architecture for training generalized linear models
with regularization in the distributed setting based on parallel coordinate descent. We
implemented a novel parallel coordinate descent algorithm d-GLMNET and its modification
d-GLMNET-ALB, which is immune to the “slow node problem”. We proposed a trust-region
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update which yields a sparse solution in case of L1 regularization. In a series of numer-
ical experiments we demonstrated that our algorithms and software implementation are
well suited for training logistic regression with L1 and L2 regularization on the large scale.
Experiments show that d-GLMNET is superior over several state-of-the-art algorithms when
training on sparse high-dimensional datasets. It possesses a faster convergence speed and en-
joys speedup when using multiple computing nodes. This is essential for large-scale machine
learning problems where long training time is often an issue.
d-GLMNET can also be extended to regularizers other than L1 and L2. Optimizing quadratic
approximation (4) over one weight ∆βj via any one-dimensional optimization algorithm is
simple enough; it can be done either exactly of approximately for any separable regularizer:
bridge, SCAD, e.t.c.
Suchard et al. [30] showed that training GLMs on multicore gives significant speedup.
Combining computations on multicore on each node with the distributed architecture is a
promising direction for further development.
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APPENDIX A: AVOIDING LINE SEARCH
Proposition 2. When µ ≥ Λmax
(1−σ)λmin the Armijo rule (12) with γ = 0 will be satisfied for
α = 1.
Proof. Let g(t) = L(β + t∆β). Then
g′(t) = ∇L(β + t∆β)T∆β,
g′′(t) = ∆βT∇2L(β + t∆β)∆β.
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We obtain the upper bound for L(β + ∆β)
L(β + ∆β) = g(1) = g(0) +
∫ 1
0
g′(t)dt ≤ g(0) +
∫ 1
0
(
g′(0) + t max
z∈[0,1]
|g′′(z)|
)
dt
= L(β) +∇L(β)T∆β + 1
2
max
z∈[0,1]
|∆βT∇2L(β + z∆β)∆β|
≤ L(β) +∇L(β)T∆β + 1
2
Λmax‖∆β‖2.
In the last inequality we used ∇2L(β)  ΛmaxI which follows from (16). Then
f(β + ∆β∗)− f(β) = L(β + ∆β∗)− L(β) +R(∆β + β∗)−R(β)
≤ ∇L(β)T∆β + 1
2
Λmax‖∆β‖2 +R(β + ∆β∗)−R(β) = D + 1
2
Λmax‖∆β‖2. (A1)
Where we used D from Armijo rule (12) for a particular case γ = 0
D = ∇L(β)T∆β +R(β + ∆β∗)−R(β).
Since ∆β∗ minimizes (10)
∇L(β)T∆β +R(β + ∆β∗) + 1
2
(∆β∗)(µ(H˜(β) + νI))∆β∗ ≤ R(β),
then D has the upper bound
∇L(β)T∆β +R(β + ∆β∗)−R(β) ≤ −1
2
(∆β∗)(µ(H˜(β)) + νI)∆β∗
D ≤ −1
2
(∆β∗)µ(H˜(β) + νI)∆β∗.
By noticing that λminI  H˜(β) + νI we obtain for µ ≥ Λmax(1−σ)λmin :
1
2
Λmax‖∆β∗‖2 ≤ 1
2
(1− σ)µλmin‖∆β∗‖2 ≤ 1
2
(1− σ)(∆β∗)T (µ(H˜ + νI))∆β∗
≤ −(1− σ)D. (A2)
Substituting (A2) into (A1) yields
f(β + ∆β∗)− f(β) ≤ D − (1− σ)D = σD,
which proves that Armijo rule is satisfied for α = 1.
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APPENDIX B: LOSS FUNCTIONS SECOND DERIVATIVE UPPER BOUNDS
• Squared loss: `(y, yˆ) = 1
2
(y − yˆ)2, ∂2`(y,yˆ)
∂yˆ2
= 1.
• Logistic loss: `(y, yˆ) = log(1 + exp(−yyˆ)). For logistic loss ∂2`(y,yˆ)
∂yˆ2
= p(yˆ)(1− p(yˆ)),
where p(yˆ) = 1/(1 + e−yˆ) and consequently ∂
2`(y,yˆ)
∂yˆ2
≤ 1
4
.
• Probit loss: `(y, yˆ) = − log(Φ(yyˆ)), where Φ(·) is a CDF of a normal distribution.
Denote p(yˆ) = 1√
2pi
exp (−yˆ2/2). It is sufficient to give the proof only for y = 1 because
∂2`(−1,yˆ)
∂yˆ2
= ∂
2`(1,−yˆ)
∂yˆ2
. We have
∂2`(y, yˆ)
∂yˆ2
=
yˆp(yˆ)
Φ(yˆ)
+
p2(yˆ)
Φ2(yˆ)
.
When yˆ ≥ 0 second derivative has upper bound
yˆp(yˆ)
Φ(yˆ)
+
p2(yˆ)
Φ2(yˆ)
≤ 2yˆp(yˆ) + 4p2(yˆ) ≤ 2p(1) + 4p(0),
because Φ(yˆ) ≥ Φ(0) = 1/2 and yˆp(yˆ) reaches maximum in yˆ = 1. When yˆ ∈ (−1, 0)
second derivative is bounded. The case yˆ ≤ −1 is a bit more complex. From [35] we
have
|yˆ|p(yˆ)
1 + yˆ2
< Φ(yˆ) <
p(yˆ)
|yˆ| ,
then
1
Φ(yˆ)
<
1 + yˆ2
|yˆ|p(yˆ) ,
yˆ
Φ(yˆ)
< yˆ
|yˆ|
p(yˆ)
,
and finally
∂2`(y, yˆ)
∂yˆ2
=
yˆp(yˆ)
Φ(yˆ)
+
p2(yˆ)
Φ2(yˆ)
< yˆ|yˆ|+
(
1 + yˆ2
|yˆ|
)2
= −yˆ2 + 1 + 2yˆ
2 + yˆ4
yˆ2
= 2 +
1
yˆ2
≤ 3.
Thus for all cases yˆ ≥ 0, yˆ ∈ (−1, 0), yˆ ≤ −1 second derivative has the upper bound.
APPENDIX C: AREA UNDER PRECISION-RECALL CURVE (AUPRC)
Area under Precision-Recall curve is a classification quality measure. Consider n examples
with binary class labels yi ∈ {−1,+1} and a classifier predictions with a real-valued outcomes
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pi ∈ [0, 1]. Given a threshold a precision (Pr) and recall (Rc) are defined as follows
Pr(a) =
|{i | pi ≥ a & yi = +1}|
|{i | pi ≥ a}| ,
Rc(a) =
|{i | pi ≥ a & yi = +1}|
|{i | yi = +1}| .
Precision-Recall curve is obtained by varying a ∈ [0, 1]. The area under this curve is consid-
ered a classification quality measure. It is more sensitive than a commonly used ROC AUC
in case of highly imbalanced classes [32].
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