[1] Distributional analysis of river discharge time series is an important task in many areas of hydrological engineering, including optimal design of water storage and drainage networks, management of extreme events, risk assessment for water supply, and environmental flow management, among many others. Having diverging moments, heavy-tailed power law distributions have attracted widespread attention, especially for the modeling of the likelihood of extreme events such as floods and droughts. However, straightforward distributional analysis does not connect well with the complicated dynamics of river flows, including fractal and multifractal behavior, chaos-like dynamics, and seasonality. To better reflect river flow dynamics, we propose to carry out distributional analysis of river flow time series according to three ''flow seasons'': dry, wet, and transitional. We present a concrete statistical procedure to partition river flow data into three such seasons and fit data in these seasons using two types of distributions, power law and lognormal. The latter distribution is a salient property of the cascade multiplicative multifractal model, which is among the best models for turbulence and rainfall. We show that while both power law and lognormal distributions are relevant to dry seasons, river flow data in wet seasons are typically better fitted by lognormal distributions than by power law distributions.
Introduction
[2] Distributional analysis of river flow time series is a basic task in hydrology [e.g., Smakhtin, 2001; Morrison and Smith, 2002; Laio, 2004; Carreau et al., 2009; De Domenico and Latora, 2011; Sharwar et al., 2011] . For example, under the assumption that statistical features of the flow of a river remain fairly constant, when one wants to estimate the probability of drought and develop suitable means to mitigate the effects of drought, one needs to best summarize known knowledge to determine a threshold value and calculate the probability that the river discharge data do not exceed the chosen threshold value [e.g., Smakhtin, 2001; Kroll and Vogel, 2002; Benyahya et al., 2009] . On the other hand, if one wishes to estimate the probability of floods and assess various kinds of risks associated with them, then one needs to determine another threshold value and calculate the probability that the river discharge data exceed the chosen threshold [e.g., Fernández and Salas, 1999; Fernandes et al., 2010; Um et al., 2010] . The former probability is called cumulative distribution function (CDF), while the latter is termed complimentary CDF (or CCDF), which is often called the survival function in statistics and ''flow duration curve'' (FDC) in hydrology [Smakhtin et al., 1997; Castellarin et al., 2004; Iacobellis, 2008] . Distributional analysis is usually carried out using the entire available record, called ''period of record'' [Vogel and Fennessey, 1994] . It can be refined by grouping observations from all similar calendar months from the entire record prior to FDC construction, e.g., all January observations, termed ''long-term average monthly'' FDCs [Smakhtin, 2001] .
[3] Phenomenologically, river flow time series often exhibit spikes that rise far above the typical values in the series [Anderson and Meershaert, 1998; Katz et al., 2002; Bernardara et al., 2008; Villarini et al., 2011] . In order to adequately capture this behavior in the distributional analysis, distributions which allocate sufficient probability to the upper tail of the river flows must be employed. One such class of distributions is the so-called heavy-tailed distributions, which are distributions with some infinite moments [e.g., Anderson and Meershaert, 1998 ]. In this article we consider a distribution heavy tailed if any of its statistical moments diverge. Since we are examining river flows, which are nonnegative, we only consider one-sided heavytailed distributions.
[4] One such heavy-tailed distribution that has gained greatest attention in the scientific literature is the power law distribution [Newman, 2005] . It has been used to characterize the population of U.S. cities, the degree distribution of metabolites in the metabolic network of the bacterium E. coli, the frequency of occurrence of unique words in Herman Melville's novel Moby Dick, the number of long-distance calls received by AT&T customers, the severity of terrorist attacks, the size of electrical blackouts, and the sales volume of best-selling books [e.g., Clauset et al., 2009] . It is thus no surprise that the power law distribution is being used extensively in hydrological applications as well [e.g., Anderson and Meershaert, 1998; Pandey et al., 1998; Elshorbagy et al., 2002; Katz et al., 2002; Aban et al., 2006; Bernardara et al., 2008] .
[5] River flows, while driven by random events such as rainfalls, also have their nonlinear deterministic aspects [Bernardara et al., 2008; Tung et al., 2011] . Indeed, it has been shown that river flows exhibit complicated dynamics, such as fractal and multifractal behavior [Zhang et al., 2008] , chaos-like dynamics [Sivakumar, 2004; Wang et al., 2006; Tung et al., 2011] , and periodicity in the mean, standard deviation, and skewness [Tesfaye et al., 2006] . Traditional distributional analyses of river flow data do not connect well with such complicated river flow dynamics. Thus, we propose that a more refined implementation of the well-known distributional methods may enhance the information these methods offer about river flow dynamics.
[6] In attempting to refine the standard distributional techniques, we first look to the most ubiquitous features of river flows. One of the most documented properties of river flow data is the annual cycle [e.g., Katz et al., 2002; Tesfaye et al., 2006] . This can be readily illustrated by the sharp spectral peaks corresponding to 1 year cycle and its harmonics (an example will be discussed in section 3). We can take advantage of this cyclic behavior by using it to identify and capture distinct flow regimes. Intuitively, the behavior of river flows should differ most between the peak and the trough of the annual cycle. One can imagine that the peak of the annual cycle corresponds to a more intense flow regime or ''wet season'', while the trough corresponds to a more mild flow regime or ''dry season.'' The time spent in between the wet season and the dry season can be considered as the transition season. To better reflect river flow dynamics in our distributional analyses, we propose that the calendar (or hydrologic) year be divided into three ''flow seasons'', and then perform distributional analysis separately for each regime.
[7] Considering separate distributional analysis for each flow regime, rather than lumping all data together, allows us to preserve information about annual variability that would otherwise be lost. This partition is achieved by deriving a smooth function from the daily climatological mean and variance of the flow levels, and then checking whether the smooth function exceeds or falls below certain suitably chosen threshold values. The major difference between our method and the long-term average monthly FDCs is that the timing in our method is identified from flow regimes, while the latter method simply uses the timing of the calendar months.
[8] In the present paper, we focus on two particular distributions to describe the constructed seasonal river flows : power law and lognormal. The latter is a salient property of the cascade multiplicative multifractal model, which is among the best models for turbulence and rainfall [Gao et al., 2007] . Specifically, we shall analyze nine river flow time series collected from sites in the continental United States. We show that, in our data, while both power law and lognormal distributions are very relevant to dry seasons, data in wet seasons are typically well fitted by lognormal distributions.
[9] This paper is organized as follows. In section 2 we describe the river flow data used in this study, present a method for dividing a given river flow time series into three flow seasons, and describe procedures for seasonal river flow distributional analysis. In section 3 we present the results of the distributional analysis and Kolmogorov-Smirnov testing, and in section 4 we discuss these results to gain a good understanding. General concluding remarks are given in section 5.
Data and Methodology

Data
[10] In this study we analyzed daily mean river discharge observations (in cubic feet per second, ft 3 /s) from nine rivers across the continental United States. For the geographical locations of the river flow measurement sites, see Figure 1 and Table 1. The data set for the Mississippi River near St. Louis is the longest, extending from 1861 to 2010. The data sets were obtained from the USGS surface water information site (http://water.usgs.gov/osw/). Prior to further processing, the raw time series data were checked for possible long-term trends (which amounts to nonstationarity) in daily streamflow; detrending analysis found no systematic changes contributing to either linear or quadratic trends. Additional experiments were performed to evaluate the results' sensitivity to the El Niño-Southern Oscillation. The entire distributional analysis was repeated using only data observed during El Niño years and again for only non El Niño years. The difference was negligible, and therefore, the effects of El Niño years were not considered separately.
[11] Note that the raw river flow data may include variability not only from natural sources, but also from anthropogenic ones [Poff et al., 1997] . For example, dams, reservoirs, and pumping systems are operated on some of the rivers. The extent of such modifications on the natural river flow regime can, of course, range from negligible to profound [Black et al., 2005] . For the present paper, our concern is to avoid data including sudden and dramatic river flow regime changes induced primarily by hydrologic engineering projects. Evidence of this kind of bifurcation can be detected in raw river flow time series [e.g., Vörösmarty and Sahagian, 2000; Li et al., 2007; Villarini et al., 2011] , and we avoid using data with such features. This leaves only variation induced by those anthropogenic modifications which do not cause a sudden and dramatic change in river flow behavior. We treat these features in the same way we treat natural modifications like erosion and deposition: they are all contributors to the overall variability of the time series. The effect of anthropogenic hydrologic modifications on our analysis is considered further in section 4.1.
2.2. Defining a River's Flow Seasons: Wet, Dry, and Transitional
[12] Intuitively, a wet and a dry season may be associated with large and small values of river discharges. In between would be the transitional seasons, either from wet to dry, or vice versa. The idea can be conveniently implemented using annual climatology.
Annual Climatology
[13] Consider a river flow time series xðtÞ; t ¼ 1; 2; . . . ; n. Each point x(t) is associated with the particular calendar day i ¼ 1; 2; . . . ; 365 when it was observed. Data on the same day of different years are grouped together and their mean and standard deviations (STDs) calculated. For simplicity, the 29th day of February in the leap years may be discarded. We call the variation of such mean and STD on the days of a year the annual climatology of the flow series. We denote them as x i ; s i ; i ¼ 1; . . . ; 365, respectively.
Identifying Flow Seasons by Thresholding the Criterion Function
[14] Now that we have introduced climatological mean and variance for each calendar day of the year, we may associate wet and dry seasons with relatively high and low values of climatological mean and variance. More concretely, we may define a new function, ' i , by combining the mean x i and STD s i .
A factor of 2 is included before s i to enhance the seasonal variability in ' i . Since x i and s i are sample means and standard deviations, they are random variables. Therefore, ' i may be quite irregular because of the potentially large day to day variability in either x i or s i . To ease subsequent analysis, we smooth ' i using the adaptive detrending algorithm [Hu et al., 2009a; Gao et al., 2010; Tung et al., 2011; Gao et al., 2011] with second-order local polynomials and window size of 129 days to obtain a new globally smooth function, c i , which may be called the criterion function:
The adaptive algorithm employed here has been found to be able to reduce noise more effectively than linear filters, wavelet-and chaos-based noise reduction techniques, perform multiscale decomposition, and yield excellent trends from data sets with arbitrary trends. On the basis of c i , we can define wet and dry seasons as follows:
where I wet and I dry are the largest contiguous subsets of i satisfying the right-hand sides of equations (3) and (4) [15] Note that for the wet and dry seasons to be defined robustly, the ''valid'' values of D wet and D dry have to form some interval, instead of just few single points. This means that if we have chosen a value for D wet and subsequently determined a wet season, the distribution for the wet season flow data has to remain fairly robust if we slightly increase or decrease D wet to determine another wet season. In the following analysis, we have chosen the smallest such D wet to define a wet season. Similarly, we have chosen the largest such D dry to determine a dry season. This strategy makes the transitional season ''minimal'', so that its distribution can be ignored. In fact, when the distributions for the wet and dry seasons are different, it may not be 
Distributional Analysis
[16] After identifying the annual timing of a river flow's wet and dry seasons we define two sets of random variables, denoted by X wet and X dry , which contain daily river discharges that occurred during the identified wet and dry seasons, respectively. We then carry out analysis of their distributions separately. The sample sizes of these new seasonal flow populations, x wet and x dry , varied across rivers and seasons, depending on the original length of the time series and the number of calendar days included in each season. The sample sizes were generally on the order of 10 4 , with a minimum of 3619 for the Colorado River wet season, a median of 10,429, and a maximum of 26,826 for the Hudson River dry season. We found that seasonal data were best described by either of two probability distributions: the lognormal distribution or the power law distribution. In either case, we used graphical comparisons between the empirical and theoretical probability functions to guide model selection, methods of maximum likelihood for parameter estimation, and Kolmogorov-Smirnov testing to evaluate goodness of fit of the selected distributional models. Empirical densities were constructed following Vogel and Fennessey [1994] by binning the log-transformed data and linearly rescaling.
[17] We now define our parameterization of the lognormal and the power law random variables. A random variable X follows a lognormal distribution if its logarithm follows a normal distribution. While it is most convenient to use natural logarithm, to ease discussion of the figures presented below, we use logarithm base 10. Let Y be a normally distributed random variable with mean and standard deviation , then X ¼ 10 Y has a lognormal distribution with its density given by
[18] It is interesting to note that lognormality is a salient feature of the multiplicative cascade multifractal Rubin, 2001a, 2001b; Tung et al., 2004] , which is considered one of the best models for fully developed turbulence and rainfall [Gao et al., 2007] . The basic model of the cascade process prescribes that the process may be expressed as
where 0 r i 1; i ¼ 1; . . . ; n are called multipliers having the same probability density function. Taking logarithm of both sides of equation (6) and using the central limit theorem, one immediately sees that logðxÞ converges to a normal distribution, thus x follows a lognormal distribution.
[19] To check for possible lognormal behavior, we first calculated parameter estimates and (where ''hats'' indicate that quantities are estimates of unknown parameters) using maximum likelihood estimation like Stedinger [1980] . A lognormal density with and set equal to and, respectively, was then plotted along with the empirical density for comparison. Kolmogorov-Smirnov testing was then employed to evaluate goodness of fit of the selected lognormal model.
[20] A random variable X follows a power law distribution if the probability of exceeding a value x(t) is proportional to a constant power of x(t). The CCDF of X is denoted as
where is the shape parameter and b marks a lower bound on the possible values that a Pareto distributed random variable can assume. Like the lognormal distribution, the power law CCDF has two parameters. Equation (7) only describes values of river flow greater than b, and does not take into account flows less than b. In fact, If one wishes to model these values as well, additional parameters must be introduced. Note that for a given scaling parameter , all statistical moments, k with k ! , are infinite. That is why such power law distributions are heavy tailed. In particular, when 0 < < 2, the variance of X is infinite; when 0 < 1, the mean of X is also infinite.
[21] To assess if data exhibit power law tails, we plotted the log-transformed empirical survival function, log 10 ½PðX > xðtÞÞ, against log 10 ðxðtÞÞ and examined whether or not there exists a linear scaling relation [e.g., Mandelbrot, 1963; Pandey et al., 1998; Aban et al., 2006] . Once a possible power law relationship was identified, we used the maximum likelihood method presented by Clauset et al. [2009] to estimate b and . To evaluate goodness of fit, we used KolmogorovSmirnov (K-S) testing as done by Goldstein et al. [2004] .
Results
Seasonal River Flow Distributions
[22] Figure 2 shows mean daily river discharge for the nine rivers on the longest timescale represented in the study . Note the occasional spikes which rise far above the typical values in the series; this intermittent behavior can be seen, to varying degrees, in all nine of the river time series used in the study. As expected, the river flow data possess strong annual cycles. An example is shown in Figure 3 . Figure 4 shows the annual climatology of the nine rivers. The criterion functions have been thresholded as described in section 2.2.2 to obtain the timing of the flow seasons, unique to each river. In keeping with our selection criteria, the observations included in the wet seasons have higher sample mean and variance than those included in the dry seasons.
[23] Each of the nine rivers' seasonal flow distributions followed one of four patterns : (1) lognormal wet and dry seasons, (2) power law wet and dry seasons, (3) lognormal wet season and power law dry season, and (4) lognormal dry season and unidentified wet season distribution. By unidentified, we mean that neither lognormal, power law, nor Weibull models fit the data satisfactorily according to our graphical methods. These results are summarized in Table 2 . Plots illustrating the first three scenarios are given in Figures 5, 6 , and 7.
K-S Testing and River Flow Data
[24] Published research on distributional analysis of river flows has emphasized parameter estimation but has rarely examined the goodness of fit of the chosen distributions. In this work we examine the latter using the K-S test. We have found that even though lognormal distributions tend to fit river flow data better than power law distributions in the wet season, the p value from the K-S test is generally smaller than 0.05, signifying that the lognormal fitting fails the K-S test. The test for dry season fitting using power law is only slightly better. Therefore, a fundamental question is: why would distributional analysis of streamflow data often fail the K-S test?
[25] While there may be multiple mechanisms for the negativeness of the K-S test, we believe the main mechanism has to be the multiplicity of the physical processes that can affect recorded river discharges. We emphasize here that the variations in river flows resulting from different physical processes may assume different distributions. This means, in general, the distribution for river discharge is actually a mixture of several different distributions. It is known that the K-S test is sensitive to noise and measurement effects [Lampariello, 2000] ; thus, we wish to examine how noise may affect the skill of the K-S test. For ease of exposition, let us consider random variables X, Z, and N, whose time series innovations x(t), z(t), and n(t) satisfy the following relationship:
where x(t) describes the main variation of a river discharge, n(t) may be considered measurement noise (e.g., Gaussian noise) or variation caused by a different physical process than that which caused x(t), and z(t) is the measured data. Pertinent to the theme of the paper, x(t) may be assumed to follow a lognormal or power law distribution, and our task is to verify whether z(t) follows the same distribution as that of x(t). The essence of the K-S test is to examine how close the CDF F Z ðzÞ of z(t) is to the CDF F X ðxÞ of x(t):
where is called the K-S statistic, and as ! 0, x(t) and z(t) are considered to follow the same distribution [26] To better appreciate equation (9), let us consider a situation where Z ¼ X with probability 1 À q and Z ¼ C, where C is a constant, with probability q. Then, ¼ q. Casual inspection can readily verify that a q % 0:05 will already likely reject the null hypothesis in the sense that the p value is less than significance level 0.05 (note that the functional relation between , which is equal to q here, and the p value is highly nonlinear).
[27] We used Monte Carlo simulations to study the effect of modulating a lognormal or power law x(t) by a noise signal n(t). The task is to determine how large the noise signal n(t) must be in order to cause z(t) to systematically fail the K-S test. It is instructive to use the ratio of the standard deviation of the noise n(t) to the sample standard deviation of the measured signal z(t) to appreciate the relative magnitude of the noise necessary to undermine the K-S test. Let STD½nðtÞ STD½zðtÞ (10) where STDð Þ is the standard deviation operator.
[28] Using a power law x(t), and Gaussian n(t), we found that when the ratio exceeds about 0.02, the average p value of the test falls below significance level 0.05 and z(t) fails the K-S test more often than not. This signifies that for a river flow signal following a power law distribution, modulation by another process, measurement error or otherwise, with a standard deviation around 2% that of the measured process will likely cause the K-S test to reject the power law hypothesis. We used similar simulations to study the case when x(t) follows a lognormal distribution and found that an of only about 0.06 is needed for the average p value to fall below 0.05 and for the K-S test to reject the lognormal hypothesis more often than not. Table 3 displays the results of these Monte Carlo simulations. From these simple experiments, we see that even a small amount of noise is enough to prevent the K-S test from correctly identifying the true underlying distribution of a signal. Since river flow signals can be quite noisy, we can thus consider the results of the robust graphical methods described in section 3.1 not only valid, but indispensable. Of course, one can be even more confident about a given model if the K-S test yields a small p value.
Discussion
[29] Many physical processes can contribute to measured river flows, including rainfall, snowmelt, evaporation, and permeation, as shown in Figure 8 . As one can readily envisage, the contribution from a specific physical process to the observed discharge varies in time, space, and from river to river. This is the very reason that observed discharge Figure 3 . Power spectral densities for the nine rivers. Note the spikes at 1 cycle per year, indicative of strong annual cycles. Each spectrum has been normalized by its mean power. distributions can vary from season to season and from river to river. From discharge data alone, it is impossible to deduce the exact effect of each of the contributing physical processes. Our aim in this section is to gain some insights into the effects of two of the most important processesrainfall and snowmelt. We also explore how these effects may be modulated by anthropogenic modifications.
Physical Interpretations
[30] As shown in Table 2 , all nine of the rivers studied here exhibit different statistical properties in their wet seasons versus their dry seasons. One distinction is that some of the rivers, i.e., Mississippi, Merrimack, Hudson, and Salt, show a difference in only the parameters of their seasonal distributions (which may be called variability of the first kind), while others, i.e., Umpqua and Arkansas, exhibit seasonal flow deviates drawn from completely different families of distributions (which may be called variability of the second kind).
[31] A possible explanation of why some rivers' seasonal distributions come from different families while others come from the same family lies in the temporal variability of the physical mechanisms governing stream flows. Although these mechanisms vary on all time scales, seasonal variability is particularly prevalent. If the nature of the most influential physical processes during one part of the calendar year is sufficiently different from that of another part of the year, we could expect the difference to manifest in the statistical properties of the seasonal distributions by producing variability of either the first or second kind. Following are two conjectured scenarios.
[32] One way to realize the statistical variability of the first kind could be to adjust only the frequency and/or severity of the most prominent physical mechanisms generating flow values. Consider a river basin which collects the vast majority of its water from local precipitation events. Imagine that these precipitation events tend to have a certain frequency and severity during the river's dry season and another (greater) frequency and severity during the river's wet season. This rescaling of the inputs could translate to a rescaling of the outputs, i.e., the seasonal river flows may follow the same family of distributions but with rescaled parameters.
[33] To achieve the second kind of statistical variability, in which the families of the seasonal distributions differ, we could envision a change of the fundamental nature of the predominant physical processes. Consider a river that experiences a precipitation regime with constant frequency and severity throughout the year. Imagine that the river lies in the drainage basin for an area that collects snowpack throughout the winter. Every spring, temperatures rise and a large volume of water is released from the snowpack and drains into the river. This snowmelt process dominates the river's flow regime during the spring and constitutes its wet season. Since the fundamental nature of the processes delivering water to the river differ seasonally (snowmelt in the wet season and background precipitation events during the dry season), we may expect the river flow output to exhibit completely different statistical behavior seasonally, i.e., the seasonal observations appear to be drawn from different families of distributions.
[34] We have noted the prevalence of annual variability in the physical mechanisms generating river flows. The seasonality of most natural phenomena can be traced back, at least indirectly, to the annual cycle in solar radiation incident at the top of the atmosphere, which tends to be smooth and sinusoidal (excepting the polar regions). We can therefore expect to observe the thermodynamic state variables, such as temperature, within the Earth systems to inherit some of this primarily smooth and sinusoidal character. Similarly, water goes through phase changes under the direct or indirect influence of solar energy, resulting in changes of thermodynamic energy. This is the fundamental linkage between the global hydrologic and energy cycles, as well as the local water and thermodynamic energy balances. It is therefore no surprise that the frequency and severity of some area's precipitation events vary smoothly through the year like the temperature. On the other hand, a large number of natural mechanisms operate in more or less discrete, e.g., ''on or off,'' states, determined by some smoothly changing input signal. Seasonal snow melt, for example, tends to occur only when temperatures are in a given range after some duration, and does not contribute to river flows when temperatures fall out of that range.
[35] For many rivers, especially those most closely tied to human livelihood, mechanisms linked to anthropogenic effects may also contribute to the variation observed in river flows. Major effects can be caused by reservoir construction and operation, groundwater abstraction and storage, surface water abstractions, discharges and transfers, and from spatially extensive land use changes such as deforestation or agricultural intensification [Black et al., 2005] . Here again, the characteristics of the variation depend on the particular mechanism in question. For example, it is known that drying due to overgrazing and other intensive land use on semiarid soils leads to a net loss of soil water storage, reduced evaporation, and increased storm runoff [Vörösmarty and Sahagian, 2000] . This increases a river's response to precipitation events; thus, for a river whose flow is controlled mostly by precipitation, the effect of the land use change manifests more prominently during the river's wet flow regime. This seasonality in the intensity of the anthropogenic effect can further the distinction between the river's wet and dry flow regimes, imparting said variability of either the first or second kind.
[36] Other anthropogenic mechanisms may actually inherit seasonality from their natural counterparts. Take for example a reservoir which follows a schedule of retention during a river's naturally wet regime and release during its naturally dry regime. Although the reservoir's activity is very much seasonal, its direct effects are in opposition to the seasonal tendencies of the river. This opposition has the combined effect of subduing the prevalence of the annual cycle in river flows, as well as distorting the statistical distributions of the seasonal river flows. As we showed in section 3.2, this kind of systematic perturbation of flow values could quite easily prevent a Kolmogorov-Smirnov test from identifying the true underlying distribution of the seasonal river flows.
[37] In this study, we have taken an approach that involves dividing a given river flow time series into repeating annual seasons and fitting a single distribution to the observations drawn during a given season. We are implicitly assuming that seasonal observations do in fact follow, or are at least well approximated by, a single probability distribution. Given that certain mechanisms vary smoothly throughout the year while others vary discretely, it seems reasonable that a distributional analysis with higher temporal resolution could be more accurate and more physically meaningful. One can imagine dividing the calendar year into more and more subperiods prior to the distributional analysis. A stochastic model could be applied to capture the variation in the parameters of the ''subseasonal'' flow distributions. After optimization, the temporal variation of parameters of this stochastic model could be linked back to physical mechanisms which exhibit similar types of variation. This kind of model could potentially be both more accurate and more physically meaningful than the seasonal analysis presented in this paper. 
Heavy-Tailed Behavior
[38] It is interesting that heavy-tailed relationships, particularly the power law, are used so frequently in hydrological applications like flood frequency analysis, yet with the exception of the Salt River, the only power law tails found in the present study were for data observed during the dry season. Furthermore, for the Umpqua and Arkansas rivers, the upper tails of the dry season power law distributions are no more extreme than flow values that would be considered fairly typical during these rivers' corresponding wet seasons. For instance, the maximum value observed during the Umpqua's dry season, 17,000 ft 3 s
À1
, corresponds to the 0.753 quantile of the wet season observations. Flows of this magnitude would hardly be associated with catastrophic flooding events.
[39] For the exception, the Salt River, heavy-tailed power law relationships were found in both the dry and wet season flow values. This is consistent with the findings of Anderson and Meershaert [1998] , who reported a power law tail in the distribution of monthly flow values on the Salt River. It is important to note the discrepancy in the parameter estimates of between Anderson and Meershaert [1998] and the present paper. On the basis of monthly river discharges, Anderson and Meershaert [1998] estimated the true value of to be 3.023, which is larger than our estimates of ¼ 2:37 during the wet season and ¼ 1:97 during the dry season. This discrepancy is caused by the difference in the temporal resolution of the data sets used (e.g., monthly versus daily).
[40] Because of the relative lack of heavy-tailed behavior in the river flows studied here, we present a cautionary note on the use of heavy tails, particularly the power law relationship, in characterizing river flow phenomena. The identification of heavy-tailed behavior should be based on data and analysis. The utmost care should be exercised when conjectures are made concerning heavy-tailed behavior without the direct support of data, as in using regional analysis to estimate flow distributions for ungauged sites.
Lognormal Behavior
[41] The abundance and prevalence of lognormal behavior in dry and wet seasons suggest that the various kinds of physical mechanisms governing river flows are often self-organized such that equation (6) is at least approximately true.
[42] It should be noted that the moments of a lognormal distribution are all finite, therefore, lognormal distributions are not heavy-tailed distributions. Nevertheless, for a finite river discharge range, with suitable parameter values, a lognormal distribution may yield approximately a power law distribution. For the details, we refer to Shlesinger [1982, 1983] and Newman [2005] .
[43] Although we found the lognormal distribution more relevant to seasonal river flows in our data, we present an additional cautionary note on the justification of its use for this purpose. The lognormal distribution has been used to characterize a number of meteorological variables including height in cumulus cloud populations [e.g., Lopez, 1977] , atmospheric water droplet size [e.g., Ochou et al., 2007] , precipitable water [e.g., Foster and Bevis, 2003] , and rainfall rate [e.g., Atlas et al., 1990] . To assume that lognormally distributed rainfall, for instance, over a river's catchment area would necessarily produce lognormally distributed river flows is folly. Note that river flows are the realizations of a multiscale nonlinear dynamical system, and lognormal precipitation inputs would certainly not necessitate lognormal river flow outputs. Here again, we stress that selection of a particular distributional model, like lognormal, for river flows should be directly based on data and analysis.
Conclusions
[44] To better reflect complicated river flow dynamics, in this work, we attempted to isolate two ''extreme'' seasons, wet and dry, from continuous measurements of river discharge data, and carried out their distributional analysis separately. We found that discharge data in dry seasons can be well fitted by either power law or lognormal distributions. The discharge data in wet seasons, are however, almost always well fitted by lognormal distribution (with the Salt river being an exception).
[45] Graphical methods were utilized in the initial distributional model selections, while Kolmogorov-Smirnov testing was employed to evaluate goodness of fit of the selected models. We show how relatively subtle noise from other physical processes, including systematic measurement errors, can easily prevent the K-S test from identifying a signal's true underlying distribution. These discussions also connect well with our assertion that river flows are the realizations of a multiplicity of processes, which should in fact yield a mixture of distributions.
[46] Because of the intermittent nature of high-magnitude events in river flow time series and the prevalence of heavy-tail characterization in the hydrologic literature, we paid close attention to the presence or absence of heavytailed behavior in our data. With one notable exception, heavy-tailed behavior was only detected in the dry seasons of two of the nine rivers. Furthermore, the magnitudes associated with these power law tails were well within the range of routine wet season flow values. Hence, we presented a cautionary note on the unscrupulous application of heavy-tailed models in the absence of adequate evidence from data. Furthermore, we found that some rivers' seasonal flows follow distributions in the same family, while other rivers' seasonal flows follow distributions from different families. Some possible physical explanations were discussed to explain this situation. An enhanced distributional model, involving a stochastic process with time-varying parameters, was suggested as a possible improvement to the methods presented here.
[47] Finally, the apparent discrepancy in the parameter estimates of between Anderson and Meershaert [1998] and the present paper is not trivial. Noting the different temporal resolutions used (monthly versus daily) in the analyses, it is reasonable to expect that the averaging process used to obtain the lower-resolution data has subdued some of the extremes observed in the higher-resolution data. This in turn would increase the estimate of in the lower-resolution data. A simulation using IID random variables proved this. So far, however, there is no general theory to compute for averaged, coarse-resolution, data based on the power law exponent of its high-resolution counterpart and the parameter for smoothing. The development of such a theory would be an important research task in the future.
