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Abstract 
We define a simple bipartite graph to be biclaw-free if it contains no induced subgraph 
isomorphic to H, where H can be obtained from two copies of K,, 3 by adding an edge between 
the two vertices of degree 3. We show that every connected bipartite biclaw-free graph with 
minimum degree 6 > 6 has connectivity at least 6 - 2 and that every connected balanced 
bipartite biclaw-free graph with minimum degree 6 > 9 and order n < 66 - 14 is hamiltonian. 
1. Introduction 
There are many results these recent years concerning hamiltonism and claw-free 
graphs (graphs without subgraph isomorphic to Ki,s). In particular, Matthews and 
Sumner [7] have established the following theorem. 
Theorem 1.1. Let G be a 2-connected claw-free graph on at most 36 + 2 vertices (where 
6 is the minimum degree), then G is hamiltonian. 
In [S], we have obtained a stronger result for 3-connected claw-free graphs. 
Theorem 1.2. Let G be a 3-connected claw-free graph on at most 56 - 10 vertices, then 
G is hamiltonian. 
In fact these results are motivated by the following conjecture of Matthews and 
Sumner in [8]. 
Conjecture 1.3. Let G be a 4-connected claw-free graph, then G is hamiltonian. 
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Fig. 1. 
In this paper, looking for an analogous concept to that of claw-free graphs for 
bipartite graphs, we define a bipartite graph to be a biclaw whenever it is obtained 
from two disjoint claws by adding an edge between the two vertices of degree 3 in each 
of the claws (see Fig. 1). 
We shall say that a bipartite graph is biclaw-free (b.c.jI) whenever it does not contain 
any biclaw as an induced subgraph. In this new class of bipartite graphs we get the 
following two theorems. 
Theorem 1.4. Let G be a connected bipartite b.c.$ graph with minimum degree 6 > 6, 
then the connectivity of G is at least 6 - 2. 
Theorem 1.5. Let G be a connected bipartite balanced b.c.j graph with minimum degree 
6 2 9 and order n < 66 - 14, then G is hamiltonian. 
This last result can be compared to Theorem 1.1 and is interesting in view of 
Higgkvist’s conjecture [6]. 
Conjecture 1.6. All 2-connected, b-regular bipartite graphs on at most 66 vertices are 
hamiltonian. 
We shall use here standard graph theoretical terminology compatible with Bondy 
and Murty [4]. However, we need, some specific definitions. If K and L are two 
subsets of V(G), let NK(L) denote the set of vertices contained in K which are adjacent 
to some vertices in L, E(K, L) the set of edges with one endpoint in K and the other in 
L and e(K, L) = IE(K, L)I. If X E V(G), then the subgraph of G induced by X will be 
denoted by (X ). For a cycle C of G, together with a chosen orientation and a vertex 
x of C, x+ (respectively, x-) will be the successor (respectively, predecessor) of x on 
C according to the orientation. For X L V(C), X+ (respectively, X-) will denote 
obviously the set {x+ ( XEX} (respectively {x- 1 x EX}). A cycle C is said to be 
dominating if every edge of G is incident to a vertex of C. Finally, graphs which are 
considered here are bipartite and (A, B) will denote the canonical bipartition of the 
vertex set. 
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2. Proofs 
2.1. Proof of Theorem 1.4 
Assume that G is a connected bipartite b.c.f. graph with minimum degree 6 > 6 and 
connectivity k. Let X c V(G) be a minimum cutset of G, XA = X n A, Xs = X n B 
and assume without loss of generality that 1 XA I 3 k/2. 
Two cases are possible. 
Casel: 6-IX,I>5. Letabeavertexofx,, then (NG_,(a)l 3 5 and there exists 
some component C1 in G - X such that a has at least three neighbors ai, a2 and u3 in 
G - X - Ci. Since X is minimal NC,(u) is not empty. Any vertex w ~Nc,(a) has at 
most two neighbors in Ci, otherwise, for any triple of vertices wl, w2, w3 E Nc, (w), we 
would get a biclaw (ul,u2,u3,u,w,wl, w2,wj). Hence INxA(w)I 2 ING(w)I - 23 
6-2andk>lX,I36-2. 
Case 2: 6 - lXsl < 4. Then lXAl 3 lXsl 3 6 - 4 and 1x1 3 26 - 8 3 6 - 2 as 
soon as 6 3 6. 0 
Remarks. Theorem 1.4 is certainly best possible in view of the following b.c.f. bipartite 
graph H. V(H) is the disjoint union of five independent sets Ai, AZ, A,, A4 and A,, on 
2,6,6 - 2,6, and two vertices, respectively, each Ai u Ai+ 1 (1 < i d 4) inducing 
a complete bipartite graph. In fact Theorem 1.4 remains true even for 6 = 5 when 
excluding some well defined graphs, but this last result is useless for our purpose. 
2.2. Proof of Theorem 1.5 
Before proving Theorem 1.5, we first give some useful lemmas, the first three ones 
are due to Ash and Jackson [2]. 
Lemma 2.1 (Ash and Jackson [a]). If G is a 2-connected bipartite graph of minimum 
degree 6, and each set in the bipurtition has at most 36 - 3 vertices, then G contains 
a longest cycle which is also a dominating cycle. 
Lemma 2.2 (Ash Cl]). Let G be a bipartite graph and C a longest cycle of G such that 
G - C contains two isolated vertices a E A and b E B. Put Ye(u) = Y,(b) = 8 and for 
i 3 1, put 
xi(u) = NC(Ll(“)) u NC(a)3 
K(u)= {YEV(C)lY+EXi(U),Y-EXi(U)}, 
x(u) = (2, xi(a), Y(u) = fi K(u). 
i=l i=l 
Dejine analogously Xi(b), Y,(b), X(b), Y(b). Then X(u) n Y(b) = X(b) n Y(u) = 8. 
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Lemma 2.3 (Ash Cl]). Under the notation of Lemma 2.2, if x, = IX(U)~, xb = ~x(b)l, 
~,=I~(~)l,~~=I~(~)l,thenIAl32x,-y,+x,-1(and~~l~2~,-y,+~,-1). 
Till the end of this section we shall assume that G is a nonhamiltonian bipartite 
connected balanced b.c.f. graph with minimum degree 6 > 9 and order n < 66 - 14. 
G being 2-connected (Theorem 1.4), let C be a longest dominating cycle of G 
(Lemma 2.1). Let a E A and b E B be two isolated vertices of G - C, X(a), X(b), Y(a) and 
Y(b) are defined as in Lemma 2.2. We now define a new partition of V(G) as follows: 
Y, = au Y(u), Y, = b u Y(b), 
X,={xEA-YlIe(x,Y,)>3}, X2 = {xEB - Y, le(x, Y,) 3 3}, 
Wl={wEA-Y,uX,Ie(w,X,)33}, W,={wEB-Y2uXaIe(w,X1)>3), 
Z1 = A - Y, u X1 u WI, Z2 = B - Y, v X2 u W,, 
with 
Yl = I Yl I, Y2 = I Y2L Xl = 1x1 I? x2 = 1x21. 
First we note that y, 27 (respectively, y, 27). Otherwise we would have from 
Lemma 2.3, 
JAl~2x,-y,+x,-1~26-5+6-1~36-6(respectively,IB(S36-6) 
a contradiction since IZ < 66 - 14. We also have x1 2 3 (x2 3 3, respectively), since if 
x1 f 2 and CI = ~{xEA- Y, le(x, Y,)b 2}1, we get 
y,S < e(Y2, A) d 2a + yzxl < 2~ + 2~5 < 2(a + y2), 
i.e. y,(6 - 2) < 2c(, which implies CI > i(S - 2) > 36 - 7, a contradiction (we get a simi- 
lar contradiction when considering x2 and j? = I {x E B - Y2 I e(x, Yl) d 2) I). 
We now prove the following two lemmas. 
Lemma 2.4. x1 2 6 - 2(x,, - 6)/(y, - 2) and x2 2 6 - 2(x, - 6)/(y, - 2). 
Proof. We have y,6 < e( Y,, X(b)) < xly2 + 2(x, - xl), since every vertex in 
X(b) - Xl has at most two neighbors in Y,. Whence xl 3 (y26 - 2xb)/(y2 - 2) 
> 6 - 2(xr, - 6)/(y, - 2). And analogously x2 B 6 - 2(x, - 6)/(y, - 2). 0 
Lemma 2.5. x, < x2 + 6 - 7 and xb d xl + 6 - 7. 
Proof. Assume x, 2 x2 + 6 - 6, then, from Lemma 2.4, x, > 6 - 2(x, - a)/ 
(yl - 2) + 6 - 6, i.e. 
X,(YI - 2) 2 (26 - NY~ - 2) -2(x, - 4, 
xeyl > (26 - 6)(y, - 2) + 26, 
26 - 12 
x,326-6----- . Yl 
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We can now use Lemma 2.3. 
I~132x,-y,+xb-132 2,_,_~ 
( 
- Y, + xb 
46 12 
46 - 24 
3 - - ___ - Y, + 6, 
Yl 
JAI 3 5S - 12 - 4S$4 _ Yr, 
but (A( < 36 - 7, whence 
46 - 24 
-Y, + 56 - 12 - ___ ,< 36 - 7, 
Yl 
which leads to 
y: + (5 - 2S)y, + 46 - 24 3 0. 
Therefore 
(yr + +(5 - 26))’ - $(5 - 26)’ > 24 - 46, 
i.e. 
(Yr + ; - S)2 > (6 - 8)’ - v + 9 > (6 - 8)‘. 
Two cases are thus possible. 
Case 1: y1 + 5 - 6 > 0. We have 
y1+;-S>S-_8 
and thus y, > 26 - 7, which implies with Lemma 2.2, 
JAI 2 y1 + xb > 26 - 7 + 6 = 36 - 7, 
a contradiction. 
Case 2: yl + 2 - S < 0. We have 
-yr-++S>S-$, 
which implies y, < 2, a contradiction. q 
Always assuming that G is a nonhamiltonian bipartite connected balanced b.c.f. 
graph with minimum degree 6 B 9, order n d 66 - 14 and C a longest dominating 
cycle, we use the partition of V(G) described above and examine the possible edges 
between the different sets of that partition, to get a contradiction with the order of 
G or its connectivity. 
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Claim 2.6. E( Y, , Y,) = 8. 
This comes from Lemma 2.2, since if u2 E Y, is joined to some u1 E Y, then either 
u2 E X(a) n Y(b), either u1 E X(b) n Y(a), either u1 = a and uz = b. 
Claim 2.7. E(X,, X,) = 8. 
From Claim 2.6 and b.c.f. property. 
Claim 2.8. E(X1, Z,) = E(X2, Z,) = 8. 
Assume for example that E(X1, Z,) is not empty. This means that some XEX~ is 
joined to some z E Z2. Since z has at least 6 - 4 neighbors in WI v Z, and x has at 
least three neighbors in Y2, it results from b.c.f. property that at least 6 - 6 vertices 
among the 6 - 4 neighbors of z in WI u Z, are in N(Y,) and thus in X(b). Hence 
xb > x1 + 6 - 6, a contradiction to Lemma 2.5. The proof is analogous for 
E(X2, Z,) = 8. 
Claim 2.9. WI # 8, W, # 8 and E( WI, W,) = 8. 
Assume WI = 8. Since E(X2, Z,) is empty, we get E(Y,, Z,) = 0. Otherwise, let 
y E Y, be a vertex joined to some z E Z,, then y would have at least three neighbors in 
Xz (by Lemma 2.5 we have x, < x2 + 6 - 7 and thus JN( y) n (B - X,)( < 6 - 7, that 
is 1 N(y) n X2 ( >/ 7). On the other hand z has at least 6 - 4 2 3 neighbors in Zr. We 
have thus a contradiction with Claim 2.8 and b.c.f. property since we would have some 
edges between X2 and Z1. Analogously, W, # 8 and E( WI, W,) = 8 from Claim 2.7. 
Claim 2.10. E(Y,, W,) = E(Y,, W,) = 0. 
Assume to the contrary that some y E Y, is adjacent to some w E W,. For the same 
reason as stated in the proof of Claim 2.9, y has at least three neighbors in X2 and w at 
least three neighbors in X1, a contradiction with Claim 2.7 and b.c.f. property. The 
proof is obviously analogous for E(Y,, WI) = 8. 
Claim 2.11. Z1 # 0, Z2 # 0 and E(ZI, Zz) Z 0. 
Otherwise G is not connected. 
We now split Z1 into Z; and Z;l, and Z2 into Z; and Zl; as follows: 
Z; = {z EZ1 I e(z, Z,) B 21, z;l = z1- z;, 
Z; = {zEZz Ie(z,Zr) d 23, z; = 22 - z;. 
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Claim 2.12. E(Z;‘, Y,) = E(Z;‘, IV,) = E(Z;‘, Y,) = E(Z;‘, WI) = 0. 
Assume, for example, that E(Z;‘, Y,) is not empty, then there is some vertex z in 
Zy which is joined to some y in Y,. Then, always as in proof of Claim 2.9, we have 
e(y, X,) > 3, while e(z, Z,) > 3 by hypothesis, whence the existence of edges between 
X2 and Zi, a contradiction with Claim 2.8. The proofs are similar for the emptiness of 
other subsets. 
Claim 2.13. Z; # 8, Z; # 8 and E(Zi, .G) = 8. 
If Z’, or Z; would be empty, then G would not be connected. Assume now that 
E(Z;, Z;) # 0, that means z; EZ; is joined to z; EZ;. Then by our hypothesis, 
e(z;, IV,) 3 6 - 6 > 3 and e(z;, IV,) 3 6 - 6 3 3, which would imply the existence of 
a biclaw from Claim 2.9, a contradiction. 
Claim 2.14. Z;l # 0, Z;l # 0. 
Otherwise G would not be connected. 
We are now in position to conclude. Since q, Z: and Zi’ are not empty (for i = 1,2), 
we have: 
l 1 WI ( 2 6 - 6 and 1 W, 1 3 6 - 6 (since every vertex in Z; (Z;, respectively) has at 
least 6 - 6 neighbors in W, (WI, respectively). 
l E(Z;‘, Z;l) # 0, otherwise G would not be connected. That means some z;’ E Z;l is 
adjacent to some z; E Z;l. 
l Either e(z;l, Z;) d 2 and then e(z;l, Z!J > 6 - 2 whence lZl;l 2 6 - 2. Either 
e(zy, Z;) > 3 and then e(zy, Z;) < 2 since otherwise we would get a biclaw from Claim 
2.13, which means that e(z:, Z’i’) 2 6 - 2 and lZ’i’ 1 > 6 - 2. 
In the first case, we get 
l~l~IWzI+IZ;‘I+IX(a)l+IY,J36-6+6-2+6+7336-1. 
In the second case we get 
These two conclusions provide a contradiction with II d 66 - 14, which completes the 
proof of our theorem. 0 
3. Conclusion 
In an attempt to find a bipartite analogous to claw-free graphs, we have introduced 
this class of bipartite b.c.f. graphs. It is quite clear that we could have excluded other 
graphs than biclaws for this purpose, but, till now, b.c.f. bipartite graphs are the only 
graphs for which we can have nontrivial results on the hamiltonian theme. 
102 E. Flandrin et al. 1 Discrete Applied Mathematics 51 (1994) 95-102 
It can be pointed out that the main result depends upon Lemma 2.1 of Ash and 
Jackson [2]. Recently, this result has been strengthened [3] in the following sense. 
Theorem 3.1 (D. Barraez et al. [3]). Let G be a bipartite connected balanced b.c.f: 
graph of minimum degree 6 > 24 and order n f 86 - 69. Then every longest cycle is 
dominating. 
Moreover, we conjecture as follows. 
Conjecture 3.2. There exists some constant c (c > 6?) such that every bipartite b.c.f. 
balanced graph with minimum degree 6 2 c is hamiltonian. 
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