This paper deals with the analysis of the relaxed Stefan problem with the relaxation dynamics for the phase variable χ ε ∂χ ∂t
Introduction and Physical Motivation
In dealing with the study of phase-transitions in a substance attaining two phases (e.g. solid and liquid) and contained in a bounded domain Ω of R n during the time interval [0, T ], the usual equation for the energy balance reads ∂ t (θ + χ) − ∆θ = g in Q := Ω × (0, T ) (1.1) (for simplicity we have normalized to 1 all the physical constants). Here the unknowns θ and χ stand respectively for the temperature and the phase function:
(1 − χ)/2 represents the solid concentration, (1 + χ)/2 is the liquid concentration, and −1 ≤ χ ≤ 1 (cf., e.g., [10, p. 99] ). In order to describe the evolution of the system, we need a further equation relating θ and χ. If θ = 0 is the equilibrium temperature at which the two phases can coexist, then we can take the equilibrium condition of Stefan type (see, e.g., [4, 9, 10] and their references) If dynamic supercooling or superheating effects are to be taken into account, then condition (1.3) is usually replaced by the following relaxation dynamics for the phase variable χ (cf., e.g., [9, 10] and the references therein)
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ε being a small kinetic positive parameter. The Stefan problem (1.1-2) and the Stefan problem with phase relaxation (1.1), (1.4) have been extensively studied in the last decades (see, e.g., [3, 4, 9, 10] and their references). In particular in [9] , uniqueness and existence of both these problems, coupled with suitable initial-boundary conditions, are proved in the framework of the Sobolev spaces, and the solution of the relaxed problem is shown to converge, in a suitable topology, as ε 0, to the solution of the problem (1.1-2). In this paper we consider an alternative formulation of the phase relaxation: precisely we add the term ε∂ t χ in the left hand side of (1.2), rather than in (1.3), in such a way that our new relaxation dynamics reads
(1.5)
Let us observe that, at least from a mathematical point of view, it is not so clear why one should prefer the relaxation (1.4) rather than (1.5). However we provide a physical justification of (1.5) on a basis of a probabilistic interpretation of the phase transition that was given by Visintin in paper [11] and that now we recall.
We assume that our physical system is composed by several small subsystems which we call particles. Moreover we suppose that any of these particles can assume either the solid state or the liquid state. This is in agreement with the usual concept of mushy region (see again [10, p. 99] ). Let us call π + (respectively π − ) the probability of melting a solid (respectively crystallizing a liquid) particle in the unit time. Therefore we get that the melting rate per unit volume is proportional to π + (1−χ)/2 and the crystallizing rate per unit volume is proportional to π − (1+χ)/2. Hence
The transition probabilities above defined depend on the temperature, i.e. there exists a function p : R → [−1, 1] such that we have two relations such π + = p(θ + ) and π − = −p(−θ − ), where θ + = max{θ, 0} and θ − = max{−θ, 0}. Hence, the relation (1.6) means that there exists some constant ε > 0 such that
Observe that the bigger ∂ t χ is, the smaller ε turns out to be. Equation (1.7) suggests the analysis of a relaxation dynamics like ε∂ t χ = φ(θ, χ) for a suitable class of regular functions φ : R 2 → R. This is in fact the subject of paper [11] , where L 1 -tecniques are used. In our paper, we take p equal to the single-valued sign function, and then we allow it to be multivalued, so that the constraint −1 ≤ χ ≤ 1 is actually preserved (cf. Lemma 3.2) . In this way we obtain exactly our relaxation (1.5). This choice yields that every particle has the same probability, equal to 1, to change phase, however this does not seem to be a bad inconvenient when the rate of transition is very fast. Moreover this allows us to exploit L 2 -tecniques only. Here we replace the sign with a more general maximal monotone operator γ : R → P(R) such that γ(r) ⊂ [−1, 1] for any r and we supply the system (1.1), (1.5) with rather general initial-boundary conditions (for the theory of monotone operators, we refer the reader to the book [2] ). To be precise, letting {Γ 0 , Γ 1 } be a partition of the boundary of Ω into two measurable sets, we take 
This formulation has the advantage that the boundary conditions for θ are homogeneus. We prove that the system (1.11-14) is well posed by using a fixed point tecnique for multivalued functions, which has some element of novelty in the framework of phase transition problems. Then, in the same perspective as in [9] , we show that the solution of (1.11-14) converges as ε 0, in a suitable sense, to the solution of the Stefan problem (cf. (1.1-2) and (1.8-10))
In fact, it is reasonable to suppose that in several physical applications the relaxation parameter ε is very small with respect to the used lenght scale, so that the Stefan problem could be considered an approximation of the relaxed system. Within this paper we give a rigorous proof of this heuristic argument.
Main Results
In this section we introduce the weak formulation of the problems (1.11-14) and (1.15-18) and state our main results. We will make the following assumptions.
(H1) Ω is a bounded domain in R n , n ∈ N, with Lipschitz boundary Γ := ∂Ω. (H4) γ : R → P(R) is a maximal monotone operator such that 0 ∈ γ(0) and
Remark 2.1. We point out that the (n − 1)-dimensional Hausdorff measure of Γ 0 is not required to be strictly positive. Concerning the data of the system (1.11-14), we observe that if we assume
, which for any t is defined to be the solution of the problem
satisfies (H6).
We set H := L 2 (Ω) and V := H 1 Γ0 (Ω), endow H and V with the usual inner products, and identify H with its dual space. Then we have V ⊂ H ⊂ V with dense and compact embeddings. Let us denote with ·, · the duality pairing between V and V . We define the operator A ∈ L(V, V ) by
(2.
3)
The variational formulation of problem (1.11-14) reads as follows.
Problem (P ε ), ε > 0. Let ε > 0. Find a couple of functions (θ ε , χ ε ) satisfying the following conditions.
Here and in what follows the symbol " " denotes the derivative with respect to time. We will prove the following Theorem 2.1 Let ε > 0 and assume that (H1)-(H7) hold. Then Problem (P ε ) is well posed.
Let us now introduce a general notation which will hold throughout the sequel. For a function v : (0, T ) → B, where B is a Banach space, we define v : [0, T ] → B in the following way:
(2.9)
Now we can state the Baiocchi-Duvaut-Frémond formulation of the classical Stefan problem (1.15-18) (cf. [1, 5, 6] ).
Problem (P). Find a pair of functions (θ, χ) such that the following conditions are satisfied. 
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(see, e.g., [3, 9, 10] ). Under the assumptions of Theorem 2.1, existence and uniqueness results for problem (2.13-15) can be proved by slightly adapting the arguments reported, e.g., in [3] (see also [10, Chapter II]).
The main theorem in this paper is the following one.
Theorem 2.2 Assume that (H1)-(H7) hold and that f ∈ L 1 (0, T ; H). Then there exists a unique solution (θ, χ) of Problem (P), and ( θ, θ, χ) is the weak-star limit in
∞ (Q) and satisfies (2.13-15).
Finally, we warn the reader that in the sequel we will employ the same symbol C to denote different positive constants that may generally depend only on the data, i.e. on Ω, T, ε, f, u, θ 0 and χ 0 .
Well Posedness of Problem
In this section we analyze the Problem (P ε ) in order to prove Theorem 2.1. For convenience, in writing a solution of the Problem (P ε ), we will omit the subscript ε. We begin with a continuous dependence property.
Lemma 3.1 Suppose that (θ i , χ i ) is a solution to the Problem (P ε ) corresponding to the data f i , u i , θ 0i and χ 0i , i = 1, 2. If we set θ := θ 1 − θ 2 , χ := χ 1 − χ 2 , f := f 1 − f 2 , u := u 1 − u 2 , θ 0 := θ 01 − θ 02 , and χ 0 := χ 01 − χ 02 , then there exists some constant C > 0, independent of the data f i , u i , θ 0i , and χ 0i , i = 1, 2, but depending on ε and on T , such that
Proof. At first let us subtract the respective equations (2.6) for (θ j , χ j ), j = 1, 2, from each other and integrate from 0 to s ∈ (0, t), 0 ≤ t ≤ T . Then we test the result by the function θ(s) + u(s) and finally integrate over (0, t). We get
integrating by parts and applying the Hölder inequality, we see that
We also have that
Hence, using the elementary Young inequality ab ≤ δa 2 /2 + b 2 /(2δ), holding for any a, b ∈ R and any δ > 0, in (3.4) and (3.5), from (3.2) we deduce that there is a constant C > 0, independent of f, θ 0 , and χ 0 , such that
Now let us take again the difference of the equations (2.6) corresponding to the two solutions and test it by ε(θ + u). Since (H6) holds, an integration by parts over (0, t) yields
Several application of Hölder and Young inequalities in (3.7) allow us to infer that
for some suitable constant C > 0 independent of the data. Now, if multiply by θ + u the difference of the equations (2.7) corresponding to the solutions (θ j , χ j ), j = 1, 2, and we integrate over Ω × (0, T ), thanks to (H4) we get 0 ≤ ε
Adding this inequality to (3.6) and (3.8) and applying the Gronwall lemma, we find (3.1). Now we prove a lemma which will be repeteadly used in the sequel.
e. in Q, and let w ∈ H 1 (0, T ; H) satisfy the equations εw + w = ζ a.e. in Q, (3.9)
Proof. From (3.9) and (3.10) we deduce the representation formula
therefore, by (H7) we get that
(1/ε)e (s−t)/ε ds = 1 ∀t ∈ [0, T ], for a.a. x ∈ Ω, (3.13) thus (3.11) holds. Now we construct a multivalued map whose fixed point will be the solution of Problem (P ε ). Let X ∈ H 1 (0, T ; H). Then there exists a unique function
Note incidentally that testing equation (3.14) by θ X and applying the Gronwall lemma, one easily finds a constant C > 0, depending only on T and |Ω|, the Lebesgue measure of Ω, such that
that is clearly nonempty. Now, for any ξ ∈ Ξ X there exists one and only one χ ξ ∈ H 1 (0, T ; H) such that
Notice that (3.18-19), Lemma 3.2, and a further comparison in (3.18) yield
Thus, denoting by Σ(X) the nonempty set of all functions χ ξ satisfying (3.18-19), when ξ varies in Ξ X , we have defined a multivalued operator Σ :
It is clear that a fixed point of Σ, i.e. a function χ ∈ H 1 (0, T ; H) such that χ ∈ Σ(χ), is also a solution of Problem (P ε ). Therefore we recall here a theorem about fixed points of multivalued maps. For its proof see, e.g., [7] . Theorem 3.3 Let E be a Hausdorff locally convex topological vector space and K a nonempty compact and convex subset of E. Suppose that Λ : K → P(K) is a multivalued map such that Λ(τ ) is a nonempty, closed, and convex set ∀τ ∈ K, (3.21)
Then Λ has at least a fixed point, i.e. there exists τ 0 ∈ K such that τ 0 ∈ Λ(τ 0 ).
Proof of Theorem 2.1. Set
By virtue of estimate (3.20) we have that the multivalued application Σ that we have defined above, maps K in P(K). We endow H 1 (0, T ; H) with the weak topology, which is a Hausdorff locally convex vector topology that makes K a weakly compact set. Note also that K is metrizable, due to the separability of H. Our aim is to apply Thoerem 3.1. First of all let us show that the graph G(Σ) = {(χ, X) ∈ K × K : χ ∈ Λ(X)} is weakly closed in K × K. The fact that K is weakly compact and metrizable allows us to argue by sequences. Let ((χ m , X m )) m be a sequence in G(Σ) that weakly converges to a pair (χ, X). Then there exist sequences
Since X m H 1 (0,T ;H) is bounded, estimate (3.16), which holds with θ X and X replaced respectively by θ m and X m , m ∈ N, implies that there exists θ such that, at least for a subsequence, 
Taking the limit in (3.25-27), we find ξ ∈ L ∞ (Q) such that
Therefore, since (3.28) holds, by virtue of [2, Proposition 2.5, p. 27] we deduce that ξ ∈ γ(θ+u) a.e. in Q, which together with (3.31-33), let us infer that (ξ, X) ∈ G(Σ). It remains to prove that if X ∈ K, then the set Σ(X) is closed and convex in K. To this aim let θ X ∈ L 2 (0, T ; V )∩H 1 (0, T ; V ) satisfy (3.14-15). Concerning convexity, if χ 1 , χ 2 ∈ Σ(X), then there exist ξ 1 , ξ 2 ∈ L ∞ (Q) such that ξ i ∈ γ(θ X + u) a.e. in Q, i = 1, 2, and
for all µ ∈ (0, 1). The maximal monotonicity of γ implies that γ(r) is convex for all r ∈ R, then (1 − µ)ξ 1 + µξ 2 ∈ γ(θ X + u) a.e. in Q, which together with (3.14-15), (3.34-35) , implies that (1 − µ)χ 1 + µχ 2 ∈ Σ(X). The proof that Σ(X) is closed uses arguments that are similar to those employed to show the closure of G(Σ) and is actually much simpler. Now we can apply Theorem 3.1 and deduce that Problem (P ε ) has at least one solution. Then Theorem 2.1 is proved if we invoke Lemma 3.1.
Remark 3.1. With some modifications of the arguments used in this section, it is possible to prove Theorem 2.1 allowing γ to be a general maximal monotone operator with suitable growth conditions at infinity, for example one can assume growth at most linear. However in order to make the presentation clearer, we confine ourselves to the case (H4), also because this assumption seems to be necessary to prove Theorem 2.2.
Remark 3.2. System (2.5-7) may also be regarded as the variational inequality
where ψ : R → [0, ∞] is a proper, convex, lower semicontinuos function such that γ = ∂ψ.
Remark 3.3. If we solve the ordinary differential equation (2.7) with the second initial condition of (2.8), we obtain for χ ε the following expression
where we set ψ ε (t) := ε −1 e −t/ε , and where the symbol " * " denotes the usual convolution product with respect to time, that is (a * b)(t) := t 0 a(t − s)b(s)ds, t ∈ [0, T ], a and b being functions that may also depend on the space variables. Hence, using (2.5-6), we are led to the system (θ ε + ψ ε * ξ ε ) + Aθ ε = f ε in V , a.e. in (0, T ), (3.38) ξ ε ∈ γ(θ ε + u) a.e. in Q, (3.39) with f ε (t) := f (t) + ψ ε (t)χ 0 . Similar problems are dealt with in [3] and this suggests that the tecniques used in that paper might be exploited to solve our Problem (P ε ).
Behaviour as ε 0
This section is devoted to the analysis of the asymptotic behaviour of the solution of (P ε ) as the relaxation parameter goes to zero. Now we recover some estimates, which are uniform with respect to ε, that will allow us to prove Theorem 2.2. We will make the non restrictive assumption that ε < 1.
Lemma 4.3 Let (θ ε , χ ε ) be the solution to the Problem (P ε ). Then there exists a constant C > 0, independent of ε, such that Therefore, since X Θ ≥ 0 a.e. in Q by (H4) and (4.21), we infer that Θ = 0 a.e. in Q and, by a comparison in (4.22), X = 0 a.e. in Q.
