An improved Goldstein's type method for a class of variant variational inequalities  by Li, Min & Yuan, Xiao-ming
Journal of Computational and Applied Mathematics 214 (2008) 304–312
www.elsevier.com/locate/cam
An improved Goldstein’s type method for a class of variant
variational inequalities
Min Lia,∗,1, Xiao-mingYuanb,2
aDepartment of Mathematics, Nanjing University, Nanjing 210093, China
bDepartment of Management Science, Antai College of Economics and Management, Shanghai Jiao Tong University, Shanghai 200052, China
Received 17 October 2006
Abstract
This paper aims at presenting an improved Goldstein’s type method for a class of variant variational inequalities. In particular, the
iterate computed by an existing Goldstein’s type method [He,A Goldstein’s type projection method for a class of variant variational
inequalities J. Comput. Math. 17(4) (1999) 425–434]. is used to construct a descent direction, and thus the newmethod generates the
new iterate by searching the optimal step size along the descent direction. Some restrictions on the involving functions of the existing
Goldstein’s type methods are relaxed, while the global convergence of the new method is proved without additional assumptions.
The computational superiority of the new method is veriﬁed by the comparison to some existing methods.
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1. Introduction
This paper concerns the so-called ﬁnite-dimensional variant variational inequalities (VVI)Q: Find u∗ ∈ Rn such that
Q(u∗) ∈ , (v − Q(u∗))Tu∗0 ∀v ∈ , (1)
where Q : Rn → Rn and  ⊂ Rn is a closed convex set. Including some widely applicable classical variational
inequalities (VI) as special cases, (VVI)Q serves as a very general mathematical model of numerous applications
arising in economics, engineering, transportation, etc. Extensive investigations on the theoretical and algorithmic
developments on (VVI)Q can be found in literature, e.g., [3,4,6–9].
Among existing numerical methods for solving (VVI)Q (e.g., [3,4,6–9]) is the Goldstein’s type method presented
in [3], which is a direct extension of the well-known classical Goldstein’s type method [1,5] for solving classical VI.
With the restrictions that Q is Lipschitz continuous and strongly monotone on some speciﬁc regions, this Goldstein’s
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type method generates the iterative sequence via the following scheme:
(He–Goldstein) uk+1 = − 1
k
{(Q(uk) − kuk) − P[Q(uk) − kuk]}, (2)
where P(v) denotes the projection of v onto  under the Euclidean norm, i.e.,
P(v) = argmin{‖u − v‖ : u ∈ },
and k is a judiciously chosen positive step size depending on the estimation of the corresponding Lipschitz constant
and strongly monotone modulus. Goldstein’s type methods sometimes are preferable because of their common char-
acteristics such that they require little storage during iterations and have some features suitable for implementation. In
particular, the Goldstein’s type method (2) (also the original Goldstein method in [1]) is an explicit method in the sense
that the unknown iterate uk+1 can be computed directly thanks to the disappearance of uk+1 in the right-hand side of
Eq. (2).
This paper contributes a new strategy of making the Goldstein’s type method (2) more applicable. More speciﬁcally,
we construct a descent direction derived from the solution uk+1 obtained by (2). Then the optimal step size along the
descent direction is chosen and thus leads to an effective descent method for (VVI)Q. In addition, by relaxing the strong
monotonicity of Q to monotonicity, convergence of the new method is proved without additional assumptions than the
method (2). Preliminary numerical results demonstrate that the new method is preferable in practice.
For an arbitrary starting point u0 and any solution point u∗, we denote
0 = {u ∈ Rn | ‖u − u∗‖√2‖u0 − u∗‖}.
Throughout we assume that:
(a) Q(u) is uniformly monotone on 0: (u − v)T(Q(u) − Q(v))0, ∀u, v ∈ 0.
(b) Q(u) is Lipschitz continuous on 0 with constant L: ‖Q(u) − Q(v)‖L‖u − v‖, ∀u, v ∈ 0.
(c) The solution set of (VVI)Q, denoted by ∗, is nonempty.
2. Preliminaries
The following lemma lists some well-known fundamental inequalities concerning the projection operator without
proofs.
Lemma 1. Let  be a closed convex set in Rn and P denote the projection operator onto  under the Euclidean
norm, then we have
(P(v) − w)T(v − P(v))0 ∀v ∈ Rn,w ∈ , (3)
‖(v − P(v)) − (w − P(w))‖‖v − w‖ ∀v,w ∈ Rn. (4)
For any scalar > 0, it is easy to prove (e.g., [4]) that solving (VVI)Q is equivalent to solving the following equation:
Q(u) = P[Q(u) − u]. (5)
Let
r(u, ) := 1

(Q(u) − P[Q(u) − u]), (6)
then solving (VVI)Q equals to ﬁnding a zero point of r(u, ). For a given u ∈ Rn, the next lemma indicates some
monotonicity properties of the function ‖r(u, )‖ with respect to .
Lemma 2. For a given u ∈ Rn, let ˜> 0. Then it holds that
‖r(u, ˜)‖‖r(u, )‖ and ˜‖r(u, ˜)‖‖r(u, )‖.
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Proof. Let t = ‖r(u, )‖/‖r(u, ˜)‖, we need to prove that 1 t ˜/. Note that its equivalent expression is
(t − 1)(t − ˜/)0. (7)
Substituting w = P[Q(u) − ˜u] and v = Q(u) − u in (3) and using
P[Q(u) − u] − P[Q(u) − ˜u] = ˜r(u, ˜) − r(u, )
we get
{˜r(u, ˜) − r(u, )}T{r(u, ) − u}0. (8)
Similarly, we have
{r(u, ) − ˜r(u, ˜)}T{r(u, ˜) − u}0. (9)
Adding (8) and (9), we get
{˜r(u, ˜) − r(u, )}T{r(u, ) − r(u, ˜)}0,
and consequently
‖r(u, )‖2 + ˜‖r(u, ˜)‖2(˜+ )r(u, ˜)Tr(u, ).
Dividing this inequality by ‖r(u, ˜)‖2 (if ‖r(u, ˜)‖=0, then u is the desired solution and consequently ‖r(u, )‖=0),
we obtain
t2 + ˜(˜+ )t .
Thus (7) holds and the lemma is proved. 
3. Algorithm
Given uk ∈ 1 = {u ∈ Rn|‖u − u∗‖‖u0 − u∗‖}, let L< L < U and k ∈ (0, 2). If uk ∈ ∗, the iteration
terminates with a desirable solution. Otherwise, the new iteration consists of the following steps:
Step 1: Choose k ∈ [L, U ].
Step 2: The He–Goldstein step:
u˜k = uk − r(uk, k). (10)
Step 3: The descent step:
uk+1 = uk − kd(uk, u˜k, k), (11)
where
d(uk, u˜k, k) =
1
k
{Q(u˜k) − P[Q(uk) − kuk]}, k = k∗k and ∗k =
r(uk, k)
Td(uk, u˜k, k)
‖d(uk, u˜k, k)‖2
. (12)
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Remark 1. Note that ‖d(uk, u˜k, k)‖ 	= 0with the assumption that uk /∈∗. This fact can be observed by the following
analysis. For any u∗ ∈ ∗, since uk ∈ 0 and r(u∗, k) = 0, we can write
‖uk − r(uk, k) − u∗‖2 = ‖uk − r(uk, k) − (u∗ − r(u∗, k))‖2
= 1
2k
‖Q(uk) − kuk − P[Q(uk) − kuk]
− (Q(u∗) − ku∗ − P[Q(u∗) − ku∗])‖2
 1
2k
‖Q(uk) − Q(u∗) − k(uk − u∗)‖2
= 1
2k
‖Q(uk) − Q(u∗)‖2 + ‖uk − u∗‖2 − 2
k
(Q(uk) − Q(u∗))T(uk − u∗)
(1 + L
2
2k
)‖uk − u∗‖2
2‖uk − u∗‖2, (13)
where the ﬁrst inequality follows from (4), the second inequality follows from the uniform monotonicity and Lipschitz
continuity of Q on0 and the last inequality is due to the fact thatL< k . Therefore, (13) implies that uk − r(uk, k) ∈
0. Since an equivalent expression of d(uk, u˜k, k) is
d(uk, u˜k, k) = r(uk, k) +
1
k
{Q(uk − r(uk, k)) − Q(uk)}, (14)
it follows from the Lipschitz continuity of Q on 0 that
‖d(uk, u˜k, k)‖‖r(uk, k)‖ −
L
k
‖r(uk, k)‖ =
k − L
k
‖r(uk, k)‖.
Note that ‖r(uk, k)‖> 0 when uk /∈∗, and L< k . Therefore, we conclude that ‖d(uk, u˜k, k)‖> 0 when uk /∈∗.
4. Properties of the generated sequence
To prepare for the convergence analysis of the new algorithm, we establish an important result.
Proposition 1. Let u∗ be an arbitrary point in ∗, the sequence {uk} generated by the proposed method has the
following property:
(uk − u∗)Td(uk, u˜k, k)r(uk, k)Td(uk, u˜k, k) 12‖d(uk, u˜k, k)‖2, (15)
where r(uk, k) and d(uk, u˜k, k) are deﬁned by (6) and (12), respectively.
Proof. Substituting v = P[Q(uk) − kuk] into (1), we have
(u∗)T{P[Q(uk) − kuk] − Q(u∗)}0. (16)
Setting v = Q(uk) − kuk and w = Q(u∗) in (3), we get
{Q(uk) − kuk − P[Q(uk) − kuk]}T{P[Q(uk) − kuk] − Q(u∗)}0,
that is
(r(uk, k) − uk)T{P[Q(uk) − kuk] − Q(u∗)}0. (17)
Adding (16) and (17), we have
{r(uk, k) − (uk − u∗)}T{P[Q(uk) − kuk] − Q(u∗)}0. (18)
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Note that Q is monotone on 0, thus
{u∗ − [uk − r(uk, k)]}T{Q(u∗) − Q(uk − r(uk, k))}0. (19)
Adding (18) and (19), we have
{r(uk, k) − (uk − u∗)}T{P[Q(uk) − kuk] − Q(uk − r(uk, k))}0,
the ﬁrst inequality of (15) follows from this and (12) directly.
From the Lipschitz continuity of Q on 0 (see (13)), we have
1
k
‖Q(uk − r(uk, k)) − Q(uk)‖
L
k
‖r(uk, k)‖‖r(uk, k)‖, (20)
and the second inequality is due to kL >L. Using (14) and (20), we have the following relation:
r(uk, k)
Td(uk, u˜k, k)
= ‖r(uk, k)‖2 +
1
k
r(uk, k)
T[Q(uk − r(uk, k)) − Q(uk)]
 1
2
‖r(uk, k)‖2 +
1
k
r(uk, k)
T[Q(uk − r(uk, k)) − Q(uk)] +
1
22k
‖Q(uk − r(uk, k)) − Q(uk)‖2
= 1
2
‖d(uk, u˜k, k)‖2, (21)
which implies the second inequality of (15). The proof is complete. 
Since 12‖d(uk, u˜k, k)‖2 > 0 provided that uk /∈∗, Proposition 1 shows that −d(uk, u˜k, k) is a descent direction
of 12‖u−u∗‖2 at u=uk . Therefore, it is natural to design the descent method (11). Obviously, it is worthy to investigate
the strategy of choosing the optimal step size along the descent direction from computational points of view. For this
purpose, we denote the new iterate with the step size  along the descent direction by
uk+1() = uk − d(uk, u˜k, k) (22)
and begin to investigate how to choose . For any u∗ ∈ ∗ and the given uk , then
k() := ‖uk − u∗‖2 − ‖uk+1() − u∗‖2 (23)
measures the progress of the iterate uk+1(). The following proposition explains the reason of choosing k in the form
of (12).
Proposition 2. Let u∗ be an arbitrary point in ∗. For the given uk , let k() be deﬁned by (23), r(uk, k) and
d(uk, u˜k, k) be deﬁned by (6) and (12), respectively. Then we have
k()k() = 2r(uk, k)Td(uk, u˜k, k) − 2‖d(uk, u˜k, k)‖2. (24)
Proof. From (22) and (15), we have
‖uk+1() − u∗‖2 = ‖uk − d(uk, u˜k, k) − u∗‖2
= ‖uk − u∗‖2 − 2(uk − u∗)Td(uk, u˜k, k) + 2‖d(uk, u˜k, k)‖2
‖uk − u∗‖2 − 2r(uk, k)Td(uk, u˜k, k) + 2‖d(uk, u˜k, k)‖2. (25)
Therefore, Assertion (24) follows from (23) and the above inequality immediately. 
Note thatk() is referred to the proﬁt-function since it is a lower-bound of the progress obtained by the new iterate.
Proposition 2 motivates us to maximize the proﬁt-function k() to accelerate convergence of the new method. Note
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that k() is a quadratic function of  and it reaches its maximum at
∗k =
r(uk, k)
Td(uk, u˜k, k)
‖d(uk, u˜k, k)‖2
.
From numerical points of view, it is necessary to attach a relax factor to the optimal step size ∗k obtained theoretically
to achieve faster convergence.
Theorem 1. Let u∗ be an arbitrary point in ∗;  ∈ (0, 2) and k ∈ [L, U ] with L >L. For the given uk , let u˜k be
generated by (10) and uk+1(∗k)=uk − ∗kd(uk, u˜k, k), i.e., the step size along the descent direction −d(uk, u˜k, k)
is ∗k , then we have
‖uk+1 − u∗‖2‖uk − u∗‖2 − (2 − )(L − L)
2L
‖r(uk, U)‖2. (26)
Proof. Using (24) and (12), by a simple manipulation we can get
k(
∗
k)(2 − )∗kr(uk, k)Td(uk, u˜k, k). (27)
Also from the Lipschitz continuity of Q on 0 (see (13)) and (14), we get
r(uk, k)
Td(uk, u˜k, k) = r(uk, k)T{r(uk, k) +
1
k
[Q(uk − r(uk, k)) − Q(uk)]}
 k − L
k
‖r(uk, k)‖2. (28)
Note that it is easy to know that ∗k 12 from (21). It follows that
∗kr(uk, k)Td(uk, u˜k, k)
k − L
2k
‖r(uk, k)‖2.
This and (27) imply
k(
∗
k)
(2 − )(k − L)
2k
‖r(uk, k)‖2.
Notice that
k ∈ [L, U ] and ‖r(uk, k)‖‖r(uk, U)‖ (due to Lemma 2).
The assertion follows from (23) immediately. 
Remark 2. Theorem 1 shows theoretically that any  ∈ (0, 2) guarantees that the new iterate makes progress to a
solution. It is easy to observe from Proposition 1 that ∗k 12 . Therefore, the proposed method includes the so-called
predict–correct method presented in [2] as the special case that k = 1∗k . The preference of the new method will be
veriﬁed computationally in the following section. However, we need to point out that, from numerical experiments,
 ∈ [1, 2) is much preferable since it leads to better numerical performance. Therefore, in practical computation, we
choose k = k∗k with k ≡  ∈ [1, 2).
Based on Theorem 1, we can state the convergence property in the following.
Theorem 2. The sequence {uk} generated by the proposed method converges to a solution of (VVI)Q.
Proof. Let u∗ be an arbitrary point in ∗. First, from (26) we get
(2 − )(L − L)
2L
∞∑
k=0
‖r(uk, U)‖2‖u0 − u∗‖2.
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Therefore, it follows that
lim
k→∞ r(u
k, 
U
) = 0.
Again, it follows from (26) that the sequence {uk} is bounded. Let u˜ be a cluster point of {uk} and the subsequence
{ukj } converges to u˜. Since r(u, U) is continuous
r(u˜, U) = lim
j→∞ r(u
kj , U) = 0.
Thus u˜ is a solution of (VVI)Q. In the following we prove that the sequence {uk} has exactly one cluster point. Assume
that uˆ is another cluster point of {uk} and denote
 := ‖u˜ − uˆ‖> 0.
Because u˜ is a cluster point of the sequence {uk}, there is a k0 > 0 such that
‖uk0 − u˜‖ 
2
.
On the other hand, since u˜ ∈ ∗ and thus ‖uk − u˜‖‖uk0 − u˜‖ for all kk0, it follows that
‖uk − uˆ‖‖u˜ − uˆ‖ − ‖uk − u˜‖/2 ∀kk0.
This contradiction implies that the sequence {uk} converges to its unique cluster point u˜, which is a solution of
(VVI)Q. 
5. Numerical experiments
In this section, we apply the improved Goldstein’s type method to solve the following optimization problem, which
was tested in [3], to verify the effectiveness and computational superiority compared to existing Goldstein’s type
methods. In particular, the problem to be tested is
min 12‖x − c‖2
s.t. Ax ∈ B, (29)
where A ∈ Rm×n, c ∈ Rn and B ⊂ Rm is a closed convex set.We assume that the solution set of the inclusion Ax ∈ B
is not empty. As analyzed in [3], this problem is equivalent to the following m-dimensional (VVI):
(AATy∗ + Ac) ∈ B, (	− (AATy∗ + Ac))Ty∗0 ∀	 ∈ B (30)
in the sense that the solution of (29) can be obtained immediately via x∗ = ATy∗ + c, where y∗ is a solution of (30).
To compare to the method in [3], we form the test problem in the same way as described in [3]:
A := U
V T,
where
U = Im − 2 uu
T
‖u‖2 and V = In − 2
vvT
‖v‖2
are Householder matrices;

= diag(k)
is an m × n diagonal matrix. The vectors u, v and c contain pseudo random numbers:
u1 = 13846,
ui = (31416ui−1 + 13846) mod 46261, i = 2, . . . , m,
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Table 1
Comparison of the new method to other methods
a m = 500, n = 1000
Method in [2] Method in [3] New method
Iter. Sec. Iter. Sec. Iter. Sec.
0.05‖Ac‖ 2615 0.797 545 0.125 60 0.016
0.10‖Ac‖ 889 0.266 186 0.047 30 0.016
0.15‖Ac‖ 483 0.156 101 0.031 17 0.015
Table 2
Comparison of the new method to other methods
a m = 1000, n = 500
Method in [2] Method in [3] New method
Iter. Sec. Iter. Sec. Iter. Sec.
0.05‖Ac‖ 2632 1.110 549 0.187 98 0.047
0.10‖Ac‖ 896 0.375 187 0.063 38 0.016
0.15‖Ac‖ 487 0.203 101 0.047 26 0.016
v1 = 13846,
vj = (42108vj−1 + 13846) mod 46273, j = 2, . . . , n,
c1 = 13846,
ci = (45278ci−1 + 13846) mod 46219, i = 2, . . . , n.
The closed convex set B in (29) is given by
B := {z ∈ Rm|‖z‖a},
where a is a given scalar. In the test problems we set k = cos k/(l + 1) + 1, k = 1, . . . , l = min{m, n}. The singular
values of matrix A tend to cluster at the endpoints of the interval [0, 2].
During the numerical implementation, we take the same stopping criterion as in [3]:
∣∣∣∣
‖AATy + Ac‖ − a
a
∣∣∣∣ 5 · 10−6 and
‖r(y, 1)‖
a
5 · 10−6.
As pointed out in [3], ‖AATy∗ +Ac‖ = a when ‖Ac‖>a (otherwise y∗ = 0 is the trivial solution). Therefore, we test
the problem with different a < ‖Ac‖. All codes were written in Matlab and run on a Pentium(R) 4 (CPU 2.66GHz)
personal computer.
We compare the new method to the Goldstein’s type methods in [2,3]. Recall that the proposed method includes the
method in [2] as a special case where the step size in the descent step (11) is 1. All methods start the iterations from
y0 = 0. As analyzed in [2], the involved k should satisfy: k > 3max(AAT) ≈ 12. Therefore, we take k ∈ [12, 12.5]
in the Goldstein’s type method [2]. In the Goldstein’s type method [3], k = 2.5 (as in [3]), while k ∈ [4, 4.2] and
k ≡ 1.9999 during the iterations of the newmethod. The numbers of iterations and the computational time are reported
in Tables 1–3.
These numerical data justify the improvement resulted by the descent steps (11) with optimal step sizes, and hence
verify the theoretical assertions.
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Table 3
Comparison of the new method to other methods
a m = 1000, n = 1000
Method in [2] Method in [3] New method
Iter. Sec. Iter. Sec. Iter. Sec.
0.05‖Ac‖ 2444 1.062 510 0.187 128 0.063
0.10‖Ac‖ 856 0.375 178 0.078 33 0.016
0.15‖Ac‖ 467 0.219 97 0.032 25 0.016
6. Conclusions
To solve a kind of variant VI, this paper utilizes the iterates generated by the Goldstein’s type method to construct
descent directions, and thus proposes a Goldstein-based descent method. The strategy of identifying the optimal step
sizes along these directions is also investigated extensively. Including some existing methods as special cases, the new
method is attractive for solving some practical problems. The computational superiority of the new method over some
existing methods is veriﬁed by some numerical experiments.
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