We investigate the relationship between set constraints and the monadic class of first-order formulas and show that set constraints are essentially equivalent to the monadic class. From this equivalence we can infer that the satisfiability problem for set constraints is complete for NEXPTIME. More precisely, we prove that this problem has a lower bound of NTIME(c"1 log"). The relationship between set constraints and the monadic class also gives us decidability and complexity results for certain practically useful extensions of set constraints, in particular %egative" projections and subterm equality tests.
Introduction
Set constraints describe relationships. between sets of terms over some vocabulary. They arise naturally when one abstracts from concrete values of program variables in program analysis and type inference algorithms, cf. Murphy (1991a, 1991b) , Heintze and Jaffar (1990b, 1991) , Jones and Muchnick (1979) , Mishra (1984) , Mishra and Reddy (1985) , Reynolds (1 969) , Young and O'Keefe (1 988) , among others. Set constraints are also related to term declarations in order-sorted languages and have been used to describe unification algorithms in such a framework (Uribe 1992 ). An overview over known algorithms for solving various classes of set constraints can be found in Section 4. These methods are often rather ad hoc or involve complicated codings.
The purpose of this paper is to show that known results about decidable fragments of first-order logic can be directly applied to set constraints. In particular, set constraints (with projections for unary functions) are, via certain natural translations, equivalent to the monadic class, for which decidability and complexity results are available. The satisfiability of set con- straints can be reduced to the satisfiability of monadic formulas via length order n', conversely, the satisfiability of monadic formulas can be reduced to the satisfiability of set constraints via length order na/ log n . As a consequence, the satisfiability of set constraints is complete for NEXPTIME, a result that was left open in (Aiken and Wimmers 1992) . More precisely, we establish NTIME(C*/'~~"), for some c > 0, as a lower bound for the problem. The relationship between set constraints and the monadic class allows us to extend set constraints by diagonalization (i.e., equality teats for subtems) and by projections. By applying known results for the monadic class with equality we show that satisfiability of the extended constraints remains decidable (and, more specifically, again complete for NEXPTIME), provided projections for non-unary functions and diagonalizations occur with negative polarity only. In applications to program analysis and type inference, where projections and equality tests are useful, positive projections are not needed anyway, cf. (Heintze and Jaffar 1990b). Unlibe in the latter paper our class of constraints with projections is not restricted to definite constraints and, therefore, can also be applied to the analysis of and type inference for disjunctive logic programs or to other kinds of nondeteministic programming languages. Moreover, set constraints with equality allow to specify some amount of sharing between variables, which results in more precise compile-time analyses of programs. The problem of set constraints with unrestricted occurrences of projections or diagonalizations remains unsolved a t this time.
In short, in this paper we demonstrate that (i) set constraints are essentially equivalent to the monadic class, that (ii) decidability and complexity results for the monadic class, carry over to set constraints, and that (iii) these results are also valid for several useful extensions of set constraints. Besides these theoretical consequences, our method of relating set constraints to the monadic class opens up a practical way to decide these extensions of set constraints using standard theorem proving methods based on ordered resolution and/or superposition that are known for the monadic class (Joyner 1976 , Fermiiller et al. 1992 , Bachmair, Ganzinger and Waldmann 1993 .
The Monadic Class
The monadic class is the class of first-order formulas without function symbols, with unary (monadic) predicates only, but with arbitrary quantification. We speak of the monadic class with equality if, in addition, equations (between variables) are allowed in formulas.
If we skolemize a monadic formula in prenex form, the resulting quantifier-free formula can be characterized by the following syntactic properties: (i) all predicate symbols are unary; (ii) there exists a sequence 21,. . . , z,,, of variables such that all atoms are of the form p(t), where p is a predicate and t is either a variable z,, or a term f ( z l ,..., z,), for some n 5 m.
In the following we call such formulas frat formulas over given vocabularies 7 and ' P, respectively, of functions symbols and monadic predicate symbols. In the case of the monadic class with equality, atoms in the skolemized formulas may also be (iii) equations s x t , where s and t are terms of the form described in (ii) above. For example, the monadic formula with equality
skolemizes into the flat formula
The monadic class has been extensively studied. Liiwenheim (1915) was the first t o prove the decidability of validity and satisfiability, not only for the case with equality but also for quantification over predicates. The proof by Ackermann (1954) of the same result is much simpler and, due to his syntactic method of transforming the given formula into some kind of solved form, appears to be usable in practice. In particular Ackermann employs a form of resolution with lazy unification, in which unification between terms is actually represented as an equational constraint in the reso1vent.l Joyner (1976) and others2 have shown that ordered resolution, which is known to be refutationally complete for arbitrary first-order theories, can be equipped with special simplification techniques so that it always terminates on flat clauses and therefore yields a decision method for Monadic-Sat, the satisfiability problem for the monadic class without equality and without second-order quantifiers. In this spirit, Bachmair, Ganzinger and Waldmann (1993) have shown that superposition with simplification is a decision method for the case with equality, referred to as Monadic-E-Sat below.3 Lewis (1980) 
Set Constraints

Set Constraints as Flat Formulas
A set constraint is a finite conjunction of subset relations E 5 E', where E and E' are set expressions over a given finite vocabulary F of function symbols and V of set-valued variables. Set ezpressions are defined by the grammar where a may be any variable in V and f any n-place function symbol in 3. Semantically, the variables in V are assumed to range over sets of finite ground terms over the function symbols in 3. A set constraint is said to be satisfiable if sets of ground terms over 3 can be assigned to the variables in such a way that the constraint evaluates to true, whereby 0 denotes the empty set and 1 the set of all ground terms; a set expression f(E1, . . . , E,,) denotes the set of terms { f ( t h ..., t,,) I t i E E i } ; a n d E g E ' , EnE',EuE', and E denote the subset relation, intersection, union, and complement, respectively, on sets E and E'. Aiken and Wmmers (1992) proved that the satisfiability of set constraints is decidable by providing a specific set of transformation rules for constraints into a certain kind of "solved forms." However it turns out that this problem is a special case of the satisfiability problem for flat formulas and, hence, of Monadic-Sat.
This can be seen by transforming a given constraint into an equivalent set of flat formulas over F. The set denoted by a set expression E can be represented by a monadic formula PE(.) which codes the fact "z is in E." This coding will be established by induction over the syntactic structure of constraints and set expressions. More precisely, for every set expression E which is a subexpression of the given constraint we introduce a monadic predicate PE. These predicates are defined by the following equivalences which refer to the predicates representing the subexpressions of E.
where the zi are pairwise distinct (first-order) variables, and where an equivalence of the last form is generated for every m a r y function symbol g different from f . It can be seen that Pj(El ,..., 8,) is defined by as many equivalences as there are function symbols in the vocabulary. All other predicates are defined by a single equivalence. The reader may observe that these equivalences are in fact all flat.
be the set of all equivalences for the subexpressions in Ei and Fi, together with the additional formulas PE;(z) + PF;(z), for 1 5 i 5 m, representing the subset relations.
As an example consider the constraint The proof follows from the decidability of Monadic-Sat using the preceding theorem.
A set constraint K of length n contains O(n) (occurrences of) subexpressions and k = O(n/ log n ) distinct function symbols. Every occurrence of a subexpression E of K corresponds to at most one occurrence of PE on the right hand side and at most negated. An equivalent system of set constraints for
Theorem 2 Setc-Sat can be reduced to Monadic-Sat via length order n2. Satisfiability of set constmints can hence be decided in NTIME(c"~/'"~"), for some
In comparison to what has been obtained by Aiken f o r l < j < r .
and Wikmers (1992), this theorem gives us a precise upper bound Of the with a less than quadratic exponent of n2/ log n.
We also can prove that Setc-Sat is NEXPTIME
The conjunction of all these constraints is equivalent to I'. The statements about the complexity are obviously satisfied with this construction. 0
hard, more precisely we have the theorem:
Theorem 3 NTIME(cn) can be reduced to Setc-Sat via length order n log n.
shows how to translate a certain class of flat formulas into set constraints via length order n.
Lemma 1 Let I' be a formula of length n of the form
where the +i are flat clauses over a single variable a , junction-free flat formula over the variables z and y.
The proof of Theorem 3 now follows fiom (Lewis 1980) , where the reduction Of NTIME(cn) to the monadic class via length order nlogn only produces formulas I' as required for the above lemma. In straints for the whole of monadic formulas in prenex form, which, however, will be of a quadrrrtic length order and which will involve projections.
Corollary 2 There ezists a constant c > 0 such that Setc-Sat cannot be decided in NTIME(c"/ logn).
T O Prove this theoremi We first Prove a lemma which Section 3.2 we shall give a translation into set 'conconstant a and finction f , and where ' as a Corollary 3 Setc-Sat is NEXPTIME-complete. Proof In order to replace \E by an equivalent constraint we introduce an auxiliary binary function symbol g. The original f-terms are distinguished by the set constraint N = a U f ( N ) , together with constraints p C N , for any predicate symbol p in I'.
The formula 3P can now be replaced by the constraint g ( N , N ) [@I, where [\E] is defined inductively over the syntactic structure by the identities
If one is interested in satisfiability only, the class. of constraints that can be decided by translation into the monadic class can be enlarged by a more refined treatment of equivalences. Let N be a set of first-order clauses. Let furthermore F denote an equivalence p(t1,. . . ,t,) H 9, where 9 is an arbitrary formula in which p does not occur, and where all free variables of CP appear in p(t1,. . . , t,). I f p occurs in N only with a single polarity (positive or negative), then the satisfiability of N U { F } is equivalent to the satisfiabilitp of N U {F'} where F' represents the appropriate diiection of the equivalence F . Let F. and F, denote the orientations p(t1,. . . , t,) + 9 and p(t1,. . . ,tn) t 9 , respectively, of F .
[p(z)] = g(p, N), for predicates p The optimbed translation allows us to admit projection functions to a certain extent. If f is an n-ary function symbol, we call f , for 1 5 i 5 n, the Cth projection o f f . The set expression ? ( E ) denotes the set of all terms ti for which there exist ground terms t l , . . .,t'-l,ti+l,.. . , t a l such that f(t1,.. . , t n Theorem 4 SetcP-Sat is decidable. More precisely, it is an NEXPTIME-complete problem.
Set constraints with projections of monadic function symbols allow the translation of arbitrary monadic formulas in prenex form.
Theorem 5 Monadic-Sat can be reduced to SetcP-Sat uta length order n2/ log n.
Proof Let CP be a monadic formula in prenex form, and let +' be its skolemized form. Assume that CP' is a formula over the set of predicate symbols P, the set of function symbols 3, and the variables z l , . . . , Zk.
Without loss of generality we assume that 3 contains at least one constant symbol (otherwise we add one to F). We will show h?w to compute a set constraint The set constraint K* is now defined as the conjunction of the following subset relations: (i) the set equation defining T that was given above, (ii) the subset relation ap E T for every predicate symbol p E P, and (iii) the subset relation Th : e E ((9). If n is the sise of the monadic formula 9, then K* has size O(n2/ log n).
Suppose that I is a Herbrand model for 9 ' . For every p E P, we assign t o ap the set of all T ( t ) such that p ( t ) E I. An easy induction proof shows that this assignment constitutes a solution of Ka. Conversely, assume that we have a solution of K*, then the set of all p ( t ) such that ap contains T ( t ) is a Herbrand model for 9 ' . In other words, IC* is satisfiable if and only if 9 is satisfiable. 0 Theorems 2 and 5 indicate that set constraints without positive occurrences of projections for non-monadic functions and the monadic class are two essentially equivalent logics, with respect to expressiveness as well as complexity.
The problem of set constraints with unrestricted positive projections is still open. Positive projections can be used to formulate negations of subset relationships. In fact, a c fl(f(u,a) ), where a is a constant, is equivalent to a e 0. Therefore, being able to solve constraints with negated subset relationships would be a major step towards admitting projections in full and an interesting case of its own. We have learned that this latter problem has recently been solved (Marc Tommasi, personal communication), but we have not yet seen the solution.
Negated subset relations amount to deciding fragments of the inductive theory for the class of flat formulas that correspond to set constraints. Without loss of generality one may restrict attention to constraints where the universal quantification ranges ovej the set of ground terms of the given signature.
We believe that by relating set' constraints to the monadic class it should be possible to decide universally quantified consequences of set constraints by exploiting the finite model property of the monadic clrss.
More precisely, if 9 is a monadic formula over predicate symbols in P and I is a P-structure, then one can consider the equivalence relation 3 in I defined by have not yet been able to solve. yif and only if for all p i n P we have I
Set Constraints with Equality
Set constraints have been proposed as a tool for the static analysis of programs. Extending set constraints by tests for equality of terms allows to better approximate programs in cases where the equality of two program variables is essential. Examples include nonlinear heads of Prolog clauses or other kinds of equality tests on variables (for an example see Section 4).
Let A{=, denote a family of operators on sets, called diagonalization operators, where f is an n-ary functiion symbol with n > 1 and 1 5 i , j 5 n. Then, for m y set expression E , A{=j(E) is a set expression denoting the subset of all terms of the form f ( t 1 , .. . , tn) in E, such that in addition ti = t,.
We will translate set constraints involving diagonalization operators into monadic formulas with equality. g(z1,'..r2m) ) However, a model of the monadic formula corresponds to a solution of the set constraint only if in this model the equality symbol is interpreted by syntactic equality. For this reason, as in the case of projectio.ns, we have to restrict to negative occurrences of since then the +-direction of the equivalences above can be ignored. Proof. The "if" part is trivial. To prove the "only if" part assume that I is an arbitrary model of N. We define a new interpretation I' in which the denotation of the equality predicate is the syntactical equality relation and in which every non-equality ground atom p(t1,. . . , t n ) has the same truth value as in I. As equality literals occur only negatively in N , I' is a model of N. 0 Theorem 6 The satisfiability of eztended set constraints without positive diagonalizations or projections for non-monadic finctioli symbols is decidable. More precisely, the problem is NEXPTIME-complete.
Related Work
The present paper was motivated by the work of Aiken and Wimmers (1992) who considered the basic form of set constraints defined in Section 3.1. Their constraint solving aJgorithm contains a step similar to our translation of constraints into flat formulas and then employs similar techniques as ordered resolution to saturate constraints. This is not surprising as ordered resolution can be turned into a decision procedure for the whole monadic class. Their algorithm was shown to be in NEXPTIME. We have made this result more precise by establishing a less than quadratic exponent, i.e., an upper bound of NTIME(c" /logn).
In an earlier approach Heintze and J&ar (1990a) used ad-hoc formalisms for solving the satisfiability problem of the class of definite set constraints with projections. Definite constraint are of the form X C Y , where Y is a variable and X does not contain the complement operator (but may contain projections). Their approxim'ative consequence operator for Prolog programs can be defined in terms of these constraints. For example, the reverse program where c is a ternary constructor which combines the arguments of rev. The least solution of the constraints is the least solution of the approximate consequence operator. Our present rqult for constraints with projections is more general in that we also admit positive occurrences of unions and negative occurrences of complements. Therefore we can also handle analysis and type inference problems for disjunctive logic programs and nondeterministic programming languages. Moreover, we have exhibited a decidable class of set constraints with equality. For the above example, (c2(rev) ), cl(rev)), is a better approximation of the reverse program which captures the non-linearity (i.e., the multiple occurrence of the variable L) in the first clause. Friihwirth, Shapiro, Vardi, et al. (1991) studied the same class of constraints as Heintze and Jaffar (1990a) and presented a proof method similar to ours in flavor. They reduce the problem to the decidability of a certain class of Horn clauses and show that the complexity of determining membership in their minimal models is EXPTIMEcomplete. Here we have seen that adding disjunctions to this class of formulas makes the complexity jump to NEXPTIMEcompleteness. .
Tree automata with tests for equality of subterms (Bogaert and Tison 1991 ) me a special case of set constraints with equality. Our result is more general in the sense that it is not restricted to Horn clauses. On the other hand it is weaker in that we cannot deal with tests for disequality. It is known that equality tests that allow two cousins in a tree to be compared immediately lead to unsatisfiability, even in the case of definite constraints.
More recently, Gilleron, Tison and Tommasi (1993) have introduced a new class of tree automata which exactly accept solutions of set constraints. This gives rise to another constraint solving algorithm. They also prove the existence of regular, as well as minimal and maximal regular solutions in case solutions do exist. Complexity results are not stated, and the problem of projections is also left open in this paper.
rev(ni1, L, L ) .
Checking whether the intersection of two or more sorts is empty is a central task in unification procedures for an order-sorted logic with term declarations. For semi-linear term declarations, as defined by Uribe (1992) and Socher-Ambrosius (1993) , this problem can be reduced to the satisfiability problem for set constraints with negative diagonalization. ( 2 (rev) ), c f ( r e v ) ) , cons2(c2(rev)), rev)) c Tev, where all ai are different and the Ei may contain intervariable dependencies. Translated to our framework, this yields constraints where diagonalizations occur both positively and negatively. However, the Ei do not contain negations, hence the set constraint has always a smallest solution. To test whether two sorts a j and a h are disjoint in this smallest model, it is sufficient t o check whether the somewhat weaker constraint E1 s a l l . . . , E, s an, a j n a h s 0 is satisfiable: if a j n a h is non-empty in the smallest model, then it is non-empty in every model. This weaker constraint contains only negative diagonalizations, and hence is amenable to our decision method.
Conclusions and Future Work
In this paper we have demonstrated that set constraints can be viewed as a logic that is essentially equivalent to the monadic class of first-order formulas. The translations establishing the equivalence are natural and have allowed us to directly apply decidability and complexity results for the monadic class to set constraints and settle open problems posed by Aiken and Wimmers (1992) . Moreover we have shown that extensions of set constraints by negative diagonalizations and projections do not lead beyond the monadic class (with equality). These extended constraints can thus still be solved using decision procedures for the monadic class that are based on standard theorem proving methods. At present, however, projections for non-monadic functions and diagonalizations are restricted to negative subexpressions in constraints, and to weaken these restrictions remains an open problem.
