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ABSTRACT
We investigate the relation between the stationary probability distribution of chemical reaction systems
and the convective field derived from the chemical Fokker-Planck equation (CFPE) by comparing
predictions of the convective field to the results of stochastic simulations based on Gillespie’s
algorithm. The convective field takes into account the drift term of the CFPE and the reaction bias
introduced by the diffusion term. For one-dimensional systems, fixed points and bifurcations of
the convective field correspond to extrema and phenomenological bifurcations of the stationary
probability distribution whenever the CFPE is a good approximation to the stochastic dynamics.
This provides an efficient way to calculate the effect of system size on the number and location of
probability maxima and their phenomenological bifurcations in parameter space. For two-dimensional
systems, we study models that have saddle-node and Hopf bifurcations in the macroscopic limit.
Here, the existence of two stable fixed points of the convective field correlates either with two peaks
of the stationary probability distribution, or with a peak and a shoulder. In contrast, a Hopf bifurcation
that occurs in the convective field for decreasing system size is not accompanied by the onset of a
crater-shaped probability distribution; decreasing system size rather destroys craters and replaces
them by local maxima.
Keywords Fokker-Planck equation · reaction networks · bifurcation theory · dynamical systems · intrinsic stochasticity
1 Introduction
On all levels of biology, systems are subject to noise, with examples ranging from the demographic stochasticity of
populations in ecology to the fluctuating concentrations of proteins and mRNA transcripts in individual cells [1, 2].
Intrinsic stochasticity thus represents a general condition under which most biological systems operate, especially
on the cellular level [3, 1]. Intrinsic stochasticity can change the behavior of a system substantially compared to the
dynamics of the same system in the absence of noise. Examples of this are the induction of repeated transitions between
two stable states, resulting in what is called bistability [4], or the creation of new stables states in the stochastic system
by noise [5, 6]. Stochasticity has also been shown to induce quasi-oscillatory behavior for systems which do not show
sustained oscillations in the macroscopic limit [7, 8, 9, 10, 11, 12].
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Many systems of biological and (bio-)chemical interest can be described by (chemical) reaction networks [13, 14]. But
despite the importance of intrinsic stochasticity, the prediction of its effects often remain elusive. The simplest models
for the dynamics of chemical reaction networks stem from dynamical systems theory. They capture system behavior
in the absence of noise via sets of ordinary differential equations (ODEs) governing the time evolution of the state
variables. Written down in the form
d~c
dt
= ~f(~c), (1)
they are called dynamical systems [15]. A wide range of methods is available for the analysis of such systems, such as
the analysis of the topology of the vector field ~f(~c) and the study of bifurcation diagrams as well as stability diagrams.
Unfortunately, these methods cannot easily be transferred to stochastic systems as it is not per se clear how to include
the effects of intrinsic noise in the vector field ~f(~c). A means of doing so was recently put forward by Mendler et
al. [16], who used the so-called convective field in order to analyze how stochasticity changes the behavior obtained
from the macroscopic rate equations. Based on the chemical Fokker-Planck equation (CFPE), this convective field
contains in addition to ~f(~c) a term that takes into account reaction biases introduced by the intrinsic noise, and it can be
analyzed in the same way as ~f(~c).
The method of Mendler et al. is based on the insight that for vanishing stationary probability currents~js(~c) of the CFPE,
stable and completely unstable fixed points (i.e., sinks and sources) of the convective field coincide with maxima and
minima of the stationary probability distribution. For one-dimensional systems, this correspondence is trivially true
as js(c) must vanish on the boundary of and thus everywhere in state space. Bifurcations of the convective field then
correspond to qualitative changes in the shape of the stationary probability distribution, so-called phenomenological
bifurcations (p-bifurcations) [17]. For two-dimensional systems, however, this correspondence is less clear since
recent research has shown that stationary probability currents of the CFPE do not vanish even for reaction networks
showing detailed balance [18]. Still, Mendler et al. suggested that the relation between extrema of the stationary
probability distributions and the convective field might also hold in situations where the stationary probability current
does not vanish, as they were able to explain the system size-dependent emergence of maxima of stationary probability
distributions at the boundary of state space, so-called boundary maxima, for a two-dimensional predator-prey model
with help of the convective field. However, this idea has not been systematically explored so far.
In this paper, we therefore investigate more thoroughly the link between bifurcations of the convective field and
p-bifurcations of the corresponding stationary distributions for one- and two-dimensional reaction networks. We focus
on saddle-node and Hopf bifurcations. While saddle-node bifurcations occur in one- and two-dimensional systems,
Hopf bifurcations cannot occur below two dimensions and always require nonvanishing stationary currents. In the
context of Hopf bifurcations, we explore to what extent limit cycles of the convective field correspond to crater-shaped
stationary probability distributions.
Our approach combines two techniques. On the one hand, we derive stability diagrams of the convective field, which
we term stochastic stability diagrams. We use them to identify parameter regions for which the convective field makes
predictions different from the macroscopic rate equations. In these regions, an agreement between the extrema of
the stationary probability distribution and the sources and sinks of the convective field cannot be trivially explained
by the macroscopic limit any more. Second, we perform stochastic simulations using Gillespie’s algorithm [19] to
obtain stationary probability distributions. In this way we can check whether topological features of the convective
field are correlated with characteristic features of the stationary probability distributions of the reaction networks, both
with regard to the shape of the stationary probability distribution as well as qualitative changes of its shape under
variation of the system size. Our study uses four different models, which are a one-dimensional positive autoregulator, a
two-dimensional double-positive and double-negative feedback loop, and the Brusselator.
2 Methods
2.1 Chemical reaction networks
A chemical reaction network (CRN) is given a list of chemical reactions for a set of species Xi,
σ11X1 + σ21X2 + ...+ σk1Xk
µ1−−→ ρ11X1 + ρ21X2 + ... ρk1Xk
...
σ1mX1 + σ2mX2 + ...+ σkmXk
µm−−→ ρ1mX1 + ρ2mX2 + ... ρkmXk .
(2)
The parameters of the reaction network are the stoichiometric constants σij and ρij and the reaction rates µi. For well-
mixed, thermally equilibrated systems the chemical Master equation (CME) corresponding to the reaction system (2)
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provides a suitable description of its stochastic dynamics [20, 21, 22, 23]. However, the CME is analytically intractable
for most systems [21]. When the number of reactions is not too large, the reaction system (2) can be studied by computer
simulations using the Gillespie algorithm. For this paper, simulations were performed using the StochPy library [24]
and the software tool Dizzy [25].
2.2 Chemical Fokker-Planck equation
The chemical Fokker-Planck equation (CFPE) [4] is an often-used approximation to the CME. It is a partial differential
equation for the probability density p(~c, t),
∂p(~c, t)
∂t
= −
∑
i
∂
∂ci
[fi(~c)p(~c, t)] +
1
2Ω
∑
ij
∂2
∂ci∂cj
[Dij(~c)p(~c, t)] . (3)
Here,
ci =
ni
Ω
(4)
are the molecular concentrations, with Ω denoting the reaction volume and ni the number of molecules of species Xi.
The relation between the parameters occuring in the CFPE and those of the original CRN can be expressed in terms of
the stoichiometric matrix [26]
Sij = ρij − σij (5)
and the propensity vector [27]
νj(~n,Ω) = µj
k∏
z=1
Ω−σzj · nz!
(nz − σzj)! . (6)
The first term on the right-hand side of the CFPE (3) contains the drift vector
~f(~c) = S · ~ν(~c) . (7)
It results from the deterministic part of the reaction system. This deterministic part gives the macroscopic rate equations
for the reaction network (2),
d~c
dt
= ~f(~c). (8)
The second term on the right-hand side of the CFPE (3) contains the diffusion matrix
D(~c) = S · diag(~ν) · ST , (9)
which is due to the stochastic fluctuations of the concentrations.
2.3 The convective field and the stationary probability distribution
The CFPE has the form of a continuity equation
∂p(~c, t)
∂t
= −~∇ ·~j(~c, t) . (10)
Defining
~α(~c) = ~f(~c)− 1
2Ω
∑
ik
∂Dik
∂ck
~i , (11)
with ~i being the unit vector in direction ci, the probability current can be written as
~j(~c, t) = ~α(~c)p(~c, t)︸ ︷︷ ︸
~jc(~c,t)
− 1
2Ω
D(~c) · ~∇p(~c, t)︸ ︷︷ ︸
~jd(~c,t)
(12)
with a convective current ~jc(~c, t) and a diffusive current ~jd(~c, t) [16]. The convective current describes a directed
motion through state space that is not caused by concentration gradients. Apart from the deterministic drift term,
it contains also a contribution that is due to concentration dependence of the diffusion matrix. For large times, the
probability distribution p(~c, t) approaches a stationary distribution ps(~c) [28]. Since the stationary distribution does not
change in time, it follows from (10) that the stationary probability current ~js(~c) satisfies
~∇ ·~js(~c) = 0 . (13)
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For one-dimensional systems, the general solution of this condition is a constant stationary probability current. With
closed boundary conditions, there can be no current through the boundary. The stationary current must therefore vanish
everywhere in one-dimensional systems, and from (12) follows then that the convective field ~α(~c) vanishes at maxima
and minima of ps(~c) [16]. Mendler et al. define favorable states of a stochastic system as maxima of the stationary
probability distribution ps(~c) and unfavorable states as minima of ps(~c). With this definition, favorable and unfavorable
states correspond to sinks and sources, i.e. fixed points, of ~α(~c).
For higher-dimensional systems, the correspondence between extrema of stationary probability distributions and sources
and sinks of ~α(~c) holds strictly only under the condition that ~js(~c) vanishes. The (un)favorable states can then be found
from the fixed-point condition of the convective field
~α(~c) = ~f(~c)− 1
2Ω
∑
ik
∂Dik
∂ck
~i = 0. (14)
In higher-dimensional systems, stationary probability currents do not vanish in general [18]. In this case, the correspon-
dence between extrema of the stationary probability distribution and the fixed points of the convective field can only be
approximately valid. This approximation, however, becomes exact in the limit of infinite system size, where extrema of
ps(~c) must coincide with fixed points of ~f(~c), and ~f(~c) in turn coincides with ~α(~c).
2.4 Bifurcations
When the number of fixed points or their stability changes, a dynamical system undergoes a bifurcation. Due to the
additional term that depends on the diffusion matrix, the bifurcations of the convective field ~α(~c) are shifted in parameter
space relative to those of the macroscopic system described by ~f(~c).
Whenever fixed points of the convective field correspond to nearby extrema of the stationary probability distribution, the
bifurcations of the convective field are accompanied by according changes in the extrema of the stationary probability
distribution. Such qualitative changes in the structure of the maxima and minima of the stationary probability distribution
are so-called phenomenological bifurcations or p-bifurcations [17].
In this paper, we focus on two types of bifurcations that occur in two-dimensional systems: In a saddle-node bifurcation,
a stable and an unstable fixed point are destroyed or created as a control parameter changes. The corresponding
phenomenological bifurcation is the merging or creation of a local probability maximum and minimum (1D) or saddle
(2D). In a Hopf bifurcation, a stable fixed point becomes unstable, and a limit cycle is created. In the corresponding
phenomenological bifurcation a local probability maximum turns into a crater, with a local probability minimum that is
surrounded by a ridge.
An important tool for our investigation will be stochastic stability diagrams, i.e. stability diagrams of the convective field.
They give a concise qualitative overview of the behavior of the convective field in dependence of control parameters.
We will compare the behavior of the fixed points of the convective field to that of the stationary probability distribution,
which we will obtain by stochastic simulations of the reaction system (2).
The most interesting regions in parameter space are those where the stochastic stability diagram deviates from that of
the macroscopic model. Such a deviation means that the convective field undergoes a bifurcation when the system size
is changed and all other parameters remain fixed. We will focus on these parameter regions in order to explore to what
extent the sources and sinks of the convective field correlate with extrema of the stationary probability distribution.
3 Results
3.1 A bistable one-dimensional system: Positive autoregulator
One of the simplest reaction systems showing bistable behavior is a positive autoregulator [29, 30]. An autoregulator
consists of a single gene encoding a transcriptional factor (protein) that acts as an activator of that gene. Since the
dynamics of the mRNA concentration is for many organisms much faster than that of the protein concentration, we
assume that it is in equilibrium with the protein concentration. Then the dynamics of the autoactivator can be described
by the following three reactions for the protein X:
∅ b−−→ X , ∅
mxn
θn+xn−−−−→ X , X 1−−→ ∅ . (15)
These reactions describe basal production with constant rate b, autoactivation with a concentration-dependent rate,
and loss of X through dilution or active degradation with unit rate. Autoactivation is implemented by using a Hill
function [31] with maximum production rate m, half-saturation constant θ, and the Hill coefficient n as parameters.
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We first analyze the macroscopic rate equations for the concentration x of protein X. For the autoactivator, equation (8)
takes the form
x˙ = b+
mxn
θn + xn
− x . (16)
Using the dimensionless variables
ξ =
x
θ
, β =
b
θ
, µ =
m
θ
, (17)
equation (16) becomes
ξ˙ = β +
µξn
1 + ξn
− ξ . (18)
The parameters β and µ quantify the importance of basal production and production through feedback relative to the
influence of degradation.
A saddle-node bifurcation of (18) occurs for parameter values such that the functions (ξ − β) and µξn/(1 + ξn) are
tangent to each other. Mathematically, this translates to the condition (∂ξ ξ˙)|ξ=ξ∗ = 0, together with the fixed point
condition ξ˙ = 0 for ξ∗. These conditions can be used to parametrize the bifurcation lines in parameter space. The
resulting stability diagram is shown in figure 1(a). Now let us turn to the stochastic version of model (15) and investigate
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Figure 1: (a) Stability diagram of the macroscopic autoactivator model (18) for different values of the Hill coefficient n.
Within the shaded region, the system has two stable steady states. This bistable region becomes larger with increasing n.
Outside of it, the system is monostable. The boundaries mark saddle-node bifurcations. (b) Stochastic stability diagram
of the autoactivator model (20) for n = 4, θ = 6 and various values of the discreteness parameter ∆ = 12Ωθ . With
increasing system size Ω, the stability diagram of the macroscopic system is approached. The position of the system
depicted in figure 2 in parameter space is marked with a cross.
the convective field (11),
α(x) = b+
mxn
θn + xn
− x− 1
2Ω
(
d
dx
mxn
θn + xn
+ 1
)
. (19)
By introducing the dimensionless convective field α˜ = α/θ and the discreteness parameter [32] ∆ = 1/2Ωθ, we obtain
α˜(ξ) = β +
µξn
1 + ξn
− ξ −∆
(
nξn−1
(1 + ξn)2
+ 1
)
. (20)
The discreteness parameter ∆ scales inversely with the number of molecules NA = Ωθ needed to activate production
of X through autoregulation. As NA becomes smaller, the last term of (20), which is due to intrinsic fluctuations and
describes the deviation from the macroscopic model, becomes more important.
Again, we obtain the bifurcation lines of the dynamical system (20) by requiring that (∂ξα˜)|ξ=ξ∗α = 0, where ξ∗α is a
solution of α˜ = 0. This gives the stochastic stability diagram shown in figure 1(b) for n = 4. The larger ∆, i.e., the
smaller Ω, the larger is the deviation from the stability diagram of the macroscopic model.
Figure 2 demonstrates that the fixed points of α(x) agree with the extrema of the stationary probability distribution
for the system marked in figure 1(b) by a cross. In contrast to the previous figure, we now use the system size Ω as
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the bifurcation parameter. The figure shows that the saddle-node bifurcation of the convective field corresponds to
a transition from a bimodal to a unimodal stationary probability distribution. From figure 1(b) it is evident that the
opposite case, a transition from a unimodal to a bimodal stationary distribution with increasing Ω, occurs also in this
model, but it is not shown here.
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Figure 2: (a) Plot of α(x) for the autoactivator (19) for various system sizes Ω with parameters n = 4, θ = 6, m = 10,
b = 2.7. The zeroes of α correspond to the fixed points of the convective field. Their number makes a transition from
three to one as the system size Ω is increased. (b) - (e) Simulated stationary probability distributions corresponding to
the four finite system sizes shown in figure 2(a). A phenomenological bifurcation from bimodal to unimodal behavior
occurs with increasing system size. For comparison, the stationary solutions of the corresponding CFPEs are shown as
solid lines.
The system-size dependence of these bifurcations follows from the properties of the diffusion coefficient
D(x) = b+
mxn
θn + xn
+ x , (21)
the derivative of which, divided by twice the system size, determines the difference between f(x) and α(x), cf. equa-
tion (14). The diffusion coefficient D(x) increases with x, which means that α(x) < f(x) everywhere, as can be seen
in figure 2(a). Consequently, the zeroes of α(x) are left of those of f(x) when the zero is associated with a stable
fixed point (negative slope of f ), and right of those of f(x) when the zero is associated with an unstable fixed point.
This means that maxima of the stationary probability distribution are shifted to the left and minima to the right when
the system size becomes smaller. As a consequence, we see in figure 2(b) that with increasing system size the left
maximum moves right and collides with the minimum, which moves left.
While figure 2 shows that the agreement between the stationary solution of the CME and of the CFPE is very good
even for small system sizes, there exist variants of the model where this agreement breaks down. In this case, the
phenomenological bifurcations of the stationary probability distribution of the CME do not agree any more with those
of the convective field α(x). One example of this is burst noise, which is a common form of stochasticity in gene
transcription and translation [33, 34]. Here, molecule numbers change by at least two in a single reaction event. When
we implement burst noise for the autoactivator by introducing a burst parameter rb and replacing basal production
in (15) by
∅ b/rb−−−→ rbX , (22)
the convective field is left unchanged. The stationary probability distribution of the CFPE merely broadens, as this type
of noise makes an x-independent contribution to the diffusion coefficient of the CFPE. The CME, however, can develop
a bimodal stationary probability distribution when rb is chosen sufficiently large. Both effects are shown in figure 3(a).
In contrast, when we implement bursty production through feedback by setting
∅
1
rf
· mxnθn+xn−−−−−−−→ rfX (23)
6
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Figure 3: (a) Simulated stationary probability distributions for the system shown in figure 2(e) and two different basal
burst parameters rb. A boundary maximum emerges for large values of rb as introduced in equation (22). Stationary
solutions of the CFPE are shown as solid lines for comparison. (b) Plots of the convective field of the autoactivator for
the system shown in figure 2(e) and for two values of the burst parameter rf . Compared to figure 3(a), implementation
of reaction (23) into the original model now leads to a change in the number of zeroes of the convective field with rf .
(c) Simulated stationary probability distributions for the autoactivator with bursty production through feedback. The
parameters are chosen as in figure 2(e). Maxima of the stationary probability distributions can emerge or vanish under
variation of rf . Stationary solutions of the CFPE are shown as solid lines for comparison.
in the original model (15), burst noise of the autoactivator is reflected in the convective field, see figure 3(b). The
contribution of rf to the convective field does not vanish in this case, as can be seen from (11). In this case, we find a
correspondence between saddle-node bifurcations of the convective field and p-saddle-node bifurcations due to burst
noise, see figure 3(c).
3.2 A bistable two-dimensional system: Positive feedback loop
Next, we study a two-dimensional reaction system capable of bistable behavior: the positive feedback loop. Often
found in developmental transcription networks, positive feedback loops consist of two molecular species either both
activating or both repressing each other [30]. They are called double-positive and double-negative feedback loops,
respectively [29]. We will examine both versions of the positive feedback loop in the following.
3.2.1 Double-negative loop
A simple model of a double-negative loop is the reaction system
∅
mxθ
n
y
θny+y
n
−−−−→ X X 1−−→ ∅
∅
myθ
n
x
θnx+x
n−−−−→ Y Y d−−→ ∅
(24)
of two protein species X and Y. We allow for different degradation rates dx = 1 and dy = d, different maximum
transcription rates mi and different activation thresholds θi, but assume for simplicity that the Hill coefficient n is
identical for both species. Since the two proteins repress each other, this model shows bistable behavior with one of the
proteins having a high and the other a low concentration.
The convective field of the reaction system (24) reads
~α(x, y) =
mx θnyθny+yn − x
my
θnx
θnx+x
n − dy
− 1
2Ω
(
1
d
)
. (25)
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We switch again to dimensionless variables
α˜i =
αi
θi
, ξ =
x
θx
, υ =
y
θy
, µi =
mi
θi
, ∆i =
1
2Ωθi
(26)
and the dimensionless convective field
~˜α(ξ, υ) =
(
µx
1
1+υn − ξ
µy
1
1+ξn − dυ
)
−
(
∆x
d∆y
)
. (27)
In order to obtain the stability diagram, we derive from the fixed point condition ~˜α(ξ∗, υ∗) = 0 a self-consistency
equation
υ∗ =
a
1 + ξ∗(υ∗)n
−∆y (28)
for the fixed point value of υ, where a is defined as
a =
µy
d
. (29)
The solution set of equation (28) depends on the five parameters µx, a, n, ∆x, and ∆y . We determined numerically the
regions in parameter space where the relation (28) has 1 or 3 solutions. Examples of stability diagrams obtained in this
way are shown in figures 4(a) and 5(a).
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Figure 4: (a) Stability diagram of the double-negative loop for n = 5, θx = 3, θy = 3, d = 2.35 and various system
sizes Ω. The parameter values mx = 5 and my = 8.7 for the stochastic simulations are marked with a black cross.
For system sizes below Ωc ≈ 2.94 the system falls into the monostable region of the convective field. (b) Simulated
stationary probability distributions of the double-negative feedback loop for the parameter values indicated by the cross
on the left, and for four different values of Ω. For larger system sizes, the stationary probability distributions attain
a bimodal shape. This correlates with a saddle-node bifurcation of the convective field. Note that the histograms are
plotted logarithmically, as the second mode would be hard to detect on a linear scale.
In figure 4(a), the two discreteness parameters are identical, and the bistable region is shifted along the identity line with
changing system size. Therefore, only a transition from monostable to bistable behavior is observed with increasing
system size. In figure 5(a), the two discreteness parameters are different, and the opposite transition from bistable to
monostable behavior with increasing system size occurs also.
Figures 4(b) and 5(b) show how the stationary probability distributions of the reaction network (24) change as the
system size moves through the transition between monostable and bistable behavior of the convective field. In figure
4(b), we find good agreement between the bifurcation of the convective field and the number of peaks of the stationary
probability distribution: For system sizes below Ωc ≈ 2.94, where the convective field has only one stable fixed
point, the stationary probability distribution does not show two distinct peaks, but it does for larger system sizes. The
bifurcation point of the simulated system though is difficult to identify. This is because the relative weight of the two
peaks depends on Ω and can vary greatly, making bimodality hard to detect.
In figure 5(b), only the probability distribution for Ω = 1 exhibits a bimodal shape, although three of the simulated
stationary probability distributions were obtained for parameters where the convection field shows bistability. But even
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Figure 5: (a) Stability diagram of the double-negative loop for n = 3, θx = 3, θy = 5, d = 1 and various system sizes
Ω. The parameter values mx = 4.5 and my = 6.9 for the stochastic simulations are marked with a black cross. For
Ω < Ωc ≈ 7.55 the system falls into the bistable region of the convective field. Above Ωc, the convective field exhibits
a single stable fixed point, just as the macroscopic system. (b) Simulated stationary probability distributions of the
double-negative feedback loop for the parameter values indicated by the cross on the left, and for four different values
of Ω. The histograms show only one maximum except for Ω = 1, while the convective field shows bistability for the
three smallest system sizes.
for Ω = 1 the two peaks cannot be clearly distinguished. We thus see that bistability of the convective field does not
necessarily imply the existence of two peaks of the stationary distribution of simulated systems, and that the bifurcation
point Ωc of the convective field need not coincide a the p-bifurcation of the corresponding reaction network. Still, the
stationary distributions shown in figure 5(b) show a shoulder where the second stable fixed point of ~α(x, y) is located.
This shoulder shrinks as system size grows, as would happen for a stochastic system moving away from a saddle-node
bifurcation.
3.2.2 Double-positive loop
The chemical reactions of the double-positive loop are
∅ bx−−→ X ∅
mxθ
ny
y
θ
ny
y +y
ny−−−−−−→ X X 1−−→ ∅
∅ by−−→ Y ∅
myθ
nx
x
θ
nx
x +x
nx−−−−−−→ Y Y d−−→ ∅ .
(30)
In contrast to the previous model, we included a basal expression of X and Y with rates bx and by. This is necessary
because otherwise the complete lack of X and Y would be an absorbing state. We now allow for different values for
the Hill coefficients nx and ny to obtain a larger extent of asymmetry in the system. A completely symmetric system
would be effectively one-dimensional since the dynamics of the dynamical system described by ~α(x, y) would then be
attracted to the diagonal x = y, on which all fixed points are located, and along which the saddle-node bifurcations
occur.
For this set of reactions, the convective field of the double-positive loop is
~α(x, y) =
(
bx +mx
yny
θ
ny
y +y
ny
− x
by +my
θnxx
xnx+xnx − dy
)
− 1
2Ω
(
1
d
)
. (31)
We can now derive the stochastic stability diagram of system (30) in the same way as before, defining
βi =
bi
θi
(32)
in addition to (26). From the rescaled convective field
~˜α(ξ, υ) =
(
βx + µx
υny
1+υny − ξ
βy + µy
ξnx
1+ξnx − dυ
)
−
(
∆x
d∆y
)
(33)
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we obtain again a self-consistency equation
υ∗ = β˜y + a
ξ∗(υ∗)nx
1 + ξ∗(υ∗)nx
−∆y (34)
by setting ~˜α(ξ∗, υ∗) = 0. Here,
β˜y =
βy
d
(35)
is defined similarly to the parameter a in (29). Figure 6(a) shows a stability diagram of (30), where the shaded parameter
regions indicate that (34) has more than 2 solutions, i.e., the convective field shows bistability. Figure 6(b) shows
that the transition to bistability of the convective field is accompanied by a transition to bimodality in the stationary
probability distribution obtained from computer simulations of the reaction network. The stochastic system exhibits
two peaks, or at least a peak and a shoulder, for system sizes below Ωc and transitions to unimodality for Ω > Ωc.
Compared to the examples of the double-negative loop, the two peaks of the stationary probability distribution are much
better separated.
Ω =∞
Ω =1.5
Ω =3
Ω =8
Ω =10
1.0 1.5 2.0 2.5
1.0
1.5
2.0
2.5
μx
a
(a)
(b)(b)
Figure 6: (a) Stability diagram of the double-positive loop for nx = 2, ny = 8, θx = 5, θy = 6, d = 23 , bx = 2, by =
5
3 ,
and various system sizes Ω. The parameter values mx = my = 203 for the stochastic simulations are marked with
a black cross. For Ω < Ωc ≈ 8.28 the convective field shows bistability for these parameter values. (b) Simulated
stationary probability distributions of the double-positive feedback loop for the parameter values indicated by the cross
on the left, and for four different values of Ω. For small system sizes, the stochastic system shows a bimodal stationary
probability distribution. With increasing system size, the peak at small concentrations becomes smaller and vanishes
above Ωc, where also the second stable fixed point of the convective field vanishes. Note that the bottom two histograms
are plotted on a logarithmic scale.
Compared to the double-negative feedback loop, the double-positive feedback loop shows a better pronounced phe-
nomenological bifurcation of the stationary probability distribution with changing system size. This is plausible from
the fact that the two peaks of the double-positive feedback loop differ considerably in the total number of molecules,
while the total number of molecules is of the same order at the two peaks for the double-negative feedback loop
(where the concentration of one protein is large and that of the other small). Concordantly, the entries of the diffusion
matrix are much larger at one fixed point than at the other for the double-positive loop. From the consideration of
the one-dimensional feedback loop, we have learned that the change of the strength of diffusion along the line that
connects the two maxima is responsible for the shift of the distance between maxima and minima (or saddle points) with
changing system size. It is this resemblance of the double-positive feedback loop with a one-dimensional system that we
consider responsible for the good agreement between the bifurcation of the convective field and the phenomenological
bifurcation of the stationary probability distribution.
3.3 A two-dimensional oscillating system: the Brusselator
As our last model system, we choose the Brusselator [35], a reaction system of two species capable of oscillations. The
Brusselator consists of the following reactions of two species X and Y
∅ 1−−→←−−
1
X X
b−−→ Y 2 X + Y a−−→ 3 X (36)
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with positive reaction rates a and b. The macroscopic rate equations of system (36) are given by(
x˙
y˙
)
=
(
1− (b+ 1)x+ ax2y
bx− ax2y
)
(37)
and have the fixed point (x∗, y∗) = (1, ba ). While the steady state of (37) is stable for b < (1 + a), it becomes unstable
for b > (1 +a). In the latter case, the unstable fixed point is enclosed by a stable limit cycle which emerges from a Hopf
bifurcation at bc = (1 + a). This is the only bifurcation shown by the macroscopic rate equations of the Brusselator.
The convective field of the Brusselator
~α(x, y) =
(
1− (b+ 1)x+ ax2y
bx− ax2y
)
− 1
2Ω
(
1 + b− ax2 + 2axy
−b+ ax2 + 2axy
)
(38)
also has one fixed point. Like the macroscopic model, the concective field can undergo a Hopf bifurcation. The
bifurcation lines of the stochastic stability diagrams can be derived from the condition that the trace of the Jacobian
of ~α(x, y) at the fixed point must vanish [15], i.e., ∂xαx + ∂yαy = 0. Besides the Hopf bifurcation, the convective
field (38) does not undergo any other bifurcations.
The stability diagram of the convective field of the Brusselator is shown in figure 7 for different system sizes Ω. The
lines separate parameter regions with oscillatory and non-oscillatory behavior, respectively. Above the phase boundary,
the dynamics given by the convective field show a stable limit cycle. Below the phase boundary, only a stable fixed
point exists. The figure shows that the convective field shows a limit cycle for a larger proportion of parameter space
than the macroscopic system does. This means that with decreasing system size the convective field can undergo a Hopf
bifurcation that leads to a limit cycle.
0 1 2 3 4 5
a
1
2
3
4
5
6
b
Ω = 
Ω = 80
Ω = 30
Ω = 10
0.8 1.0 1.2
1.8
2.0
2.2
Figure 7: Stability diagram of the Brusselator for various system sizes Ω. Along the lines, the convective field undergoes
a Hopf bifurcation. Above the lines, the dynamical systems governed by the convective field show a stable limit cycle.
The corresponding regions are shaded. The uppermost shaded region corresponds to the region of stable limit cycles of
the macroscopic system. Inset: Parameter values of the systems shown in figure 8.
Figure 8 shows that the stationary probability distribution remains unimodal when the system size is lowered to a value
where the convective field has undergone the Hopf bifurcation.
Figure 9 compares the attractors of the convective field to the shape of the stationary probability distribution obtained
from computer simulations. As one can see, the stationary probability distribution makes the transition to the crater
shape only well within the regime where the macroscopic system oscillates. So while for the convective field stable
limit cycles can emerge under a decrease of the system size, the picture derived from simulations is the opposite: Here,
a decrease of Ω can actually turn the crater-shaped stationary probability distribution of the macroscopic system into a
unimodal one.
This result shows that the correspondence between system-size induced phenomenological bifurcations of the stationary
probability distribution and bifurcations of the convective field breaks down for the Hopf bifurcation, which cannot
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10-3
10-2
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0
1
2
3
4
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Ω = 80
10-3
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10-1
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0.95 1.00 1.05
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2.000
Figure 8: Stationary probability distributions obtained from stochastic simulations of the Brusselator (36) for a = 1,
b = 1.9 and (a) Ω = 30 or (b) 80. The stable steady state of the macroscopic system is marked by a black cross in both
figures. The limit cycle of the convective field is drawn in blue for Ω = 30, its stable fixed point for Ω = 80 is marked
by a white triangle. The stable fixed points of ~α(x, y) and the macroscopic system (37) lie very close together for
Ω = 80, as shown by the inset in figure 8(b). Whilst the convective field bifurcates under variation of Ω, the simulated
stationary probability distributions do not differ qualitatively. The distributions were obtained from 5 · 107 data points
each.
0 1 2 3 4
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1
2
3
4
5
6
7
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Ω = 
Ω = 80
Figure 9: Comparison between the dynamics of ~α(x, y) and the macroscopic system and the shape of the stationary
probability distribution of the Brusselator. For white triangles, the stationary probability distribution is not crater-shaped,
for black circles it is. Whenever the (non-)existence of a crater of the stationary probability distributions was not
apparent by eye, the contour lines were computed and checked for signs of a crater, similar to the procedure shown in
figure 8. Shaded regions indicate the existence of limit cycles of ~α(x, y) and ~f(x, y) respectively.
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occur in one dimension for which the idea was formulated. Indeed, the finding that a decrease of system size turns a
crater into a peak close to a Hopf bifurcation can be made plausible: Exactly at the Hopf bifurcation of the convective
field ~α(x, y), the vector field ~α(x, y) shows elliptic trajectories around the marginally stable fixed point. This means
that any flow of probability in the direction perpendicular to ~α(x, y) is due to undirected diffusion (because directed
diffusion is already included in ~α(x, y)). However, undirected diffusion moves the same amount of probability to the
outside and to the inside of each closed trajectory of ~α(x, y). Since the area between ellipses decreases towards the
center of the ellipses, probability accumulates there, leading to a peak of the stationary probability distribution. This
means that at the point where the convective field undergoes a Hopf bifurcation the stationary probability distribution
still shows a local maximum. This effect becomes stronger with increasing importance of the diffusion matrix, i.e., with
decreasing system size.
4 Discussion
In this paper we investigated the relation between phenomenological bifurcations of the stationary distribution of
chemical reaction networks and bifurcations of the convective field. We focused on parameter regions where a change
in system size induces a bifurcation in the convective field.
For one-dimensional systems, these two types of bifurcations coincide in parameter space, and we exploited this fact to
find regions in parameter space where a positive autoregulator undergoes a phenomenological saddle-node bifurcation.
Since the position of the bifurcation lines in parameter space changes with system size or, equivalently, with the
discreteness parameter [32], a change of the discreteness parameter can induce a bifurcation. We showed that these
system size-dependent p-bifurcations trace back to the concentration dependence of the diffusion coefficient, the effects
of which are included in the convective field.
We studied the relation between saddle-node bifurcations of the convective field and of the stationary probability
distribution also for two-dimensional systems, using the example of a two-species positive feedback loop. For the
double-positive feedback loop, we found a very good agreement between the system-size dependent double-peak
structure of the stationary probability distribution and a change in the number of sinks of the convective field. For the
double-negative feedback loop, we found that in the vicinity of the saddle-node bifurcation of the convective field the
stationary probability distribution showed a peak and a shoulder instead of two peaks. In situations where the stationary
probability distribution shows two peaks for large system sizes, we found that their weights can be vastly different, so
that the small peak may not really be relevant for the stochastic dynamics. This means that the correspondence between
saddle-node bifurcations of the convective field and p-saddle-node bifurcations of the stationary probability distribution
is less good for the double-negative feedback loop. Nevertheless, the shoulder indicates that closeness to a saddle-node
bifurcation of the convective field implies closeness of the reaction network to a p-saddle-node bifurcation.
In our study, we did not evaluate quantitatively the relative weight of the two peaks. Endres [36] argued that with
increasing system size one of the two modes becomes increasingly favored as switching events become increasingly
rare. This fits together with the trend visible in our figure 4(b) that the heights of the two peaks become more different
with increasing system size Ω.
For the Brusselator, we found that system-size induced Hopf bifurcations of the convective field were not associated
with phenomenological bifurcations of stationary probability distribution. Limit cycles of the convective field did not
correspond to circular ridges of stationary probability distributions for parameter sets belonging to the macroscopically
non-oscillatory regime. Moreover, while decreasing system size induced a Hopf bifurcation in the convective field, the
stationary probability distribution developed a crater-like shape only sufficiently deep in the macroscopically oscillatory
regime. By lowering the system size and thus the molecule number we could transform a crater-shaped stationary
probability distribution into a unimodal one. Just recently, Constantino and Kaznessis pointed out this effect, arguing
that it represents a new kind of bifurcation unknown in the macroscopic limit [37]. These results do, however, not rule
out the existence of a characteristic frequency in the stochastic system. Indeed, the power spectrum can show such a
characteristic frequency even when the macroscopic model has a stable fixed point [9].
Taking all these results together, we observe that the correspondence between bifurcations of the convective field and of
the stationary probability distribution is better when the bifurcation is more similar to that of a one-dimensional system:
When the considered model is one-dimensional, the correspondence is of course perfect as stationary currents are exactly
zero. The two-dimensional model that is closest to the one-dimensional case, the double-positive feedback loop, shows
also a good correspondence between the phenomenological bifurcation of the stationary probability distribution and the
bifurcation of the convective field. For the double-negative feedback loop, there is no longer a continuous increase in
the size of the entries of the diffusion matrix as one moves from one stable fixed point to the other. The analogy with
the one-dimensional system is therefore less clear, and the system-size induced bifurcation of the convective field is
reflected in the stationary probability distribution not as clearly as for the double-positive loop. For the Brusselator,
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which undergoes a Hopf bifurcation, there is no analogy at all in one-dimensional systems. Even in the limit of infinite
system size the stationary current does not vanish, and there is therefore no limit in which this current is small and the
correspondence between the two types of bifurcations good.
Since stationary currents usually do not vanish even for saddle-node bifurcations [18], there is a need for investigating
these stationary currents in order to better understand the factors influencing phenomenological bifurcations.
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