Abstract. A family of 2 ℵ0 Borel ideals on a compact lattice are constructed such that no two quotient lattices by ideals from this family are isomorphic.
Introduction
In [2] Ilijas Farah asked the following question, "Are there infinitely (or even uncountably) many analytic ideals whose quotients are, provably in ZFC, pairwise non-isomorphic?". Even the question for F σδ ideal is not clear. A partial answer was by provided by Farah and Solecki in [3] where a question of Just and Krawczyk is answered by showing that there are two F σδ ideals on N neither of which is F σ but whose quotient Boolean algebras are nonisomorphic (and homogeneous). In [5] Mike Oliver has constructed ℵ 1 Borel ideals on N whose quotients are pairwise non-isomorphic 1 However, the complexity of these ideals is unbounded in ω. This leaves open the following question: Is there a perfect family of F σδ ideals on N whose quotients are pairwise non-isomorphic? This paper will broaden the scope of these investigations by taking the view that Borel ideals on P(ω) are special cases of ideals on Polish lattices, whose precise definition is given in the next section, For the moment is suffices to remark that if H([0, 1]) is the space of compact subsets of [0, 1] under the Hausdorff metric then (H([0, 1]), ⊆) is a Polish lattice. It will be shown that that there is a family of F σδ ideals on this lattice whose quotients are pairwise non-isomorphic.
Inspiration for the partial orders used in the proof of Theorem 4.1 comes from the paper [1] by Ros lanowski and Shelah.
Notation and Definitions
Definition 2.1. By a Polish lattice will be meant a pair (X, ≤) where X is a Polish space, ≤ is a lattice ordering on X and ≤ is a closed subset of X × X.
Naturals examples Polish lattices are easily found:
• If P(ω) is given the usual Cantor topology then (P(ω), ⊆) is a Polish lattice.
• If ≤ is defined to be coordinatewise then (
• If X is any Polish space and H(X) is the space of compact subsets of X under the Hausdorff metric then (H(X), ⊆) is also a Polish lattice.
Definition 2.2. If (X, ≤) is a lattice and ∧ and ∨ are the associated meet and join operators then I ⊆ X is an ideal on X if and only if it is closed under ∧ and a ∈ I and b ≤ a implies that b ∈ I. If (X, ≤) is a lattice and I ⊆ X is an ideal on X then define a ≤ I b if and only if every c such that c ≤ a and c ∧ b = 0 belongs to I. Define a ∼ I b if and only if a ≤ I b and b ≤ I a. It is easy to check that ∼ I is an equivalence relation. Let the equivalence class of a with respect to this relation be denoted by [a] I .
Research for this paper was partially supported by NSERC of Canada. 1 Recently he has improved this result to 2 ℵ0 pairwise non-isomorphic quotients. This will appear in his Ph.D. thesis (UCLA).
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It is routine to check that ≤ I induces a lattice partial order on {[a] I : a ∈ X}. Definition 2.3. For any tree T and t ∈ T the notation T t will be used to denote the tree {s : t s ∈ T } where denotes concatenation. If T is a tree, t ∈ T and D is a subtree of T define t D = {t s : s ∈ D}. The sequence consisting of a single element a will be denoted byâ -in other words {(0, a)} =â.
Furthermore, if k is an integer then T [k] will denote {t ∈ T : |t| = k} and T [< k] will denote {t ∈ T : |t| < k} and T [≤ k] will denote {t ∈ T : |t| ≤ k}. For any closed subset C ⊆ ω ω the notation C[< ω] will be used to denote the tree {σ k : σ ∈ C and k ∈ ω} and C[k] will be used to denote C[< ω][k] and C[< k] will be used to denote
Finally, if T is a tree then let T denote the closure of the tree T -in other words, f ∈ T if and only if f k ∈ T for each integer k. For a closed set C ⊆ ω ω the notation C t will denote C[< ω] t and, similarly, t C will denote t C[< ω].
The Submeasures
Definition 3.1. Given a sequence of pairs S = {(p i , n i )} i∈ω ⊆ [1, ∞) × N define the tree T (S) to consist of all sequences s : k → N such that s(i) ∈ n i for each i < k. For an integer k the notation S k will be used to denote the sequence defined by S k = {(p i+k , n i+k )} i∈ω . Now define a Banach space X(S, k) and a norm S,k by induction on k. Begin by setting X(S, 0) = R and defining S,0 to be the absolute value function. Otherwise, set
an observe that the elements of X(S, k) are, essentially, real valued functions on T (S) [k] . In particular, if f : T (S) → R then f T (S)[k] can be associated, by recursion, with a unique element of X(S, k). To avoid excessive notation, from now on f T (S)[k] will be identified with this element. Moreover, the notation f S,k will be used instead of f T (S)[k] S,k when f : T (S) → R since there is no possibility of ambiguity. Moreover, if f : T (S) → R then for any t ∈ T (S) there is a naturally defined function
This can be easily established by induction on k. The same notation will be used for functions f : T (S) → R -namely, for any t ∈ T (S) the function f t :
Proof. Proceed by induction on k.
to be the space of all bounded, positive, real-valued functions on T (S). In order to define a crude approximation to an integral on B(S), for each f ∈ B(S) define f * : T (S) → R by f * (s) = sup{f (σ) : σ ∈ T (S) and s ⊆ σ} and define f dS = lim j→∞ f
Note that by Lemma 3.1 it follows that the sequence { f * S,j } ∞ j=0 is non-increasing and bounded above by the supremum of the image of f and below by 0. In other words, f dS exists for every f ∈ B(S). The integral notation here is simply meant to be suggestive. However, it is worth noting that if β is a constant and f and g are positive functions on T (S) then βf dS = β f dS and, by Lemma 3.1, (f + g)dS ≤ f dS + gdS.
for each integer k.
Proof. The case k = 0 follows from the equality ρ S,f S,k = |ρ S,f (∅)| = f dS. Otherwise, using Identity 3.1
By the induction hypothesis it follows that
However, observe that ρ S 1 ,f m = (ρ S 1 ,f ) m and so, since k ≥ 1, using Identity 3.1 it follows that f dS = ρ S,f S,k thus establishing the lemma.
An immediate corollary of Lemma 3.3 is worth noting for future reference: If t ∈ T (S) then
for any integer k.
is closed the notation ρ S,χ C will be replaced by ρ S,C . Also, ν S (C) will be used to denote χ C dS and χ * C S,j will be abbreviated to C S,j . It is worth noting that Fremlin has shown that ν S cab be extended to submeasure on all Borel subsets T (S) which has inner and outer regularity properties. While this result will not be needed in the following, the reader is encouraged to see [4] for details.
be the Polish lattice of all closed C ⊆ T (S) under the Hausdorff metric and ordered by inclusion. Let I(S) be the ideal on H(S) consisting of all C ∈ H(S) such that ν S (C) = 0. Let P(S) = H(S) \ I(S) ordered by inclusion. 
Proof. Suppose that S, C and provide a counterexample. Using Definition 3.2 and the fact that ν S (C) > 0 choose j such that C S,j < ν S (C)(1+ ). Observe that ρ S,C (s) ≤ (1− )χ C (s) for each s ∈ T (S) [j] . It therefore follows from Lemma 3.1, Lemma 3.2 and the fact that S,j is a norm that
× N is as in Definition 3.2 and C ∈ P(S) and D ∈ I(S) and > 0 then there is E ⊆ C such that ν S (E) > ν S (C) − and E ∩ D = ∅.
Proof. Choose k such that D S,k < /2. Let E m be the set of all s ∈ C such that there is no t ∈ D[m] such that t ⊆ s and observe that each E m is closed and disjoint from D. By noting that χ *
for any m ≥ k. Hence, lim m→∞ E m S,m = ν S (C) and so some E m satisfies the conclusion of the lemma.
Lemma 3.5. Let C ∈ P(S) and suppose that A ⊆ C[< ω] is an antichain cover of C -in other words, an antichain such that for all σ ∈ C there is a ∈ A such that a ⊆ σ. Suppose further that for each a ∈ A there is T a ⊆ T (S) a such that ν S |a| (T a ) > θ. Define µ(A) to be the maximum of {|a|} a∈A . If
Proof. Proceed by induction on µ(A). If µ(A) = 0 then D = T ∅ the assertion follows from the hypothesis and the fact that C S,j ≤ 1 for j and any tree C ⊆ T (S). Otherwise, it follows that ∅ / ∈ A since A is an antichain. Using the induction hypothesis one can conclude
by Lemma 3.2 and Identity 3.
by Identity 3.1.
Lemma 3.6. If D ⊆ P(S) is a dense subset, C ∈ P(S), k ∈ ω and > 0 then there is
Proof. Let δ = 1 − √ 1 − . Let D be the set of all s ∈ C[< ω] such that there is some
Moreover, ν S (E) = 0 because otherwise there is E ⊆ E such that E ∈ D and, by Lemma 3.3, there is s ∈ E such that ν S |s| (E s ) = ρ S,E (s) ≥ 1 − δ. It follows that s ∈ D contradicting that s ∈ E.
Choose an integer j such that E S,j < δν S (C). Observe that if D {t ∈ T (S) : t j / ∈ E} then D is closed and
But, from Lemma 3.5 it follows that
Lemma 3.7. If C P(S) "
• x: ω → ω" then there is D ⊆ C such that for each n ∈ ω there is J(n) such that for each t ∈ D[J(n)] there is some m ∈ ω such that t D t P(S) "
Proof. Use lemma 3.6 for each n. In particular, inductively choose D n and J(n) such that
Once this is done, simply let D = n∈ω D n . Note that Condition 3.6 guarantees that
and, therefore, D S,J(n) = D n S,J(n) and so Condition 3.7 guarantees that D S,J(n) ≥ ν S (C)/2. Hence D ∈ P(S). The conclusion of the Lemma follow from Condition 3.5.
To carry out the induction, suppose that D n and J(n) have been chosen satisfying the induction hypotheses. Use Lemma 3.3 to find a maximal antichain A above J(n) and D n+1 such that Conditions 3.3 and 3.6 are satisfied, for all t ∈ A there is some m such that t D n+1 t P(S) "
). The last clause guarantees that Condition 3.7 is also satisfied. Finally, let J(n+1) be greater than the the maximal length of an element of A. This guarantees that Condition 3.5 is satisfied.
Many Different Quotients
Now let n 0 = 2 and p 0 = 1 and then inductively choose p i+1 > p i such that
and choose an integer n i+1 > n i such that
The important point to note is that if S is defined to be equal to {(p i , n i )} i∈ω then the following inequalities hold:
is a generic subset let r G be a name for the generic function satisfying {r G } = ∩G. Note that r G ∈ T (F ). It follows from Lemma 3.4 that
where X ⊆ T (F ) is any closed set from the ground model.
Definition 4.1. If F 1 and F 2 are two strictly increasing functions such that
for all but finitely many integers i this will be denoted by F 1 ∝ F 2 . Note that this is not transitive.
The following theorem, together with Fact 4.3, shows that if F 1 ∝ F 2 then P(F 1 ) and P(F 2 ) are not isomorphic and hence neither are the quotient lattices H(F 1 )/I(F 1 ) and
Theorem 4.1. Suppose that F 1 ∝ F 2 and x is a P(F 1 )-name for an element of T (F 2 ). Then there is a closed set X such that νF 2 (X) = 0 and 1 P(
Proof. In order to see this, use Lemma 3.6 to find C ∈ P(F 1 ) such that for each integer i there is some integer
Then, inductively construct integers K(m) and conditions C m ∈ P(F 1 ) satisfying the following conditions
with the convention that K(−1) = 0. Given that this can be accomplished, let C * = m∈ω C m . It will first be shown that:
To establish this proceed by induction on m. The case m = 0 follows from Condition 5, the fact that C 0 = C and that νF 
where the function ρ :
From the fact that C m−1 ⊆ C it follows that the expression 4.5 is at least as great as
by Lemma 3.2. From the induction hypothesis it follows that the last expression is greater than or equal to
by Claim 4.4. So νF
Furthermore, letting X be the closure of the tree generated by {z t : t ∈ C * } it follows that C * P(F 1 ) "x ∈X" and, by Condition 4, it follows that
Note that F 2 (K(m)) > F 1 (K(m)) and so it follows from Hypothesis 4.1 that 
) (In the case u = 0 assume, as usual, that the empty product is equal to 1.
If this can be done then letting C m+1 = C m,K(m+1)−K(m) will satisfy the induction hypotheses. Condition 1 has already been satisfied. Condition 2 follows immediately from (a). Condition 3 is a consequence of (c) and the remark at the end of (a) while Condition 4 follows from (b(i)) for the case u = K(m + 1) − K(m). In order to see that Condition 5 holds use the same case with (b(ii)).
In order to construct C m,u+1 given C m,u , Hypothesis 4.2 will be used. In particular, let
and, therefore, which is linearly ordered by strict inclusion then the family {F W : W ∈ W} has the desired properties.
