1. Introduction. Besicovitch [l] has shown that there are infinitely many trigonometric series convergent to any function/(x) bounded and continuous for -t» <x< + co and of bounded variation in every finite interval, and therefore that the sum-function of an everywhere convergent trigonometric series is not necessarily almost periodic. His proof makes clear that almost periodicity of the sum-function can only be ensured by placing a suitable restriction on the exponents of the series. The conditions to be satisfied by the sum-function itself depend on the type of almost periodicity to be established.
By use of the symmetrical (SCP) and unsymmetrical (CP) Cesàro-Perron integrals and the introduction of new distance-functions, H. Burkill [4] has enlarged the class of almost periodic functions sufficiently to enable him to obtain the following result, whose most remarkable feature is that no assumption is made concerning the integrability of the sum-function. Jt is a generalization of a similar theorem for purely periodic functions, due to J. C. Burkill [5] .
H. Burkill's Theorem. If (Xn) be a sequence of real numbers such that Xi > 0 and X"+i -X" = I > 0 in = 1, 2, • • ■ )
aMd if, for all x, the series oo ao/2 + 22 (an cos X"x + b" sin X"x) n-1 converges to fix), then fix) is SCP-integrable and SCP-a.p., and this series is the Fourier series of fix). In particular,
(iii) If fix) is bounded and uniformly continuous, then it is u.a.p.
In the present paper, however, attention is confined to series having sumfunctions integrable in the sense of Lebesgue, and to the U, Sp, W", Bp types of almost periodicity. In Theorem I the same restrictions are imposed on the Xn as in Burkill's theorem. The conditions imposed on f(x) are, in a sense, uniform restrictions on properties possessed by any P-integrable function over a finite interval. It is found that the hypothesis of convergence can be relaxed in an enumerable set. Theorem II embodies another result for bounded, uniformly continuous sum-functions, showing that the condition Xn+i -X» = I > 0 can be replaced by the less restrictive condition 00 22 xñ2 < °°n =i when the series converges everywhere.
2. Notation. The notation used for distance-functions is that commonly employed in the literature (e.g. see Besicovitch [2] ).
The symbol Da", is used to denote any one of the distance-functions DB*, Dw>, Ds* (p^l). For « = 1, we write
An(x) = an cos X"x 4-bn sin X"x, . On «n .
Bn(x) = -cos X"x-sin X"x, Xn Xn oo *(*) = -EÙ.W.
n-l
We also define
and write r -2 2 -,
whenever the limit exists. where Gp is one of Bp, Wp, Sp, then fix) is Gp-a.p. and the given series is the Fourier series of fix).
In particular, if fix) is bounded and uniformly continuous, then it is u.a.p.
Before proceeding to the proof of Theorem 1, it is convenient to establish a number of lemmas. Where these are simple extensions of well-known results(3), they are stated without proof. Lemma 2(4). The method (£, X") is regular; i.e. if a series converges, it is summable (£, X") to the same sum. If, moreover, ao = 0, then the series integrated term-by-term converges to a u.a.p. function F(x), where
A proof of Lemma 7, based on results due to Titchmarsh [7] and Bochner [8] has been given by H. Burkill [4] .
Proof of Theorem 1. Put -.fix)
uniformly for -°o <x< «> as n->0, which proves that/(x) is u.a.p. It can be shown as before that a0/2+ 22n-i A"ix) is the Fourier series of fix).
4. However, when fix) is bounded and uniformly continuous, and the series converges everywhere to fix), the condition imposed on the X" in Theorem 1 is unnecessarily restrictive and can be replaced by the condition E»"-iX"-2<-. License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
