Generalized linear models (GLMs) have been used widely for modelling the mean response both for discrete and continuous random variables with an emphasis on categorical response. Recently Yang, Mandal and Majumdar (2013) considered full factorial and fractional factorial locally D-optimal designs for binary response and two-level experimental factors. In this paper, we extend their results to a general setup with response belonging to a single-parameter exponential family and for multi-level predictors.
Introduction
Binary responses and count data are usually modelled using generalized linear models (GLMs). GLMs have been widely used for modelling the mean response both for discrete and continuous random variables with an emphasis on categorical response. Although the methods of analyzing data using these models have been discussed in depth in the literature (McCullagh and Nelder (1989) , Dobson and Barnett (2008) Stufken and Yang (2012) ). For optimal designs under GLMs, there are four different approaches proposed in the literature to handle the dependence of the design optimality criterion on the unknown parameters, (1) local optimality approach of Chernoff (1953) in which the parameters are replaced by assumed values; (2) Bayesian approach (Chaloner and Verdinelli (1995) ) that considers a prior belief on unknown 3 , provided b(θ) and c(θ) are twice differentiable. Since Y i 's are independent, the d × d Fisher information matrix F = (F jk ) can be obtained by
where l = log f (Y ; θ) could be written as a function of β too.
Suppose there are only m distinct predictor combinations x 1 , . . . , x m with numbers of replicates n 1 , . . . , n m , respectively. Then
where p i = n i /n, i = 1, . . . , m. That is, the information matrix F can written as
T is an m × d matrix, and W = diag(p 1 w 1 , . . . , p m w m ) with
For typical applications, F or X T W X is nonsingular.
Suppose the link function g is one-to-one and differentiable. Further assume that µ i itself determines var(Y i ), that is, there exists a function h such that var(
We illustrate it using the four cases below.
for logit link;
for probit link;
2 , for complementary log-log link;
exp{2η−e η } 1−exp{−e η } , for log-log link.
Example 2.2: Poisson count Suppose
For the canonical link function g = log, h = ν = exp and w i = ν(η i ) = exp{η i } for each i.
. A special case is k = 1 which corresponds to the exponential distribution.
Example 2.4: Normal response Suppose
Y i ∼ N(µ i , σ 2 ) with known σ 2 > 0. For the canonical link function g(µ) ≡ µ, h(η) ≡ σ 2 , ν(η) ≡ 1/σ 2 and w i ≡ 1/σ 2 .
Locally D-optimal Designs
In this paper, we consider experiments with an m×d design matrix X = (x 1 , . . . , response, η = β 0 + β 1 x 1 + β 2 x 2 + β 3 x 3 + β 23 x 2 x 3 represents a model that includes all the main effects and the two-factor interaction of factors 2 and 3. The aim of the experiment is to obtain inferences about the parameter vector of factor effects β; in the preceding example, β = (β 0 , β 1 , β 2 , β 3 , β 23 ) ′ .
In the framework of locally optimal designs, we assume that w i = ν(x ′ i β), i = 1, . . . , m, determined by regression coefficients β and link function g, are known. For typical applications, w i > 0, i = 1, . . . , m. Then the design problem we consider here is to find the "optimal" allocation of n experiment units into (n 1 , . . . , n m ) ′ such that n 1 + · · · + n m = n, known as exact design, or alternatively, find the "optimal" proportion p i = n i /n, i = 1, . . . , m, known as approximate design. In this paper, we mainly focus on the approximate designs, that is, p = (p 1 , . . . , p m ) ′ such that p 1 + · · · + p m = 1. Since the maximum likelihood estimator of β has an asymptotic covariance matrix that is the inverse of nX ′ W X, a (locally) D-optimal design is a p which maximizes 
Based on Lemma 3.1, YMM (2013) developed characterization theorems for D-optimal designs and minimally supported (that is, the number of distinct supporting points is equal to the number of parameters) D-optimal designs for two-level factors with x ij ∈ {−1, 1} (YMM (2013), Section 3.1). Note that the entries of X in Lemma 3.1 can be any real number, which allows us to extend their results to multiple-level factors. Following YMM (2013) we define for each i = 1, . . . , m,
Note that f i (z) is well defined for all p satisfying f (p) > 0. Lemma 7.1 and Lemma 7.2 of YMM (2013) could be applied for our case too. Thus we obtain theorems below to characterize locally D-optimal allocations and minimally supported D-optimal allocations for experiments with multiple-level factors and fairly general responses under GLMs. The proofs are presented in the Appendix. Note that the design matrix X here consists of m × d real-number entries, which generalizes the results in YMM (2013).
Then p is D-optimal if and only if for each i = 1, . . . , m, one of the two conditions below is satisfied:
is D-optimal if and only if for each i / ∈ I,
Theorem 3.1 and Theorem 3.2 are for X with real-number entries and thus can be applied to multiple-level factors. We illustrate the results using the two examples below.
Example 3.1: One two-level covariate and one three-level covariate: Suppose the design matrix X is given by
which consists of six supporting points: (1, 1), (1, 0) 
′ is D-optimal among the designs restricted on the four boundary points (1, 1), (1, −1), (−1, 1), (−1, −1), and
,
. In this situation, the second covariate reduces to a two-level factor. As the model has three parameters, one can further reduce the number of experimental settings. Theorem 3.2 states the necessary and sufficient conditions for a D-optimal design to have only three supporting points. For example,
Example 3.2: 2 × 3 factorial design: Suppose the design matrix
where the four columns correspond to effects I, A (two-level), B l (three-level, linear component), and B q (three-level, quadratic component). A minimally supported Doptimal design consists of four design points. Based on Theorem 3.2, for example,
Searching for D-optimal Designs
YMM (2013) developed very efficient algorithms for searching locally D-optimal approximate designs or exact designs with binary response and two-level factors. Essentially the same algorithms could be used for maximizing f (p) = |X ′ W X| for more general setup, as long as X consists of m distinct d-dimensional real-number vectors and the response belongs to a single-parameter exponential family.
Lift-one algorithm for D-optimal approximate design
For finding p maximizing f (p) = |X ′ W X|, the lift-one algorithm, as well as Lemma 7.1 and Lemma 7.2 of YMM (2013), could be applied to our cases, after limited modifications. Recall that f i (z) is defined in equation (1).
for some constants a and b.
Lift-one algorithm (for multiple-level factors and single-parameter exponential family response)
2
• Set up a random order of i going through {1, 2, . . . , m}.
3
• For each i, determine f i (z) as in expression (3) . In this step, either f i (0) or
needs to be calculated according to Lemma 4.1.
, where z * maxi-
5
• Replace p 0 with p
Convergence and performance of lift-one algorithm: To guarantee the convergence, we may modify the lift-one algorithm as in YMM (2013, Section 3.3.1).
A similar proof could be applied here to show that (1) if the lift-one algorithm or its modified version converges at p * , then p * is D-optimal; (2) the modified lift-one algorithm is guaranteed to converge (YMM, 2013, Theorem 3.3).
YMM (2013, Section 3.3.1) also compared the time cost of lift-one algorithm with commonly used nonlinear optimization algorithms including Nelder-Mead, quasi-Newton, conjugate gradient, and simulated annealing. Overall, lift-one algorithm could be 100 times faster than those algorithms. In this paper, we run more simulations to check how the computational time and number of non-zero p i 's vary across different numbers of factors and ranges of parameters. Figure 1 shows the time cost and number of nonzero p i 's on average based on 1000 simulated β for 2 k main-effects model with logit link. The time cost is based on a Windows Vista PC with Intel Core2 Duo CPU at 2.27GHz and 2GB memory. The relationship between the time cost and the number of supporting points m = 2 k is close to linear for moderate k. The time cost on average is only 1.25 secs, 1.74 secs, and 1.84 secs on average for m = 2 7 = 128 with β i 's follow iid U(−3, 3), U(−1, 1), and U(−0.5, 0.5), respectively. In the meantime, the corresponding number of nonzero p i 's on average are 28, 48, and 67 respectively.
From a practitioner's point of view, it is often desirable to keep the number of supporting points of a design small. Due to Lemma 4.2, the lift-one algorithm may force a p i to be exactly zero. It is an advantage of the lift-one algorithm over some commonly used nonlinear optimization algorithms which may keep an unimportant p i a tiny value but never let it to be zero. In many cases, it is hard to distinguish "negligible" from "tiny". As the range of β i 's increases from U(−0.5, 0.5) to U(−3, 3), the mean number of nonzero p i 's reduces by one half due to more and more small w i 's generated.
Exchange algorithm for D-optimal exact designs
Given the total number of experimental units n, to find D-optimal integer allocation n = (n 1 , . . . , n m ) ′ , YMM (2013) proposed another algorithm for two-level factors and binary response, called exchange algorithm, which adjusts n i and n j simultaneously for randomly chosen index pair (i, j). The essentially same algorithm after some modifications could be used for a general design matrix X consisting of real numbers. The goal is to find the optimal n which maximizes f (n) = |X ′ W n X|, where W n = diag{n 1 w 1 , . . . , n m w m }. To do this, we need a modified version of Lemma 7.5 and Lemma 7.4 in YMM (2013). 
where (ii) If ∆ < 0, then max 0≤z≤s q(z) = sC + D at z = 0.
Exchange algorithm for D-optimal integer-valued allocations:
• Set up a random order of (i, j) going through all pairs
where the integer z * maximizes f ij (z) with 0 ≤ z ≤ s according to Lemma 4.4 
4
• Replace n with n * ij , f (n) with f (n * ij ).
• until convergence (no more increase in terms of f (n) by any pairwise adjustment).
The exchange algorithm usually converges in a few rounds. Nevertheless, it should be noted that the exchange algorithm for integer-valued allocations is not guaranteed to converge to the optimal ones. For further discussions on the convergence of the exchange algorithm for searching integer-valued solutions, see Section 3.3.2 of YMM (2013).
Real Examples
In this section, we use some real examples to show how our results work. (2008) reported an experiment on printed circuit boards (PCBs), which has been modified to suit our purpose. This experiment was about inner layer manufacturing of PCBs. Several types of faults may occur during the manufacturing of PCBs, of which shorts and opens in the circuit are the major ones. In this case, we consider whether there is an open in the circuit as response, and two factors at two and three levels respectively. The factors are whether preheating was done or not, and lamination temperature (95
• C, 105
• C and 115 • C). Table 5 .2 is obtained from Table 2 of Jeng, Joseph and Wu (2008). The design matrix is given by expression (2). 
where the four columns of X correspond to effects I (intercept), A (two-level), B 01 (three-level), and B 02 (three-level) respectively. If one assumes that β 0 ∼ U(−3, 3), 
Discussion
In this paper, we extended the results of YMM (2013) to more general cases under the generalized linear model setup. Our framework allows the responses that belong to a single-parameter exponential family, which includes Binomial, Poisson, Gamma, exponential distributions as special cases. Our results also allow a fairly arbitrary set of design points, which could come from combinations of multiple-level factors, or grid points of continuous covariates.
YMM (2013) also proposed EW D-optimal designs which is much easier to compute than the usual Bayesian D-optimal designs and more robust than uniform designs. The same concept and techniques can also be extended to a single-parameter exponential family response with arbitrary pre-specified design points. Their discussion on fractional factorial designs can also be extended here. This could be a topic of future research.
The conclusion can be obtained by simplifying those two cases. 
