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1 Introduzione
Negli ultimi anni e aumentato in Italia e in molti paesi industrializzati il numero di leggi
sempre piu restrittive riguardanti la tutela e la protezione dell'ambiente, ed in particolare
delle risorse idriche sotterranee. In quest'ottica, i modelli di simulazione delle dinamiche
delle risorse idriche sotterranee assumeranno un ruolo sempre piu centrale negli studi di
impatto ambientale. Strumenti di questo genere devono necessariamente ricorrere a tecniche
numeriche, che attraverso codici di calcolo possano essere ecacemente utilizzati per l'analisi
di siti contaminati e la gestione dei conseguenti interventi di protezione e recupero. Tali codici
devono essere in grado di descrivere accuratamente il usso e il trasporto dei contaminanti
nella zona interessata, in modo da rendere possibile la localizzazione attuale e futura della
nuvola di inquinante e supportare la valutazione, sia qualitativa che quantitativa, del rischio
di inquinamento degli acquiferi.
I contaminanti presenti nel sottosuolo possono essere classicati secondo vari criteri [Freeze
e Cherry 1979; Domenico e Schwartz 1990]: localizzazione spaziale (sorgenti puntuali che
producono una ben denita nuvola d'inquinante, quali per esempio discariche, e sorgenti
diuse che causano una contaminazione a grande scala, quali per esempio i pesticidi applicati
in agricoltura); proprieta chimico-biologiche (sostanze radioattive, metalli pesanti, nutrienti,
composti organici e microorganismi); origine (industriale, agricola, urbana e naturale). In
alcuni casi l'origine della contaminazione puo derivare da piu attivita collegate. Per esempio,
l'eccessivo sfruttamento di acquiferi costieri per prelievie industriali o agricoli puo causare
intrusione di acqua marina con conseguente estrazione di acque salmastre e salinizzazione dei
suoli.
In questo primo rapporto vengono presentate le equazioni fondamentali che reggono i feno-
meni di usso e trasporto in mezzi porosi insieme ai metodi numerici che verrano utilizzati
per la soluzione di tali equazioni. I modelli matematici in questione sono basati su equazioni
dierenziali a derivate parziali che impongono il bilancio di massa sia per il uido che per
il soluto (inquinante disciolto in acqua). Queste equazioni vengono scritte in forma genera-
le per un mezzo poroso tridimensionale; in dipendenza dal tipo di applicazione e possibile
adottare modelli mono o bidimensionali che portano a semplicazioni notevoli. L'equazione
di usso e sviluppata per il caso di mezzi porosi a saturazione variabile e puo essere quindi
utilizzata contemporaneamente nella zona insatura (suoli superciali) e satura (falde freatiche
e artesiane). Nell'equazione di trasporto si considerano i processi di dispersione, diusione
e avvezione, insieme ad alcune fenomenologie di interazione chimico-sica tra il soluto e la
matrice porosa. Accanto a queste equazione, si descrive anche un modello, a scala di baci-
no, di aussi-deussi superciali accoppiato con un modello di ltrazione. Questo approccio
viene tiene conto di fenomeni importanti qualora vi sia una stretta correlazione tra il moto
dell'acqua in supercie e il moto dell'acqua nella zona insatura.
Le equazioni presentate sono il punto di partenza per la formulazione di modelli matematici
piu elaborati che permettono la simulazione di fenomeni piu complessi (usso multifase, tra-
sporto multicomponente, reazioni cinetiche nonlineari, ecc.) [Parker 1989; Mangold e Tsang
1991; Segol 1993]. L'esposizione in questo rapporto e pertanto limitata ai soli processi di
diretto interesse per i siti oggetto di studio, e si concentra nella descrizione generale della mo-
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dellizzazione di tali fenomeni e la loro soluzione numerica integrata all'interno del simulatore
CODESA-3D.
2 Fenomenologia e Modellistica
2.1 Equazione di usso
L'equazione che regge il moto di un uido (generalmente acqua) in un mezzo poroso a
saturazione variabile, nota anche come equazione di Richards, si scrive [Philip 1969]
( )
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= r  [K
s
K
r
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)] + q (1)
dove si e indicato con ( ) il coeciente globale di immagazzinamento,  la pressione in
termini di colonna d'acqua, t il tempo,r l'operatore di gradiente,K
s
il tensore di conducibilita
in condizioni sature, K
r
( ) il coeciente di conducibilita relativa, 
z
il vettore unita denito
da 
z
= (0; 0; 1)
T
, z la coordinata cartesiana verticale con il verso positivo verso l'alto, q la
portata iniettata od estratta per unita di volume (densita di portata), positiva se iniettata.
L'equazione (1) e altamente non lineare a causa della dipendenza da  dei coecienti di
immagazzinamento e di conducibilita relativa. Questa dipendenza non lineare e stata oggetto
di numerosi studi e puo essere espressa attraverso relazioni costitutive di natura semi empirica,
dette anche relazioni caratteristiche, che descrivono le proprieta idrauliche del mezzo poroso.
Un esempio di tali relazioni sono le equazioni di van Genuchten e Nielsen [1985]:
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dove  rappresenta il contenuto d'acqua volumetrico, 
r
il contenuto d'acqua residuo, (spesso
uguale alla porosita ),  = ( = 
s
)
n
, essendo  
s
la pressione capillare; n e una costante
empirica variabile tra 1.25 e 6 e  = 1  1=n. Il coeciente globale di immagazzinamento e
dato da:
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dove si sono indicati con S
w
= =
s
la saturazione e con S
s
il cociente di immagazzinamento
elastico.
Un altro esempio di curve caratteristiche e ottenuto esprimendo la saturazione S
w
in termini
di saturazione eettiva S
e
nella forma S
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saturazione residua. Le corrispondenti equazioni prendono la forma [Huyakorn et al. 1984]:
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dove G(S
e
) = aS
2
e
+ (b  2a)S
e
+ a   b e , , , a e b sono determinate empiricamente. Il
coeciente globale di immagazzinamento e ancora dato dall'equazione (4).
Il modello matematico deve essere completato dalle condizioni iniziale e al contorno di Diri-
chlet e/o di Neumann:
 (x; 0) =  
o
(x) (7)
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p
(x; t) su  
1
(8)
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n
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2
(9)
dove x = (x; y; z)
T
e il vettore delle coordinate spaziali,  
o
rappresenta la pressione al tempo
0,  
p
la pressione imposto nel contorno di Dirichlet  
1
, n e la normale esterna al contorno e q
n
e il usso imposto attraverso il contorno di Neumann  
2
. Viene ancora usata la convenzione
per cui il usso q
n
e positivo se entrante nel dominio e negativo altrimenti.
2.2 Equazione del trasporto
Trasporto non reattivo. L'equazione che regge il trasporto di un contaminante non re-
attivo completamente disciolto in acqua in un mezzo poroso a saturazione variabile e data
da [Bear 1979]:
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dove C e la concentrazione del contaminante in soluzione, D il tensore di dispersione, v il
vettore velocita di Darcy, C

la concentrazione di soluto nella portata iniettata q, f la portata
di soluto per unita di volume immessa nel sistema senza che vi induca variazioni del campo di
moto (in pratica inquinante immesso senza immettere liquido). Il tensore di dispersione e dato
da D = S
w
~
D, dove
~
D e denito da Bear [1979], e puo essere scritto (nelle sue componenti)
come:
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dove 
L
e 
T
sono i coecienti di dispersivita longitudinale e trasversale, j v j=
q
v
2
x
+ v
2
y
+ v
2
z
,

ij
e il delta di Kronecker, D
o
indica il coeciente di diusione molecolare, e  e il coe-
ciente di toruosita (di solito si assume  = 1). Nell'equazione (10) il termine di avvezione e
rappresentato da r  (Cv) mentre la diusione molecolare e la dispersione idrodinamica sono
contenute nel termine r  (DrC).
Spesso e piu conveniente scrivere l'equazione di trasporto nella forma alternativa:
S
w
@C
@t
= r  (DrC)  v  rC + q(C

  C) + f (12)
ottenuta espandendo le derivate nel termine dipendente dal tempo e nel termine di avvezione
e sostituendo la velocita di Darcy e il termine di immagazzinamento globale dell'equazio-
ne (1) [Gambolati et al. 1994].
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Trasporto multispecie con reazione chimica. L'equazione del trasporto estesa al caso
di un sistema multispecie in cui gli inquinanti siano soggetti ad adsorbimento e a decadimento
reattivo (biologico, chimico, etc.) puo essere scritta come (cfr. l'equazione (12)):
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s
la densita della matrice porosa, 
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la densita dei grani e k
i
D
il coeciente di distribuzione, che descrive la relazione di partizionamento tra la concentra-
zione del composto adsorbito S
i
nella fase solida e la concentrazione del soluto C
i
, tramite
un'isoterma di Freundlich S
i
= k
D
(C
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n
, con n = 1 nel caso di adsorbimento lineare. Il
termine B
i
indica rappresenta la produzione o scomparsa di massa della componente i-esima
dovuta a reazioni chimiche, mentre f
i
rappresenta ancora un termine di sorgente, in analogia
al termine f dell'equazione (10).
Per l'equazione di trasporto le condizioni iniziali ed al contorno si possono scrivere come:
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dove C
i
0
e la concentrazione iniziale, C
i
p
la concentrazione imposta nel contorno di Dirichlet
 
3
, q
i
d
il usso dispersivo imposto nel contorno di Neumann  
4
e q
i
c
il usso totale imposto
nel contorno di Cauchy  
5
.
2.3 Modello accoppiato usso-trasporto a densita variabile
Il usso sotterraneo a densita variabile e caratterizzato dal fatto che dierenze di densita
nella fase uida hanno una grande inuenza sulla dinamica del moto [Kolditz et al. 1998].
L'intrusione salina in acquiferi costieri puo essere considerata come un caso particolare di
questa classe di problemi.
La presenza di acqua salata non e considerata un fattore di rischio sanitario per l'uomo, ma e
comunque un fattore inquinante per la qualita delle acque di uso industriale, agricolo e dome-
stico e puo dare luogo a gravi conseguenze economiche. Anche una concentrazione pari al due
o tre percento di sale puo rendere l'acqua dolce inutilizzabile per consumi domestici, mentre
una percentuale del cinque percento puo essere considerata troppo elevata per l'irrigazione di
molte colture. Oltre alla sua presenza nei corpi marini, l'acqua salmastra si trova in natura
anche negli strati profondi di bacini sedimentari e piu in supercie in corrispondenza a forma-
zioni geologiche localizzate. L'eccessivo sfruttamento di acquiferi costieri puo essere causa di
uno spostamento della zona di mescolamento tra acqua dolce e acqua salmastra (interfaccia)
con possibilita di intrusione salina e di contemporanea risalita di acqua inquinata verso le
opere di presa [Sherif e Singh 1996; Bear et al. 1999].
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Il sale presente nel sottosuolo reagisce solo parzialmente con la matrice porosa e per questo
motivo non aggiunge complicazioni nella descrizione di fenomeni di trasformazione chimi-
ca o biologica. D'altra parte, gli eetti della densita variabile aumentano notevolmente la
complessita del modello matematico e le dicolta per la sua risoluzione.
Negli acquiferi sotterranei l'acqua dolce e quella salata sono separate da un'interfaccia piu
o meno ben denita in dipendenza dai fenomeni di dispersione del soluto [Bear 1979]. In
molti modelli matematici questa zona di mescolamento viene simulata come un'interfaccia
netta [Collins e Gelhar 1971; Taigbenu et al. 1984; Wirojanagud e Charbeneau 1985; Essaid
1990]. Nel caso di usso verticale non trascurabile o quando la dispersione e importante questo
approccio puo produrre risultati non accurati [Henry 1964], e di consequenza alcuni modelli
bi o tridimensionali introducono la dispersione dell'interfaccia [Segol et al. 1975; Frind 1982;
Huyakorn et al. 1987; Voss e Souza 1987; Hill 1988]. Tutti questi modelli considerano il
caso di usso in zona satura, e non sono in grado di simulare fenomeni che possono essere
importanti in molte applicazioni reali. Per esempio, un modello che prenda in considerazione
anche la zona insatura potrebbe essere usato per studiare gli eetti della presenza di sale
disciolto in falda in corrispondenza a uttuazioni della supercie freatica nella zona radicale
per diverse pratiche di irrigazione oppure negli studi di gestione delle acque per vericare nel
lungo periodo la possibilita di accumulo di sale nella zona insatura dovuta a inltrazione di
acque anche a bassa concentrazione di sale.
Il modello matematico del usso a densita variabile puo scriversi in termini di carico pie-
zometrico equivalente h, denito da [Huyakorn et al. 1987; Frind 1982; Gambolati et al.
1993]:
h =  + z (18)
dove  = p=
o
g e la pressione in termini di colonna d'acqua riferita all'acqua dolce, p e la
pressione del uido, 
o
rappresenta la densita dell'acqua dolce e g e la costante gravitazionale.
La densita  della soluzione e funzione della densita di riferimento 
o
e della concentrazione
salina normalizzata c:
 = 
o
(1 + c) (19)
dove  = (
s
  
o
)=
o
e il rapporto di densita tipicamente  1 e 
s
la densita del uido
alla concentrazione massima c = 1. A seconda del tipo di applicazione, 
s
puo rappresentare
per esempio la densita dell'acqua marina oppure la densita della soluzione in corrispondenza
all'ammasso salino. Anche la viscosita dinamica della soluzione e funzione di c e dalla viscosita
di riferimento 
o
secondo l'espressione:
 = 
o
(1 + 
0
c) (20)
dove 
0
= (
s
 
o
)=
o
e il rapporto di viscosita e 
s
e la viscosita del uido a concentrazione
c = 1. Il modello matematico e dunque formato dalla equazione del usso a saturazione
variabile accoppiata all'equazione di trasporto per il sale, e puo essere scritto come [Gambolati
et al. 1999]
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dove tutte le costanti e variabili sono gia state denite in precedenza eccetto il termine di
immagazzinamento globale  che e ora funzione anche della concentrazione c e puo esprimersi
come (cfr. eq. 4)
 = S
w
S
s
(1 + c) + (1 + c)
dS
w
d 
(24)
L'accoppiamento nel sistema (21{23) e riconducibile al termine di concentrazione presente
nell'equazione di usso (21) e al termine di pressione che appare implicitamente nell'equazione
di trasporto (23) attraverso i vettori velocita di Darcy. Si noti che per il problema piu semplice
di densita costante, l'accoppiamento e dato solamente dalla presenza delle velocita di Darcy
nell'equazione di trasporto (vedi equazione 10). In questo caso c'e comunque accoppiamento
sico tra i due fenomeni, ma il sistema puo essere ridotto (\disaccoppiato") matematicamente
a due equazioni da risolvere separatamente (prima il usso e poi il trasporto). Nel caso invece
di densita variabile il sistema e matematicamente irriducibile e deve essere risolto tramite una
procedura iterativa.
La nonlinearita del sistema insita nel modello accoppiato e dovuta essenzialmente alla di-
pendenza della densita del uido dalla concentrazione (eq. 19) e riguarda, per l'equazione di
usso (21), il termine di conducibilita satura (K
s
(1+c)=(1+
0
c)), quello contenente la gravita
e il carico piezometrico e i termini di derivata temporale. La dipendenza dalla concentrazione
dell'equazione di usso trasferisce la nonlinearita anche nei termini convettivo e dispersivo
dell'equazione di trasporto (23). Nel caso di mezzo poroso saturo, l'equazione di usso risul-
ta moderatamente nonlineare e ci si puo aspettare che l'importanza dell'accoppiamento e il
grado di nonlinearita dell'equazione di trasporto diminuiscano al diminuire di  e quando la
dispersione e dominante [Putti e Paniconi 1995].
Una nonlinearita di natura diversa riguarda l'equazione di usso nel caso si includa anche
la zona insatura nel modello. Questa nonlinearita scaturisce dalla dipendenza delle curve di
risalita capillare dalla pressione, come gia visto in precedenza.
2.4 Modello \dual-porosity" per trasporto in non-equilibrio e mezzi frat-
turati
La modellistica del usso e trasporto in non-equilibrio e in terreni fratturati sono in molti
casi abbastanza simile. Esiste infatti una varieta di approcci modellistici, a seconda del livello
di complessita a cui ci si vuole spingere e del livello di dettagli richiesto (si veda Schmelling
e Ross [1989] per una panoramica sull'argomento). Qui di seguito vengono menzionati gli
approcci modellistici piu comuni per modellizzare i mezzi porosi fratturati, tenendo conto che
il secondo e il terzo dei tre elencati possono essere applicati direttamente anche al caso di
trasporto in condizioni di non-equilibrio.
 Rappresentazione del numero totale delle fratture o di una loro distribuzione statistica.
In questo caso le fratture vengono descritte come coppie di superci caratterizzate da
una distanza (\apertura") e una scabrezza variabili spazialmente, e la parametrizzazione
avviene essenzialmente attraverso il parametro di apertura della frattura [Nordqvist et
al. 1992; Droneld e Silliman 1993]. Questo approccio e usato molto spesso nel campo
dei moti multifase (olio-acqua-aria) [Murphy e Thomson 1993].
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 Rappresentazione del mezzo fratturato come un mezzo poroso equivalente. Questo
approccio modellistico si basa su una procedura di omogeneizzazione in cui vengono
calcolate le proprieta medie del mezzo poroso pesando opportunamente la parte porosa
vera e propria e quella contente le fratture. Le equazioni di usso e trasporto come
scritte precedentemente vengono poi utilizzate nel modello incorporando i valori medi
dei parametri cos ottenuti. Questo l'approccio ha il limite evidente di non poter descri-
vere il moto nelle fratture vere e proprie, e quindi di sottostimare in alcuni casi molto
evidentemente la massima distanza raggiunta dall'inquinante.
 Rappresentazione tramite l'approccio \dual-porosity". Lo schema \dual-porosity", ben
noto in letteratura, e stato applicato spesso per modellizzare vari tipi di fenomeni,
come per esempio l'adsorbimento irreversibile, il trasporto con reazioni in condizioni di
non equilibrio [Gallo et al. 1996], eccetera. Nel caso di applicazione di tale modello
al trasporto in terreni fratturati [Sudicky e McLaren 1992; Hamm e Bidaux 1996], si
assume che il usso avvenga solo nelle fratture (la cosiddetta frazione \mobile" del
suolo) dove si sviluppa un vero e proprio campo di usso, mentre nella matrice porosa
(parte immobile) le specie chimiche vengano trasportate solo attraverso un meccanismo
di scambio di massa diusivo.
In questo progetto si e scelto di rappresentare i mezzi porosi fratturati mediante l'approccio
\dual-porosity", che rappresenta un buon compromesso fra la complessita del primo e lo scarso
livello di approssimazione del secondo. In questo caso, l'equazione del trasporto di inquinanti
multispecie soggetti a biodegradazione, per il caso di suoli dual-porosity, si puo scrivere come
segue:
r  (
m
S
w
m
D  rC
m
)  v  rC
m
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m
S
w
m
+ 
s
Fk
D
m
)
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m
@t
+ [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+ 
s
(1  F )k
D
im
]
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im
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+  (
m
S
w
m
+ 
s
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+  [
im
+ 
s
(1  F )k
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im
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im
+ q(C
m
  c

)  f(25)
[
im
+ 
s
(1  F )k
D
im
]
@C
im
@t
= (C
m
  C
im
)   [
im
+ 
s
(1  F )k
D
im
]C
im
(26)
dove S
w
m
indice di saturazione del terreno nella zona mobile, 
m
porosita nella zona mobile
(volume dei vuoti nella zona mobile / volume totale), D coeciente di dispersione idrodina-
mica, C
m
concentrazione di contaminante in soluzione nella zona mobile, C
im
concentrazione
di contaminante in soluzione nella zona immobile (stagnante), 
im
porosita della zona immo-
bile (volume dei vuoti nella zona immobile / volume totale), 
s
= (1   n)
s
] densita della
matrice porosa,  = 
m
+
im
porosita totale del mezzo (volume dei vuoti / volume totale), 
s
densita dei grani, F frazione di grani (rispetto al totale) che risiedono nella zona dinamica. F
e 1 F pesano l'adsorbimento tra la zona mobile e immobile, S
m
concentrazione di adsorbato
nella zona mobile (massa di adsorbato per massa totale di terreno), S
im
concentrazione di
adsorbato nella zona stagnante (massa di adsorbato per massa totale di terreno),  coecien-
te di decadimento (radioattivo, biologico, ecc.),  coeciente di trasferimento di massa per
diusione dalla zona mobile a quella immobile.
Denendo i fattori di ritardo come:
R
m
= 1 +

s
Fk
D
m

m
S
w
m
(27)
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Rim
= 1 +

s
(1  F )k
D
im

im
(28)
e ponendo T
m
= 
m
S
w
m
R
m
e T
im
= 
im
R
im
, il modello diventa inne:
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C
im
) + q(C
m
  c

)  f (29)
T
im
@C
im
@t
= (C
m
  C
im
)  T
im
C
im
(30)
Per quanto riguarda condizioni al contorno, vale quanto detto per l'equazione di transporto
precedentemente descritta, mentre si deve aggiungere una condizione iniziale per la concen-
trazione nella fase immobile, cioe C
im
.
2.5 Reazione chimica
La quantita di fenomeni che possono essere annoverati come "reazione" chimica nel sottosuolo
sono moltissimi e di notevole complessita. In questo studio vengono descritti tre importanti
categorie di inquinanti reattivi che hanno attinenza con i siti in studio, e cioe:
 inquinanti biodegradabili;
 fertilizzanti e pesticidi;
 ioni metallici.
2.5.1 Biodegradazione
Una gran parte delle sostanze chimiche inquinanti presenti nel sottosuolo sono soggette a
biodegrazione naturale, ma il tempo necessario alla loro distruzione e funzione del tipo di
contaminante e dalle condizioni geochimiche del sistema. Fra le varie classi di sostanze bio-
degradabili, sono particolarmente importanti i composti organici, cioe gli idrocarburi e loro
derivati. E' infatti ben nota la capacita dei batteri presenti nel sottosuolo di trasformare
e degradare sostanze quali benzene, toluene, xilene ed etilbenzene (componenti dei comuni
carburanti usati dagli autoveicoli) [National Research Council 1993]. I batteri naturalmente
presenti nel suolo sono inoltre in grado di degradare anche idrocarburi clorurati (tricloroe-
tilene, dicloroetilene, etc.) usati per la sgrassatura di metalli e come solventi, e idrocarburi
poliaromatici (naftene, antracene, benzopirene, etc.) derivanti dagli scarti delle ranerie ed
usati per asfaltare le strade. Questo secondo tipo di inquinante viene degradato con molta
piu dicolta, dato che questi composti necessitano di particolari condizioni ambientali perche
il processo di biodegradazione abbia luogo in maniera ecace.
La biodegradazione viene denita come un insieme di reazioni chimiche promosse o causate
dalla presenza di batteri. Il metabolismo di questi microorganismi avviene solo se nel ter-
reno si ha presenza in quantita sucienti di carbonio organico, elettron-accettori (ossigeno,
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nitrati, solfati, ioni ferro, etc.), nutrienti (fosfati, nutrienti vari) ed energia. Generalmente,
il carbonio organico e presente nei suoli naturalmente, ma nel caso di perdite accidentali di
inquinanti organici, questi ultimi forniscono una sorgente di carbonio organico disponibile per
la popolazione batterica, che puo quindi svilupparsi ulteriormente. Gli inquinanti organici,
dunque, vengono processati e degradati no ad ottenere anidride carbonica e acqua [Sims
et al. 1992]. Nel caso la reazione venga promossa dalla presenza di ossigeno, si dice che la
biodegradazione avviene in condizioni aerobiche. Nel caso in cui la reazione venga promossa
dalla presenza di altri elettron-accettori, si dice che avviene in condizioni anaerobiche. Tale
distinzione risulta di notevole importanza, dato che determina il tipo di biodegradazione che
si instaura e quali potrebbero essere le condizioni e gli interventi piu idonei per accelerarla.
Dal punto di vista modellistico, molte formulazioni che partono da ipotesi dierenti sono state
sviluppate [Molz et al. 1986; Widdowson et al. 1988; Kindred e Celia 1989; Taylor e Jae
1990d; Chen et al. 1992;Malone et al. 1993; Nicol et al. 1994; Essaid et al. 1995;Wood et al.
1995; Prommer 1999]. Nel tentativo di coniugare semplicita di formulazione con accuratezza
nella descrizione delle cinetiche, si riporta in questa sede un modello basato sulla presenza
di un substrato organico indicato con la variabile C
i
= S (cioe il vero e proprio inquinante
organico) che viene trasportato dal moto dell'acqua assieme a ossigeno e nitrati, indicati con
O e N rispettivamente [Kindred e Celia 1989]. Ossigeno e nitrati sono elettron-accettori (EA)
responsabili della biodegradazione in condizioni aerobiche e anaerobiche, rispettivamente. Il
termine B
i
con i = S dell'equazione (13) assume la forma di combinazione di cinetiche di
Monod:
B
S
= C
X;O

O
0
Y
S;O
C
S
K
S;O
+ C
S
C
O
K
O
+ C
O
I
O
b
+ C
X;N

N
0
Y
S;N
C
S
K
S;N
+ C
S
C
N
K
N
+ C
N
I
N
b
(31)
dove Y
S;j
, j = O;N sono coecienti che tengono conto della stechiometria della reazione fra
S e gli EA, K
S;j
e K
j
sono costanti di semisaturazione, 
j
0
sono i coecienti di massima
velocita di degradazione, e C
X;j
e la la popolazione batterica che usa il j-esimo EA, mentre
I
j
b
e la funzione di inibizione dei batteri collegata alla presenza o meno di ossigeno disciolto.
Questa funzione viene introdotta nel modello per tenere conto della competizione fra degra-
dazione aerobica e anaerobica e pesa il contributo dell'una e dell'altra dipendentemente dalla
concentrazione di ossigeno disciolto. Come ampiamente documentato in letteratura [Sims
et al. 1992], i vari EA non vengono utilizzati contemporaneamente, ma in un certo ordine
che dipende dalle loro proprieta chimico-siche. Generalmente l'ossigeno risulta il substrato
preferito e quindi l'utilizzo di nitrati come EA avviene quasi esclusivamente quando l'ossigeno
comincia a scarseggiare. Questo porta dunque a formulare la funzione I
N
b
come segue:
I
N
b
=
K
b
K
b
+ C
O
(32)
in cui K
b
e la costante di inibizione. La funzione I
N
b
puo assumere valori tra 0 e 1, mentre
I
O
b
= 1   I
N
b
. Le funzioni di consumo di ossigeno e nitrato, cioe i termini B
O
and B
N
dell'equazione di trasporto, hanno una forma che si puo scrivere in generale:
B
O
= C
X;O

O
0
Y
O
C
S
K
S;O
+ C
S
C
O
K
O
+ C
O
I
O
b
(33)
B
N
= C
X;N

N
0
Y
N
C
S
K
S;N
+ C
S
C
N
K
N
+ C
N
I
N
b
(34)
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in cui Y
O
e Y
N
sono coecienti di resa per O e N . La chiusura del sistema si ottiene una
volta specicata la funzione di crescita/decadimento della popolazione batterica:
1
C
X;i
@C
X;i
@t
=
 

i
0
C
S
K
S
+ C
S
C
i
K
i
+ C
i
!
I
i
b
  k
i
d
i = O;N (35)
in cui k
i
d
e la costante di decadimento della i-esima popolazione batterica.
2.5.2 Pesticidi
I pesticidi sono sostante utilizzate per la distruzione dei parassiti delle piante, siano essi
vegetali o meno, i cui residui vengono trasportati nel suolo per discioglimento nelle acque
meteoriche. Queste sostanze sono soggette a reazioni di decadimento, per cui i gruppi attivi
che le compongono (a livello molecolare) vengono via via disattivati o comunque resi innocui.
Il processo di degradazione puo richiedere un tempo molto lungo, oltre al fatto che i composti
intermedi, che inevitabilmente si vengono a creare, possono risultare in alcuni casi piu nocivi
e pericolosi delle sostanze iniziali. Un tipico esempio di un pesticida che si trova molto
frequentemente nelle falde acquifere e l'atrazina. Essa e un erbicida per piante a foglia larga
ed e uno tra i piu diusi per l'uso estensivo in agricoltura. Detto composto risulta il meno
biodegradabile della sua categoria, come testimonia il suo tempo di dimezzamento che puo
variare dalla settimana all'anno, a seconda dei tipi di suolo. La degradazione di questa classe
di sostanze passa attraverso un certo numero di composti intermedi. Indicando con C
0
il
prodotto di partenza, e C
n
quello nale, il processo di decadimento puo essere schematizzato
come segue:
B
i
= 
i
Y
i
F (C
i
)  
i 1
Y
i 1
F (C
i 1
) (36)
dove 
i
e la costante di degradazione, Y
i
dipende dalla stechiometria della reazione e F (C)
e una funzione che descrive la cinetica di degradazione in funzione della concentrazione a
partire da dati di laboratorio.
2.5.3 Fosfati e nitrati (Fertilizzanti)
Fosfati e nitrati sono composti utilizzati come fertilizzanti, cioe come nutrimento per le piante.
Queste sostanze sono soggette ad un numero notevole di reazioni chimiche, spesso complesse,
quali scambio ionico, precipitazione, adsorbimento, ossido-riduzione, etc. Per una descrizione
piu dettagliata di tali cinetiche si veda ad esempio [Postma et al. 1991; Korom 1992]. Per
quanto riguarda lo stato dell'arte nel campo della modellistica, vale la pena di citare l'esistenza
di un pacchetto di pubblico dominio, chiamato PHREEQC [Parkhurst 1995] che permette di
calcolare le condizioni di equilibrio geochimico del suolo in presenza di tali sostanze. Questo,
insieme ai modelli di usso e trasporto precedentemente descritti, puo essere utilizzato per la
simulazione della migrazione di tali sostanze.
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2.5.4 Metalli pesanti
Per quanto riguarda le dinamiche sico-chimiche a cui sono soggetti di metalli pesanti, in
prima approssimazione l'equazione del trasporto (10) e spesso sucientemente accurata da
descrivere il trasporto della singola specie. In alcuni casi risulta necessario considerare la
cinetica di adsorbimento dei metalli pesanti nella matrice porosa. Questo processo e forte-
mente condizionato dalle condizioni geochimiche puntuali, quali, ad esempio, la forza ionica
del sistema, il pH, il pE, e la presenza di altri ioni, sia in forma di soluti, che gia adsor-
biti sulla matrice porosa. Ancora il pacchetto applicativo PHREEQC puo essere utilizzato
ecacemente per calcolare gli equilibri geochimici e quindi la probabilita che una reazione
avvenga.
2.6 Modello accoppiato usso sotterraneo - usso superciale
Nei modelli idrologici a scala di bacino si ha spesso la necessita di descrivere le interazioni tra
i processi idrologici superciali e sotterranei, e cio richiede la capacita di simulare in maniera
dettagliata ed integrata tali fenomeni [Abbott et al. 1986]. Gli eventi di precipitazione,
alternata ad evaporazione, determinano la dinamica idraulica di un bacino idrograco e sono
suddivisi dal bacino stesso in deussi superciali (runo), che comprendono fenomeni quali i
moti di versante e di canale e gli eetti di laminazione dovuti agli invasi superciali, e deussi
sotterranei, che comprendono inltrazione nel terreno insaturo, movimento dell'acqua nelle
falde superciali e esltrazione o drenaggio dalla zona insatura verso la supercie. I modelli
previsionali a scala di bacino che si trovano in letteratura generalmente non considerano in
maniera dettagliata i moti di ltrazione, che vengono inclusi spesso come perdite nette nel
moto di scorrimento superciale. Talche fenomeni di ltrazione laterale e drenaggio vengono
completamente ignorati. Queste approssimazioni possono risultare inaccettabili qualora il
contributo al runo superciale proveniente dal sottosuolo non sia trascurabile, come puo
accadere per esempio in un bacino a bassa pendenza con falde poco profonde in cui depressioni
topograche, tipicamente laghi o stagni, interagiscono attivamente con i deussi superciali
e sotterranei.
Il modello matematico accoppiato di usso sotterraneo e superciale che viene presentato in
questo rapporto puo essere descritto da un sistema di due equazioni dierenziali alle derivate
parziali, una che regge il usso nel terreno insaturo (equazione di Richards, discussa nel
paragrafo 2.1), e una che descrive la risposta idrologica del bacino superciale (usso di
versante e di canale). La formulazione adottata assume che il moto di versante sia concentrato
in canali (rills), che si formano per le irregolarita e la scabrezza del terreno e la cui geometria
varia allargandosi e approfondendosi in concomitanza con eventi di precipitazione e in funzione
della pendenza, delle caratteristiche idrauliche del moto superciale, e della erodibilita del
suolo, e possa essere descritto dalla stessa equazione di convezione-diusione che regge il
moto nei canali veri e propri, ma con diversi valori dei parametri idraulici. A tale scopo, a
partire da un modello digitale del terreno (DEM, Digital Elevation Model) viene estratta una
rete di drenaggio formata integralmente da maglie monodimensionali ove si conentra il moto
di versante e di canale.
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Il sistema di equazioni puo essere scritto come
( )
@ 
@t
= r  [K
s
K
rw
( ) (r + 
z
)]
+q
s
(h) (37)
@Q
@t
+ c
k
@Q
@s
= D
h
@
2
Q
@s
2
+ c
k
q
L
(h;  ) (38)
dove la prima equazione e analoga all'eq. (1), e descrive il moto di ltrazione in condizioni di
saturazione variabile, mentre la seconda equazione descrive la propagazione superciale lungo
ogni maglia di versante o di canale utilizzando un sistema di coordinate unidimensionale s
denito sulla rete di drenaggio. In quest'equazione, Q e la portata lungo la maglia, c
k
e
la celerita cinematica, D
h
e il coeciente di dispersione idraulica, e q
L
rappresenta il tasso
di iniezione (positivo) o estrazione (negativo) dal terreno, cioe, il contributo sotterraneo al
deusso superciale. Si noti che i termini di accoppiamento q
s
in (37) e q
L
in (38) sono
entrambi funzioni della ponding head h, o altezza della lama d'acqua superciale riferita
alla quota del terreno, che puo essere calcolata a partire dalla portata Q con un semplice
bilancio di massa. Il primo termine rappresenta le condizioni al contorno che vanno imposte
nell'equazione di Richards nel caso di \ponding", il secondo rappresenta il usso (entrante o
uscente) dal suolo verso la supercie. Il sistema di equazioni risulta quindi accoppiato e deve
essere risolto simultaneamente per il vettore incognito (Q; ) o (h;  ). Nonlinearita importanti
sono presenti nei termini S
w
( ) e K
rw
( ), cioe le curve caratteristiche nell'equazione di
Richards descritte dalle equazioni da (2) a (6), e nella dipendenza nonlineare di q
s
da h, e di
q
L
da  .
3 Soluzione numerica
La soluzione dei modelli sopra descritti e complessa e deve necessariamente ricorrere a metodi
numerici dato che solo in casi molto particolari e di scarso interesse applicativo esiste una
soluzione analitica.
In questa nota dapprima verranno descritte le formulazioni numeriche per la soluzione delle
equazioni alle derivate parziali che formano i diversi modelli matematici. Successivamente
verranno discusse le tecniche di soluzione dei termini non lineari e di accoppiamento. La
formulazione e le procedure numeriche descritte di seguito formano la base teorica del codice
di calcolo CODESA-3D (COupled variable DEnsity and SAturation) [Gambolati et al. 1999;
Lecca 2000].
Per la discretizzazione numerica del modello accoppiato si utilizza la tecnica degli elementi
niti nella formulazione di Galerkin, con elementi tetraedrici a funzioni di base lineari e un
metodo alle dierenze nite pesate per la discretizzazione temporale. Per un'introduzione al
metodo degli elementi niti nell'ingegneria e sue applicazioni alle acque sotterranee si rimanda
a Zienkiewicz [1986] e Huyakorn e Pinder [1983].
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Secondo la tecnica agli elementi niti, si discretizza il dominio 
 in un insieme di E tetraedri
e N nodi, e si approssima la soluzione esatta ( ; c) tramite funzioni di base lineari:
 
^
 =
N
X
j=1
^
 
j
(t)W
j
(x)
(39)
c  ^c =
N
X
j=1
^c
j
(t)W
j
(x)
dove
^
 
j
e ^c
j
sono le componenti del vettore soluzione
^
	 e
^
c e rappresentano la soluzione
approssimata sugli N nodi della griglia computazionale.
Di seguito verra presentato lo sviluppo delle equazioni agli elementi niti per l'equazione di
usso seguito da uno sviluppo analogo per l'equazione di trasporto.
3.1 Equazione di usso
Sostituendo le equazioni (39) nell'equazione (21) otteniamo il residuo:
L(
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z


  
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
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+


o
q = 0 (40)
Le cosidette equazioni di Galerkin si ottengono imponendo l'ortogonalita del residua alle N
funzioni di base W
i
:
Z


L(
^
 ; ^c)W
i
(x)d
 = 0 i = 1; : : : ; N (41)
Nello scrivere queste equazioni e stato assunto che le componenti principali di anisotropia
idraulica sono parallele agli assi coordinati in modo tale da rendere diagonale il tensore di
conducibilita satura. Espandendo l'equazione (41) e applicando il lemma di Green alle derivate
spaziali si ottiene per i = 1; : : : ; N :
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Sostituendo l'espressione di (
^
 ; ^c) data dalla (39), cambiando di segno, e imponendo le
condizioni al contorno (9) si ottiene il seguente sistema di equazioni dierenziali ordinarie:
H(
^
	;
^
c)
^
	+ P (
^
	;
^
c)
d
^
	
dt
+ q

(
^
	;
^
c) = 0 (43)
dove
h
ij
=
E
X
e=1
Z
V
e
K
e
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0
c

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e
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e
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e
i

dV
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pij
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dV (44)
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Nelle equazioni precedenti H = fh
ij
g rappresenta la matrice di rigidezza del usso e P = fp
ij
g
la matrice di capacita (o delle masse) del usso. Il vettore q

= fq

i
g contiene le condizioni al
contorno di Dirichlet e Neumann, i termini di sorgente, il termine gravitazionale e il termine
contenente la derivata temporale della concentrazione. Il coeciente K
sz
e la componente
lungo z del tensore di permeabilita satura e c
e
rappresenta la concentrazione mediata sul
volume dell'elemento V
e
. I parametri del modello variabili nello spazio sono considerati
costanti all'interno di ciascun tetraedro, mentre quelli che sono funzione della pressione o
della concentrazione sono calcolati tramite i valorei di  o c mediati su ciascun elemento, e
su di esso sono considerati costanti. Le condizioni al contorno di Dirichlet sono imposte sul
sistema nale.
Il sistema (43) viene integrato nel tempo con uno schema alle dierenze nite pesate:
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dove k e k+1 indicano i livelli temporali precedente e corrente, t
k
e il passo di integrazione
temporale e H , P e q

sono calcolati utilizzando
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+ (1   
f
)
^
	
k
and at
concentration
^
c
k+
f
= 
f
^
c
k+1
+ (1   
f
)
^
c
k
. La stabilita di tale schema e assicurata se
0:5  
f
 1.
Il vettore delle velocita di Darcy sono calcolate dall'equazione (22) come
v
k+1
`
= U
`
^
	
k+1
+ g
k+1
`
` = x; y; z (46)
dove v
`
e un vettore di dimensione E contenente per ciascun elemento la componente del
vettore velocita lungo la direzione `, U
`
e una matrice di dimensione E  N che discretizza
la componente del gradiente presente in (22), che discretizza la componente del gradiente
presente in (22), e g
`
contiene i termini di gravita sempre dell'equazione (22).
Una dettagliata descrizione delle matrici e dei vettori nelle equazioni (44) e (46) si puo trovare
in Gambolati et al. [1999].
3.2 Equazione di trasporto
Applicando la stessa procedura di Galerkin utilizzata per il problema del usso alla equazione
di trasporto si ottiene, in analogia all'equazione (42):
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i
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 
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i
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W
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+ f)W
i
d
 = 0 i = 1; : : : ; N (47)
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In questo caso il Lemma di Green e stato applicato solamente alla componente dispersiva
in quanto la sua applicazione anche al termine di convezione avrebbe portato a instabilita
numeriche [Huyakorn et al. 1985; Galeati e Gambolati 1989].
Dopo aver sostituito la soluzione approssimata (39) nella (47), cambiato di segno e imposto
le condizioni al contorno (16) e (17), si ottiene il sistema di equazioni dierenziali ordinarie:
h
A(
^
	;
^
c) + B(
^
	;
^
c) + C(
^
	;
^
c)
i
^
c+
d
dt
h
M(
^
	)
^
c
i
+ r

= 0 (48)
dove le matrici A, B, C discretizzano rispettivamente i termini dispersivi, avvettivi e le
componenti avvettive delle condizioni al contorno di Cauchy, e formano la matrice di rigidezza
del trasporto, mentre M indica la matrice di capacita del trasporto e nel vettore r

sono
contenuti i termini di sorgente e le componenti dispersive delle condizioni al contorno di
Neumann e di Cauchy. Gli elementi di queste matrici e vettori sono dati da:
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dove
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x
; v
e
y
; v
e
z

T
. Le loro epressioni complete sono riportate in Gambolati et al. [Gam-
bolati et al. 1999]. Come per l'equazione di usso (43), le condizioni al contorno di Dirichlet
vengono imposte sul sistema completo.
L'integrazione temporale viene ottenuta tramite uno schema del tutto analogo a quello usato
in precedenza:
"

c
(A+ B + C)
k+
c
+
M
k+1
t
k
#
^
c
k+1
=
"
M
k
t
k
  (1  
c
)(A+ B + C)
k+
c
#
^
c
k
  r

k+
c
(50)
con 0:5  
c
 1. Per questa equazione un valore di  vicino a 0.5 puo portare instabilita nu-
meriche, anche se in alcuni casi l'accuratezza e elevata. Un valore vicino all'unita garantisce la
stabilita al prezzo di una minore accuratezza e un aumento della diusione numerica [Peyret
e Taylor 1983]. Un'altra fonte di instabilita e presente nel caso di ussi avvettivi dominan-
ti. Per questi casi sono preferibili tecniche di discretizzazione spaziale alternative, quali ad
esempio metodi upwind ai volumi niti [van Leer 1977b; Putti et al. 1990; Cox e Nishikawa
1991]. Altre tecniche alternative utilizzate principalmente per aumentare l'accuratezza nel
calcolo delle velocita di Darcy considerano metodi agli elementi niti misti [Brezzi e Fortin
1991; Durlofsky 1993; Bergamaschi e Putti 1999] o variazioni del metodo di Galerkin [Putti e
Cordes 1998].
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3.3 Metodi per la risoluzione delle nonlinearita
Il metodo classico per la soluzione dei sistemi non lineari, il metodo di Newton-Raphson,
e uno schema iterativo che ha proprieta di convergenza ottimali una volta conosciuta una
soluzione iniziale sucientemente accurata. In generale, comunque, non esiste un metodo
ideale che possa risolvere un qualsiasi sistema non lineare. Per questo motivo e per motivi di
ecienza computazionale, sono stati sviluppati molti schemi basati su variazioni del metodo
di Newton [Ortega e Rheinboldt 1970].
Uno degli schemi alternativi piu utilizzati e il metodo di Picard, noto anche sotto il nome di
schema di Richardon non lineare o delle approssimazioni successive. Tale schema, di facile
implementazione in un codice, e eciente in termini di costo per iterazione, ma la sua velocita
di convergenza e inferiore a quella di Newton.
La procedura di soluzione iterativa implementata nel modello accoppiato e formata da uno
schema iterativo interno per la soluzione dell'equazione di usso e da un esterno per la ri-
soluzione dell'accoppiamento. Come verra descritto in un paragrafo successivo, anche per la
soluzione dei sistemi lineari che scaturiscono dall'integrazione agli elementi niti, si utilizzano
tecniche iterative che costituiscono un ulteriore livello di iterazione interna. Questi tre livelli
di iterazione possono essere indipendenti tra di loro, nel senso che, per esempio, ad ogni ite-
razione di accoppiamento si applica all'equazione di usso un metodo alla Newton che viene
iterato no a convergenza. A sua volta, ad ogni iterazione di Newton il sistema lineare che
ne deriva viene risolto ancora no a convergenza con un diverso schema iterativo, ad esempio
utilizzando un metodo di tipo gradiente coniugato. D'altra parte, potrebbe essere piu conve-
niente in alcuni casi non arrivare a completa convergenza in uno o piu di questi livelli. Per
esempio, nella fase iniziale dell'iterazioni di accoppiamento la soluzione del problema di usso
non ha bisogno di un'accuratezza elevata, per cui sarebbe possibile in questa fase impiegare un
numero di iterazioni inferiore a quelle che sarebbero necessarie per la convergenza completa.
3.4 Solutori iterativi per il problema di usso a saturazione variabile
Per l'equazione di usso (45) riscritta nella forma
g
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= 0 (51)
il metodo di Newton risulta
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) (52)
dove s
m
=
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k+1;m+1
 
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k+1;m
e gli elementi della matrice Jacobiana J sono dati da
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L'equazione (52) rappresenta un sistema lineare non simmetrico che deve essere rissolto ad
ogni iterazione di Newton.
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Il metodo di Picard si ricava direttamente dall'equazione (45) congelando gli elementi delle
matrici contenenti l'incognita e del vettore dei termini noti all'iterazione precedente m e
risolvendo per l'incognita alla nuova iterazione m+ 1, ottenendo


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f
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k
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k+
f
;m

^
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k
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(54)
Questo sistema lineare simmetrico puo essere scritto in maniera alternativa come

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t
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^
c
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) (55)
Dal confronto delle equazioni (52) e (55) si puo vedere che lo schema di Picard utilizza come
Jacobiano un'approssimazione di quello di Newton. Una dierenza importante tra i due sta
nel fatto che il sistema di Newton e non simmetrico mentre la tecnica di Picard preserva la
simmetria del sistema originale.
E' stato osservato sperimentalmente che il metodo di Newton e piu sensibile di quello di
Picard all'accuratezza della soluzione iniziale. Questo suggerisce che il metodo di Picard puo
essere ecaciemente utilizzato per calcolare una soluzione iniziale sucientemente accurata
per un'applicazione successiva del piu veloce schema di Newton [Paniconi e Putti 1994].
La convergenza iniziale di schemi iterativi puo essere migliorata introducendo un parametro
di sottorilassamento. Per i metodi di Newton e Picard applicati alla soluzione dell'equazio-
ne di Richards si sono studiate opportune tecniche di rilassamento [Cooley 1983; Paniconi e
Putti 1994] che cercano di stimare empiricamente il valore ottimale del parametro di sotto-
rilassamento. Algoritmi di \line search" e di \trust region", invece, formano la base per lo
sviluppo di procedure sistematiche di determinazione di tale parametro [Dennis e Schnabel
1983; Paniconi e Putti 1996].
3.5 Solutori iterativi per il problema accoppiato a densita variabile
L'algoritmo comunemente utilizzato per la soluzione numerica del problema dell'accoppia-
mento non lineare delle equazioni di usso e trasporto a densita variabile puo essere descritto
come segue. All'iterazione (m + 1) si risolve l'equazione di usso per l'incognita
^
	
k+1;m+1
utilizzando come soluzione iniziale i valori della pressione e della concentrazione all'iterazione
precedente,
^
	
k+1;m
e
^
c
k+1;m
. Il campo di velocita dato dall'equazione (46) viene poi calco-
lato utilizzando
^
	
k+1;m+1
e
^
c
k+1;m
. I valori di velocita e pressione appena calcolati vengono
inseriti nell'equazione di trasporto che viene coslinearizzata e puo quindi essere risolta per
^
c
k+1;m+1
. Questa procedura, che viene ripetuta no a convergenza, viene considerato come
un metodo di Picard.
L'algoritmo puo essere espresso in formule
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=
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Si noti che l'equazione (56) rappresenta lo schema di Picard (54), e puo essere sostituito
con un altro metodo di linearizzazione dell'equazione di usso insaturo, come per esempio
il metodo di Newton (52). Inoltre, nell'equazione (57) compare il termine v
k+1;m
`
al posto
di v
k+1;m+1
`
perche nel calcolo e stata utilizzata la pressione all'iterazione m+ 1,
^
	
k+1;m+1
,
e la concentrazione all'iterazione m,
^
c
k+1;m
. In maniera analoga le matrici dell'equazione
di trasporto hanno l'indice m e non m + 1 perche sono state valutate utilizzando v
k+1;m
`
.
Ad ogni iterazione di questo schema di Picard si devono risolvere di seguito due sistemi
lineari di dimensione N N , quello derivante dall'equazione di usso (56) e quello derivante
dall'equazione di trasporto (58).
Una procedura alternativa alla precedente consiste nell'implementazione del metodo di Ne-
wton per il sistema accoppiato, che porta alla soluzione di un sistema lineare non simmetrico
di dimensione 2N  2N . Questo, insieme all'assemblaggio di una matrice Jacobiana di tali
dimensioni, rende lo schema di Newton computazionalmente pesante. In molti casi e piu con-
veniente disaccoppiare il sistema di Newton prendendo in considerazione solo le componenti
piu importanti dello Jacobiano, dando luogo al cosiddetto metodo di Newton parziale [Putti
e Paniconi 1995]. Questo metodo, nello spirito di metodi simili utilizzati nelle simulazioni
di giacimenti [Aziz e Settari 1979], combina l'ecienza computazionale di un approccio di-
saccoppiato con le proprieta di convergenza del metodo di Newton, sfruttando il fatto che
l'accoppiamento tra le due equazioni di usso e trasporto e debole.
Riscrivendo le equazioni (56){(58) con il termine di velocita espresso con
^
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dove
v
k+1;m+1
`
= U
`
^
	
k+1;m+1
+ g
k+1;m+1
`
(61)
L'equazione di trasporto, ora non lineare, puo essere linearizzata con il metodo di Newton. La
matrice Jacobiana che ne deriva e di dimensioni NN e comprende le derivate dell'equazione
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di trasporto fatte rispetto al vettore concentrazione:
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L'espressione dei diversi elementi di J in (62) nel caso di usso saturo e riportata in Putti e
Paniconi [Putti e Paniconi 1995]. Il sistema di Newton cos risultante e
J
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

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(63)
La procedura di soluzione per un'iterazione del metodo di Newton parziale e simile alla
procedura di Picard e puo essere descritta dai seguenti due passi:
1. calcolare
^
	
k+1;m+1
risolvendo l'equazione di usso linearizzata con Picard o Newton
utilizzando
^
c
k+1;m
e
^
	
k+1;m
come soluzione iniziale;
2. risolvere l'equazione di Newton (63) ottenendo il nuovo valore del vettore concentrazione
^
c
k+1;m+1
.
Dal confronto dell'equazione (62) con il termine a sinistra del simbolo di uguaglianza di (58) si
verica che il costo addizionale dello schema di Newton parziale rispetto a quello di Picard e
dato da due prodotti matrice-vettori e dall'assemblaggio dei corrispondenti elementi, essendo
il resto formalmente identico e notando che il sistema lineare nale e non simmetrico in
ambedue i casi.
L'utilizzo di uno schema di Newton a convergenza quadratica per l'equazione di trasporto,
pur non garantendo convergenza quadratica per l'iterazione completa, porta comunque a
velocita di convergenza superiori rispetto allo schema di Picard in molti casi pratici. Inoltre,
in dipendenza dal valore del rapporto di densita e del coeciente di dispersione, e quindi del
grado di nonlinearita, il metodo di Newton puo convergere anche in casi in cui lo schema di
Picard diverge o stagna. D'altro canto, per  piccolo o dispersione dominante, lo schema di
Picard si rivela adeguato.
3.6 Soluzione del modello accoppiato di usso sotterraneo-superciale
Il sistema accoppiato (37){(38) e risolto discretizzando separatamente le due equazioni nei
moduli FLOW3D [Paniconi e Wood 1993; Paniconi e Putti 1994] e SURF ROUTE [Orlandini
e Rosso 1996], descritti di seguito.
Il modulo FLOW3D. Il modulo FLOW3D, descritto dal punto di vista strettamente
numerico nel paragrafo 3.1, ha la possibilita di denire condizioni al contorno variabili sia nello
spazio che nel tempo, ed e in grado di simulare le forzanti atmosferiche (alternanza di ussi
di precipitazione ed evaporazione) in supercie. Il trattamento delle condizioni al contorno
atmosferiche assume importanza determinante in questo modello e puo essere descritto come
segue. I valori di input, dati in termini di intensita di precipitazione (usso positivo) o
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evaporazione (usso negativo), sono considerati come \potenziali", essendo i valori eettivi
(o ussi ecaci) dipendenti dai valori della pressione nel terreno e calcolati dinamicamente
dal codice nel corso della simulazione. Il usso superciale, denito come il volume di acqua
per unita di tempo e di supercie che non riesce ad inltrare o che esltra dal terreno, viene
calcolato ad ogni passo temporale dal bilancio dei ussi totali potenziali ed ecaci, e trasferito
per la propagazione al modulo SURF ROUTE.
Il modulo SURF ROUTE. SURF ROUTE si compone di moduli di simulazione sperarati
per ciascuno dei processi che inuenzano la risposta idrologica di un bacino e che non sono
considerati in FLOW3D: il moto di versante e di canale e i fenomeni di invaso e laminazione
che si hanno in presenza di depressioni topograche.
MOTO DI VERSANTE E DI CANALE. Per minimizzare lo sforzo computazionale e il
numero di parametri del modello, i canali di versante sono concentrati in un unico canale con-
cettuale per ciascuna cella del DEM, in maniera da formare, assieme alle celle di canale vere e
proprie, una rete di drenaggio che copre tutto il bacino. Ogni canale elementare e caratteriz-
zato da una pendenza e una lunghezza che dipendono dalla sua localizzazione all'interno della
rete di drenaggio e ha geometria rettangolare con larghezza che varia dinamicamente con la
portata seguendo le leggi di scala \at-a-station" e \downstream" inizialmente introdotte da
Leopold e Maddock [1953]. La distinzione tra versante e canale viene fatta sulla base del con-
cetto di \constant critical support area" descritto da Montgomery e Foufoula-Georgiu [1993],
per il quale il moto e di versante in tutte quelle celle per cui l'area drenata A non supera il
valore soglia A

, e viceversa.
Uno schema numerico alla Muskingum-Cunge a parametri variabili e adottato per la risoluzio-
ne dell'equazione di laminazione in ciascuna maglia della rete di drenaggio, impiegando una
distribuzione del coeciente di Gauckler-Strickler variabile a seconda che si tratti di maglia
in cella di versante o in cella di canale [Orlandini e Rosso 1998]. Il modello e implementato a
partire dalle celle di monte (caratterizzate dalle elevazioni massime) no alla cella di sbocco,
seguendo la rete di drenaggio gia determinata. Per ciascuna cella vi sara un usso entrante
da monte e un usso uscente verso valle, e un termine di sorgente q
L
dato da:
q
L
= qxy=s
dove q e il contributo locale al runo superciale calcolato da FLOW3D, x e y sono le
dimensioni della cella, e s e la lunghezza del canale all'interno della cella stessa. L'idro-
gramma entrante e i ussi q
L
sono laminati in ogni singola cella risolvendo l'equazione di
convezione-diusione (38), che, discretizzata alla Muskingun-Cunge, diventa:
Q
k+1
i+1
= C
1
Q
k+1
i
+ C
2
Q
k
i
+ C
3
Q
k
i+1
+ C
4
q
k
L
i+1
(64)
essendo Q
k+1
i+1
la portata in corrispondenza al nodo di coordinata s = (i+ 1)s ed al tempo
(k + 1)t e q
k
L
i+1
il termine di sorgente nello stesso nodo ma al tempo kt. I coecienti C
i
dipendono dalla celerita di propagazione c
k
e dalla discretizzazione numerica. Note le portate
in entrata e in uscita dalla cella, l'altezza d'acqua (ponding head) h viene calcolata per mezzo
di un semplice bilancio di massa.
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DEPRESSIONI TOPOGRAFICHE. Depressioni topograche (o \pits") presenti nel DEM
possono essere attribuite alla presenza di laghi o stagni, oppure possono essere interpretate
come dato erroneo o mancante. L'evenienza di tali depressioni preclude l'utilizzo di procedure
automatice di estrazione della rete di drenaggio, talche tecniche di \depitting" sono general-
mente usate per la regolarizza del DEM, variandone articialmente le elevazioni delle celle
depresse. Quando le depressioni nel terreno intervengono attivamente nella formazione dei
deussi superciale e sotterraneo, tipicamente in zone a pendenza relativamente bassa, le pro-
cedure di depitting possono introdurre errori non trascurabili nelle direzioni di deusso e non
consentire quindi una corretta riproduzione dei fenomeni di invaso e laminazione di laghi o sta-
gni. Per incorporare nel modello questi eetti si procede come segue. Dopo aver identicato
nel DEM la posizione delle depressioni una procedura di \lake boundary-following" [Mackay
e Band 1989] denisce e caratterizza la depressione nella rete di drenaggio: alle celle di con-
torno del pit (chiamate celle \buer") viene assegnato il ruolo di celle drenanti per tutte le
celle aerenti alla depressione. Questo viene fatto imponendo a ciascuna cella buer una
direzione di deusso che forma una circuitazione attorno alla depressione e che drena tutta
l'acqua in una singola cella chiamata \cella serbatoio". Le celle che si trovano all'interno del
buer vengono escluse dalla rete di drenaggio e si puo procedere cos alla estrazione della rete
correggendo le elevazioni delle celle depresse rimanenti che ora sono considerate come dati
errati. Gli eetti di invaso e laminazione della depressione sono considerati nel modello di
deusso superciale assumendo che le celle buer trasferiscano istantanemante i ussi raccolti
nella cella serbatoio, ove vengono concentrate tutte le caratteristiche geometriche e idrauliche
della depressione stessa. Il usso uscente da tale cella viene calcolato risolvendo l'equazione
di continuita dei serbatoi:
@V
@t
= I(t) O(h

) (65)
dove V e il volume di invaso del serbatoio e i termini I e O ne descrivono l'input a l'output e
sono funzioni del tempo e dell'altezza d'acqua h

rispetto a all'elevazione della cella. Il tirante
d'acqua cos determinato viene poi assegnato a tutte le celle della depressione, e utilizzato
come condizione al contorno per FLOW3D, mentre il usso uscente dalla cella serbatoio
contribuisce al deusso superciale nel modulo SURF ROUTE.
L'algoritmo di accoppiamento. Il fatto che lo schema di Muskingum-Cunge sia esplicito
nel tempo permette di costruire il seguente algoritmo non iterativo per la soluzione del sistema
accoppiato (37){(38) [Bixio et al. 1999]:
per t
k
= 0 no a t
max
con passo t:
 risolvere (38) usando q
k
L
come input per SURF ROUTE ottenendo Q
k+1
; da
questa si ottiene la distribuzione di \ponding head" h
k+1
;
 usare h
k+1
, assieme ai dati atmosferici di input al tempo t
k+1
per imporre le
condizioni iniziali ed al contorno per FLOW3D e risolvere (37) per  
k+1
 calcolare (di nuovo con FLOW3D) il usso superciale q
k+1
L
utilizzando  
k+1
e il bilancio di massa considerando gli input atmosferici e i ussi ecaci.
La condizione iniziale necessaria per l'innesco dell'algoritmo e data in termini di distribuzione
spaziale di q
L
per l'equazione (38). In mancanza di dati sucienti, una distribuzione iniziale
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di tentativo dei ussi superciali puo essere calcolata da FLOW3D a partire dalle condizioni
di pressione dell'acquifero e dai dati di input atmosferico.
L'accoppiamento tra i due moduli e tale per cui ad ogni passo temporale si ha scambio
di informazioni tra i due codici nel modo seguente: il modulo FLOW3D calcola e passa a
SURF ROUTE il contributo al deusso superciale dato cella per cella dal usso sotterraneo,
mentre SURF ROUTE calcola e passa a FLOW3D i valori nodali del tirante d'acqua propa-
gato supercialmente. Questa interazione e intimamente collegata all'algoritmo di FLOW3D
che implementa e controlla le condizioni superciali del terreno e eventualmente commuta da
condizioni al contorno di Dirichlet (processo controllato dallo stato del suolo) a condizioni al
contorno di Neumann (processo controllato dagli input atmosferici). Questo algoritmo deter-
mina, seguendo la dinamica sica del processo di inltrazione e esltrazione in funzione dei
ussi potenziali ed ecaci, se alla ne del passo temporale un nodo (o una cella) superciale
e saturo, insaturo o \ponded", nel qual caso il volume d'acqua presente in supercie concorre
alla formazione di deusso superciale.
La distinzione sica tra nodo superciale \saturo" o \ponded", avviene a seconda della pre-
senza o meno di una lama d'acqua giacente in supercie. Questa distinzione viene fatta
attraverso il parametro di input chiamato \pond head min" che identica il valore soglia al
di sopra del quale il nodo e considerato \ponded". Il valore di \pond head min" e assegnato
in considerazione della quantita di acqua che rimane intrappolata nelle microtopograe del
terreno e non partecipa al deusso superciale.
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