Abstract-Permutation codes, introduced by Slepian, were shown to perform well on an additive white Gaussian noise (AWGN) channel. Unfortunately, these codes required large lookup tables, making them quite complex to implement even though the maximum-likelihood decoder is very simple. In this correspondence, we present an enumeration scheme which encodes and decodes permutation codes with low complexity. We concentrate on the use of permutation codes for constructing high-rate codes that satisfy runlength-limited constraints. Wolf showed that permutation codes can be used for runlength constraints and that they have rate that asymptotically achieves the capacity of a noiseless, runlength-limited constrained channel. Wolf, however, gave no efficient encoders/decoder. Our code construction is enumerative, but unlike other enumerative codes, has storage requirements that are a function of the runlength parameters d and k instead of the block length n. In addition, these codes have error detection and correction capabilities. Finally, we use this approach to construct (0; G=I) codes whereby all odd-numbered occurrences of double-adjacent errors are detected. As an example, a 99.2% efficient, rate 496=528, (0; 6=3) code is presented.
I. INTRODUCTION
Slepian [11] introduced the notion of permutation modulation and showed that permutation codes performed well on an additive white Gaussian noise (AWGN) channel. Furthermore, the maximumlikelihood decoders for permutation codes are surprisingly simple. Unfortunately, these codes required large lookup tables making them quite complex to implement. Wolf [2] proposed the use of permutation codes for constructing high-rate runlength-limited codes that also have error detecting and correcting capability. Wolf showed that these codes have rate that asymptotically achieves the capacity of a noiseless, runlength-limited constrained channel, but he gave no efficient encoders/decoder. In this correspondence, we present an enumeration scheme which encodes and decodes permutation codes with low complexity. While the enumeration scheme works for any application of permutation codes, we concentrate on their use in constructing runlength-limited codes. Our code construction is enumerative but, unlike other enumerative code constructions [9] , [10] , has storage requirements that are a function of the runlength parameters d and k instead of the block length n. We also show how permutation codes can be used to construct (0; G=I) codes, common to magnetic recording systems that use partial response equalization. The (0; G=I ) codes produced also have the ability to detect all oddnumbered occurrences of double-adjacent errors. As an example, a 99.2% efficient, rate 496=528, (0; 6=3) code is presented. Other work [13] considers the use of permutation codes as source codes.
The remainder of the correspondence is organized as follows. In Section II some background on runlength constraints is given and the related previous work by Zehavi and Wolf [1] and Wolf [2] is presented. In Section III we give the general idea of the enumerative encoder and decoder for permutation codes and in Section IV give the complete details of the code. In Section V we show how permutation codes can also be used to construct (0; G=I) codes. In Section VI we compare the permutation code approach with the enumerative approaches of Patrovics and Immink [10] and Gu and Fuja [9] .
II. BACKGROUND
One of the most commonly used constraints in digital magnetic and optical recording systems is a runlength constraint, which limits the number of consecutive like-valued symbols that can be transmitted or stored. Runlength-limited channels are typically characterized by a where individual phrases have been underlined for emphasis.
Given a (d; k)-constrained channel, the goal is to design a lowcomplexity encoder with a large rate R. A constrained code cannot achieve a rate higher than the constraint capacity C if we want to recover the information without distortion. The capacity is computed as C = log 2 , where is the largest real root of the characteristic Alternatively, Zehavi and Wolf [1] have presented the following probabilistic derivation of the capacity of (d; k) codes which gives a new understanding as to the optimal phrase distributions for such codes and insight into the utility of permutation codes. Let Xi be a random variable denoting the number of symbols in the ith phrase of the parsed sequence.
Theorem 1:
The code achieving maximum information rate has the following properties.
(I) The random variables X1; X2; 11 1 are statistically independent and identically distributed.
(II) The probability distribution of X is P (X = i) = 2 0iC ; i= d + 1; 1 11; k + 1 where C is the capacity of the (d; k) constraint. Any (d; k) code that achieves capacity satisfies (I) and (II), and conversely, any code satisfying (I) and (II) achieves capacity.
Using this theorem, Wolf [2] proposed the following code construction for asymptotically efficient, This code has rate R = log 2 (360360)=41 = 0:45 which is about 82% of capacity. A higher rate R = 0:469, 85% efficient code is possible by letting N = 25 (n 2 = 12; n 3 = 8; n 4 = 5) and n = 66.
IV. PERMUTATION CODE ENUMERATION
One problem associated with the use of this permutation code is the size of U. Our enumeration is based on a mixed-radix numbering system [3] that encodes and decodes the permutation codes with low complexity. For ease of discussion, we restate the enumeration problem in the following way. Given a (d; k) constraint, we construct a codeword set U consisting of all possible permutations of K = k 0 d + 1 distinct phrases, say f0; 1; 2; 1 11; K 0 1g, with a given distribution fn0 n1; n2; 1 11; nK01g; that is, each codeword has exactly n 0 0's, n 1 1's, n 2 2's, 111; n K01 K 01's. Ri:
Then, by using the mixed-radix numbering system with the R i as our radices [3] , we can uniquely represent any number x in the range Note that R K01 = 1, which forces b K01 = 0. So, we can further simplify our expression for x by
This numbering system will form the core structure of our coding scheme. 
A. Decoding
We discuss the decoder first because it is conceptually simpler. The decoder accepts a codeword v v v 0 = (v0; v1 ; 1 11; vN 01) and decodes it to an integer in the range x 2 [0; jUj01]. Before beginning, we note that there is a straightforward interpretation of the sequence fR i g. R 0
is the total number of ways the 0's can be positioned in a codeword 
B. Encoding
The encoder is a 1-to-1 mapping of integers x 2 [0; jUj 0 1] to the codewords in U . The encoding operation requires storing the
, and Z i ; 1 i K 0 2. We will also need to compute the unique combinatorial digits of several integers. A brief outline for this computation is given in the following two theorems [4] , which we present without proof. Step 1: Compute the values of b i , 0 i K 0 2:
(mod R i );
Step 2: Find the unique combinatorial digits of the following Step 3 
C. A Simple Example of Decoding and Encoding
Consider a (1; 3)-constrained permutation code with K = 3 distinct phrases, which we label f0; 1; 2g. Let N = 4, with n 0 = 2, n 1 = 1, and n 2 = 1. The constants 1 that we need in order to encode and decode are Step 1. Step 2. Step 3. 0  0012  0  0  1  0102  1  0  2  0120  2  0  3  1002  3  0  4  1020  4  0  5  1200  5  0  6  0021  0  1  7  0201  1  1  8  0210  2  1  9  2001  3  1  10  2010  4  1  11  2100  5  1 For purposes of comparison, in order to achieve (1; 7) and (2; 7) constraints with greater than 96% efficiency, the required block lengths are typically larger than 700 for a (1; 7) code and 900 for a (2; 7) code. V. A 99.2% EFFICIENT, RATE 496/528, (0; 6=3) CODE The (0; G=I) constraint has been used for magnetic recording systems that use partial response equalization [12] . A sequence satisfies a (0; G=I ) constraint if two conditions hold. First, the overall sequence must satisfy a global (0; G) constraint. Second, the interleaved subsequences of odd and even positions must satisfy a (0; I) constraint. In general, interleaving a (0; k 1 ) code with another (0; k2) code on a bit-by-bit basis results in a (0; G=I )-constrained code with G = 2 min (k1; k2) I = max (k 1 ; k 2 ):
Interleaving permutation codes in this manner has the added benefit that all odd-numbered occurrences of double-adjacent errors (a common error pattern in partial-response maximum-likelihood (PRML) systems) will be detected. Of particular interest is the interleaving of a (0; k) code with itself-the reason being that the resulting (0; G=I ) = (0; 2k=k) code has the same capacity as the original (0; k) code. In other words, both codes will have the same efficiency. On the other hand, if the two interleaved codes have wildly varying capacities, then the maximum achievable efficiency of the end code will be severely limited. Also, interleaving different codes poses the problem of storing weighting coefficients of an additional constraint.
As an example, consider the Letting (n 1 ; n 2 ; n 3 ; n 4 ) = (156; 81; 42; 21), we have a byteoriented, rate R = 496=528, (0; 3) code which is 99.2% efficient. By interleaving pairs of codewords on a bit-by-bit basis, the resulting bit stream will satisfy a (0; G=I ) = (0; 6=3) constraint. The lookup table required for such a code will have a size of 3003 bits.
VI. COMPARISONS WITH OTHER ENUMERATIVE CODE CONSTRUCTIONS
The advantage of this block-encodable/block-decodable permutation code is that enumerative techniques allow us to encode and decode extremely long binary (d; k)-sequences with low complexity. So, by incorporating our permutation code with the modified concatenated coding configuration detailed in [5] - [8] , we can easily construct practical, near-capacity achieving codes. There are, however, other enumerative block-decodable (d; k) code constructions [9] , [10] which can similarly achieve high-efficiency codes with smaller codeword lengths. This is due to the fact that our construction requires all codewords to end with a "1." Consequently, for a fixed block length, the codes in [9] and [10] have a larger library of codewords from which to choose and hence, a better code efficiency. Another issue to consider is computational complexity. The number of operations performed by the decoding algorithm for the permutation code is a linear function of N ; the encoding complexity is generally greater, since many values must be found by trial rather than by direct calculation. Although in neither case is the complexity prohibitive, the algorithms in [9] and [10] do require less computation. We assert that at the costs of longer block length and increased computational complexity, our permutation codes can offer two significant advantages.
First, unlike the enumeration schemes in [9] and [10] , these permutations codes have some inherent error correction capabilities, all of which have not yet been fully explored. One of the more obvious is that these are fixed weight-N codes of minimum distance at least 2, thus providing odd-weight error detection. Also, the fact that the phrase distribution for all codewords is fixed provides for further error detection and correction capabilities. For example, by interleaving pairs of codewords on a phrase-by-phrase basis, a maximum-likelihood decoder can be incorporated; this will correct many peak-shift errors (common in peak detection systems) and thus substantially reduce the code's overall probability of error [2] . In addition, (0; G=I) constraints can be achieved by interleaving pairs of (0; k)-constrained codewords on a bit-by-bit basis; this interleaving provides the added feature that all odd-numbered occurrences of double-adjacent errors (common in PRML systems) will be detected.
The second feature of the permutation codes involves the memory requirements for the enumeration. In particular, the enumerative code constructions presented by Gu and Fuja [9] ; Patrovics and Immink [10] require the use of lookup tables whose sizes are a function of the codeword length n. In addition, a fixed-point representation for each weighting coefficient stored in these tables requires approximately n bits per weight. So, a straightforward application of these enumeration schemes needs a memory unit whose capacity grows proportional to n 2 . This is not (yet) a feasible task for the large values of n necessary for near-capacity achieving codes. Alternatively, Immink [7] suggests the use of a floating-point representation of the weights, resulting in memory requirements which grow linearly with n. However, this truncation of the weights has the effect of throwing out a small subset of valid codewords; hence, this floating-point version of the enumeration schemes will incur a small loss in code rate.
In contrast, our permutation code enumeration scheme requires the storage of only 4(k 0 d) 0 1 coefficients. Also, the number of bits necessary for a fixed-point representation for each of these weights is (typically) substantially less than the codeword length n. As such, our memory requirements are already significantly smaller, thus allowing for (in many cases) a direct (i.e., fixed-point) implementation of the permutation enumeration. By incorporating floating-point operations (and incurring a small loss in code rate), the storage requirements can be reduced dramatically, becoming solely a function of the code constraints d and k and the precision of the new numbering system. Consequently, there is an acceptable window by which we can increase the permutation code block length n in order to achieve the same efficiencies as the constructions in [7] , [9] , and [10] So, in order to minimize Z K02 , we must maximize
In Section IV, we simplified the enumeration discussion by arbitrarily labeling the K = k 0d+1 distinct phrases f0; 1; 2; 1 11; K 01g.
For an actual (d; k) code, the labels S = f0; 1; 2; 11 1; K 0 1g will be mapped to the set S 0 = fd + 1; d + 2; 1 11; k + 1g, where S 0 denotes the acceptable phrase lengths for the given (d; k) constraint.
Accordingly, the values in T = fn 0 ; n 1 ; n 2 ; 111 ; n K01 g will be reassigned to the labels in T 0 = fn d+1 ; n d+2 ; 111 ; n k+1 g. This mapping is arbitrary-the correctness of the enumeration scheme is not affected by the choice of the mapping. We assert, however, that the storage requirements for the enumeration can be minimized by choosing this mapping strategically. Specifically, we want to maximize
By Theorem 1, we know that shorter phrase lengths appear more frequently in high-efficiency codes; in other words, n d+1 = 2 0(d+1)C N and n d+2 = 2 0(d+2)C N will be the two largest values in T 0 . So, by assigning n K01 = n d+1 and n K02 = n d+2 (or vice versa), the value of RK02 will be a maximum. Our next objective is to find upper and lower bounds on the value of log 2 ZK02 = log 2 jUj 0 log 2 RK02 (6.1) the number of bits required for a binary fixed-point representation of a single weight. The first term in this equation is fixed, namely, log 2 jUj = Rn; where R < 1 is the code rate:
We note that if
This gives us the upper bound
The lower bound on RK02 can be derived by considering the case n d+2 = 1. (We assume n d+2 6 = 0, since this implies d = k.) This yields n d+1 + n d+2 We note that for high-efficiency permutation codes, this "worst case" (case n d+2 = 1) will never occur. Rather, for all practical codes, B will typically fall midway between the two extreme bounds in (6.5), thus offering even greater storage savings. In comparison, direct implementations of the enumeration schemes by Gu and Fuja [9] as well as Patrovics and Immink [10] As an alternative to a direct implementation of [10] , Immink [7] suggests the use of a floating-point representation of the weights. At the cost of a small loss in code rate, this alternate representation reduces the table size from Rn 2 to sn, where s is the number of bits used to represent both the mantissa and exponent of each weight. Despite this storage reduction, a straightforward application of the permutation code enumeration will still have smaller memory requirements than even this new floating-point scheme if tR < s (again, assuming worst possible conditions on B). And, since B will typically be much smaller than tRn, the likelihood of improved memory requirements over those of [7] is extremely high. Consequently, there is an acceptable "window" by which we can increase the permutation code block length n in order to achieve the same efficiencies as the constructions in [7] , [9] , and [10] while maintaining lower complexity memory requirements. In cases where this window is exceeded, Immink's method [7] may be preferred.
Another option is to implement a floating-point version of the permutation code enumeration. Although this would incur a small loss in code rate, the memory requirements would be drastically improved. Specifically, the table size B would be reduced to B = pt = p[4(k 0 d) 0 1] where p is the precision of the new numbering system. As such, the "window" by which n can be increased is tremendously larger than that associated with a direct, fixed-point implementation. Hence, this option offers even greater potential for improvements in storage requirements over the enumeration scheme of [7] .
VII. CONCLUSIONS
We have introduced an enumeration scheme which encodes and decodes high-efficiency runlength-limited permutation codes with very low complexity. Unlike other enumerative techniques, the permutation codes offer error detection and correction capabilities as well as a significant savings in storage requirements. As an example, a 99.2% efficient, rate 496/528, (0; 6=3) code has been presented.
