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Abstract
We prove a classical theorem due to Legendre, about the existence of non trivial solutions
of quadratic diophantine equations of the form ax2 + by2 + cz2 = 0, in the weak fragment of
Peano Arithmetic I∆0 +Ω1.
1 Introduction
We work with the language L of arithmetic containing the symbols {0, 1,+, ·,≤} and we focus
on the theory of bounded induction I∆0, the fragment of Peano Arithmetic (PA) where induction
is restricted only to bounded formulas (∆0-formulas).
It is well known that I∆0 does not prove the totality of the exponential function (see [Pa]). This
is the main limitation for reproducing in I∆0 many classical results of elementary number theory
that rely on functions of exponential growth. For example, it is still unknown if I∆0 proves the
existence of arbitrarily large of primes.
A much stronger theory is obtained if we add an axiom, denoted by exp, which guarantees the
totality of the exponential function. The theory I∆0 + exp is strong enough to reproduce almost
all elementary number theory (as, for example, from [HW]). Woods ([Wo]) proved that in some
cases functions of exponential growth can be avoided and replaced by some combinatorial principle,
such as the pigeonhole principle. In fact, Woods proved unboundedness of primes in the theory
I∆0 +∆0PHP , where ∆0PHP denotes an axiom stating a ∆0-version of the pigeonhole principle
(namely that there exist no injective ∆0-definable function from z + 1 into z).
Later, Paris, Wilkie and Woods ([PWW]) improved this result by showing that a weaker ver-
sion of the PHP, denoted by ∆0-WPHP, is sufficient in order to prove unboundedness of primes.
Moreover, they showed that ∆0-WPHP is provable in the theory I∆0 +Ω1, where Ω1 is the axiom
∀x∀y∃z
(
xlog2y = z
)
. Hence, I∆0 +Ω1 proves cofinality of primes.
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The theories I∆0 and I∆0 + Ω1 have been widely studied also for their connections with com-
plexity theory (see [W]). Many open problems in I∆0 or I∆0 + Ω1 have complexity-theoretic
counterparts. For example, it is still an open problem if I∆0 proves the MRDP-theorem (from
Matijasevic, Robinson, Davis and Putnam). This theorem asserts that every recursively enumerable
set is existentially definable. A formalization of it in the language L is:
for any Σ1-formula does it exist a polynomials p(x¯, y¯) over Z such that
I∆0 ⊢ ∀x¯ (θ(x¯)↔ ∃y¯ p(x¯, y¯) = 0)?
Wilkie (see [W]) observed that a positive answer to this problem in I∆0 would give a positive
solution to the well known open problem in complexity theory if NP
?
= coNP . It is also unknown
if I∆0 +Ω1 proves MRDP -theorem and, again, a positive answer would give NP = coNP .
On the other hand, many other classical number-theoretical properties have been proved in
I∆0 +Ω1, such as Lagrange’s four squares theorem (see [BI]) and basic results about residue fields
(see [DM]). In this paper we show that I∆0 +Ω1 proves a classical theorem due to Legendre about
quadratic diophantine equations.
1.1 Bounded induction and I∆0 + Ω1
In this section we recall some basic properties of the theories I∆0 and I∆0+Ω1 that have been used
for the main proofs in Chapter 2.
We recall that in I∆0 induction is allowed only on formulas in which all quantifiers are bounded
by terms of the language. Notice that in the language of arithmetic, terms are actually polynomials.
When working in I∆0 care must be taken in expressing properties via ∆0-formulas, since these
are the only formulas we can induct on. For example the very basic statement about divisibility is
expressed in a ∆0-way as follows
x divides y : δ(x, y) = ∃z ≤ y (xz = y). (1)
By ∆0-induction it is easily proved that any two elements in a model of I∆0 have a greatest common
divisor, and this can be expressed by the Bezout identity, and thus all models of I∆0 are Bezout
rings. Moreover, ∆0-induction can be used to prove that any non empty set which is ∆0-definable
has a minimum element.
As we already recalled, it is still unknown if any models of I∆0 has cofinally many primes. This
does not affect the factorization in powers of primes of any element. In order to see this we use some
lemmas.
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Lemma 1.1 Let A be a bounded and ∆0-definable subset of M |= I∆0. Then A has a maximum
element.
Proof. Let φ(x) be the ∆0 formula defining the set A, and let α ∈M be an upper bound for A.
The set X = {y ≤ α : ∃t ≤ α (φ(t) ∧ y < t)} is clearly ∆0-definable, and so is the set X
c =
M\X = {y : y > α} ∪ {y : y ≤ α ∧ ∀t ≤ α(φ(t)→ y > t)}. Let x0 = min(X
c); then x0 − 1 ∈ X ,
hence there is t ∈ A such that x0 − 1 ≤ t. But now necessarily x0 − 1 = t, so x0 − 1 = max(A). 
Lemma 1.2 Let A be a bounded, ∆0-definable subset of M |= I∆0. If there is a non-zero m ∈ M
divisible by all a ∈ A, then there is a non-zero µ ∈ M which is minimal with respect to this property
(i.e. if x ∈M is divisible by all elements of A, then µ divides x).
Proof. Let φ(x) be the ∆0-formula defining the set A.
The set D = {b : b 6= 0 ∧ ∀a ≤ m (φ(a) → δ(a, b))} is ∆0-definable and nonempty since m ∈ D
(here δ(a, b) is the ∆0-formula for divisibility (1)).
Let µ be the minimum of D. Now let x ∈ M be divisible by all elements of A and not by µ,
then we have x = µq+ r for q, r ∈M, with 0 ≤ r < µ. Hence r = x−µq is divisible by all elements
of A, and since µ = min(D), it must be r = 0 and so µ divides x. 
The minimal element µ divisible by all elements of A will be called the least common multiple of
A and it will be denoted by lcm(A).
We also prove, by an easy ∆0-induction, that every element is divisible by a prime.
Lemma 1.3 I∆0 ⊢ ∀x > 1 ∃p ≤ x (Pr(p) ∧ δ(p, x)).
Proof. Here Pr(x) is the ∆0-statement for primes
Pr(x) = ∀y ≤ x (δ(y, x)→ (y = 1 ∨ y = x)). (2)
Let ψ(x) = ∀y ≤ x ∃p ≤ y (Pr(p) ∧ δ(p, y)); clearly I∆0 ⊢ ψ(2). Suppose I∆0 ⊢ ψ(x) and
consider x + 1. If x + 1 is a prime, then I∆0 ⊢ ψ(x + 1). If x + 1 is not a prime, then there is a
1 < y ≤ x that divides x+1. But from I∆0 ⊢ ψ(x) we deduce that there is a prime dividing y, and
thus dividing x+ 1, hence I∆0 ⊢ ψ(x + 1). 
We can express that an element is a power of a prime p with the ∆0-formula
Powp(x) = Pr(p) ∧ ∀y ≤ x (δ(y, x)→ δ(p, y)). (3)
This allows us to identify the greatest power of a prime that divides a given element.
Lemma 1.4 I∆0 ⊢ ∀x > 1 ∀p (Pr(p)→ ∃!y ≤ x (Powp(y) ∧ δ(y, x) ∧ ¬δ(py, x))
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Proof. Let M |= I∆0, x, p ∈M, with x > 1 and p a prime.
The set Axp = {y : Powp(y) ∧ δ(y, x)} of all powers of p dividing x is clearly ∆0-definable and
bounded by x, hence by Lemma 1.1 it has a maximum element. 
We can now express that ”y is the greatest power of p that divides x” with the ∆0-formula
MPowp(x, y) = Powp(y) ∧ δ(y, x) ∧ ∀z ≤ x (Powp(z) ∧ δ(z, x))→ δ(z, y) (4)
For any x ∈M |= I∆0 we can consider the ∆0-definable set
Ax = {y : ∃p ≤ x (Pr(p) ∧MPowp(x, y))} (5)
of all maximum powers of primes dividing x. Since x ∈M is clearly divisible by all elements of Ax,
by Lemma 1.2 there is the smallest µ divisible by all elements of Ax, which is trivially shown to
coincide with x. Hence we have the property of factorization in powers of primes for every element
x of a model of I∆0 as the lcm(Ax).
What will also be used later is the following I∆0-version of the Chinese Reminder Theorem
(CRT) (see [D]).
Theorem 1.5 Let A be a bounded, ∆0-definable subset of M |= I∆0. Let f, r : A −→ M be a
∆0-definable functions such that (f(a), f(b)) = 1 for every a, b ∈ M and r(a) < f(a) for every
a ∈M. Suppose there is w ∈M which is divisible by all elements of f(A).
Then there is u <
∏
a∈A f(a) such that u ≡ r(a)(mod f(a)) for every a ∈ A.
Remark 1.6
Notice that we can express in models of I∆0 the congruence ”x is equivalent to y modulo z” via the
∆0-formula:
x ≡ y(mod z) : ∃k ≤ x (x = y + kz). (6)
Now we remark that the previous theorem is a generalization of the classic CRT where A =
{m1, . . . ,mk} ⊆ Z is a finite set of pairwise relatively prime moduli, ri < mi for all i = 1, . . . , k and
we are looking for integer solutions of the set of congruences

x ≡ r1(mod m1)
...
x ≡ rk(mod mk)
.
In a modelM of I∆0, the I∆0-CRT allows us to extend such property to any bounded, ∆0-definable
subset A of pairwise relatively prime moduli.
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Even though the theory I∆0 is strong enough to prove factorization of elements as products
of primes, there are many other classical number-theoretical results whose provability in I∆0 are
still open problems. The main obstacle in obtaining results like unboundedness of primes is, as we
mentioned before, the lack of functions of exponential growth rate, such as factorials, since they are
not provably total in models of I∆0.
As mentioned before, Woods (see [Wo]) proved that in some cases such functions can be avoided
and replaced by combinatorial principles such as the Pigeonhole Principle. He showed that if we
add to the theory I∆0 the following ∆0-version of the pigeonhole principle (∆0-PHP)
∀x < z ∃y < z θ(x, y)→ ∃x1 < z + 1 ∃x2 < z + 1 (x1 6= x2 ∧ θ(x1, y) ∧ θ(x2)),
where θ(x, y) runs through all ∆0-formulas, the resulting theory I∆0+∆0-PHP is strong enough to
prove the existence of arbitrarily large primes.
Theorem 1.7 (Woods, [Wo])
I∆0 +∆0-PHP ⊢ ∀x∃p (Pr(p) ∧ p > x).
Actually a weaker version of the PHP turned out to be sufficient to prove unboundedness of
primes in I∆0. Paris, Wilkie and Woods in [PWW] used such a principle, denoted by ∆0-WPHP,
asserting that there is no injective ∆0-function from (1 + ε)z into z, for every rational number ε
such that the integer part of (1 + ε)z is greater than z. This latter result is hence as follows.
Theorem 1.8 (Paris, Wilkie and Woods, [PWW])
I∆0 +∆0-WPHP ⊢ ∀x∃p (Pr(p) ∧ p > x).
In [PWW] it is also shown that the ∆0-WPHP is provable in the theory I∆0 +Ω1, where Ω1 is
the axiom
∀x∀y∃z
(
xlog2y = z
)
. (7)
Notice that the quantity log
2
y has a ∆0-meaning, as the following lemma guarantees.
Lemma 1.9 Let M |= I∆0 and let a,m ∈ M, with m > 0, a > 1. Then there is a unique l0 ∈ M
such that al0 ≤ m < al0+1.
Proof. The set A = {l ∈ M : ∃b ≤ m E0(a, l, b)} is clearly ∆0-definable inM, and it is bounded
and non-empty. Hence, by Lemma 1.1, it has a maximum element l0, so it is a
l0 ≤ m < al0+1. 
We can state the following.
Theorem 1.10 (Paris, Wilkie and Woods, [PWW]) I∆0 +Ω1 ⊢ ∀x∃p (Pr(p) ∧ p > x).
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2 Legendre’s Theorem
Our proof of Legendre’s theorem in I∆0 + Ω1 follows the lines of the corresponding theorem
given in [IR]. Our contribution has involved a careful analysis of the objects used in the proof. In
particular, we have ensured that all the properties and tools involved in the proof are ∆0-definable
and valid in our theory. We have finally obtained estimates on the growth rate of the solution of the
considered equations, of polynomial size in xlog2y, hence proving the main theorem in I∆0 +Ω1 by
∆0-induction.
2.1 The theorem and its equivalent
Legendre’s theorem gives a necessary and sufficient condition for the existence of non trivial
solution for certain quadratic diophantine equations. The equations considered are of the form
ax2 + by2 + cz2 = 0, (8)
with a, b, c ∈ Z \ {0}, square free, relatively prime and, clearly, not all of the same sign. For a non
trivial solution we mean a solution (x0, y0, z0) ∈ Z different from (0, 0, 0).
An integer a is square free if no square divides a. This property is ∆0-definable via the formula:
σ(x) = ∀y ≤ x (Pr(y)→ ¬δ(y2, x)),
where δ(y, x) =”y divides x” and Pr(y) =”y is a prime” are expressed by the ∆0-formulas:
δ(y, x) = ∃z ≤ x (yz = x) (9)
Pr(y) = ∀x ≤ y (δ(x, y)→ (x = 1 ∨ y = x)). (10)
We will consider congruences in I∆0: as for the classical definition on integers we say that a is
congruent to b modulo c, with a, b, c ∈ M |= I∆0, c 6= 0, if c divides b− a, and this can be expressed
by the ∆0-formula
γ(a, b, c) = ∃m ≤ a (a = mc+ b). (11)
We will also denote this fact as a ≡ b(mod c). Since euclidean division is valid in I∆0, given
any a, c ∈ M, c 6= 0, we can find q, r ∈ M such that a = qc + r, with 0 ≤ r < c, and so we
have a ≡ r ≡ r − c(mod c), with either r or r − c ≤ c/2. Therefore we can always consider that
a ≡ b(mod c) with |b| ≤ c/2.
Models of I∆0 are Bezout rings, so if (a, b) = 1 then there are h, k such that ah + bk = 1, so
ah ≡ 1(mod b), and we can identify a−1 with h. This is a ∆0-property since it can be expressed by
the ∆0-formula
Inv(a, b) = ∃w ≤ b γ(aw, 1, b), (12)
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where γ is the ∆0-formula (11).
We will denote the fact that a is a square modulo b by aRb. This is ∆0-definable via:
ρ(a, b) = ∃x ≤ b/2 ∧ ∃m ≤ a(a = x2 +mb).
The statement of Legendre’s theorem in a model M of I∆0 +Ω1 is as follows.
Theorem 2.1 (Legendre) Let a, b, c ∈ M \ {0} be non-zero, not all of the same sign, square-free
and pairwise relatively prime. Then the equation
ax2 + by2 + cz2 = 0 (13)
has a non trivial solution in M if and only if
(Leg.1) −abRc,
(Leg.2) −bcRa,
(Leg.3) −acRb.
Remark 2.2
1. If a non trivial solution (x0, y0, z0) of (13) exists, then we can consider x0, y0, z0 to be pairwise
relatively prime (and call such a solution primitive). Indeed, if p is a prime which divides, say, x0
and y0, from ax
2
0 + by
2
0 + cz
2
0 = 0, and being c square free, it follows that p also divides z0, so we
can factor out p and consider the solution (x0/p, y0/p, z0/p).
2. The necessary condition of Theorem 2.1 is proved as follows.
Proof. (=⇒ of 2.1) Let (x0, y0, z0) be a primitive solution of (8) in a model M of I∆0. Then
ax20 + by
2
0 + cz
2
0 = 0, (14)
and reducing modulo a we get −by20 ≡ cz
2
0(mod a).
Now if a prime p divides a and y0, equation (14) implies that p|cz
2
0 . From (a, c) = 1 we get that
p 6 |c and so p|z0. Hence p divides y0 and z0, which is a contradiction.
Hence we have (a, y0) = 1, and y0 is invertible modulo a. So we can write −b ≡ cz
2
0(y
−1
0 )
2(mod a),
(here y−10 is given by (12)). Hence we can rewrite −bc ≡ (cz0y
−1
0 )
2(mod a), i.e. −bcRa. In the same
way, being the equation (8) symmetric for a, b and c, we also get −abRc and −acRb. 
We will prove Legendre’s theorem in I∆0 + Ω1 in the following equivalent form, which we call
normal form. Using the same notation as before, the statement is as follows.
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Theorem 2.3 (Legendre normal form) Let a, b ∈M\{0} be square-free and positive. Then the
equation
ax2 + by2 = z2 (15)
has a non trivial solution in M if and only if
(Norm.1) aRb,
(Norm.2) bRa,
(Norm.3) − ab
d2
Rd, where d = (a, b).
Remark 2.4
1. Using the same arguments as before we can assume that, if a non trivial solution (x0, y0, z0) of
the equation (15) exists, it is primitive (i.e. x0, y0, z0 pairwise relatively coprime).
2. The necessary condition of the Theorem 2.3 is proved as follows.
Proof. (=⇒ of 2.3) Let (x0, y0, z0) be a primitive solution of (15) in a model M of I∆0, i.e.
ax20 + by
2
0 = z
2
0 . (16)
Since the solution is primitive, it can be easily deduced that (a, y0) = 1. So y0 is invertible
modulo a in M, and we have by20 ≡ z
2
0(mod a), which implies b ≡ (z0y
−1
0 )
2(mod a), i.e. bRa.
Similarly, by symmetry of the equation (16) on the coefficients a and b, we can show that aRb.
In order to obtain condition (Norm.3) of the theorem, we first observe that d is square-free since
a, b are. Moreover, if a = da′ and b = db′, with (a′, b′) = 1, from (16) we get
d(a′x20 + b
′y20) = z
2
0 , (17)
i.e. d|z20 . Since d is square-free d divides z0. Let z0 = dz
′
0.
From (17) we obtain
a
d
x20 +
b
d
y20 = d
(z0
d
)2
. (18)
Hence −a
d
x20 =
b
d
y20 − d
(
z0
d
)2
≡ b
d
y20(mod d).
We already noticed that (x0, b) = 1, so also (x0, d) = 1, hence x0 is invertible modulo d. So we
have
−
a
d
≡
b
d
y20(x
−1
0 )
2(mod d)⇒ −
a
d
b
d
≡
(
b
d
y0x
−1
0
)2
(mod d),
that means − ab
d2
Rd.
Now we prove the equivalence between the two statements of Legendre’s theorem. We will use
the following lemma.
8
Lemma 2.5 Let a,m, n ∈M |= I∆0, m,n relatively prime. If aRm and aRn, then aRmn.
Proof. From the hypothesis there are α, β ∈M, α ≤ m/2, β ≤ n/2 such that
a ≡ α2(mod m) and b ≡ β2(mod n).
Consider the system of congruences


x ≡ α(mod m)
x ≡ β(mod n)
. (19)
Since (m,n) = 1, the system (19) has a solution γ ∈M by ∆0-CRT. Hence, we have
γ ≡ α(mod m) and γ ≡ β(mod n),
And so we obtain
a ≡ γ2(mod m) and a ≡ γ2(mod n),
that means that both m,n divide a− γ2. Since m,n are relatively prime, mn divides a− γ2, that
means a ≡ γ2(mod mn), i.e. aRmn.
Theorem 2.6 Theorems 2.1 and 2.3 are equivalent.
Proof. (2.1 =⇒ 2.3) Recalling the previous remarks, we only have to prove the sufficient condition
[⇐=] of Theorem 2.3. Hence we consider an equation
ax2 + by2 = z2, (20)
with a, b ∈ M |= I∆0, a, b square-free and positive, and suppose conditions (Norm.1 ) aRb,
(Norm.2 ) bRa, and (Norm.3 ) − ab
d2
Rd of Theorem 2.3 hold, where d = (a, b).
We now consider the equation
Ax2 +By2 + Cz2 = 0, (21)
where A = a
d
, B = b
d
and C = −d. The coefficients A,B,C are square-free and pairwise relatively
prime. We have:
−AB = −
ab
d2
, and we know that −
ab
d2
Rd by (Norm.3),
hence −ABRC. Moreover,
−AC = −
a
d
(−d) = a, and we know that aRb by (Norm.3), so aR
b
d
,
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that means −ACRB. Finally,
−BC = −
b
d
(−d) = b, and bRa by (Norm.2),
which implies bRa
d
, that means −BCRA.
So all conditions of Theorem 2.1 hold for the equation (21). We can deduce that it has a non
trivial solution (x0, y0, z0), i.e.
a
d
x20 +
b
d
y20 + (−d)z
2
0 = 0,
which implies ax20 + by
2
0 = (dz0)
2. Hence the triple (x0, y0, dz0) is a non-trivial solution of (20).
(2.3 =⇒ 2.1) As before, we only have to prove the sufficient condition [⇐=] of Theorem 2.1.
Consider the equation
ax2 + by2 + cz2 = 0, (22)
with a, b, c ∈ M |= I∆0, a, b, c square-free, pairwise relatively prime and not all of the same sign.
W.l.o.g. we can assume a, b > 0 and c < 0, and suppose conditions (Leg.1 ) −abRc, (Leg.2 ) −bcRa,
(Leg.3 ) − acRb of Theorem 2.1 hold.
If we multiply both sides of (22) by −c we obtain the equation
Ax2 +By2 = Z2, (23)
with A = −ac,B = −bc and Z = cz. The coefficients A and B are square-free (since a, b, c are
pairwise relatively prime) and positive.
From (Leg.3) we have ARb, and also ARc since c|A, and since (b, c) = 1 we can apply Lemma
2.5 to obtain that ARB. In the same way we prove that BRA.
Finally, notice that (A,B) = (ac, bc) = c, and
−
AB
c2
= 1
−(ac)(−bc)
c2
= −ab, and we know that − abRc from (Leg.1),
hence we have −AB
c2
Rc. We can conclude that all conditions of Theorem 2.3 hold for the equation
(23), so it has a non trivial solution (x0, y0, Z0), for which Z0 = cz0, for some z0 ∈ M, and
(−ac)x20 + (−bc)y
2
0 = (cz0)
2 ⇐⇒ c(−ax20 − by
2
0) = c
2z20 ⇐⇒ ax
2
0 + by
2
0 = cz
2
0 ,
hence (x0, y0, z0) is a non-trivial solution of (22).
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2.2 Proof of the theorem in I∆0 + Ω1
In this section we are going to prove Legendre’s theorem in the theory I∆0+Ω1 by proving its equiv-
alent normal form. We will pay close attention in adapting all the arguments of the corresponding
proof in [IR] to our theory.
A crucial point in the proof relies on the following property, which is well known for the integers.
Proposition 2.7 Let M |= I∆0 and b ∈ M. If −1 is a square modulo b, then b is the sum of two
squares.
On most texts on classic number theory this property is proved using tools such as the (full)
pigeonhole principle, which is not available even in I∆0+Ω1, or the relation about Legendre’s symbol(
a
p
)
= a
p−1
2 (mod p) (see [HW]), which is not known to be valid in I∆0. Here we show a different
approach that fits to our context. We need some lemmas.
Lemma 2.8 If p ∈ M |= I∆0 is a prime and −1 is a square modulo p (i.e. −1Rp), then there is
k ∈M, with k < p, such that kp = 1 + a2, for a ≤ p−1
2
.
Proof. Just notice that if −1 ≡ a2(mod p), with a ∈ M, a ≤ p−1
2
be such, then there is k ∈ M
such that
kp = a2 + 1 ≤
(
p− 1
2
)2
+ 1.
It is easy shown that
(
p−1
2
)2
+ 1 < p2, hence we have kp < p2, with k < p, and kp = 1 + a2. 
Lemma 2.9 Let p ∈ M |= I∆0 be a prime. If there is k ∈ M, with k < p such that kp is the sum
of two squares, then p itself is the sum of two squares.
Proof. It is clear that 2 = 1 + 1 is a sum of two squares, so we can assume p 6= 2.
The set S(p) = {m ∈M : m < p and mp is the sum of two squares }, is ∆0-definable via the
formula σ(x) = ∃y < p ∃z < p (xp = y2 + z2), and it is clearly bounded by p and, by hypothesis,
not empty. By ∆0-induction S(p) has a minimum element, which we call h. So let a, b < p be such
that hp = a2 + b2. Suppose that h > 1, and we show that we can find a h′ ∈ S(p) with h′ < h. We
will distinguish two cases.
• case h is even: then a and b must be both even or both odd.
If a, b are both even we can write hp = 4
((
a
2
)2
+
(
b
2
)2)
, hence 4 divides h and we have
h
4
p =
(a
2
)2
+
(
b
2
)2
.
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If a, b are both odd we can write
h
2
p =
(
a− b
2
)2
+
(
a+ b
2
)2
,
so in both cases we get h′p as a sum of two squares, with h′ ≤ h/2 < h, and this is a contradiction.
• case h is odd: let a ≡ α(mod h) and b ≡ β(mod h), with α, β < h
2
. Then
hp = a2 + b2 ≡ α2 + β2 ≡ 0(mod h),
hence there is j ∈ M such that
α2 + β2 = jh, (24)
and j < h since α2 + β2 < (h/2)2 + (h/2)2 = h2/2 < h2.
Now from a2 + b2 = kp and (24) we obtain
(
a2 + b2
) (
α2 + β2
)
= jh2p. (25)
Since (
a2 + b2
) (
α2 + β2
)
= (aα+ bβ)2 + (aβ − bα)2 ,
and aα+ bβ ≡ α2+β2 ≡ 0(mod h), we have that h divides aα+ bβ and, similarly, h divides aβ− bα.
Henceforth, from (25) we obtain
(
aα+ bβ
h
)2
+
(
aβ − bα
h
)2
= jp,
so we have jp as a sum of two squares and j < h, a contradiction.
It follows that h = 1 and hence p is a sum of two squares. 
It is now easy to deduce the following property.
Proposition 2.10 Let M |= I∆0 and let p ∈ M be a prime. If −1 is a square modulo p, then p is
the sum of two squares.
Proof. If −1 is a square modulo p, then by Lemma 2.8 there are k, a ∈ M, k, a < p, such that
kp = 1+a2, which is clearly a sum of two squares. The statement then follows straightforward from
Lemma 2.9.
Proposition 2.7 is now easily obtained as follows.
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Proof. (Proposition 2.7) If −1 is a square modulo b, then −1 is a square modulo every prime p
dividing b. Then Proposition 2.10 implies that every prime dividing b is the sum of two squares.
It is easy to verify that the product of sums of two squares is still a sum of two squares (e.g.
(a2 + b2)(c2 + d2) = (ac+ bd)2 + (ad− bc)2). So we obtain the result by iterating this argument to
the product of all primes dividing b, which is of logarithmic length with respect to b (roughly log2 b),
where all the partial products are bounded by b itself. 
We can now go through the proof of theorem 2.3 in the theory I∆0 + Ω1. We will formalize by
∆0-induction a procedure to find a solution of the considered equation in models of I∆0+Ω1. Here
we restate the theorem.
Theorem 2.11 (Legendre normal form) Let M |= I∆0 + Ω1 and let a, b ∈ M be square-free
and positive. Then the equation
ax2 + by2 = z2 (26)
has a non trivial solution in M if and only if
(Norm.1) aRb,
(Norm.2) bRa,
(Norm.3) − ab
d2
Rd, where d = (a, b).
Proof. We only have to prove that the properties (Norm.1-3) imply that the equation (26)
has a non-trivial solution. Consider such an equation and suppose conditions (Norm.1-3) hold for
a, b ∈ M, a, b square-free and positive. There are some trivial cases:
• Case a = 1: then (26) becomes x2 + by2 = z2 and the triple (1, 0, 1) is a non-trivial solution;
• Case b = 1: as before, being (0, 1, 1) a non-trivial solution for ax2 + y2 = z2;
• Case a = b: then (26) becomes b(x2 + y2) = z2, and condition (Norm.3) becomes −1Rb. By
Proposition 2.7 there are r, s ∈ M such that b = r2 + ss, and so the triple (r, s, b) represents
a non-trivial solution of the equation.
Notice that in all these trivial cases the solution (x0, y0, z0) is such that x0, y0, z0 ≤ a.
We can now consider a, b > 1, a 6= b and without loss of generality we suppose b < a. The
argument is as follows: from the starting equation (26) we build another equation
Ax2 + by2 = z2, (27)
with 0 < A < a and satisfying the appropriate conditions (Norm.1-3), such that if (27) has a
non-trivial solution, we obtain a non-trivial solution of (26) from it. By applying repeatedly this
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argument, and possibly switching the role of the coefficients a and b at some point, we eventually
get to one of the trivial cases a = 1, b = 1 or a = b, that admit a non-trivial solution, and going
backward from that we obtain a non-trivial solution to (26). We have to formalize this argument by
∆0 induction.
In the equation ax2+ by2 = z2, (Norm.2) implies that there is β ≤ a/2 such that b ≡ β2(mod a),
hence there is k ≤ a such that β2 − b = ka. If we factor out the squares in k we can write
β2 − b = h2Aa, (28)
with A square-free. This is the coefficient we use in equation (27) we are going to work with.
Froma 28 it follows easily that A > 0. We also get
aA ≤ aAh2 < β2 ≤
a2
4
,
that means
A <
a
4
. (29)
This inequality will turn out to be very important later.
Now let d = (a, b), and a = da1, b = db1, with (a1, b1) = 1. If a prime p divides both a1 and
d, then p2 divides a, and since a is square-free we have (a1, d) = 1, and the same argument shows
(b1, d) = 1.
From (28) we get
β2 = h2Aa+ b = h2Aa1d+ b1d = d(h
2Aa1 + b1),
hence d divides β2, and since d is square-free, we have d|β. Llet β = dβ1, then β
2 = d2β21 and we
have d2β21 = d(h
2Aa1 + b1), hence
dβ21 = h
2Aa1 + b1. (30)
Now, if any prime p divides both d and h, from (30) it follows that p divides b1, and hence p divides
both b1 and d, a contradiction since they are relatively prime. So necessarily (d, h) = 1. From (30)
we obtain
h2Aa1 ≡ −b1(mod d) which implies h
2Aa21 ≡ −b1a1(mod d),
and since (a1, d) = (h, d) = 1, both h and a1 are invertible modulo d. So we have
A ≡ −a1b1
(
h−1a−11
)2
(mod d).
Now, since −a1b1 = −
ab
d2
, condition (Norm.3) tells us that −a1b1 is a square modulo d, and so we
get
ARd. (31)
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Notice that if there is a prime p which divides both h and b, then from (28) we get that p divides
β an then p2 divides b, and this is a contradiction since b is square-free. Hence (h, b) = 1. Since b1
divides b, also (h, b1) = 1. Then from (28) the following implication holds
h2Aa ≡ β2(mod b1)⇒ A ≡ β
2
(
h−1
)2
a−1(mod b1).
From (Norm.1) states that aRb it follows that aRb1, and so
ARb1. (32)
Now from (31), (32) and Lemma 2.5 we get
ARb. (33)
Moreover, from (28) we know that b ≡ β2(mod A), that means
bRA. (34)
If we put r = (A, b), it is left to show that −Ab
r2
Rr.
Let A = A2r, b = b2r, with (A2, b2) = 1. We have (r, A2) = (r, b2) = 1 since A, b are square-free.
From (28) we obtain
β2 = b2r + h
2A2ra = r(b2 + h
2A2a). (35)
So r divides β2, and since r is square-free, we have r|β. Let β = β2r, from (35) we get the following
implications
rβ22 = b2 + h
2A2a⇒ h
2A2a ≡ −b2(mod r)⇒ −A2b2h
2a ≡ b22(mod r). (36)
Now using the same arguments as before we can show that (a, r) = (h, r) = 1, so both a, h are
invertible modulo r, and we obtain
−A2b2 ≡ b
2
2
(
h−1
)2
a−1(mod r).
Recalling that aRb and r|b, we have that aRr, and since −A2b2 = −
Ab
r2
, the previous congruences
imply that
−
Ab
r2
Rr. (37)
We have then obtained the equation (27) Ax2 + by2 = z2, with 0 < A < a/4, A square-free and
(by (33), (34) and (37)) satisfying the conditions
(Norm.1) ARb,
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(Norm.2) bRA,
(Norm.3) −Ab
r2
Rr, where r = (A, b).
The single reduction we have made can easily be formalized in I∆0, since it is based only on
congruences and the quantifiers are obviously bounded by the initial coefficients a and b.
Now suppose (x0, y0, z0) is a non-trivial solution of (27), hence
Ax20 = z
2
0 − by
2
0 (38)
By multiplying (38) by (28) we have
A2x20h
2a = (z20 − by
2
0)(β
2 − b) = z20β
2 − bz20 − by
2
0β
2 + b2y20 ;
if we now add and subtract the quantity 2z0βby0 we have
A2x20h
2a = (z20β
2 + b2y20 + 2z0βby0)− b(z
2
0 + y
2
0β
2 + 2z0βby0) = (z0β + by0)
2 − b(z0 + y0β)
2,
and so
a(Ax0h)
2 + b(z0 + y0β)
2 = (z0β + by0)
2,
which states that the triple
(Ax0h, z0 + y0β, z0β + by0)
is a non-trivial solution of equation (26).
We now need to estimate the growth rate of the solution of equation (26) in terms of that of
(27). First of all, notice that if Ax20 + by
2
0 = z
2
0 , then clearly x0, y0 ≤ z0 (remember that both A and
b are positive). Then, as already showed, the components of the solution of (26) are
• Ax0h ≤ xo
a
4
(since Ah < a
4
)
• z0 + y0β ≤ z0 + z0β = z0
(
1 + a
2
)
(since β ≤ a
2
)
• z0β + by0 ≤ z0
a
2
+ az0 = z0
(
3
2
a
)
and since we are assuming a > 1 we can conclude that all the components of the new solution are
≤ z0
(
3
2
a
)
.
We now have to iterate this procedure and formalize it in I∆0 + Ω1. We start with the given
equation
E0 : ax
2 + by2 = z2, (39)
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where a, b are square-free, a > b and
aRb, bRa, −
ab
d2
Rd, where d = (a, b),
and we build a sequence of equations, for i > 0
Ei : Aix
2 +Biy
2 = z2, (40)
where every Ai, Bi are defined by recursion as follows (where A0 = a,B0 = b)
• β2i −Bi = h
2
iAiAi−1, Bi = Bi−1 (41)
with Aihi <
Ai−1
4
, βi ≤
Ai−1
2
, if at step i− 1 we have Ai−1 > Bi−1, or
• α2i −Ai = h
2
iBiBi−1, Ai = Ai−1 (42)
with Bihi <
Bi−1
4
, αi ≤
Bi−1
2
, if at step i− 1 we have Ai−1 < Bi−1.
For every equation Ei the following congruence conditions hold.
AiRBi, BiRAi, −
AiBi
r2i
Rri, where ri = (Ai, Bi).
Moreover, if (xi, yi, zi) is a non-trivial solution of equation Ei, then a non-trivial solution of Ei−i is
either
• (Aixihi, zi + yiβi, ziβi +Bi−1yi) (43)
or
• (zi + yiαi, Bixihi, ziαi +Ai−1yi) (44)
according to Ai−1 > Bi−1 or Ai−1 < Bi−1, respectively.
We remark that:
(i) the growth factor from a solution of the equation Ei to that of Ei−1 is always bounded by
3
2
Ai−1 ≤
3
2
a when Ai−1 > Bi−1, and by
3
2
Bi−1 ≤
3
2
b when Ai−1 < Bi−1;
(ii) when ”descending” through the sequence, the coefficients of equation Ei and those of equation
Ei−1 are related as follows:
Ai <
Ai−1
4
≤
a
4
or Bi <
Bi−1
4
≤
b
4
.
Hence the length of the sequence of Ei’s is at most log4a+ log4b.
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(iii) the sequence of equations will eventually stop with one of the trivial cases where one of the
coefficients is 1 or they are equal. In these cases non trivial solutions exist, namely (1, 0, 1) or
(0, 1, 1) or (ri, si, Bi), where Bi = r
2
i + s
2
i .
Let l be the length of the sequence. For the final solution of equation El we can clearly state
that xl, yl, zl ≤ b (where b is the coefficient of the initial equation (26)). From remarks (i) and (ii)
we can derive that all the components of the non-trivial solution (x0, y0, z0) of E0, and so of (26),
are bounded as follows
x0, y0, z0 ≤ b
(
3
2
a
)log
4
a(
3
2
b
)log
4
b
. (45)
It is only left to formalize the recursion we have constructed in I∆0 +Ω1.
For the sake of clarity we will recall here all the ∆0-formulas we need:
• x divides y: δ(x, y) = ∃z ≤ y (xz = y)
• x is a prime: Pr(x) = ∀y ≤ x (δ(y, x)→ (y = 1 ∨ y = x))
• z is the g.c.d. of x and y:
γ(x, y, z) = δ(z, x) ∧ δ(z, y) ∧ ∀t ≤ x (δ(t, x) ∧ δ(t, y))→ δ(t, z)
• x is square-free: σ(x) = ∀y ≤ x (Pr(y)→ ¬δ(y2, x))
• x is a square modulo y: ρ(x, y) = ∃z ≤ x ∧ ∃r ≤ y/2 (x = r2 + zy).
We can now express all conditions of the theorem with a ∆0-formula:
Θ(a, b) = 0 ≤ a ∧ 0 ≤ b ∧ σ(a) ∧ σ(b) ∧ ρ(a, b) ∧ ρ(b, a)∧
∧ ∀d ≤ a
(
γ(a, b, d)→ ρ
(
−
ab
d2
, d
))
.
(46)
We now make induction on the formula
Λ(t) = ∀a ≤ t ∀b ≤ t (ab ≤ t ∧ b ≤ a ∧Θ(a, b)) −→
∃x, y, z ≤ b
(
3
2
a
)log
4
a(
3
2
b
)log
4
b
¬(x = 0 ∧ y = 0 ∧ z = 0) ∧ (ax2 + by2 = z2), (47)
which is a ∆0 formula that uses boundaries which are allowed by the axiom Ω1.
For t = 1 the formula is true since in this case a = b = 1 and the equation x2 + y2 = z2 has
non-trivial solutions, for example (1, 0, 1), which clearly satisfy x, y, z ≤ 1·
(
3
2
· 1
)log
4
1 ( 3
2
· 1
)log
4
1
= 1.
Now suppose M |= Λ(t), with t ∈M, t > 1, and consider t′ = t+ 1
Let a, b ∈ M, a, b ≤ t′; and ab = t′ (if ab < t′ ⇒ ab ≤ t and we already know Λ(t) is true).
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W.l.o.g. we can assume b < a, and hence apply the first step of the reduction and obtain the
equation Ax2 + by2 = z2, with A < a/4 and M |= Θ(A, b).
Now Ab < t′, hence Ab ≤ t, so by inductive hypothesis (M |= Λ(t)), this equation admits a
non-trivial solution (x1, y1, z1) in M, such that
x1, y1, z1 ≤ b
(
3
2
A
)log
4
A(
3
2
b
)log
4
b
.
From this we showed how we can get a non-trivial solution (x0, y0, z0) of the equation ax
2+by2 =
z2, and by the previous observations we made we can state that
x0, y0, z0 ≤ b
(
3
2
A
)log
4
A(
3
2
b
)log
4
b(
3
2
a
)
≤ b
(
3
2
a
)log
4
A+1(
3
2
b
)log
4
b
.
Since A < a/4, we have log
4
A ≤ log
4
a− 1, and we can conclude that
x0, y0, z0 ≤ b
(
3
2
a
)log
4
a(
3
2
b
)log
4
b
.
Hence we have that M |= Λ(t′), and this concludes the proof. 
Concluding remarks:
We have adapted a proof of Legendre’s theorem suggested in [IR]. The proof we exhibit provides
a bound for the solution of the initial equation which is in terms of b
(
3
2
a
)log
4
a ( 3
2
b
)log
4
b
. This is the
reason why we can state Legendre’s theorem only in I∆0 +Ω1, even though all previous properties
and statements are valid even in I∆0. Cassels in [C] obtained a linear bound of the solution in terms
of the initial coefficients. Unfortunately the proof uses tools of geometry of numbers which seem
to rely on the (full) pigeonhole principle, which is not known to be provable in I∆0 + Ω1. Hence a
possible further development in this subject could be to search for an alternative proof with no use
of PHP , in order to obtain Cassels’ result in I∆0 +Ω1 or even in I∆0.
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