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Using the MacMahon Master Theorem, Carlitz, in (SIAM J. Appl. Math. 26 
(1974), 431-436; 8 (1977), 32O-336) obtains the expansion J&o(rT,+ b,)“’ . . . 
(tis + b,)“’ (~7’ . . . uF)/(n, ! . . . n, !) = eblx’+ tb,x1/det(6,, - x,a,), where for 
j = 1, 2,..., s, tij= xi=, nialj and for i= I,2 ,..., s, u; =x,exp(- C=, a,,x,). A 
“factorial” analog of this expansion and other related results are also given. In this 
paper we derive one general formula from which these expanions follow as special 
cases. This formula demonstrates a bijection between a class of expansion formulas 
and Sheffer sequences of polynomials. 
I. INTRODUCTION 
Let A = (a,) denote an s X s array of numbers in a field K of charac- 
teristic zero. Using the MacMahon Master Theorem, Carlitz, in [l, 21 
obtains the expansion formula 
where b,, b, ,..., b, are arbitrary elements of K; for j = 1, 2,..., s, 
* 
Zj= C n,a,,; U-2) 
i=l 
and for i= 1, 2 ,..., s, 
( 
5 
ui=xiexp - 2 aNxj . 
/=I > 
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Carlitz then proceeds to give a different proof (which again uses the Master 
Theorem) of the “factorial” analog of this result, namely, 
where iii is as defined in (1.2), [a]” denotes the upper fuctorial polynomial 
defined by 
[a]“=a(a+ 1)-a. (a+n- l), (l-5) 
and for i = 1, 2 ,..., s, 
ui = xi n (1 + xj)-aij-sij. (1.6) 
Since in [ 111, the MacMahon Master Theorem is shown to be a direct 
consequence of the diagonal multivariate Lagrange Inversion Theorem [lo], 
it seemed likely that the above formulas (1.1) and (1.4) could be derived as 
specific instances of one general formula which also is a consequence of 
multivariate Lagrange inversion. This is indeed the case, and the general 
formula is given in Theorem 3.1. A univariate version of this theorem was 
obtained by Ceigler in 1977 [4]. 
Cartier and Foata [3] give a combinatorial proof of the MacMahon 
Master Theorem using a construction of networks and flows. By building on 
this idea, Desarminien has given a combinatorial proof of formula (1.1) [ 5 1. 
A more general and as yet unknown combinatorial construction is needed to 
prove Theorem 3.1, and would be of considerable interest. 
The preliminary concepts and notation needed herein are presented in 
Section II. Section III contains the general formula and several useful 
corollaries. .In Section IV, the results of Carlitz [ 1, 21 and other examples are 
given. 
II. PRELIMINARIES 
Let K be a field of characteristic zero. We denote the algebra of 
polynomials in the variables a,, a?,..., a, with coefficients in K by 
Kla, ,..., a,], and the algebra of formal power series in the variables 
Xl, x2 ,***, x, with coefficients in K by K[ ix,, x~,...,x,]]. By following 
standard multivariate notational conventions, we will sometimes denote a 
formal power series f(xi , x2,..., xs) by&) and a polynomial P(a,, al,..., a,) 
by p(g). In addition we shall set Q = (n,, n2...., n,), s”= x:#* . . . x:s, and 
366 S. A. JON1 
a! =n,! n,! *** n 5 ! . The symbol 8, denotes the formal partial derivative with 
respect to the variable xl. 
A formal power series H(z) is said to be an invertible series if it has non- 
zero constant term, and in this case, its inverse series (under ordinary 
multiplication) is denoted by H(z)-‘. A collection of formal power series 
E= {F,(z), F,(z) ,..., F,(z)} shall b e c e a system if each F,(Z) has zero all d 
constant term. Such a system is said to be invertible under functional 
composition if there exists a system f= {f,(g), f&),..., f,(s)) such that for 
all i = 1, 2 ,..., s, 
It is well known [9] that a system r is invertible under functional 
composition if and only if the Jacobian of the system evaluated at the origin 
is non-zero. 
A multi-indexed sequence of polynomials {p “,,“*,..., ,Ja,, aI ,..., CX,)},>~ is 
said to be a polynomial sequence if for all a = (n,, n,,..., n,) > Q, 
degp,(g)=n,+n,+---+n,. 
There are several equivalent definitions of polynomial sequences of binomial 
type. For our purposes here, it is convenient to adopt the generating function 
approach. Thus, we shall say that a polynomial sequence { P&)}&~ is of 
binomial type if there exists an invertible system of formal power seriesf= 
LfW f&L f,(z)1 such that 
(2.2) 
Let F= {F,(z), F,(&., F,(z)} denote the inverse system of& If [~,(.g)},,~ 
satisfies (2.2), we shall say that {p&g)}, > p is the basic sequence for the 
system p. 
A polynomial sequence {s,(g)},, > ,, is said to be a Sheffer sequence if there 
exists an invertible system f= (f,, fi,..., f,) and an invertible series S(Z) 
such that 
(2.3) 
If the polynomial sequence {s&~)}~>c satisfies (2.3), we shall say that this 
sequence is Shefer relative to the invertible system f and invertible series 
S(z). An extensive literature exists on these classes oPpolynomia1 sequence. 
For a more complete introduction to this theory, the reader is referred to 
[6, 1 l-151. 
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For each i = 1,2,..., s, we denote the “differentiation with respect to xi” 
operator by the symbol D,. More precisely, Di is the K-linear map from 
K[ [x, ,*-., x,]] to itself defined by setting 
Dix;’ . . . x;s = nix;’ . . . $I- ’ . . . x;s if n,> 1 
(2.4) 
=o otherwise. 
Let L, denote the K-linear functional on K[ [x, ,..., xs]] defined by setting 
L&’ . . . x:‘= 1 if n,=n,=...=n,=O, 
=o otherwise. 
P-5) 
Finally, we shall use the symbol 
@(x,, X2...., X&I.. .ps (2.6 1 
P 
to denote the coefftcient of the monomial XT’ +. + xF$ in the formal power 
series @(x,, x2 ,..., x,). Note that if @(x1, x2 ,..., xS) is a formal power series, 
then 
In addition, if p(x,, x2 ,..., XJ is a polynomial, we have 
La,@@, ,a.., D,) P(X, ,... , xs) = L,p(D, ,a.., D,) @(xl ,..., x,). (2-V 
We will need the following basic “first expansion theorem” [ 15, p. 691]. 
THEOREM 2.1. Let @(x,,x, ,..., x,) be a formal power series, and let 
( p,(~r)),~ be the basic binomial-type sequence for the invertible system f = 
F,(x), F2W,...r F,(?s)I. Then 
qx,, x2 )..., x,) = K’ c, 
F:’ . . . F;I 
, , 9 
cyQ - n,. ... n,. 
(2.9) 
where 
c,=L,@(D,,..., D,)~,,,....,~(x,,...,x,). 
Proof. Formula (2.9) follows from the fundamental fact (see, for 
example, [15, p. 6891) that the polynomial sequence (p&(~)}~>~ is basic with 
respect to the system F if and only if for all a, 
LclP&) = LAg (2.10) 
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and 
F,(P) P&Z> = &Pn I,.... ni -I,..., &I 3 x2 F-*-Y x,)* (2.11) 
For further details the reader is referred to [6, 151. 
A system of formal power seriesf = {f,, f,,...,f,) is said to be diagonal if 
for all i = 1, 2 ,..., s, 
.tXZC> = xi hi(Z) (2.12) 
and hi(z) is a formal power series. When it exists, the inverse system of a 
diagonal system is also diagonal. 
The cornerstone upon which this paper rests is the Lagrange Inversion 
Theorem. For diagonal systems, it is states as follows. 
THEOREM 2.2. Let f = ( fi, fi ,.,., f,} be a diagonal invertible system of 
formal power series. I3 F = (F, , F, ,..., F, j is the inverse system off and 
@(Xl 3 x2 ,--*, x,) is any formal power series, then 
where (aF) denotes the formal Jacobian of the system p (i.e., (aF) = 
det(ajFj)). The reader is referred to [8, 10, 1 I] for proofs of this theorem. 
The Lagrange Inversion Theorem has been shown to be equivalent to the 
Steffensen formula for polynomial sequences of binomial type [7]; this 
formula is the key to understanding the expansions of Carlitz. 
THEOREM 2.3 (Steffensen formula). rf (p,(e~)},>~ is the basic sequence of 
polynomials of binomial type for the diagorial invertible system F = 
{F,(&.., Fs’,(dl then 
Proof: Formula (2.14) is equivalent to asserting that for all Q < E; < Q, 
P&&,~, =L&@F@>> (&) “+I -.. 
D 
( 1 
n,+l 
xnh
x71 . . . x:s. (2.15) 
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From definition (2.2) we see that 
P&)l&g = flidkl * ** fs(~)k&ll * (2.16) 
By using the Lagrange Inversion Theorem (2.13) with Q(r) = z5” and (2.8) 
we have 
=L,Q”(8F(Q)) (&)“+’ ... 
nr+ 1 
x?’ . . . x:5. (2.17) 
The combination of (2.16) and (2.17) gives the desired (2.15). 
III. THE GENERAL FORMULA 
Our general formula is as follows: 
THEOREM 3.1. Let A = (arj) denote an s x s array of elements of K, and 
let MdLcl be the ShefSer sequence relative to the invertible series S(z) and 
the ‘inve&le diagonal system of formal power 
g*(z) ,..., g,(x)}. Then for any b,, b, ,..., b, in K, 
where for j = 1, 2,..., s, 
E s&-i, + b, ,..., ii, + 6,) 
uy . . . u;s 
, 
n n,. *-* n,! 
~(~1 eb,g,(z)+. . +b,g,M 
= det(S, - X,ajiiiiZ))> 
and for i = 1, 2 ,..., s, 
series ,g = ( g,(z), 
(3.1) 
(3.2) 
ii(&) = + aij gj(S)9 
,r' 
and 
(3.3 j 
(3.4) 
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Proof: Since {s,(q)},,p is Sheffer relative to S(g) and g = 
{g,(z),..., g,(g)}, we have by definition 
Thus 
x s&A, + 6, ,...) ris + b,) < 
!!XJ tl* 
= S(z) e (nltbl)g,(~)t...t(~~tb,)g,(~) 
Therefore, by using (2.8), we have 
s&ii, + b, ,..., ii, + b,) 
Set F,(r) = x,e- i/(b), and let (~&a)},>~ be the basic binomial-type sequence 
for the system F = {F,(g),..., I;;(&)}. Note that p is an invertible system. For 
notational convenience, set R,(z) = e g’l(ti. Since F,(z) R,(z) = x1, we have that 
for all i, j, 
Moreover 
(44) R, = 4, - W,R,) 
= 6, - @,<&W). 
(3.7) 
(LF)R:l+’ em. R’f*+‘=det(d,,-F,(a,R,))R;l . . . R:l. (3.8) 
The combination of (3.7) and (3.8) with the Steffensen formula (2.14) for 
b&Na>Q~ gives 
Note that since det(bU -~,a,( g,(z))) has non-zero constant term, its inverse 
series (under ordinary multiplication) exists and is a formal power series. 
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Therefore, by putting together the results in (3.6) and (3.9) we have shown 
that 
s&7, + b, ,..., fi, + b,) = L, S(Q) ew(CL l h g&9) p (x) det(aij - oiaj< i,(Q))) ’ - ’ (3.10) 
Whence by the first expansion theorem (Theorem 2.1), 
\’ s&i, + b, ,..., ii, + b,) 
fy’(&) - * * F,“S(&) 
LG n,. .** n,! 
f 
qz) &g&b+ ... +b,.s,W 
= det(bij - x,8,( ii(s))) ’ 
(3.11) 
Since the definition of ui given in (3.4) is identical with that of F,(z), our 
proof is complete. 
We remark in passing that formula (3.1) gives a bijection between an 
infinite class of expansion identities and diagonal Sheffer polynomial 
sequences. 
The most elementary multivariate Sheffer sequences arise as products of 
univariate Sheffer sequences. The following two corollaries are refor- 
mulations of (3.1) in this special case. 
COROLLARY 3.1. For each i = 1,2 ,..., s, let (r!/‘(a,)},>, be the uniuariute 
Shefir sequence (in the variable ai) relative to the invertible series Ti(xi) 
and the invertible system (consisting of one series) { gi(xi)}. Then 
uy . . . U”’ 
ii% 
r (/,)(E, + b,) e-e rE)(& + 6,) n,, . .*. ns, S’ 
= T‘(X,) . . . A, eblhW+. . . +bsg,W 
det(bij - x,0*, gj(xj)) ’ 
(3.12) 
where 17, and ui are as defined in (3.2)--(3.4) above and g’(x) denotes the 
formal derivative of the series g(x). 
Proof: Set for all a >, Q, q,, ,,..., ,,I(a ,,..., a,) = rL’,)(a,) ... rc(a,). Then it 
follows from (2.3) that the sequence (q,(&\,>p is Sheffer relative to the inver- 
tible series S(z) = T,(x,) -a. T,(x,) and the invertible system g = 
( g,(x,) ,..., g,(x,)). In this case, for each j, 
aj< ii(&)) = + aikaj(gk(Xk)) = a*j gi(xj)e 
k%‘I 
Thus (3.12) follows directly from (3.1). 
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COROLLARY 3.2. Let the Sh&r sequences {r~‘(ai)},zo be as in 
Corollary 3.1. In addition, for each i = 1,2,..., s, let hi(xi) denote the 
compositional inverse of the series xi g&xi). Then 
x ri:‘(fi, + b,) . a. rl;(l’(n:, + b,) 
wy . . . w;s 
!!>O n,. *‘- n,! 
, 
= T,(h,) . . . T,(h,) ehg,(h) +. ” +~~g,(~,) 
det(d,, - x,a,) , 
(3.13) 
where the nj’s are as defined in (3.2) and for all i, 
wi = hi(Xi) exp (3.14) 
ProoJ As in Corollary 3.1, the polynomial sequence {q,(z)} defined by 
setting q,(z) = rk:‘(x,) . . . rF(x,) is Sheffer relative to S(z) = T,(x,) ..a T,(x,) 
and g = { g,(xr) ,..., g&x,)}. Upon replacing (for all i = 1,2 ,..., s) xi by hi(xi) 
in both sides of (3.12), one readily sees that (3.13) is established once we 
have shown that 
det(6,j - hiaij g((hj)) = det(bij - xiaij). (3.15) 
In order to prove (3.15) we prove the following more general lemma. 
LEMMA 3.1. Suppose that for each i = 1,2 ,..., s, we have 
aiPi = Yi 9 
where the a’s, /3’s and y’s are elements of a commutative K-algebra 67. If 
A = (a,) is an s x s array of elements of csl, then 
det(dij - a,a,pj) = det(S, - yiaij). (3.16) 
Proof. Let W = (wi,} be an s X s array. We denote the group of 
permutations of a finite set B E [s] by YB, and the submatrix of W obtained 
by deleting the rows and columns of W with index not in B by MB(wij). It is 
easy to see that 
det(S, - w,,) = c (-l)‘B’ det(~&,>), 
BEIS 
(3.17) 
where (B ( denotes the cardinality of B. 
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Moreover, if for all i, Oripi = yi, 
det(M,(a,a,jbj)) = C (-l)in’o’ 11 oiP,ci,ai,ci, 
OE fB icL3 
= 7 (-l)in’o) il,? Yi”io(i) 
OE FB 
= det(M,(yiaij)). (3.18) 
Hence by combining (3.17) and (3.18) we obtain the desired formula (3.16). 
Formula (3.15) follows from (3.16) by setting for all i, ai = h,(x,), pj = 
g;(hj) and yi = xi, and the proof of Corollary 3.2 is complete. 
IV. APPLICATIONS 
In this section we shall obtain formulas (1.1) and ( 1.4) as special cases of 
Corollaries 3.1 and 3.2. We derive an expansion formula for s-fold products 
of univariate Appell cross-sequences [ 151 and use this formula to obtain 
elegant expansion identities for the Laguerre and Hermite polynomials. In 
addition, an expansion identity for a multivariate generalization of the lower 
factorial polynomials [lo] is given. Throughout this section, A = (aii) is an 
s X s array of elements in K, and for all j= 1, 2,.... s, ci is as defined in (3.2). 
1. The Formulas of Carlitz 
Formula (1.1) follows readily from Corollary 3.1 after noting that the 
sequence {a;},.+, is Sheffer relative to the invertible series 7’,(xJ = 1 and the 
invertible system ( gi(xi)), where g,(x,) = xi. 
We obtain formula (1.4) from Corollary 3.2 as follows: the upper factorial 
polynomial [a]” is defined by setting 
[a]“=a(a+ l)...(a+n-- 1). 
It is well known [ 151 that this polynomial sequence is Sheffer to T(x) = 1 
and g(x) = - log( 1 - x). Since Xi g:(Xi) = xi/( 1 - xi), we have that hi(x) = 
x,/(1 + xi). Thus, g,(h,(x,)) = log( 1 + xi) and using (3.14), 
wi = xi fi (1 + x,)-aijpsij. 
j=l 
Finally, eblgl(hl) = (1 + x,)*i, and by substituting into (3.13), we obtain (1.4). 
2. Hermite Polynomials 
Let (q!f’(a)} be a doubly indexed sequence of polynomials where L ranges 
over K and n ranges over the nonnegative integers, such that for all L E K, 
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deg q:‘](a) = n. Such a sequence is said to be an AppeN cross-sequence [ 151 
relative to the invertible series Q(x) (i.e., Q(x) has non-zero constant term) if 
for all 1, 
‘f qi’I(a) f = Q(x)’ eax. (4.1) 
n=o 
For any choice of 1,) A, ,..., A, in K, if we set 
riv(a,) = 4~~%4, 
and apply Corollary 3.1, we obtain 
(4.2) 
where 
U,=X,e-‘“/‘“!+“‘+~““I’. 
Note that with U, as in (4.3) above, 
(4.3) 
u:I . . . @=x, . ..x$ “I -(ii,xl+. . *+&x,) (4.4) 
The Hermite polynomials of variance v are the Appell cross-sequence 
tfPWn>o relative to the series Q(x) = exYz. Thus, by (4.2) and (4.4) 
above, for arbitrary u,, V, ,..., v,, 
eU/2)I(i,x,+26,)x,+. .. t(u,x,+2b,)x,l 
= 
det(di, - x,u~) ’ (4.5) 
3. Laguerre Polynomials 
The Laguerre polynomials of order ,I, {L!,“(a)}, are the polynomial 
sequences satisfying for each L E K, 
XT Ly(n);= l 
P>P 
n. (1 _ .)At I F-‘)* (4.6) 
Thus, for fixed 1, {L:‘](a)} is the Sheffer sequence relative to the invertible 
series (1 -x)-‘-I and the invertible system g(x) =X/(X - 1). For a given 
choice of A,, A, ,..., As, if we set 
+)(a,) = LL:d(a,) 
315 
and apply Corollary 3.1, we obtain 
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det I - 
[ 
where 
While the Laguerre 
shown in [ 151 that 
” 
ui= xiexp - Y aiixjl(xi-- 1)). 
,T, 
(4.8) 
polynomials are not an Appell cross-sequence, it is 
-7 Ly”‘(a)$=(l +x)5?-QX. 
“TO 
(4.9) 
Therefore, arguments analogous to those used for the Hermite polynomials 
above yield 
= I-J (1 +x$ie-*iXi 
det(b,j + x,Q~,) ’ 
(4.10) 
4. Generalized Lower Factorial Polynomials 
A multivariate generalization of the lower factorial polynomials (x), = 
(x( - 1) ... (x-n + 1) introduced in [IO] as an example of a diagonal 
multivariate polynomial sequence of binomial type which is not a trivial 
product of univariate sequences is as follows: 
We shall denote an ordered pair-wise disjoint collection of subsets 
(B,. Bz,..., B,) whose union is the set [m] by the symbol 
B,+B,+.-- + B, = [ml. The unidiagonal multivariate lower factorial 
polynomials are defined by setting, for all u > Q, 
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This polynomial sequence is basic with respect to the system G = 
{G,(z),..., G,(z)}, where 
x,t”‘+x,- 1 
G(z) = xi ‘, + 
1 **- +x, * 
Its inverse system ,g = { g,(z),..., g,(g)} is given by 
&(z)=xi 
log( 1 + x, + * - * + x,) 
x + 
I *** +x, * 
(4.12) 
(4.13) 
For notational convenience, set x^ = x, + x2 + . . . + x,. Since 
1 
-( 1 
(Z,x,+. *+&x,)/i e-(n,g,(~~+ * . .t a,&(@) _ 
1+$ 
(4.14) 
and 
aj ii(&) = aij 
log(1 + a) 
2 + i, QXk (log(;+y', 
a straightforward application of Theorem 3.1 yields the formula 
2 (i+b),$(l +~)-(“;xl+“‘+“;xIui 
Lf>Q 
(1 + ~)(6,x,+~*~+bsx,)/i 
= 
det [I- (:\iS) [q(x)A +@(x)AX]] ’ (4*15) 
where 
and q(x) = log(1 + x)/x. 
This completes our presentation of part I. In part II we extend these results 
to the more general settings of polynomial sequences of composition type 
[8], and factor sequences [14]. 
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