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Pour un optrateur elliptique d.&g&x$rk ~2 sur un ouvert Sa de R”, ghkalisant 
en un certain sens l’opkateur de Legendre, on caractkrise pour s > 1, l’espace 
des fonctions u telles qu’il existe une constante C vkrifiant 
11 a% 11 < C’+1(2k!)s pour tout k E N. 
On dheloppe quelques applications de cette caractkisation. 
On considere, sur un ouvert L? de R” regulier et borne, un operateur 
& a coefficients reguliers, elliptique a l’indrieur et dCgCnCrant au bord 
a I’ordre 1 suivant la seule direction normale; un tel operateur realise 
un isomorphisme de l’espace C”(Q) sur lui-m&me. 
On demontre d’abord des resultats de regularit analytique et 
“Gevrey dissymetrique en les variables tangentielles et normale.” 
Pour cela, on Ctablit quelques lemmes preliminaires, utilisant en 
particulier des in6galitCs de Hardy; on obtient des majorations sur les 
d&i&es presque tangentielles en utilisant une methode d’ouverts 
emboites (voisine de celle utilisee dans [lo], [12], [14]), puis les 
estimations sur toutes les d&iv&es; on en deduit un theoreme sur les 
it&-es de &’ dans le seul cas s = 1 (caracterisation de l’espace a(Q) 
des fonctions analytiques sur Q). 
* Ce travail a &k fait pendant que le premier auteur ttait Professeur Visiteur g 
1’Universitk de Nice, France. 
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Pour avoir le theoreme des it&% avec s > 1 (paragraphe IV), on 
doit Ctablir quelques lemmes techniques supplementaires (formule de 
Leibnitz pour certains operateurs differentiels...). Ceci fait apparaitre 
des espaces 6ZS(8), voisins des espaces de Gevrey et plus “naturels” 
sur 0. On remarque que, dans certains cas, une methode basee sur un 
changement de variables (augmentant la dimension) donne une 
demonstration un peu plus rapide (paragraphe V). 
En vue des applications, on considere un operateur JZ! de plus 
autoadjoint, pour lequel on obtient d’abord le comportement asymp- 
totique des valeurs propres; on en deduit des theoremes d’iso- 
morphismes des espaces Cm(D) et US(Q) sur des espaces de suites, 
que l’on peut aussi formuler en termes d’approximation; on obtient 
aussi que les espaces 6Yq(Q) sont des espaces d’interpolation entre 
C”(S) et Q!(Q) t e on applique ceci a des problemes aux limites 
elliptiques. 
Dans tout ce travail, ou les demonstrations se font localement, 
0 peut &tre remplace par une variCtC a bord suffisamment reguliere. 
Certains des resultats, demontres ici, ont CtC annonces dans [2]. 
Le plan sera le suivant: 
I - Lemme preliminaires et notations. 
1 - Qcriture des operateurs consider& et hypotheses. 
2 - InCgalitCs de Hardy. 
3 - Fonctions analytiques et fonctions de Gevrey. 
II - Majoration des d&iv&es presque tangentielles. 
III - RCgularitC dissymetrique et analyticite. 
IV - Caracterisation d’espaces de fonctions C” par les it&es de &. 
1 - Cas particulier. 
2 - Lemmes techniques. 
3 - Theoreme principal. 
4 - Interpretation. 
V - Remarques. 
1 - GCnCralisations de &. 
2 - MCthode par changement de variables. 
3 - Autre methode. 
VI - ThCorie spectrale. 
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VII - Applications. 
1 - Isomorphismes et approximation. 
2 - Interpolation et applications aux problemes aux 
limites. 
I. LEMMES PR~LIMINAIRES ET NOTATIONS 
1. Ecriture des Opkateurs ConsidMs et Hypothkses 
Soient .f2 un ouvert born6 de R” et s@ un opkrateur diffkrentiei 
d’ordre 2, a coefficients C” sur a, proprement elliptique dans L?, 
de&-&-ant sur 22; on fait les hypotht%es suivantes: 
- On suppose qu’au voisinage de tout point du bord, I’operateur & 
s’ecrit dans les coordonnees locales (X,-Y) (avec (x, y) appartenant a 
un voisinage V de 0 dans R+n = R”-l x [0, co[) sous la forme: 
A = A(x,Y, D, , 4) = %vD, + C b,D,” + C c,D,“yD:) (1.1) 
IUIG lul<l 
- On suppose aussi qu’il existe une constante C telle que l’on ait 
pour tout u E 9( Qc2): 
Ces hypothbses (1.1) et (1.2) sont vtrijit?es en particulier pour la classe 
d’opbrateurs suivante: 
Soit v une fonction de Rn dans R de classe C” telle que 
Q = {xER~ v(x) > 0} 
i3Q = {x E R”; y(x) = 0} 
dv # 0 sur &? 
On note grad 9 = (yr ,..., F%) et on pose Aik = ykDj - qjD, pour 
jet k dans (I ,..., n}, et Y = (U E L2(D); y’ Diu E L2(sZ) et f.$,u eL2(SZ) 
pour tous j, K}, muni du produit scalaire nature1 qui en fait un espace 
de Hilbert; on verifie que Y est un espace normal de distributions; 
on remarque que les champs de vecteurs (L$J constituent un systeme 
elliptique sur le bord de 52. 
1 On note: D, = -i(a/ay), De!-‘ = (-@‘I PI/&+ ... ~ws-I/&&I. 
2 L’espace .9(V) dtsigne les fonctions Cm g support compact dans V, W”(Q) dksigne 
l’espace de Sobolev usuel {u ELM; D% eL2(Q) pour / 01 1 < m}. 
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On considere une forme integro-differentielle 
-- 
a(u, v) = j 1 C pu,,D=u D5v + 1 Aj,u &v/ dx; (1.3) 
Q !a/<1 j,k 
IBIG 
on suppose les coefficients a,, de classe C” sur Q et que la forme a est 
Y-coercitive (c’est-a-dire qu’il existe une constante h > 0 telle que 
l’on ait pour tout u E V, Re a(u, u) 3 X // u /I$ ; il suffit pour cela 
d’avoir Re aaor assez grand pour 1 01 1 = 0 et Re ~lal+I=l ud,~f6 > 
C 1 E I2 pour tout l EC”, avec C > 0). 
A la forme a est associe l’operateur differentiel 
(1.4) 
par application du theoreme de Lax et Milgram, on obtient imme- 
diatement que cet operateur & realise un isomorphisme de V sur V’; 
en particulier, pour tout g E L2(Q), il existe u unique dans V tel que 
LQzu = g; il est facile de voir que &’ s’ecrit localement sous la forme 
(1 .l) et on demontre qu’il verifie (1.2). De plus, on a, en notant 
B(d) = {U E V; &u EL2(0)} et plus gCnCralement, pour m entier 
> I, D(&c) = {u E D(&?P-1); du E D(diP-I)), 
PROPOSITION 1.1. Pour m > 1, l’espace D(G@) est constitue’ par les 
fonctions u E L2(Q) ve’ri$ant 
qPu E H”+P(D) pour p = O,..., m, 
AYkU E I?(D) pour p = o,..., m et j, k = l,..., n, 
ou encore ve’ri$ant, dans les coordonne’es locales: 
yh E Hm+p(R+“) pour p = O,..., m. 
Dzau E P(R,“) pour 1 OL 1 < 2m. 
Enparticulier D(dw) = nmEN D(dm) = C”(Q). 
En fait, la proposition ci-dessus se demontre localement; on peut 
suivre la methode de [I] ou utiliser des resultats plus recents de [4]; 
des operateurs analogues ont CtC CtudiCs dans [15]. 
EXEMPLE 1.1. On prend Q = {X E R”; I x 12 = CE1 xi2 < l> et 
l’operateur 
cd’ = f’ Di(1 - j x I”) Di + 1 (x$D, - x,D$ + 1. 
i=l j,k 
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2. Inbgalitts de Hardy 
Soit h une fonction de 3?([0, a[). On a, pour t E IO, OO[, 





De mCme on a 
Dh(t) = ; f D,uD,h(u) da. 
0 
On montre par recurrence sur k, la relation 
(L&t&)” &h(t) = 2X 1; u”(D,uD,)~” h(u) du; (l-7) 
en it&ant, on obtient 
Les inegalites &rites ici sont valables aussi sur (0, T) au lieu de (0, CO) 
et pour des fonctions a valeurs dans un espace de Banach. 
3. Fonctions Analytiques et Fonctions de Gevrey 
On fait les conventions usuelles: Pour 01 = (~(r ,..., a,) E N”, on note 
or! = cu,! *-- a,!, pour 01 et p dans Nn, on note 01 6 /3 si et seulement si 
I’on a Oli < Pi pour 1 < i < n; alors on note aussi (z) = (2) *-* (2). 
Soient K un compact de R”, un nombre reel s 3 1; on appelle 
espace de Gevrey d’ordre s sur K, I’espace G,(K) des restrictions a K 
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de fonctions u de classe C” dans un voisinage de K, tel qu’il existe une 
constante L > 0 verifiant pour tout cz E N”, 
(1.10) 
En fait, on utilisera la formulation suivante: pour un compact 
K C R+n, une fonction u est dans G,(K) si et seulement si il existe 
deux constantes L, et L, telles que l’on ait pour tout (01, p) E Nn-l x N 
II Dz”DrPu llLzcKj < LpI+lLz”(l a I! P!)“. (1.11) 
On peut remplacer dans (1 .l l), 1 cy I! par ol!, ou \ 01 I! p! par 
(I 01 / + p)! . Les compacts K que nous utiliserons seront assez 
reguliers pour qu’on puisse remplacer aussi les normes L2(K) par des 
normes L”( K) dans (1.10) et (1.1 l), en utilisant le theoreme de Sobolev. 
Soient 0 un ouvert de Rn et un nombre reel s 3 1, on dit qu’une 
fonction u de 0 dans C est Gevrey d’ordre s sur O(u E G,(O)) si et 
seulement si, pour tout compact KC 0, la restriction de u a K est 
dans G,(K). 
Remarque 1.1. 11 aurait CtC possible dans l’essentiel de ce travail de 
remplacer la suite ((k!)S)ksN par une suite (M,JkEN verifiant des 
hypotheses convenables (cf. [ 121). 
On utilisera le resultat: 
PROPOSITION 1.2. Soient 0 un ouvert borne’ de R” et 9 un optrateur 
di#krentiel d’ordre 2 d: coejicients duns G,( 6); pour tout u E G,(8), 
il existe une constante K > 0 telle que 1’08 ait pour tout i E N, 
Dkmonstration. En fait, on demontre qu’il existe deux constantes 
Kl et K, telles que I’on ait pour tout cy E N” et tout i E N, 
(1.12) 
on en dtduit la proposition en faisant LY = 0. Pour demontrer (1.12), 
on fait un raisonnement par recurrence sur i; pour i = 0, la relation 
(1.12) est vraie pour Kl , K, assez grands; on montre que si les 
constantes Kl et K, sont choisies convenablement independamment 
de i, la relation (1.12), supposee vraie pour i, l’est aussi pour i + 1. 
On pose 9 = C,&,<s a,Du; on a: 
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On utifise I’hypothese de regufaritt des coefficients sous la forme: 
If existe une constante L > 0 telle que l’on ait pour tout 13 E Nn, 
sup II D5a, ilLmca, < Lf5~+1(l B I!)“. II 
II en resulte: 
avec 
((I a - p 1 -+ 2 + Z)!)” Nf = ; F (j ; I)# (I B I!)” -- 
L lfll+l 
((I a I i- 2i i- 2)!)” ( > r 
Kil . q. 
On verifie que l’on a: 
et done que, pour Kl et Ks assez grands, on a M < 1; ce qui demontre 
la Proposition 1.2. 
II. MAJORATION DES DBRWBES “PRESQUE TANGENTIELLES" 
Introduisons quelques notations. 
En designant par w  un cylindre ouvert de R” de la forme wc x IO, u[ 
avec w2 ouvert born6 de Rn-‘, on note: o la fermeture de w  dans R”, 
w  I’ensemble wZ x (0, a[. Pour tout E E [0, a[, on note 
FIGURE 1 
ReGULARIT ANALYTIQUE ET ITfiR& 215 
Pour une fonction 21 EL2(o,), on notera 
On remarque que pour E >, a, on peut encore Ccrire N,(v) qui sera 
alors nul; dans la suite on pourra supposer a < 1. 
- On suppose que l’on a Ccrit A dans un voisinage V de w SOUS la 
forme (1.1) avec l’hypothese (1.2); on demontre alors le lemme general 
suivant: 
LEMME 2.1. I1 existe une co&ante C, > 0 (qui ne dt!pend que de o 
et de la borne supbieure SW w des coeficients de l’ope’rateur A) telle que 
l’on ait pour tous E, Ed strictement positifs et tout v E H2(w): 
oh T dhigne l’un des ophateurs d#hentiels: 
D,yD, , D,@ pour I p / = 2, D,“yD, ou D,“D,y pour 1 P 1 = 1. 
De’monstration. On choisit une fonction # E B(_w~,) telle que 
O~~!<l;~=lsur~,+,~ 
II 0’4 lILm~,~ < C2E- 1~1 pour tout y E Nn, C, &ant independant de E, or . 
(2.1) 
Soit v E Hi; on pose u = I@ et on applique l’inegalite (1.2); on a: 
oh [A, $1 designe le cornmutant A/I - #A. On explicite le cornmutant: 
En regroupant suivant l’ordre des dtrivees de +, on obtient: 
E-~ en facteur de termes en v, 
~-1 en facteur de termes en D,w avec 1 p 1 = 1 
ou en D,yv. 
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On note G = C II h, IILmkd , le C &ant pris sur tous les coefficients h, 
de l’ophateur A. On a: 
Nq([4 #I 4 < l -1G?G 1 c 
/u/=1 
Nq(%uv) + N,p,P)/ + e-2GC3~q(~). 
Le Lemme 2.1 en rhulte immkdiatement. 
Nous dkmontrons maintenant un lemme qui nous servira de point 
de dCpart pour la dkmonstration de la rCgularitC tangentielle et pour 
1’Ctude des it&&. 
On fait l’hypothbe que les coeficients de l’opkateur A sont de classe G, 
(s > 1) SW W; ce qui se traduit par: 
11 existe une constante L > 0 telle que l’on ait pour tout y E N”, 
SUP II D’h, llpq,) < Ll~l+yy!)s < m+l(l y I!)“, (2.2) 
le sup portant sur tous les coefficients de I’opCrateur A. On a alors: 
LEMME 2.2. Pour tous E, Ed strictement positifs, pour tout u E Cm(,), 
pour tout 01 E Nn-l, on a: 
+ cg c AqD;++"u) + c,av,~(D,"D,yu) 
lui=l 
+ ClE-2N61(DZ%). 
De’monstration. On a A(D,%) = Dza(Au) + Qau, avec 
8s = I T<2 PA”> Dz”l u + 2 [CA”, Dzal Q,YU 
II, IUlGl 
En appliquant le Lemme 2.1, avec v = DZau, on obtient: 
+ E-VV,~(D~~D~~U) + E-~N,~(D,=u). 
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La majoration (2.2) et le developpement de Qau donnent alors imme- 
diatement le Lemme 2.2. On en deduit: 
LEMME 2.3. Soit K un compact contenu dans -w et u une fonction C” 
SW 6 telle que Au soit de classe G, SW 6; il existe une con&ante MI > 0 
telle que l’on ait pour tout T, 
II D,*Tu llL2,KI < Mk’+3((1 01 1 + 2)!)s pour tout 01 E Nn-1.(3) 
De’monstration. On demontre d’abord par recurrence sur 1 CY /, 
qu’il existe une constante M > 0 telle que l’on ait pour tout E > 0 et 
pour tout 01 E Nn--l: 
La relation (2.3) est Cvidemment valable pour / 01 1 borne avec un 
choix convenable de la constante M; on suppose que M est choisie 
pour que (2.3) soit valable pour / 01 1 < j et on determine les conditions 
(independantes de j) p our que cette m&me constante soit aussi valable 
pourloll =j+l. 
On utilise le Lemme 2.2 avec or = (j + 2)~, et on obtient: 
On verifie que la recurrence peut s’appliquer car le membre de droite 
de l’inegalite (2.4) ne contient que des derivations de la forme DyT 
avecIy/<)aI-l,etquel’onapourk<l,Nr,<Nkr. 
On utilise la regularit Gevrey d’ordre s de Au sous la forme: il 
existe une constante L, telle que l’on ait Nj,(DzaAu) < Lp’+‘(I 01 I!) 
pour tout cx E Nn-l et j E N. 
3 Dans la ddmonstration de ce lemme, la kgularitb de Au utilisbe ne fait intervenir 
que les majorations des d&iv&es par rapport h x. 
218 BAOUENDI AND GOULAOUIC 
On obtient 
+ c1 , Cl ,& (gab-) 1 s~ISI+l~I~-B+Pl+2~-~I"-8+~(+l~s 
II. , 
+ Cl& c Ml a+ul+l&d+wls + Cl~-11Mloll+2E-(la(+l)s 
/LJI=l 
+ CI~~q@l+lq-l~l~. 
Pour avoir N( lor1+2)t(DZaTu) < M 1~ 1+36-C 10: l+W, il sufit d’avoir: 
Cl 
I 
Lp+lM-l4-3(~ &! I!)” &l+m 
+ NJ&l+1 + J,j-2E2s-2 
W) 
+ 2N ,B& (~)(~!)8LlSl+11M-l”l.islsl < 1, oh N designe le nombre 
de multiindices 01 E N” tels que / 01 1 < 2. 
On remarque que sous la condition 1 LY. 1 E < 1, on peut majorer le 
premier terme de la somme (2.5) par 
(ypI+‘M-l~l-3(/ &! I!)” Ew+yl a 1 ~)-ll”l+3)s 
= CIq4+1~-l+3(~ cy [ !  I a: /-w+29s; 
on peut done choisir M assez grand par rapport AL et L, pour avoir la 
somme des trois premiers termes de (2.5) majoree par 3. 
En remarquant que l’on a: 
(9 G (1;;)” 
et (I 01 I(/ OL I -1) ..*(I OL 1 - I/3 I +I)GI)” < 1 pour 1 (Y 1 E < 1, 
on obtient: 
2NCl lolz1 (;)w 1 SL’~l+lM-l@lc’~ls < 2CJVL lo;l (A#“, 
que l’on peut toujours majorer par l/2 pourvu que M soit assez grand. 
Ceci demontre I’inCgalitC (2.3). 
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On en deduit le Lemme 2.3. En effet: Ctant don& K, il existe c > 0 
tel que l’on ait K C fflc . On utilise l’inegalid (2.3) avec c = (1 01 1 + 2)~, 
ce qui donne 
j-vcp,qu) d jbfk1+3~-(1~1+3y~ a 1 + 2)(14+2)s; 
ce qui implique l’existence d’une constante Mr telle que 
II DzaTu IILstl) G N&c’=) < Mp’+3((l (y. I + 2)9”, 
pour tout LX E Nn-l. 
III. RBGULARITB GEVREY DISSYMBTRIQUE ET ANALYTICITB 
Nous allons demontrer ici une regularit locale Gevrey dis- 
symetrique en les variables tangentielles et normale; comme cas 
particulier (s = l), on retrouve l’analyticid jusqu’au bord. On garde 
les notations et hypotheses du paragraphe precedent. 
THBORBME 3.1. Soit 24 E B(W); on suppose ve’rifie’e la condition, pour 
tout (01, k) E N”: 
(3.1) 
Alors, pour tout compact K C w, il existe une co&ante M telle que l’on 
ait 
// DrkDzau IILz,x) < Mld+k+l ((I a I ; 2k)!)” 
pour tout ((Y, k) E N”. 
De’monstration. On va demontrer en fait d’abord qu’il existe deux 
constantes Ml et A!, telles que l’on ait pour tout (01, k) E N”, 
(3.3) 
Cette relation se demontre par recurrence sur k; elle est vraie pour 
K = 0, 1, 2, d’aprb le Lemme 2.3. Supposons que l’on ait trouve des 
constantes MI et M, qui conviennent jusqu’h l’ordre k + 1, et 
4 Les inkgalitbs (3.1) expriment le fait que SW CZ, la fonction y  H Au(*, y) est de 
classe G,,-, SW [0, a] & valeurs dans G,(o~i,). 
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montrons que si. le choix est convenable, inddpendamment de k, elles 
conviennent aussi B l’ordre k + 2. 
On Ccrit (I .I) sous la forme (avec des modifications Cvidentes des 
coefficients): 
Dg2yu = iD,u + Au - c b,D,w - c cGD,*D,yu 
IulC2 lMl<l 
et on applique I’opCrateur DzeDgk aux deux membres; on obtient: 
En utilisant l’in&galitk de Hardy (1.6) et les hypoth&es (2.2) sur les 
coefficients, on obtient: 
On en dtduit: 
‘* x244,- Bf“‘+lM~-‘C1((l a - /3 + p 1 + 2k - 2j + 2)!)” 
w -li> + I) (k -j -+ f)! 
5 Toutes les normes &L&es dans ce paragraphe &ant dans La(K), nous omettrons 
dtsormais de l’indiquer. 
s On constate clue l’on peut remplacer la rbgularite de Gevrey des coefficients par 
une rbgularitk Gevrey dissymktrique sur Z. 
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Pour obtenir 
11 Dpfcy+2yu /I < q4+1q+2 ((1 O1 l(;+u(2; 4N" , 
il suffit d’avoir: 
2L~l+k+lM~l~l+lMik--2 @ + 2)(k + 1) 
[(la\ +2k+4)..+(/olI +2k+l)]” ‘; (3*4) 
et 
, F<2 ; T (;I i';:, 
~lsl+~+l~,-lBl+lul~~i-l 
IL. (W -;) + 1) 
’ (k !j’i’y)! j! ( 
(I a - P + P I + 2k - 2j + 2)! (I /3 1 + 2j)! 8 
(I 01 I + 2k + 4)l ) 
Llal+~+l~;lsI+I~I~~i-l 
2(k + 2)! 
(k -j + l)!j! 
x 
( 
(i- B + P I + 2k - 3’ + 2)! (I B I + 2jY 
(I 01 I + 2k + 4)l 1 
s G 1 
2’ (3.5) 
La relation (3.4) est verifiee pour M, et M2 assez grands. 
Dans la premiere somme de (3.5), on utilise 
4(k + 2)! 
<8 k+2 
(2(k -j) + l)(k - j + l)! j! ’ ( 1 j * 
Dans le deuxieme somme, on utilise 
2(k + 2)! 
(k -j + l)! j! (1 01 - /3 1 + 2 + 2k - 2j + 2)” G 
k+2 
( 1 j ’ 
I1 suffit done de verifier 
O1 k k+2 
““;T (Jtj)( j I( 
(on utilise Ml >, 1). 
(3.6) 
11 est evident que l’on a (a(~)(“f”)(l~l~~:‘4)-s < 1, et que l’on peut 
done choisir Ml et Mz assez grand (avec M, assez grand par rapport 
a Ml) pour que (3.6) soit vCrifiC. 
Le Theoreme 3.1 est done demontre. 
Remarque 3.1. Notons que, reciproquement, on voit que si u et les 
coefficients d’un operateur differentiel 9’ verifient (3.2), il en est de 
m&me de 9%. 
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En prenant s = 1 dans le ThCoreme 3.1, on a obtenu en particulier.“) 
THBORBME 3.2. Soit 0 un ouvert de Q et supposons que les coefficients 
de l’opkateur LZZ’ sont analytiques SW 0 et que a52 n 0 est analytique; 
alors toute fonction u de classe C” sur 0 et telle que &u soit analytique 
sur 0 est aussi analytique sur Lo, 
IV. CARACTI~RISATION D’ESPACES DE FONCTIONS Cm 
PAR LES ITh& DE zz? 
On se propose ici de donner une caracterisation de l’espace des 
fonctions analytiques et d’autres espaces de fonctions non quasi- 
analytiques sur 0, a l’aide de la croissance suivant i E N des normes 
II Jz@u ha) . 
1. Cas Particuliers 
Nous allons donner une reponse partielle dans le cas analytique par 
une methode rapide, utilisee par Lions et Magenes dans [12]. 
On a le resultat pour l’operateur &’ don& par (1.5): 
THI$OR%ME 4.1. On suppose que F et les coejicients de G?’ sont 
analytiques sur Q; soit u une fonction C” sur L?; les propritWs suivantes 
sont kquivalentes: 
(a) la fonction u est analytique sur Q. 
(b) il existe une constante M (dbpendant bventuellement de u) telle 
que l’on ait, pour tout i E N: 
Dkmonstration. D’abord (a) implique (b); cela resulte du fait que 
JZ? est d’ordre 2 et a coefficients analytiques (cas particulier de la 
Proposition 1.2). Montrons que (b) implique (a); on considere la 
fonction 
a3 @~&e%4(X) we> t, = z& (29! 
’ L’opCrateur & Btant elliptique dans 52, la r&ularit& analytique est bien connue B 
l’intkrieur de Q; cf. [IO]. 
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d’aprb (b) cette fonction est definie et de classe C” pour x E 0 et 
t E I-E, E[ pour E assez petit. On a 
SZW + D,2w = 0 dans 0 x I-E, c[. 
D’aprb le Theoreme 3.2 (applique a l’operateur JZZ + Dt2, qui est de 
la m&me forme que & dans Q x I-E, E[), on obtient que w est 
analytique dans 0 x ] -E, c[; il en resulte que u = ~(0, 0) est 
analytique sur 0. 
Ce Theoreme 4.1 est un cas particulier des resultats que nous allons 
demontrer maintenant et qui sont les plus utiles pour les applications 
envisagees; les demonstrations seront plus laborieuses et n’utiliseront 
que Zes hypothhses (1.1) et (1.2). 
2. Lemmes Techniques 
(1) Dans ce paragraphe, on raisonne sur des fonctions d’une 
variable notee y. 
On note, pour tout entier k > 0: 
R, = 
1 
(DYW si R=2p 
YWYW si k=2p+l. 
On a alors, pour tout k > 0 et tout p > 0 
R&z, = &+a . 
LEMME 4.1. Pour tout entier k >, 0, on a 
kc 3 %I = [R, , YDI = $1 R, , 
(4-l) 
(4.2) 
ozi {k/2} d&&e la partie entit?re de k/2. 
De’monstration. 
(1) Cas k = 2p; 1 a d Cmonstration se fait par recurrence sur p. 
[R 29+2 s YDI = Rzh > YDI + [R2 > YDI R2Z, 
= ~R2,,2 +R2,,2 
= (P + 1) R2,+2 - 
(2) Cask=2p+l; ona: 
[R 2D+1> YDI = yW2v t YDI + [YR YDI R29 
= PYDR,, = ~%a,, . 
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LEMME 4.2. Pour tout couple d’entiers m et k vt%riJ(iant: 
il existe un opkateur daj%rentiel unique P,” de de@ k - m, et ci 
coeficients polynSmes en y vt+i$ant, pour tous f et g fonctions C” SW R, 
(On a Pkk = id., Pok = Rk). 
De’monstration. On fait une rkcurrence sur k, et on distingue les cas: 
k et m pairs et impairs. On a: 
On admet (4.3) jusqu’h l’ordre 2k, et on la dkmontre d’abord pour 
2k+ 1. 
Nous avons: 
+ : JLLf> . yDP:k(g) 
W&=0 
= xir “,+1(f) . e%9 + m ;pa;m+lw . YPAk(d 
+ C Rn(f) * yDP%). 
m 
Nous en dCduisons l’existence des Pik+l, avec 
(4.4) 
(4.5) 
B Par convention, pour m > k, Pm’ = 0. 
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Montrons maintenant (4.3) pour 2k + 2. On a 
2k+l 
&+2(fg) = DR2k+,(fg) = c DRm(f) p:+l(g> + RWL(f) ’ DP:+l(d 
rn=O 
= ,& RrL+df) * Y-lp~+lk) +, & %+1(f) am” 
+ c &(f) De+l(g). WL 
Finalement, on obtient 
pzF+l 21t+1 2k+l 
23 = P,j-1 + DP2j (4.6) 
p;j”-:” = y-‘P2!f + DP2y1 
23 2 23 1 . (4.7) 
La formule (4.4) montre que y-lPsa, avec 01 impair et /3 pair, est 
encore un opkrateur diffCrentiel A coefficients polynhmes, ce qui 
justifie (4.7). 11 est plus commode d’utiliser (4.4) pour r&Scrire (4.7). 
On obtient: 
LEMME 4.3. On utilise les notations du lemme pre’ce’dent. Soit s un 
re’el > 1. I1 existe deux constantes C, et C, telles que pour tous entiers 
m, k, j vkiJiant 
pour tout intervalle I C [0, l] et p our toutefonction g E Cm(I), on ait 
II Dmpjk(g)ll,,,, G C1”CIJ-j /I/g Illk+m-j,s (Cm + k -A!)” (4.8) 
00 l’on note 
Dtmonstration. On utilise une rkcurrence sur k. On distinguera 
les k pair et impair. 11 existe, Cvidemment, des constantes C, et C, 
vkrifiant (4.8) jusqu’h l’ordre 2k. Montrons que si C, et C, vhrifient 
des conditions inddpendantes de k, la condition (4.8) est aussi vCrifiCe 
pour 2k + 1 et 2k + 2. 
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Derivons pour cela les formules (&I), (4.5), (4.6) et (4.7’). Nous 
obtenons 
D"pzF+z = DmpZ]c+l + D"+lp2~+1 23 23-l 23 (4.11) 
D”P;,“-:” = D”Pz”j”_, + Dm+lP;L2 + Dm+‘Pzp:l . (4.12) 
En utilisant (4.8) et (4.9), nous obtenons: 
/I DmJ’$+YgNL~L,o(I, < 2C~"C,"-2j+1((m + 2k - 2j + l)!)" lllg Illm+2k--2i+l.s 
+ 2C~Cp-2im((m + 23 - 2jW III g lllm+2R-2i,s 
Comme Ill Illr,s est croissante en r, et que l’on a: 
m < (m + 2k - 2j + l), 
on obtient: 
II DmP;~(g)llLm,~~ < C~k+1C~-2j((m + 2k - 3’ + l)!)” III g lllm+2k--2jf1,s 
x (2C;X, + 2C;‘). 
I1 suffirait done de choisir C, et C, verifiant: 
2c;q + 2cp < 1 (4.13) 
ce que l’on peut toujours faire. 
Des majorations analogues utilisant (4. lo), (4.11) et (4.12) donnent 







qui peuvent Ctre verifiees en choisissant C, assez grand par rapport 
A c, . 
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(2) Maintenant nous revenons au cas de fonctions de plusieurs 
variables. 
LEMME 4.4. On garde les notations du paragraphe II. Soit g une 
fonction de classe G, SW W. I1 existe une constante L, (dependant de g) 
vtri$ant pour tout multiindice OL et tous entiers k et j, 0 < j < k, 
(4.17) 
(Les Pi” &ant les ope’rateurs diflerentiels des Lemmes 4.2 et 4.3 operant 
sur la variable normale y.) 
Demonstration. 11 suffit de remplacer g dans le Lemme 4.3 par 
D,“g, de prendre m = 0, et de remarquer, en utilisant la rCgularitC 
Gevrey d’ordre s de g, qu’il existe une constante K > 0 telle que l’on 
ait 
pour tout 01 E Nn-l. 
3. The’ortme Principal 
Nous dCmontrons d’abord un rhultat sur les it&& de A et les 
dkivations tangentielles. 
LEMME 4.5. Soient s un nombre reel >, 1 et u une fonction C” 
sur (3; on suppose que les coeficients de A sont Gevrey d’ordre s sur 6 et 
qu’il existe une constante C vkifiant, pour tout i E N, 
II Aiu llLsfw, < P+y2i!)s. (4.18) 
Alors, pour tout c > 0, il existe une constante K telle que l’on ait, pour 
tout multiindice 01 E N”-l et pour tout i E N, 
N,(D,“TA%) < Kl=1+3i+3((1 a 1 + 2i + 2)~” 
(08 T designe l’un des ope’rateurs d’ordre 2 utilises au Lemme 2.1). 
Demonstration. I&ape 1. On dksigne par S l’un des opkrateurs D,$ 
pour i = l,..., n - 1, ou yD, ; soit 6 E IO, c[ et notons o” = ws ; on 
dkmontre d’abord le rksultat: 
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LEMME 4.5’. Les hypothtk (1.1) et (1.2) impliquent qu’il existe une 
con&ante C, > 0 telle que I’on ait pour tout 24 E Cm(G), 
; II Tu lIp(,o) + ; It Su llp,,o) d C,{ll Au lILz(wl + II u IILa~,~~. 
La demonstration de ce lemme est voisine de celle du Lemme 2.1, 
en utilisant de plus un argument de compacite et une norme auxiliaire 
de la forme SU~~<,,<~ p2 CT 11 TU IjLz(wp) . Remarquons que pour un 
operateur & de la forme (1.4), ce lemme est immediat. 
On deduit du Lemme 4.5’ et de (4.18) qu’il existe une constante K,, 
telle que l’on ait pour tout i E N, 
Dans la suite, on peut done supposer que (4.18) et (4.19) sont vrais 
sur w (quitte a remplacer w par 0~“). 
.&ape 2. On demontre I’existence de deux constantes Kl et K, 
telles que l’on ait pour tout E > 0, a E Nn-r et i E N, 
Pour cela on part du Lemme 2.2 oh u est remplace par Ai-%, et 
Ed = (I 01 1 + i)E; on fait une recurrence sur j 01 j. Pour 01 = 0, l’ine- 
galitt (4.20) resulte de (4.19), p our Kl et K2 assez grands, puisque 
E’“‘+y(/ a / + 2)!) < 1. 
Supposons que nous avons trouve des constantes Kl et K, qui 
conviennent jusqu’a I’ordre / OL / - 1 et montrons que, si elles sont 
choisies convenablement (independamment de a), elles conviennent 
aussi pour 0~. On a: 
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On vCrifie que la rkcurrence peut s’appliquer car le membre de 
droite de 1’intgalitC (4.21) ne contient que des dkrivations de la forme S 
ou I’identitC ou DYT avec j y j < / LY j - 1, et que 1’0x1 a pour k < i, 
Ni, < N,cc . 
On utilise dans (4.21) les majorations (4.20) dans le membre de 
droite; pour obtenir 
il suffit d’avoir: 
(I a ( + 2)! elal+2 
c4(,a,+2i+2)! 1 
’ K-2K 2 
( 
(1 a ( + 2i + 2)! E+ 
1 
s 
l 2 I a I! 
x 
i 
(I a 1 + 2)! dQ~+%-lal+ly1 a - /I ) + 2i + 2)! s 
(I 01 I + 2i + 2)! (I cx -B I + 0 1 
+ C1nclK,- 
( 
(I a ( + 2)! &l+w+yl a 1 + 2i + l)! 
1 
s 
(I a I + 2 + 3 (I a I + I>! 
+ clE-2K,-2 ( (I 
a 






1 + 2i)! (I 01 I + 2i + 2)! I a I! 1 
8 ~ 1 
Soit encore 
C,K;2f$%1 a / + 2)(1 0~ I + 1) e2>, + 2C,N c 
lBl>l 
(I ,6 I!)” i;) ~181 
x j-g L ( (I a I + 2)! (I a - /I 1 + 2i + 2)! s 
(I a I + 2i + 2)! (1 a - ,k? ] + 2)! 1 
(I lx I + 2x1 = I + 1) 
+ ‘lKT2 ( (I 01 I + 2i + 2)( I a 1 + 2i + 1) 1 
s < 1. (4.22) 
En utilisant: 
(I a I + 3 (I 0: - B I + 2i + 2)! ( I 
‘Ial +2i+2)!(1a-j31 +2)! ’ ’ 
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On trouve qu’il suffit d’avoir, pour verifier (4.22): 
Ce qui est toujous possible en choisissant KI assez grand. Ce qui 
demontre I’inCgalitC (4.20). 
l&ape 3. De (4.20), on deduit le lemme en posant 
Nous arrivons maintenant au theoreme principal sur les it&es de 
l’operateur A, qui s’enonce: 
THBORBME 4.2. Soient s un nombre rtel > 1 et me fonction u C” 
SW 8, on suppose que les coeficients de A sont Gevrey d’ordre s SW w et 
qu’il existe une constante C vh-ifant pour tout i E N, 
II Aiu llL2,,, < P+1(2i!)s. 
Alors pour tout c > 0, il existe deux constantes KI et K, telles que l’on 
ait pour tout multiindice 01 E Nn-l, tout k E N et tout i E N: 
I I D:R,Aiu I ILacwcJ < ql+2i+lK,“((I a 1 + k + 2i)!)S. (4.23) 
De’monstration. On va proceder par recurrence sur k. Le 
Lemme (4.5) montre que (4.23) est verifiee pour k = 0, 1 ou 2 avec 
un choix convenable de KI et K, . 
Montrons que, si KI et K2 satisfont des conditions independantes 
de k, 1’inCgalitC (4.23), vraie jusqu’a k + 1, est aussi vraie pour k + 2, 
avec les m&mes constantes KI et K2 . 
lkrivons pour cela l’equation dans w. 
R,v = Av - C b,D,% - c c~D,~~D,v. 
iPI< lU’4 
Appliquons I’operateur DzuR, , il vient: 
R,,,(D,%) = R,DzuAv + c RkDrubUDXLLv 
lUlG2 
+ C R,D,%D,~YD,v- 
IU’Gl 
(4.24) 
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En appliquant la formule de Leibnitz et le Lemme 4.2, nous obtenons 
De m&me, en utilisant la formule de Leibnitz, le Lemme 4.2 et le 
Lemme 4.1, nous obtenons: 
= c c ‘f yiRB+JD;-B+w) . (;) PJD&)(Q) 
I@/<1 B P=O (4.26) 
+ c c i I$/ Rp(D;-6+“v). (;) Pp”(D,ac,). 
lLll<l I3 CD=0 
Posons maintenant dans (4.24) 
v = Ah 
et utilisons (4.25), (4.26) et (4.23) (vraie jusqu’a l’ordre k + 1, par 






c c f (;) .w+~-p+l((l p 1 + k- P)!)” 
ILLI< 6 p=o 
K~-6+u~+2i+1K2~((l a - p + p 1 + p + 2i)!)” 
2 c c 2 (;) Ll~l+-+l((l p 1 +k - P)!)" 
IuI<l 6 Y-0 
Kp-6+u'+2i+lK:+l(() OL - p + p 1 + p + 1 + 249s. 
(4.27) 
D Si p est un entier 20, on note: 
fi= 1 0 si p est impair 1 si p est pair. 
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(Pour majorer les derniers termes de (4.26), nous avons aussi utilise 
les inegalites: 
yi < 1 
qui sont toute Cvidentes!). 
Majorons encore le second membre de (4.27) en mettant en evidence 
l’expression d&i&e; nous obtenons 
II R,+,D$Aiu /lLac,o, 
< Kp1+2i+1KF2(() a 1 + /z + 2i + 2)!)” 
x K12K;2 + 3Nx f ~ISi+"-"+lK;l~l+2K~-k-1 
1 
6 p=o 
x lal (IBI +k-Pp)!(Ia--1 +p++i+2)! 
(( 1 
__-__ 
IPI (I a I + k + 2i + 2)! 
(4.28) 
Remarquons maintenant que 
(IBI +~-PP)!(I~-pl +p+2i+v 
i 
Ial +ls+2i+2 -1 
- = (I 01 / + k + 2i + 2)! IBI +h--P 1 
et que 
Nous obtenons alors a partir de (4.28): 
II R,+,D:Aiu ll~ztw,) -. < Klai+2i+1K;+2((1 a ( + k + 2i + 2)!)” 1 
x IK;K;~ + 3N f (+)” x f (+-)‘5$/ 
LO j=O 
(4.29) 
11 suffit done d’avoir 
ce qui est toujours possible (independamment de k) en prenant K1 et 
K, assez grands et K, grand par rapport a Kl . 
Ce qui termine la demonstration du theoreme 4.2. 
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4. Interprttation 
On a: 
LEMME 4.6. Soient f, g deux fonctions Cm(&) telles que: 
(1) f est Gevrey d’ordre s sur So) 
(2) g ve’ri$e la condition: I1 existe une con&ante M telle que l’on ait 
pour tout k E N et tout (Y E Nn-l, 
II D,“Q llLzlojb M’=‘+k+l((l a I + k)!)‘. (4.30) 
Alors la fonction fg v&rife une in&galite’ du type (4.30) (avec une autre 
constante). 
De’monstration. On a 
D;(fg) = ; (;) D:f . D;-% 
R,D$:a(fg) = j. ; (;)P:f) R,P;-%). 
On utilise le Lemme 4.4 et (4.30): 
II f$D3c”(&)ll,z,,, 
G j. ; (2 
L1ol+k-m+l((( /3 1 + k - m)!)” ma-~l+~+l((l (y - 6 1 + m)!)S 
(I B I + k - my (I a- B I + my 8 
m=o 8 (I a I + 4 ) 
x LIB I+k-m+lJ/g4 I+m+l 
< ((I a 1 + k)!)SM~l+k+2 i c 1, 
w&=0 IBI<” 
en posant MI = sup(L, M), ce qui implique la conclusion du lemme. 
Nous aurons besoin du rkultat: 
lo On peut en fait obtenir le meme dsultat en faisant surf les memes hypothkses 
que sur g; cf. V 2-. 
58o/912-8 
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LEMME 4.7. Soit u une fonction C” sur w ve’rz~ant (4.30). II existe 
we co&ante M1 telle que l’on ait pour tout k E N et tout 01 E N+-l: 
(4.31) 
(Ce qui equivaut a l’existence d’une constante Mz telle que: 
II D3c”Dyku lip(w) < My+k+l(l Ly I!)” (k!)2”-1). 
11 suffit, pour demontrer ce lemme, de remplacer dans (1.9) la 
fonction h par la fonction Dz”u et de prendre M1 = 2M. 
Nous avons aussi une sorte de “reciproque” du Theorirme 4.2, plus 
precisement: 
PROPOSITION 4.1(i1). Soient un reel s > 1 et unefonction u E Cm(&). 
On suppose qu’il existe une constante M telle que l’on ait pour tout 
multiindice 01 E N”-I, tout k E N: 
I / DzR,u I IL+,,) < Ml=l+k+l((l a 1 + k)!)S. 
On suppose que les coejicients de A sont duns G,(W). I1 existe une 
constante K telle que l’on ait pour tout i E N, 
II Aiu llLqw) < zP+y2i!)s. 
Demonstration. On va demontrer, en fait, l’existence d’une 
constante K telle que l’on ait pour tout 01 E N+l, tout k E N et tout 
iEN: 
II Djc”RkAiu IILs,w) < Kl~l+*+3i+y(l a 1 + k + 2i)!)S.‘12’ (4.35) 
On fait une recurrence sur i. La relation (4.35) est vraie pour i = 0 par 
hypothbe (avec K 3 M). On la suppose vraie jusq’a l’ordre i et on 
demontre que la m&me constante convient aussi a l’ordre i + 1. 
On a 
DzaRkAi+k = D,aR,,& + c DzmRkbuD,~Aiu 
1ulG2 
+ c D,“R,c,D,~~D,A~u. 
/PI=J 
I1 Cette proposition n’est pas vraie pour tout opCrateur diff&entiel d’ordre 2 (il 
suffit de regarder A une variable); on peut comparer avec le lernme 1.5. 
I2 Pour simplifier les notations, nous raisonnons ici avec une seule constante, ce 
qui am&e B considkrer des exposants “peu intuitifs”! 
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On utilise (4.25) et (4.26); on obtient, en appliquant la relation de 
recurrence et les calculs suivants (4.25) (4.26): 
II D;R,Ai+‘u lip(w) < Klal+~+3i+4((k + 1 a 1 + 2i + 2)!)” 
11 suffit done de choisir K assez grand (independamment de 01, k, i). 
Nous allons deduire du Theo&me 4.2 et des lemmes ci-dessus des 
formulation “globales” sur les it&&; auparavant introduisons une 
definition (essentielle pour la suite): 
DEFINITION 4.1. Pour tout s > 1, on designe par as(a) l’espace 
des fonctions u de classe C” sur Q, dans la classe G, sur l’ouvert Q, 
et verifiant sur toute carte locale w d’un point de XJ la relation: 
11 existe une constante M telle que pour tout multiindice 01 E NnV1, 
pour tout k E N, on ait: 
II D:R,p llptwj < Mlal+~+l((l a / + k)!)S. 
On munit cet espace de sa topologie Cvidente, qui en fait un espace 
de type (99). 
Le Lemme 4.7 implique les inclusions, pour s > 1: 
G(o) G @X@ G G,s-l(@; 
en particulier, pour s = 1, on a 
(4.36) 
&(iii’) = Gl(ii’) = G@), 
l’espace des fonctions analytiques sur B. 
Pour un intervalle [0, u[ (ou [0, co[) on notera r!J!.J[O, u[) l’espace 
des fonctions u E C”([O, a[) telles que, pour tout b E [0, a[, il existe 
une constante M > 0 verifiant, pour tout k E N, 
on peut alors dire qu’une fonction u est dans as(o) si et seulement si u 
est dans G,(Q) et “pour toute carte locale w = JO, a[ x w*, on a u 
dans @J[O, u[) a valeurs dans GS(jZ)“. 
On peut aussi caracteriser as(Q) comme suit: on note 
A = &hMl ,-.,n~* et D, = (D,,~D,,)(,,,,.(,,...,,)2. 
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Soit une fonction u E Cm(g); pour qu’elle soit dans as(a) il faut et il 
suffit qu’il existe une constante M telle que l’on ait pour tout 01 E N”“, 
et tout p E N”” 
On a alors: 
PROPOSITION 4.2. Soit & vkiJiant (I .I) et (1.2) et re’alisant un 
isomorphisme de P(Q) SW lui-mime; on suppose les coeficients de ~2 dam 
Gs(Q) et X? de classe G, ; alors & re’alise aussi un isomorphisme de 
as(Q) sur lui-mtme. 
Demonstration. La difficult& essentielle est dans les demonstrations 
de regularite au bord et celle-ci resulte du ThCoreme 4.2 et de la 
Proposition 4.1. 
Enfin, du ThCoreme 4.2 et de la Proposition 4.1, on deduit aussi: 
TII~ORBME 4.3. Soit un reel s 2 1; on suppose que les coeficients 
de 9’/ sont de classe G, SW I? et que 88 est de classe G, ; soit u E C”(a). 
Les propri&?s suivantes sont equivalentes: 
(a) la fonction u est duns 6YJ.n) 
(b) il existe une constante K telle que l’on ait pour tout i E N, 
Ii ~2% llL2tRj < K2i+1(2i!)“. (4.37) 
Demonstration. D’abord (a) implique (b); en effet cela resulte du 
Lemme I .5 dans l’ouvert Q et de la Proposition 4.1 (et on utilise 
aussi le Lemme 4.6 pour le passage aux cartes locales). 
Reciproquement, (b) implique (a); en effet, dans l’ouvert Sz, on 
peut utiliser le Theo&me 2.4 Chap. 8 de [12], et au voisinage du bord, 
on applique le ThCoreme 4.2 (remarquons que la demonstration du 
Theo&me 4.2, avec des simplifications importantes, redonne le resultat 
de [ 121 sus-indique). 
Remarque 4.1. Dans le cas s = 1, on retrouve la caracterisation 
des fonctions analytiques sur B (Theo&me 4.1). 
Remarque 4.2. Dans la relation (4.37), on peut tvidemment rem- 
placer la norme dansL2(SZ) par une norme dans U(Q) avec 1 < p < co; 
on peut aussi remplacer’(2i!)S par Q2si + 1). 
Remarque 4.3. La methode permet de mesurer les constantes qui 
interviennent dans 4.23; il en r&ulte que l’on a des resultats analogues 
en remplacant les classes G, par des classes de Beurling. 
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V. REMARQUES 
1. GtWralisation de Se 
On peut montrer que la methode utilisee ci-dessus est valable 
aussi, avec quelques difficult& techniques supplementaires, pour des 
operateurs qui s’ecrivent (au lieu de (1. I)): 
A = =h~Dv + XD, + 1 b,D,” + C cuD,uyD,, 
lulC2 l4Gl 
(5.1) 
oh h est une fonction possedant la m&me regularit que les autres 
coefficients, pourvu que l’on ait aussi (au lieu de (1.2)), des inegalites 
de regularit a l’ordre superieur (d&pendant de A); pour certaines 
fonctions A, ces inegalites de regularit doivent cornporter des termes 
sur le bord {(x, y); y = O}; elles ont CtC obtenues dans [4]. 
I1 apparait par ailleurs que les seuls operateurs d’ordre 2 dCgCnCrCs 
au bord, pour lesquels on sait caracteriser les fonctions analytiques 
par les it&&, doivent dCgCnCrer seulement suivant les directions 
transversales au bord (cf. [3]). 
2. Mithode par Changement de Variables 
Considerons dans Rm, oh la variable est notee z = (x1 ,..., am), 
l’operateur: 
A, = c D2zi. 
i=l 
Pour une fonction u G C”(Rn) et invariante par rotation, posons 
v(y) = V(.z12 + ..- + ZV12) = u(xl )...) zm); 
on a alors 
A,u = 4 (D,yD,u + i (1 - $) Dv); (5.2) 
en particulier, pour m = 2, on trouve done 
D,yD,v = f A,u (5.3) 
P-4) 
238 BAOUENDI AND GOULAOUIC 
Les operateurs A que nous avons consideres (cf. (1 .I)) ainsi que 
des operateurs de la forme (5.1) pour X = i( 1 - m/2) avec m entier 
positif, deviennent avec un tel changement de variables des operateurs 
elliptiques B dans R n+m+l. Les problemes de regularit au bord pour 
des fonctions C” sur R+n deviennent alors des probkmes de regularit 
a l’interieur de fonctions invariantes par rotation autour de 
z1 = -** zxz zm = 0, associes a I’operateur elliptique B. 
Cette mbthode n’est pas intkressante pour retrouver les rksultats 
du paragraphe III, mais fournit pour le theoreme sur les it&& (dans le 
cas particulier consider&) une autre demonstration un peu moins 
lourde en utilisant le thtorbme des it&t% d l’inthieur de [12] et des 
rt%ultats SW les it&-t% 2 une variable. 
On remarque Cvidemment que l’on peut prendre les coefficients de 
~2 dans as(D) pour obtenir la regularite 6Zs des solutions. Ceci aurait 
pu se voir directement par la methode utilisee au paragraphe IV, mais 
aurait encore complique les calculs. 
On remarque aussi que la regularite C” jusqu’au bord ainsi que la 
Proposition 1.1 peuvent &tre demontrees a l’aide de ce changement de 
variables. 
3. Autre Mkthode 
On constate que les operateurs R, introduits au paragraphe IV 
peuvent &tre remplaces par des operateurs Sk = (47 D,)“, ce qui 
aurait simplifie les Lemme 4.2 et 4.3, mais on aurait apportt des 
complications supplementaires dans la demonstration du Theoreme 4.2 
(pour la variable normale). Notons que S2 correspond, par le change- 
ment de variables de la remarque precedente, a m = 1; ceci permet de 
remarquer que pour une fonction u C” sur [0, co[, on a u E @JO, oo[ 
si et seulement si la fonction x F+ u(x~) est dans G,[O, CO[. 
VI. THBORIE SPECTRALE 
Dans ce paragraphe, on considere l’operateur J&’ defini par (1.4) 
a coefficients C” sur 0 et suppose de plus formellement auto-adjoint 
(c’est-a-dire avec a,, = cBu pour tous 01, ,f3); de la Proposition 1.1, il 
r&suite que l’injection du domaine D(d) dans L2(Q) est compacte et 
que le spectre de & est constitue par une suite de valeurs propres 
(Ai)jEN positives, que l’on ordonne dans l’ordre croissant, et tendant 
vers l’infini aveci. 
On peut voir rapidement, en appliquant la formule de Courant et 
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Fisher et la Proposition 1 .l, qu’il existe des constantes C, , C, 
strictement positives telles que l’on ait pour tout j E N, 
Cl jlln < Ai < C2j2/n. (6.1) 
Mais nous aurons besoin d’un resultat plus precis sur la croissance des 
valeurs propres que nous allons demontrer ci-dessous: 
On choisit m entier tel que l’on ait 2m > n/2; on designe par LB 
l’operateur 3Zzm et on demontre d’abord un theoreme d’inclusion 
d’espace de Sobolev avec poids; plus precisement: 
PROPOSITION 6.1. L’application u F+ #i4u est continue de l’espace 
D(SP/2) duns Co(a); de plus il existe une constante C telle que l’on ait 
pour tout u E D(&B1i2) et pour tout t > 1, 
t1-n’4m II e2u2 /Ipm(~) G C(ll afrnu 11;2(Q, + t II u II&J (6.2) 
DCmonstration. On se ramene, par cartes locales, a demontrer qu’il 
existe une constante C, telle que I’on ait pour tout u E L!?J(R+ti) et pour 
tout t > 1, 
t1-n’4* /I y1’2u2 lIpqRni) G qwlu>)2 + t II u /l&,R’;)) 
(6.3) 
Par argument d’homogeneite, on constate qu’il suffit de verifier (6.3) 
pour t = 1. 
On montre d’abord le resultat: 
LEMME 6.1. I1 existe une constante C, telle que l’on ait pour tout 
u E Hom(R+“) n 9(w+n), 
II Y-1'4v llL2(R+,H2m(p’)) < c,w4 (6.4) 
II ~"-l'~D;~v llLstRn+) < C2g(4, (6.5) 
avec v( y, x) = y114u(x, y). 
En effet, (6.4) t es evident; pour demontrer (6.5) on developpe 
y"-1/4D;"$ = F. ( 'p" )(;) . . . (i-p + l)ywD;m-"~, 
et on applique les inegalites de Hardy pour majorer les termes 
correspondant a p > m. 
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Le Lemme 6.1 implique (cf. [13]) q u’i existe une constante C, telle 1 
que I’on ait pour tout y E R, , et pour tout u E H,m(R+“) n .~4@+~), 
II ZI(Y,.)ll~~m-lle(I(“-l) < qqu>; 
comme on a 2m - l/2 > (TZ - 1)/2, on termine la demonstration 
de la Proposition 6.1 en appliquant le theoreme de Sobolev usuel dans 
Rn-l, ceci pour les fonctions u E D(&“) A Ham(O). 
Maintenant on ramene l’etude du cas general A celle deja faite, en 
utilisant un relevement convenable des traces; on raisonne dans 
9(R+m); on montre d’abord que pour 0 < i < m - 1, il existe des 
constantes ci telles que I’on ait: 
II yp llHzm-zr-l~gn-l~ ,( cjV(u) pour tout u E g(R+n), 
avec ~~24 = DVQ4(x, 0). (f-5.6) 
Inversement, on peut trouver une fonction w qui admet les memes 
traces (Y~~L,...,,-~ et telle que de plus y li4w soit major&e par g{u); 
on se ramene pour cela au probkme de relever une seule trace: soit fi 
don& dans 9(R”-l); on note a = Ffj la transformee de Fourier dans 
Rn-i de fi ; on choisit une fonction 0 E .9([0, co[) telle que W(O) = 1 
et W)(O) = 0 pour k E {O,..., m - l} et k # j; on pose 
wj(x, y) = SF1(A-ja([) B(Ay)) avec h = (1 + 5”) 
et on verifie les proprietts: 
(i) yjwi = fi et ykwi = 0 pour k = lo,..., m - l> et k # j. 
(ii) 11 existe une constante C, telle que l’on ait 
vJj> < c4 II fj ll@n-2~-1(p-1) - 
(iii) IIF4wj lILmfR+y < C4 llfj ILP+M-~w~) . 
La verification de (i) et (ii) est immediate; pour verifier (iii) on pose, 
pouryER+, 
g(y) = II Y1’4q.9 Y)ll&4(~~-1) > 
et on montre l’inegalite 
on ter~mine en appliquant le theoreme de Sobolev usuel dans R+l 
(puisque 2m - * > (n - 1)/2). 
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11 suffit maintenant de prendre w = xy=!’ wi . 
Ce qui termine la demonstration de la Proposition 6.1. 
On utilise maintenant les notations et resultats deja CnoncCs dans [I]; 
cependant pour plus de clarte, nous rappelons brievement l’essentiel: 
L’operateur 9Y + tl est, pour tout t > 0, un isomorphisme de D(B) 
sur Lz(Q). L’isomorphisme inverse est un operateur integral dont le 
noyau G,(x, y) verifie, pour tout f E D(a) et pour tout x E Q, 
f(x) = j Gt(x, YW + t)f(r) dYi 
il en resulte: 
(6.7) 
done, d’apres la Proposition 6.1, on obtient: 
tl-n’4mGt(x, x) < C~(X)-~‘~, pour tout x E Q. (6.8) 
En utilisant le ThCoreme 3 de [I] et le theoreme de Lebesgue 
(ce qui est possible grace a (6.8)) on trouve, 
= pnllm 
s n 
G&G 4 dx - P)" j, dx jRm ~-_t;&~, 5) 
quand t + +co, 
oh .s& est la partie homogene de degre 2 dans AS’. (6.9) 
On note W(x) = J-o~,~~,~)<~ df on a alors, par un changement de 
variables, 
df m r-l dr 
R' 1 +&irn(? t) = 
~W4 * j, 1 = W(x) mr 
4m sin 2 
1;m p--nl4m t-m7 
On en deduit, en utilisant un theoreme tauberien usuel: 
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THBOR~ME 6.1. La croissance de la suite des valeurs propres de 
l’opbateur &’ est donnbe par 
Aj - 479 (1, W(x) d~))“~ * j2jn 
quandj+ $-co. 
On remarque que cette croissance est la mCme que pour les 
problemes elliptiques non dCgCnCrCs, cf. [5] [6]. 
VII. APPLICATIONS 
1. Isomorphismes et Approximation 
On conserve ici les hypotheses du paragraphe precedent. On note 
(Pi) une base orthonormee dans L2(sZ) constituee par des fonctions 
propres de LX? associees aux valeurs propres de (hj)13. On note J 
I’application qui a tout f E L2(sZ) fait correspondre la suite (fj) de ses 
coefficients de Fourier sur la base (yi). 
Pour toute suite (P(j)) d e reels strictement positifs, on note 
muni de sa norme naturelle. 
On a Cvidemment: 
PROPOSITION 7.1. Pour tout k EN, l’application J restreinte h 
D(s@) est un isomorphisme de 
La restriction de J ci D(s&‘~) = Cm(D) est un isomorphisme de 
En fait, en identifiant 9’(o) = {T E S’(R”); sup T C a> au dual de 
Cm(Q), on definit un prolongement de J (note encore J) g 9(Q); on 
montre le rf%ultat: 
13 11 rtsulte des hypotheses de rCgularit6 que les fonctions (qq) sont C” sur Q. 
(cf. proposition 1.1). 
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PROPOSITION 7.2. L’application J est un isomorphisme de 9’(Q) SW 
l’espace hk lFAj,-2k .
On a de plus, en supposant que les coefficients de & et a!S sont de 
classe G, (14): 
PROPOSITION 7.3. L’application J, restreinte d: l’espace as(a) = 
D(&, (2k!)s) est un isomorphisme de cet espace SW l’espace 
De’monstration de la Proposition 7.3. D’aprb le ThCorkme 4.3, 
pour que l’on ait u E G!!JQ), il faut et il suffit qu’il existe M > 0 tel que: 
f lWku llh2) < co ____ 
k=O M2”(2R!)ZS ’ 
c’est-A-dire, en notant (uj) = Ju, 
f, f I “j” I2 Xk < o3 ; 
k=O j-0 M2X(2k92S 
il suffit alors pour dCmontrer la proposition de remarquer qu’il existe 
des constantes C, , C, , M, , M2 strictement positives, telles que l’on ait 
C2 exp ((-j&)“‘“) < z. M2$klJ28 < Cl exp ((*r’2s). 
On peut exprimer ces rkultats en utilisant le ThCor&me 6.1 SW la 
croissance des valeurs propres (A,); on a (en supposant X? analytique 
et les coefficients de &’ analytiques sur Q, pour la propriM d)): 
THBORBME 7.1. L’application J est un isomorphisme 
(a) de D(&‘OZk) sur lj2441c,n , pour tout k E N. 
(b) de Cm(a) sur l’espace 9 des suites h dkcroissance rapide. 
(c) de 9(Q) sur l’espace 9” des suites & croissance lente. 
(d) de as(Q) sur Z’espace l&,,, Z&p(,,,,j~i.~I , pour s > 1. 
Les isomorphismes (b), (c) ont ttC aussi obtenus dans [15] [l] et 
dans un cadre plus g&A-al dans [ 161. 
I4 Si les coefficients de l’ophteur & donnC par (1.3) (1.4) sont dans &,(a) avec 
s > 1 et si 80 est de classe G, ) les fonctions propres de l’opk-ateur z&' sent dans ol,(@. 
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On peut dCd uire des isomorphismes precedents des resultats 
d’approximation. On se contente ici de considher le cas oh J2 est la boule 
unite’ de R” (des rtsultats plus generaux seront publies ulterieurement). 
Pour R E N et CELL, on designe par d(f, Yk) la distance dans 
L*(Q) de f au sous-espace 8,. de L2(sZ) constitue par les polynomes de 
degre < k; on a le resultat: 
THI~OR~ME 7.2. Soit f eL2(SZ). 
(a) Pour que la fonction f soit duns Cm(Q), il faut et il su$it que la 
suite d(f, g++) soit Li de’croissance rapide. 
(b) Soit s 3 1; pour que la fonction f soit dans ~Z’~(fi), il faut et il 
@it qu’il existe C et &I > 0 tels que l’on ait pour tout k E N, 
d(f, Pk) < C exp(--IClkl’S). 
D&nor&ration. On considere dans Q l’operateur & defini par (1.5); 
cet operateur laisse stable l’espace 8, pour tout k E N; il en resulte 
que les fonctions propres (F~) sont ici des polynBmes.15 
On Ccrit: f = CTzO fjyi ; on a alors: 
4h 3) - ‘,>& 1.h 12y2. 
12 
La propriete (a) est immediate. 
Pour demontrer (b), on verifie aisement que les deux propriMs 
suivantes sont Cquivalentes: 
(i) I1 existe D et L > 0 tels que l’on ait pour tout j E N 
1 fj 1 < D exp( -Ljll’?l). 
(ii) I1 existe C, A4 > 0 tels que l’on ait pour tout k E N, 
d(f, 9$) < C exp(-Mklls). 
On termine la demonstration en utilisant la propriete (d) du 
Theo&me 7.1. 
Remarque 7.1. On se trouve en particulier le resultat d’approxi- 
mation des fonctions analytiques sur 0, par des polynomes (en 
prenant s = 1). 
l5 Signalons qu’un calcul explicite de ces polyn6mes et des valeurs propres de ~4 
a Btk fait dans [9]. 
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On canstate que les espaces as(Q) sont naturellement caracterises 
par leur propriete d’approximation polynomiale. 
2. Interpolation et Applications aux Probkmes aux Limites 
Pour les definitions g&kales relatives a l’interpolation des espaces 
vectoriels topologiques, on renvoie a [7] [ 131. 
On se propose d’interpoler entre les espaces US(o) pour s > 1 et 
P(a). 
l?tant don& 1 < s0 < s < 00, on sait construire (cf. [7]) un 
foncteur d’interpolation @ tel que 
(7-l) 
De m&me, etant don&s 1 < s0 < s < s1 < 03, on sait construire un 
foncteur d’interpolation Q!J tel que 
1 (7.2) 
En utilisant le Theo&me 7.1, on deduit de (7.1) et (7.2) le resultat 
d’interpolation suivant: 
THBORBME 7.3. Les foncteurs @ et $ e’tant ceux utilists duns (7.1) et 
(7.2), on a: 
(a) @[Cm(Q), &e(Q)1 = Q&(Q) 
(b) 1G[K,(~>~ &,(@I = %(Q>. 
Remarque 7.2. Rappelons que si r est une variete analytique 
compacte sans bord, on a aussi (cf. [7]): 
@FV’h G,,(r)1 = G,(O (7.3) 
W&l(r), GsoWl = Gs(O (7.4) 
D’autre part, on sait (cf. [S]) que pour 1 < s < CO, l’espace G,(Q) 
n’est pas d’interpolation entre Cm(Q) et a(8). On constate que les 
espaces OLS(n) sont plus naturels (au sens de l’interpolation et de 
l’approximation) que les espaces G,(Q); ils jouent sur 51 le r-ale des 
espaces de Gevrey sur une variete saris bord. 
Application aux probl?mes aux limites pour des opbateurs elliptiques 
dCge’nh?s. Pour les operateurs JZZ consider-es ici, l’interpolation 
n’apporte a priori aucun resultat nouveau. Ainsi, pour un operateur ~2 
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defini par (1.4) a coefficients analytiques avec &) analytique, on a 
demontre directement l’isomorphisme de C”(a) sur C”(a) et de 
as(Q) sur as(Q) pour tout s > 1. 
Remarquons cependant que si on sait qu’un operateur ,g est un 
isomorphisme de C”(Q) sur C”(n) et de a(a) sur a(Q), on deduit 
aussi qu’il realise un isomorphisme de GZS(a) sur as(s). C’est le cas 
des operateurs dCgCnCrCs CtudiCs dans [3] et pour lesquels une 
demonstration directe n’est pas Cvidente. 
Application aux problimes aux limites elliptiques. On considere: un 
ouvert Sz borne dans R” tel que 0 soit une variCtC analytique A bord; 
un operateur differentiel E proprement elliptique d’ordre 2m dans Q 
a coefficients dans a(Q); un systeme d’operateurs front&e 
(Bi)j,O,...,m-l A coefficients analytiques et recouvrant E sur r = a0. 
On sait alors (cf. [Ia] Chap. 8) que l’opbateur d de C’(D) dans 
C”(w) x ncy’ C”(r), defini par bu = (I&, &u,..., B,-,u) est un 
operateur a indice; la restriction de & a Q!(Q) est aussi un operateur a 
indice de a(~??) dans a(Q) x nj”=;’ Q?(r); le noyau de & dans C”(Q) 
ou Q!(Q) est le meme, ainsi que la co-image. 
On en deduit par interpolation (Theoreme 7.3) le resultat: 
THBOR~ME 7.4. Pour tout s 3 1, l’ophateur & est un optkateur 6 
indice de as(D) dans QZJG) x ny=il G,(r); le noyau et la co-image sont 
les m6mes que dans les cas analytique et C”. 
Du Theoreme 7.4 on peut aussi deduire le cas des espaces G,(Q) 
(ce resultat est obtenu directement dans [12] Chap. 8). 
COROLLAIRE 7.1. Pour tout s 3 1, l’optrateur & est un opkateur ci 
indice de GJa) dans G,(n) x nj”F;o’ G,Jr), avec mgmes noyau et co- 
image que dans le cas s = 1. 
De’monstration. Le corollaire resulte Cvidemment du lemme suivant: 
LEMME 7.1. Soit B un ophateur da&%rentiel d’ordre 2m & coeficients 
de classe G, dans a et tel que I’ ne soit caractkristique en aucun point 
pour B et supposons 3Q de classe G, ; soit u E GZ&Q) tel que 9% E G,(Q). 
Alors on a aussi u E G,(a). 
En efJet, dans toute carte locale au voisinage du bord, on peut Ccrire: 
(7.5) 
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avec f~ G,(R,“) et u E GZS(B+ffl); on veut montrer qu’il existe des 
constantes M, , M, strictement positives telles que l’on ait, pour tout 
CXEN”-IettoutZ~N , 
On sait que pour 1 borne, on peut trouver des constantes M, , 
M, qui conviennent; on montre que si le choix est convenable 
(independant de 1) ces constantes conviennent a l’ordre I+ 1 d&s 
qu’elles conviennent a l’ordre 1. On le montre par recurrence sur l’ordre 
de derivation normale, en appliquant a (7.5) l’operateur D~-2~+1D;eU. 
La verification est laissee au lecteur! 
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