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COMPARISON GEOMETRY FOR AN EXTENSION OF RICCI TENSOR
SEYED HAMED FATEMI AND SHAHROUD AZAMI
Abstract. For a complete Riemannian manifold M with an (1,1)-elliptic Codazzi self-adjoint
tensor field A on it, we use the divergence type operator LA(u) := div(A∇u) and an extension
of the Ricci tensor to extend some major comparison theorems in Riemannian geometry. In
fact we extend theorems like mean curvature comparison theorem, Bishop-Gromov volume
comparison theorem, Cheeger-Gromoll splitting theorem and some of their famous topological
consequences. Also we get an upper bound for the end of manifolds by restrictions on the ex-
tended Ricci tensor. The results can be applicable for some kind of Riemannian hypersurfaces
when the ambient manifold is Riemannian or Lorentzian with constant sectional curvature.
1. Introduction
In comparison geometry, one of the most important theorems is the Laplacian comparison
theorem for distance function in complete Riemannian manifolds. This theorem states that
for a complete Riemnnian manifold M with RicM ≥ (n − 1)H, we have ∆Mr ≤ ∆Hr, where
∆Mr is the Laplacian of the distance function on M and ∆Hr is the Laplacian of the distance
function on the model space (i.e. an space form) with constant sectional curvature H. This
theorem has many consequences in Riemannian geometry such as Meyer’s theorem, Bishop-
Gromov volume comparison theorem [34], Cheeger-Gromoll splitting theorem [8] and their
applications in topology [10, 34] and etc.
There are some extensions for the Laplace operator. One of the well known extensions of
Laplace operator is the weighted Laplace operator which is defined as ∆f = ∆ −∇f.∇. This
operator plays the same role as Laplace operator in weighted manifolds, i.e. manifolds with den-
sity e−fdvolg. Many results in comparison geometry for Laplace operator have been extended
to this operator and these weighted manifolds, for example refer to [4, 10, 11, 16, 19, 27, 31]. In
these manifolds, the tensor Ricf = Ric+Hessf plays the same role as the Ricci tensor on Rie-
mannian manifolds. For these manifolds Wylie extended the notion of sectional curvature and
got some valuable results [17, 32]. The p-Laplace operator ∆pu = div
(
|∇u|p−2∇u
)
is another
extension of the Laplace operator and has a rich study in comparison geometry [24, 25, 26].
Another extension of Laplace operator is the elliptic divergence type operator
LAu := div(A∇u), where A is a positive definite symmetric (1, 1)-tensor field on a complete
Riemannian manifold. A natural and major question is how to extend the results of Laplace
operator and Ricci tensor to this operator. Also how can we improve the comparison results
by this operator. To answer this question partially, we use a class of these operators which
is called Codazzi self-adjoint operator. Codazzi operators themselves are important operators
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and study of them are important in their own right and have major roles in some contexts.
For example they occur in natural way in Riemannian manifolds with harmonic curvature or
with harmonic Weyl tensor and many known results on such manifolds are easily obtained by
properties of this tensor, fore more detail see [3].
We provide comparison results as Laplace operator and Ricci tensor to the operator LA and
an extension of Ricci tensor which is defined as (X,Y ) 7→ Ric (X,AY ). The results are the
majors in comparison geometry such Meyer’s theorem, extension of Bishop-Gromov volume
comparison theorem and its results such as theorem of Yau and Calabi [33] for the growth of
the volume, extensions of Cheeger-Gromoll splitting theorem and its consequences in topology.
Finally we get an upper estimate of the ends of manifold as same as the corresponding results
for Riemannian or weighted Riemannian manifolds. As we will see in Section 8 if we choose
a suitable Codazzi tensor we can get an extension of the Ricci tensor which is greater the
Ricci tensor, so it seems that the study of the geometry of the manifold by this tensor is more
effective than the Ricci tensor also we can study the influence of eigenvalue and eigenspaces of
the operator A on the topological and geometrical properties of the manifold by the extended
Ricci tensor. Also it seems, this method provide an approach to extend the results for more
general cases. ( In-fact by this approach it depends on the algebraic and analytic properties
of the (2,1)-tensor field TA which is defined in 2.6.)
Note 1.1. Through out the paper M is complete n-dimensional Riemannian manifold and A
is positive definite self-adjoint (1,1)- Codazzi tensor field on M and bounded in the sense of
Definition 2.2.
Explicitly our results are as follows. As usual in comparison geometry, we prove the extended
mean curvature comparison theorem. We get two kinds of mean curvature comparison. The
first is a comparison result about differential operator ∆A,f and we use it to get compactness
result and an extension of Cheeger-Gromoll splitting theorem. The second is about differential
operator  LA,f which is used to prove the extended volume comparison theorem.
Theorem 1.2 (Extended mean curvature comparison). Let x0 a fixed point in M and
r(x) = dist(x0, x) and H is some constant.
a) If (n− 1) δnH|X|2 ≤ Ric(X,AX) and
∣∣fA∣∣ ≤ K where K is some constant ( for H > 0
assume r ≤ pi
4
√
H
), then along any minimal geodesic segment from x0 we have,
∆A,fAr ≤ δn
(
1 +
4K
δn (n− 1)
)
∆Hr.
b) If (n− 1) δnH ≤ RicTrace(A)(∂r, A∂r) ,
∣∣fA∣∣ ≤ K and |Trace(A)| ≤ K ′ where K and
K ′ are some constants ( for H > 0 assume r ≤ pi
4
√
H
), then along any minimal geodesic
segment from x0 we have,
LAr ≤ δn
(
1 +
4 (K +K ′)
δn (n− 1)
)
(∆Hr) + ∂r.f
A(r),
where the notations LA,f , ∆A,f , RicTrace(A)(∂r, A∂r)and δn are defined in 2.3 and 2.2 Also f
A
is an estimates of a contraction of tensor field T∇A and defined in Definition 3.2 .
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As a result of the extended mean curvature comparison for the operator ∆A,f and with
an addaptation of [20, 27, 30] we prove a compactness result by means of excess functions as
follows.
Theorem 1.3 (Meyer’s theorem). If Ric(X,AX) ≥ (n− 1) δnH|X|2 for some constant
H > 0 and
∣∣fA∣∣ ≤ K Then
a) M is compact and diam(M) ≤ pi√
H
+ 4K
δn(n−1)
√
H
,
b) M has finite fundamental group.
The volume comparison theorem is one of the most important theorems in differential ge-
ometry and has many important applications, we extend the volume comparison theorem as
follows.
Theorem 1.4. Let M be a Riemannian manifold, x0 be e fixed point and r(x) := dist(x0, x),
A be a self adjoint (1,1)-tensor field on it and RT be some constant. Assume the following
conditions are satisfied,
1) For some constant H we have RicTrace(A)(X,AX) ≥ (n− 1) δnH|X|2 ( If H > 0,
assume RT ≤ pi4√H ),
2)
∣∣fA∣∣ ≤ K and |Trace(A)| ≤ K ′.
Then for m = C (δn, n, δ1,K,K
′,H) =
[
δn(n−1)+4(K+K ′)
δ1
]
+ 2, we have the following results,
a) For any 0 < R ≤ RT , we get(
volA(B(x0, R))
volmHB(R)
)1/p
−
(
volA(B(x0, R))
volmHB(r)
)1/p
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
∫ R
r
tsnm−1H (t)(
volmHB(t)
)1+1/p dt.
b) For any 0 < r1 ≤ r2 ≤ R1 ≤ R2 ≤ RT , we have the following extended volume
comparison result for annular regions,(
volA(B(x0,r2,R2))
volmHB(r2,R2)
)1/p
−
(
volA(B(x0,r1,R1))
volmHB(r1,R1)
)1/p
≤ cmpδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
×
[∫ R2
R1
tsnm−1H (t)
(volmHB(r2,t))
1+1/p dt+
∫ r2
r1
R1sn
m−1
H (R1)
(volmHB(t,R1))
1+1/p dt
]
.
c) If in addition A satisfies the measure condition (4.6) with radius measure r0 > 0, then
for every 0 < r < R < RT there are some constants
C¯
(
δn, n, δ1,K,K
′,H, p,RT
)
and
B¯
(
δn, n, δ1,K,K
′,H, p,RT
)
such that, if
ε(p,A,RT ) =
1(
volA
hA
(B(x0, RT ))
)1/p
∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
≤ B¯ (δn, n, δ1,K,K ′,H, p,RT ) ,
then
volA
hA
(B(x0, R))
volA
hA
(B(x0, r))
≤
(
1− C¯ε
1− 2C¯ε
)p
volmHB(R)
volmHB(r)
,
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where∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
:=
(∫
B(x0,RT )
δnr
−1∣∣∇f¯A∣∣pdvolg
)1/p
.
and
volAhA(B(x0, R)) :=
∫
B(x0,R)
〈∂r, A∂r〉 e−hAdvolg,
whereB(x0, r) is the geodesic ball with center x0 and radius r andB(x0, R1, R) = B(x0, R)\B(x0, R1)
and the notations δn, δ1 and vol
A
hA
are defined in 2.2 and 4.1. Also fA is defined in Definition
3.2 and RicTrace(A) is defined as RicTrace(A) := Ric−Hess(Trace(A)).
One of the major and beautiful consequences of mean curvature comparison theorem, is the
Cheeger-Gromoll splitting theorem, which we extend it as follows.
Theorem 1.5 (Extended Cheeger-Gromoll Splitting theorem). If M contains a line
and Ric(Y,AY ) ≥ 0 for any vector field Y , by defining N = (b+)−1 (0) and AN = proj(∇b+(0))⊥◦
A ◦ proj
(∇b+(0))⊥, we have M = N
n−1×R and Ric(X,ANX) ≥ 0, where b+ is the Bussemann
function associated to the ray γ+(t) and X ∈ Γ (TN).
The number of ends of a manifold is one of major concepts in topology and finding an upper
bound for the number of ends is an important problem. We get an explicit upper bound for
the number of ends of the manifold, when the tensor is nonnegative outside of a compact set.
Theorem 1.6. Let x0 ∈ M be a fixed point and H,R > 0 be two constants.
Assume RicTrace(A)(X,AX) ≥ −(n − 1)Hδn|X|2 in the geodesic ball B(x0, R)
and RicTrace(A)(X,AX) ≥ 0 outside the ball, also
ε(p,A,R25R/2) ≤ B¯
(
δn, n, δ1,K,K
′,H, p,R25R/2
)
,
then the number of ends N(A,M,R) of the manifold M is estimated as
N(A,M,R) ≤
(
1− C¯ε
1− 2C¯ε
)p
2m
m− 1
(√
HR
)−m
exp
(
17 (m− 1)
2
√
HR
)
,
where p > m and
m : = C
(
δn, n, δ1,K,K
′,H
)
=
[
δn(n− 1) + 4(K +K ′)
δ1
]
+ 2
K : = sup
x∈B(x0,25R/2)
∣∣fA (x)∣∣ ,
K ′ : = sup
x∈B(x0,25R/2)
|Trace(A) (x)| ,
C¯ : = C¯
(
δn, n, δ1,K,K
′,H, p,R25R/2
)
.
The paper is organized as follows. Section 2, we summarized some preliminaries. In Section
3, we proved the extended mean curvature comparison Theorem 1.2 and as an application, we
proved the Meyer’ s theorem 1.3 by means of the excess functions which it is recalled in (6.1).
At the end of this section some weak inequality which we used them for the extended volume
comparison and estimate of the excess functions was recalled. Section 4 is the extension of
volume comparison theorem. As an application of extended volume comparison theorem we
extended the theorem of Yau and Calabi [33] about the growth of the volume. We generalized
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the Cheeger-Gromoll splitting theorem and obtained the famous topological results of this
theorem in 5. Section 6 is devoted to the an estimate for the excess function and its application
in topology. We proved an upper bound for the number of ends of the manifold in Section 7.
Finally in Section 8 as an example, we used the extended ricci tensor for the (1,1)-self-adjoint
tensor field A2 for the study of the geometry and topology of a Riemannian hypersurface
immersed isometrically in a Riemannian or Lorentzian manifold of constant sectional curvature,
where A is the shape operator of the hypersurface. Although A2 is not a Codazzi tensor, by
the some restriction on A, we get a similar extended radial mean curvature and get the above
comparison results for the hypersurface.
2. Preliminaries
In this section, we present some preliminaries that we use in through the paper.
Definition 2.1. A self-adjoint operator A on a Riemannian manifold (M, 〈, 〉), is a (1, 1)-tensor
field which has the following property,
∀X,Y ∈ Γ (TM) : 〈AX,Y 〉 = 〈X,AY 〉 .
Definition 2.2. Let A be a self-adjoint positive definite operator on a Riemannian manifold
(M, 〈 , 〉), we say that A is bounded if there are constants δn, δ1 > 0 such that for any vector
field X ∈ Γ(TM) with |X| = 1, one has δ1 < 〈X,AX〉 < δn.
Definition 2.3. Let A be a self-adjoint operator on manifoldM . We define LA,∆A,∆A,f , LA,f , RicA
and RicTraceA as the follows:
a) LA(u) := div (A∇u) =
∑
i 〈∇ei (A∇u) , ei〉,
b) ∆A(u) :=
∑
i 〈∇ei∇u,Aei〉,
c) For smooth functions f, u we define ∆A,f (u) = ∆Au − 〈∇f,∇u〉 , also for a smooth
vector field X, define ∆A,Xu = ∆Au− 〈X,∇u〉 .
d) For smooth functions f, u we define LA,f (u) := e
(f)div
(
e−fA∇u) .
e) For smooth vector fields X,Y we define,
RicTrace(A)(X,AY ) := Ric(X,AY )−Hess (Trace(A)) (X,Y ).
f) For smooth vector fields X,Y we define,
RicA(X,Y ) :=
∑
i
〈R(X,Aei)ei, Y 〉,
where {ei} is an orthonormal basis at the point.
Note that RicA and Ric(−, A−) both are extensions of Ricci tensor.
By the following proposition for the distance function r(x), ∆Ar has the same asymptotic
behavior as ∆r, when r → 0.
Proposition 2.4. Let x0 be a fixed point of a Riemannian manifold M and r(x) = dist(x0, x),
then lim
r→0
r2 (∆Ar) = 0.
Proof. One knows
Hessr =
1
r
(〈 , 〉 − dr ⊗ dr) +O(1) , r → 0+.
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Let {ei} be an orthonormal frame field with e1 = ∇r. So by definition of 2.3 we have,
∆Ar =
∑
i
〈∇ei∇r,Aei〉 =
∑
i
Hessr (ei, Aei) =
1
r
(
Trace(proj∂⊥r ◦ A|∂⊥r
)
+O(1) , r→ 0+.

For comparison results in geometry one needs Bochner formula. The following theorem
provides the extended Bochner formula.
Theorem 2.5 (Extended Bochner formula). [2, 13] Let M be a smooth Riemannian man-
ifold and A be a self-adjoint operator on M , then for any smooth function u on M ,
1
2
LA(|∇u|2) = 1
2
〈
∇|∇u|2, div(A)
〉
+ Trace
(
A ◦ hess2 (u))+ 〈∇u,∇(∆Au)〉
−∆(∇∇uA)u+RicA(∇u,∇u),
where, RicA is defined in Definition 2.3.
If A is a self-adjoint operator, then we define TA as follows.
Definition 2.6. Let A be a (1, 1)-tensor field on M . Define TA as,
TA(X,Y ) := (∇XA)Y − (∇YA)X.
It is clear T is a (2,1) tensor field and when TA = 0, then A is a Codazzi tensor, that is,
(∇XA)〈Y,Z〉 = (∇YA)〈X,Z〉.
Example 2.7. If B is the shape operator of a hypersurface Σn ⊂Mn+1 then
TB(Y,X) =
(
R¯(Y,X)N
)T
,
where R¯ is the curvature tensor of M and N is the unit normal vector field on Σn ⊂Mn+1.
Lemma 2.8. Let B be a (1,1)-self-adjoint tensor field, then,〈
X,TB(Y,Z)
〉
=
〈
TB(Y,X), Z
〉
+
〈
TB(X,Z), Y
〉
.
Proof. By computation, we have,〈
X,TB(Y,Z)
〉
= 〈X, (∇YB)Z − (∇ZB)Y 〉
= 〈(∇YB)X − (∇XB)Y,Z〉+ 〈(∇XB)Y,Z〉 − 〈X, (∇ZB)Y 〉
= 〈(∇YB)X − (∇XB)Y,Z〉+ 〈Y, (∇XB)Z − (∇ZB)X〉
=
〈
TB(Y,X), Z
〉
+
〈
TB(X,Z), Y
〉
.

We compute the second covariant derivation of the operator B. The result is applied to
simplify the extended Bochner formula.
Lemma 2.9. Let B be a (1,1)-self-adjoint tensor field on the manifold M and X,Y,Z are
vector fields on M , then
a)
(∇2B) (X,Y,Z) = (∇2B) (X,Z, Y ) +R(Z, Y ) (BX)−B (R(Z, Y )X) ,
b)
(∇2B) (X,Y,Z)− (∇2B) (Y,X,Z) = (∇ZTB) (X,Y ).
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Proof. For part (a) we have,
∇2B(X,Y,Z) = (∇ (∇B)) (X,Y,Z) = (∇Z (∇B)) (X,Y )
= ∇Z ((∇B) (X,Y ))− (∇B) (∇ZX,Y )− (∇B) (X,∇ZY )
= ∇Z ((∇YB)X)− (∇B) (∇ZX,Y )− (∇∇ZYB) (X)
= (∇Z (∇YB))X + (∇YB) (∇ZX)− (∇YB) (∇ZX)− (∇∇ZYB) (X)
= (∇Z (∇YB))X − (∇∇ZYB)X
Similarly,
∇2B(X,Z, Y ) = (∇Y (∇ZB))X − (∇∇Y ZB)X.
Thus
∇2B(X,Y,Z)−∇2B(X,Z, Y ) = (∇Z∇YB)X − (∇Y (∇ZB))X −
(∇[Z,Y ]B)X
= (R(Z, Y )B)X = R(Z, Y ) (BX)−B ((R(Z, Y )X)) .
For part (b), by definition of T , we have
∇2B(X,Y,Z) = (∇Z (∇B)) (X,Y )
= ∇Z ((∇B) (X,Y ))− (∇B) (∇ZX,Y )− (∇B) (X,∇ZY )
= ∇Z
(
(∇B) (Y,X) + TB (Y,X))− (∇B) (∇ZX,Y )− (∇B) (X,∇ZY )
= ∇Z ((∇B) (Y,X)) +∇Z
(
TB (Y,X)
)− (∇B) (∇ZX,Y )− (∇B) (X,∇ZY )
= (∇Z (∇B) (Y,X)) + (∇B) (∇ZY,X) + (∇B) (Y,∇ZX)
+∇Z
(
TB (Y,X)
)− (∇B) (∇ZX,Y )− (∇B) (X,∇ZY )
= (∇Z (∇B) (Y,X)) +∇Z
(
TB (Y,X)
)− TB (∇ZY,X)− TB (Y,∇ZX)
= (∇Z (∇B) (Y,X)) +
(∇ZTB) (X,Y ) .

Lemma 2.10. Let B be a (1, 1)−symmetric tensor field and ∇∗TB = 0, then
〈(∆B)X,X〉 = 〈∇Xdiv(B),X〉 −RicB(X,X) +Ric(X,BX),
where ∇∗ is adjoint of ∇.
Proof. For simplicity let {ei} be an orthonormal local frame field with ∇eiej = 0 at the
computing point. By computation and Lemma 2.9 we have,
〈(∆B)X,X〉 =
∑
i
〈(∇ei∇eiB)X,X〉 =
∑
i
〈∇2B(X, ei, ei),X〉
=
∑
i
〈∇2B(ei,X, ei),X〉+∑
i
〈(∇eiTB) (X, ei),X〉
=
∑
i
〈∇2B(ei,X, ei),X〉.
So by Lemma 2.9, part (a) we have
〈(∆B)X,X〉 =
∑
i
〈∇2B(ei,X, ei),X〉
=
∑
i
〈∇2B(ei, ei,X) +R(ei,X) (Bei)−B ((R(ei,X)ei)) ,X〉
= 〈(∇XdivB) ,X〉 −RicB (X,X) +Ric (X,BX) .

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The extended Bochner formula 2.5 is very complicated. The complication of the formula is
about the existence of parameter ∆∇uBu. Howerer, when ∆∇uBu ≤ 0, the Bochner formula
get the simple Riccati inequality. In the following proposition, we get some parameters which
seems are suitable to estimate ∆∇uBu. These parameters show the affection of parallelness
and values of eigenfunction on the value of ∆∇uBu. The values of these parameter depend on
analytic and algebraic properties of the tensor B.
Proposition 2.11. Let B be a (1,1)-self-adjoint tensor field on the manifold M then
∆(∇∇uB)u = ∇u.∇u.Trace(B)− 〈∇u, (∆B)∇u〉+
∑
i
〈
T (∇∇uB)(ei,∇u), ei
〉
+
∑
i
ei.
〈∇u, TB(ei,∇u)〉 .
Proof. Let B be a (1, 1)-tensor field, then
∆(∇∇uB)u =
∑
i
〈∇ei∇u, (∇∇uB) ei〉
=
∑
i
〈∇ei∇u, (∇eiB)∇u〉+
∑
i
〈∇ei∇u, TB(∇u, ei)〉
=
∑
i
ei. 〈∇u, (∇eiB)∇u〉 −
∑
i
〈∇u, (∇2eiB)∇u〉
−
∑
i
〈∇ei∇u, (∇eiB)∇u〉+
∑
i
〈∇ei∇u, TB(∇u, ei)〉
=
∑
i
ei. 〈∇u, (∇eiB)∇u〉 − 〈∇u, (∆B)∇u〉 −∆(∇∇uB)u
−
∑
i
〈∇ei∇u, TB(ei,∇u)〉+∑i 〈∇ei∇u, TB(∇u, ei)〉
=
∑
i
ei. 〈∇u, (∇eiB)∇u〉 − 〈∇u, (∆B)∇u〉 −∆(∇∇uB)u
+2
∑
i
〈∇ei∇u, TB(∇u, ei)〉
=
∑
i
ei. 〈∇u, (∇∇uB) ei〉+
∑
i
ei.
〈∇u, TB(ei,∇u)〉− 〈∇u, (∆B)∇u〉
−∆(∇∇uB)u+ 2
∑
i
〈∇ei∇u, TB(∇u, ei)〉
= ∆(∇∇uB)u+
∑
i
〈∇u, (∇ei∇∇uB) ei〉+
∑
i
〈∇ei∇u, TB(ei,∇u)〉
+
∑
i
〈∇u,∇ei (TB(ei,∇u))〉− 〈∇u, (∆B)∇u〉 −∆(∇∇uB)u
+2
∑
i
〈∇ei∇u, TB(∇u, ei)〉
In other words,
∆(∇∇uB)u = 〈∇u, div (∇∇uB)〉+
∑
i
ei.
〈∇u, TB(ei,∇u)〉− 〈∇u, (∆B)∇u〉 .
But,
〈∇u, div (∇∇uB)〉 =
∑
i
〈∇u, (∇ei (∇∇uB)) ei〉 =
∑
i
〈(∇ei (∇∇uB))∇u, ei〉
=
∑
i
〈
(∇∇u (∇∇uB)) ei + T (∇∇uB)(ei,∇u), ei
〉
= ∇u.∇u.Trace(B) +
∑
i
〈
T (∇∇uB)(ei,∇u), ei
〉
.
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So,
∆(∇∇uB)u = ∇u.∇u.Trace(B)− 〈∇u, (∆B)∇u〉+
∑
i
〈
T (∇∇uB)(ei,∇u), ei
〉
+
∑
i
ei.
〈∇u, TB(ei,∇u)〉 .

So, the extended Bochner formula 2.5 can be written as follows.
Proposition 2.12. Let B a (1,1)-self-adjoint tensor field on a manifold M with ∇∗TB = 0
and u be a smooth function, then
1
2
LB(|∇u|2) = 1
2
〈
∇|∇u|2, div(B)
〉
+ Trace
(
B ◦ hess2 (u))+ 〈∇u,∇(∆Bu)〉
−∇u.∇u.Trace(B) + 〈∇∇udiv(B),∇u〉+Ric(∇u,B∇u)
−
∑
i
〈
T (∇∇uB)(ei,∇u), ei
〉
−
∑
i
ei.
〈∇u, TB(ei,∇u)〉 .
Proof. The proof is clear by Proposition 2.11 and Theorem 2.5 and Lemma 2.10. 
3. extended mean curvature comparison
In this section, we prove two version of extended mean curvature comparison theorem, when
A is a (1, 1)-self-adjoint Codazzi tensor. The first one is about ∆A,f , which is used for extended
Meyer’s theorem, extended Cheeger-Gromoll splitting theorem and and estimating of the excess
functions. The second is about LA,f which is used to prove extended volume comparison and
its topological results. For the first one we used the tensor Ric(∂r, A∂r) and for the second
one we apply the tensor RicTrace(A)(∂r, A∂r) = Ric(∂r, A∂r)+ ∂r. 〈divA, ∂r〉. Let x0 be a fixed
point of M , we define r(x) = dist(x0, x), then r(x) is smooth on x ∈M\cut(x0) and |∇r| = 1.
For simplicity, we denote ∇r by ∂r. So by Theorem 2.12 we get the following result.
Theorem 3.1. Let A be a (1,1)-self-adjoint Codazzi tensor and r(x) = dist(x0, x) be the
distance function from a fixed point x0, then on M\cut(x0) we have,
0 = Trace
(
A ◦ hess2 (r))+ ∂r.(∆Ar) +Ric(∂r, A∂r)−∑
i
〈
T (∇∂rA)(ei, ∂r), ei
〉
.
To get the extended mean curvature comparison, we need to approximate the parameter∑
i
〈
T (∇∂rA)(∂r, ei), ei
〉
. When this parameter is negative, a similar Riccati inequality follows,
but when this parameter is positive it is more complicated. To solve this problem we estimate
this parameter by Hessf(∂r, ∂r) and adapt the approach of [27]. So at first, we define the
following.
Definition 3.2. We define the continuous function FA as follows,
FA(x) := max
X∈TxM,|X|=1
∑
i
〈
T (∇XA)(ei,X), ei
〉
(x).
Also we define the function fA as a smooth function which satisfy the following,
(*) FAgM ≤ Hess
(
fA
)
, in the sense of quadratic forms, where gM is the metric tensor of
the manifold M .
In the following we give some examples for the fA.
Example 3.3. For the following fA = 0.
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a) When Σn ⊂Mn+1(c) be a totally ubilical hypersurfaces, then ∆∇∇uAu = 0, so FA = 0
thus fA = 0.
b) For a Codazzi tensor A, if ∇2A = 0 then fA = 0.
Example 3.4. If for any vector field X,T,Z ∈ Γ(TM) with |X| = |Y | = |Z| = 1 we
have‖(∇X∇YA)Z‖ (x) ≤ K(x), then FA(x) ≤ 2nK(x). Let f be a radial function, we
try to find some conditions to have 2nK(x) ≤ Hessf(X,X), where |X| = 1. Note that
Hessf(X,X) = f ′′(r) + f ′(r)Hessr(X,X), let f ′ > 0, to find f its sufficient to have
sup
x∈B(r)
2nK(x) ≤
(
f ′′ +
h′
h
f ′
)
,
where h is the solution of differential equation,{
h′′ −Gh = 0,
h(0) = 0 , h′(0) = 1,
where secrad ≤ −G, see [21].
Now we present the proof of Theorem 1.2.
Proof of Theorem 1.2. For the first part, by assumption A is positive semi-definite, so for
any smooth function u we have
Trace
(
A ◦ hess2 (u)) ≥ (∆Au)2(TraceA) ,
and by restriction on A in Definition 2.2, we have 1(n−1)δn ≤ 1Trace(A) ≤ 1(n−1)δ1 so we get the
corresponding Ricatti inequality.
(3.1) 0 ≥ (∆Ar)
2
(n− 1) δn + ∂r.(∆Ar) +Ric(∂r, A∂r)− ∂r.∂r.f
A.
Let γ(t) be a minimal geodesic from the point x0. So on this geodesic,
0 ≥ (∆Ar)
2
(n− 1) δn + (∆Ar)
′ +Ric
(
γ′(t), Aγ′(t)
)− (fA(t))′′.
Let MnH be the model space with constant sectional curvature H, then
(∆Hr)
2
n− 1 + (∆Hr)
′ + (n− 1)H = 0.
We know that ∆Hr = (n− 1) sn
′
H(r)
snH(r)
, where
snH(r) =


1√
H
sin(
√
Hr) H > 0,
r H = 0,
1√−H sinh(
√−Hr) H < 0.
By assumption, we have (n− 1) δnH ≤ Ric(∂r, A∂r). So,
(3.2)
(
∆Ar
δn
−∆Hr
)′
≤ −
(
(∆Ar)
2
(n− 1) δ2n
− (∆Hr)
2
n− 1
)
+
1
δn
(
fA(t)
)′′
.
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Using ( 3.2 ) and computation give that(
sn2H(r)
(
∆Ar
δn
−∆Hr
))′
= 2sn′H(r)snH(r)
(
∆Ar
δn
−∆Hr
)
+ sn2H(r)
(
∆Ar
δn
−∆Hr
)′
≤ 2sn
2
H(r)
(n− 1) (∆Hr)(
∆Ar
δn
−∆Hr)− sn2H(r)(
(∆Ar)
2
(n− 1)δ2n
− (∆Hr)
2
n− 1 )
+
sn2H(r)
δn
(
fA(r)
)′′
=
sn2H(r)
(n− 1)
(
2
(∆Hr) (∆Ar)
δn
− 2(∆Hr)2 − (∆Ar)
2
δ2n
+ (∆Hr)
2
)
+
sn2H(r)
δn
(
fA(r)
)′′
= −sn
2
H(r)
(n− 1)
(
∆Ar
δn
−∆Hr
)2
+
sn2H(r)
δn
(
fA(r)
)′′
≤ sn
2
H(r)
δn
(
fA(r)
)′′
.
By Proposition 2.4 lim
r→0
sn2H(r)
(
∆Ar
δn
−∆Hr
)
= 0. So by integration with respect to r, we get,
1
δn
sn2H(r) (∆Ar) ≤ sn2H(r) (∆Hr) +
1
δn
∫ r
0
sn2H(t)
(
fA(t)
)′′
dt
= sn2H(r) (∆Hr) +
1
δn
sn2H(r)
(
fA(r)
)′ − 1
δn
∫ r
0
(
sn2H(t)
)′(
fA(t)
)′
dt.
So by definition of ∆A,fA in 2.3 one has,
1
δn
sn2H(r)
(
∆A,fA(r)
) ≤ sn2H(r) (∆Hr)− 1δn
∫ r
0
(
sn2H(t)
)′(
fA(t)
)′
dt.
By applying integration by parts again,
1
δn
sn2H(r)
(
∆A,fA(r)
) ≤ sn2H(r) (∆Hr)− 1δn fA(r)
(
sn2H(r)
)′
+
1
δn
∫ r
0
(
sn2H(t)
)′′
fA(t)dt.
When H > 0 by assumption, we have r ≤ pi
4
√
H
, so
(
sn2H(t)
)′′ ≥ 0, thus
1
δn
sn2H(r)
(
∆A,fA(r)
) ≤ sn2H(r) (∆Hr) + 2Kδn
(
sn2H(r)
)′
.
We know, (
sn2H(r)
)′
= 2(snH(r))
′snH(r) =
2
n− 1 (∆Hr)
(
sn2H(r)
)
,
so, (
∆A,fA(r)
) ≤ δn
(
1 +
4K
δn (n− 1)
)
(∆Hr) .
For the second part, from the condition on RicTrace(A) (∂r, A∂r) we have,(
∆A
δn
−∆Hr
)′
≤ −
(
(∆Ar)
2
(n− 1) δ2n
− (∆Hr)
2
n− 1
)
+
1
δn
(
fA(t)− Trace(A))′′.
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With similar computation,(
sn2H(r)
(
∆Ar
δn
−∆Hr
))′
≤ sn
2
H(r)
δn
(
fA(t)− Trace(A))′′.
Thus,
1
δn
sn2H(r) (∆Ar) ≤ sn2H(r) (∆Hr) +
1
δn
∫ r
0
sn2H(t)
(
fA(t)− Trace(A))′′dt
= sn2H(r) (∆Hr) +
1
δn
sn2H(r)
(
fA(r)− Trace(A))′
− 1
δn
∫ r
0
(
sn2H(t)
)′(
fA(t)− Trace(A))′dt.
Note that A is a Codazzi tensor, so divA = ∇Trace(A), so
1
δn
sn2H(r)
(
(∆Ar) + 〈divA, ∂r〉 − ∂r.fA(r)
) ≤ sn2H(r) (∆Hr)
− 1
δn
∫ r
0
(
sn2H(t)
)′(
fA(t)− Trace(A))′dt,
and LAr = 〈divA, ∂r〉+∆Ar, thus,
1
δn
sn2H(r)
(
LAr − ∂r.fA(r)
) ≤ sn2H(r) (∆Hr)− 1δn
∫ r
0
(
sn2H(t)
)′(
fA(t)− Trace(A))′dt.
Similarly,
(3.3) LAr ≤ δn
(
1 +
4 (K +K ′)
δn (n− 1)
)
(∆Hr) + ∂r.f
A(r).

Remark 3.5. When H > 0, for pi
4
√
H
≤ r ≤ pi
2
√
H
we have
∫ r
0
(
sn2H(t)
)′′
fA(t)dt ≤ K
(∫ pi
4
√
H
0
(
sn2H(t)
)′′
dt −
∫ r
pi
4
√
H
(
sn2H(t)
)′′
dt
)
= K
(
2√
H
− snH(2r)
)
.
So, when pi
4
√
H
≤ r ≤ pi
2
√
H
,
(
∆A,fA(r)
) ≤ δn

1 + 1
δn
4K
(n− 1) sin
(
2
√
Hr
)

 (∆Hr) .
This estimate will be used to prove the Meyer’s theorem.
Corollary 3.6. If Trace(A) is constant and Trace(A)H ≤ Ric (∂r, A∂r), then
∆A,fAr ≤
Trace(A)
n− 1
(
1 +
4K
Trace(A)
)
∆Hr,
LAr ≤ Trace(A)
n− 1
(
1 +
4K
Trace(A)
)
(∆Hr) + ∂r.f
A(r).
Now we prove the Meyer’s theorem by using the so called excess functions. In fact this
idea is used in [20, 27, 30]. By adapting this approach we obtain the compactness result by
applying the extended mean curvature Theorem 1.2 for the elliptic differential operator ∆A,fA
to the excess function.
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Proof of Theorem 1.3 (Meyer’s theorem). We prove each item. For (a) let p, q are two
points in M with dist (p, q) ≥ pi√
H
. Define B := dist (p, q) − pi√
H
, r1(x) := dist (p, x) and
r2(x) := dist (q, x). Also ep,q(x) be the excess function associated to the points p, q. By triangle
inequality, we have ep,q(x) ≥ 0 and ep,q (γ(t)) = 0, where γ is the minimal geodesic joining p, q.
Hence ∆A,fAe (γ(t)) ≥ 0 in the barrier sense. Let y1 = γ
(
pi
2
√
H
)
and y2 = γ
(
B + pi
2
√
H
)
. So
ri (yi) =
pi
2
√
H
, i = 1, 2. Remark 3.5 concludes
(3.4) ∆A,fA(ri)(yi) ≤ 2K
√
H.
Also from (3.1) and the assumption on Ric (∂r, A∂r) we conclude,
∆A,fAr ≤ ∆A,fAr0 − (n− 1)δnH (r − r0) .
Thus,
(3.5) ∆A,fAr1(y2) ≤ ∆A,fAr1(y1)−B(n− 1)δnH.
So by (3.4) and (3.5) we have
0 ≤ ∆A,fA (ep,q) (y2) = ∆A,fAr1(y2) + ∆A,fAr2(y2) ≤ 4K
√
H −B(n− 1)δnH,
so B ≤ 4K
δn(n−1)
√
H
and
dist(p, q) ≤ pi√
H
+
4K
δn(n− 1)
√
H
.
For the second part, Let M¯ be the universal cover of M and Φ : M¯ →M be the covering map.
Then we define A¯ := Φ∗A = (Φ∗)−1 ◦A ◦Φ∗. Note that for any vector field X ∈ Γ (TM) with
|X| = 1, we have∑
i
〈
T (∇Φ∗X A¯) (Φ∗ei,Φ∗X) ,Φ∗ei
〉
=
∑
i
〈
T (∇XA) (ei,X) , ei
〉
◦ Φ ≤ HessfA (X,X) .
So by defining f A¯ := fA ◦ Φ, we have∑
i
〈
T (∇Φ∗X A¯) (Φ∗ei,Φ∗X) ,Φ∗ei
〉
≤ Hessf A¯ (Φ∗X,Φ∗X) .
Also ∣∣∣f A¯∣∣∣ = ∣∣fA∣∣ and R¯ic (Φ∗X, A¯ (Φ∗X)) = Ric (X,AX) .
Thus the universal cover M¯ is compact and consequently M has finite fundamental group. 
To extended the inequalities of extended mean curvature comparison theorem on all of M ,
we need the three definitions of inequalities in weak senses. The first one is the weak inequality
in barrier sense which is originally defined by Calabi [6] in 1958.
Definition 3.7. Let f ∈ C0(M), X be a smooth vector field and A is bounded below as in
Definition 2.2. We say that ∆A,Xu ≥ v in the barrier sense, if for any point x0 in M and any
ε > 0 there exists a function ux0,ε which is called a support function and a neighborhood Ux0,ε
of x0, such that the following properties are satisfied,
a) ux0,ε ∈ C2(Ux0,ε),
b) ux0,ε(x0) = u(ux0) and u(x) ≥ ux0,ε(x) for all x ∈ Ux0,ε,
c) ∆A,Xux0,ε(x0) ≥ v − ε.
Similarly, we say ∆A,Xu ≤ v in barrier sense, if ∆A,X (−u) ≥ −v in the sense just defined.
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By [6] we know, If γ is a minimal geodesic from p to q, then for all ε > 0 the function
rq,ε(x) = ε + dist (γ(ε), x) is an upper barrier for the distance function r(x) = dist (p, x).
So we have the following inequality in barrier sense for the distance function. The following
lemma is used for the extension of Quantitative Maximal Principle of Abresch and Gromoll in
Proposition 6.2 and to get the same inequality in distribution sense in Lemma 3.11.
Lemma 3.8. Let p be the fixed point in M and r(x) = dist (p, x). If ∆A,X(r) ≤ α(r) point-
wise on M\cut(p) for a continuous function α and v ∈ C2(R) be non-negative, u(x) = v(r(x))
and suppose v′ ≥ 0, then
a) If v′ ≥ 0, then ∆A,X(u) ≤ |∇r|2A v′′(r) + α(r)v′(r) in barrier sense on M .
b) If v′ ≤ 0, then ∆A,X(u) ≥ |∇r|2A v′′(r) + α(r)v′(r) in barrier sense on M .
Also a same results is valid for LA,f(r).
The second, is a weaker version and defined in the sense of viscosity which was introduced
by Crandall and Lions in [9].
Definition 3.9. Let h ∈ C0(M), we say that LA,fh(p) ≥ a in the viscosity sense, if for any
φ ∈ C2 (U) and neighborhood U of q with(h− φ) (q) = inf
U
(h− φ), we have LA,fh ≤ a.
By Lemma 5.1, it is clear that barrier sub solutions are viscosity sub solutions. The last
very useful notion of inequality is the one in the sense of distribution.
Definition 3.10. For continuous functions u, v on manifold M , we say LA,f (u) ≤ v in weak
or distribution sense, if
∫
M uLA,f (φ)dvolg ≤
∫
M φvvolg for each φ ∈ Lipc(M).
When A is bounded from below as in Definition 2.2, it is known that, if u is a viscosity
solution of LA,fu ≤ h on M then, it is also a distribution solution and vice verse ( see [14,
theorem 3.2.11 ] or [18] ). The following lemma is used for proving the monotonicity result for
volume of geodesic balls in Theorems 4.2, 1.4.
Lemma 3.11. Let LA,f (r) ≤ α(r) point-wise on M\cut(p) for a continuous function α and
v ∈ C2(R) be non-negative. Let u(x) = v(r(x)), suppose v′ ≥ 0, v′′ = 0, then LA,fu ≤ v′α(r)
in distribution sense on M .
Proof. By Lemma 3.8, we know the inequality is valid in barrier sense for LA,f (r). So it is
valid in viscosity sense and by [18] or [14] is valid in distribution sense. 
4. extended volume growth
In this section, we get some results about the growth of extended volume. We define the
extended volume as follows.
Definition 4.1. Let M be a Riemannian manifold, T ⊆M which ∂T has measure zero, A be
a self adjoint (1,1)-tensor field on it, x0 be e fixed point and r(x) := dist(x0, x). We define the
extended volume of geodesic ball B(x0, R) as vol
A(B(x0, R) :=
∫
B(x0,R)
〈A∇r,∇r〉dvolg.
We compare this volume by the usual volume of geodesic balls in model spaces Rn , Sn and
H
n. First, we give the following result.
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Theorem 4.2. Let M be a Riemannian manifold, x0 be a fixed point and r(x) := dist(x0, x),
A be a self adjoint (1,1)-tensor field on it. Assume LAr ≤ 1C sn
′
H (r)
snH(r)
+ ∂r.f
A(r) point-wise on
M\cut(x0) and the following condition holds,
(4.1)
1
C (m− 1) ≤ 〈∇r,A∇r〉 .
Then
a) For any R, we have,
d
dR
(
volA(B(x0, R))
volmHB(R)
)
≤ 1
δn
cmRsn
m−1
H (R)(
volmHB(R)
)1+1/p
(
volA (B(x0, R))
volmHB(R)
)1−1/p∥∥∥((δ1/pn ∣∣∇fA∣∣))∥∥∥
p,R
.
b) For any 0 < R, we get(
volA(B(x0, R))
volmHB(R)
)1/p
−
(
volA(B(x0, R))
volmHB(r)
)1/p
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
∫ R
r
tsnm−1H (t)(
volmHB(t)
)1+1/p dt.
c) For any 0 < r1 ≤ r2 ≤ R1 ≤ R2, we have the following extended volume comparison
result for annular regions,(
volA(B(x0,r2,R2))
volmHB(r2,R2)
)1/p
−
(
volA(B(x0,r1,R1))
volmHB(r1,R1)
)1/p
≤ cmpδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
×
[∫ R2
R1
tsnm−1H (t)
(volmHB(r2,t))
1+1/p dt+
∫ r2
r1
R1sn
m−1
H (R1)
(volmHB(t,R1))
1+1/p dt
]
,
where volmH (R) is the volume of B(o,R) in the m-dimensional simply connected complete man-
ifold with constant sectional curvature H and∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
:=
∫
B(x0,R)
δn
(∣∣∇fA∣∣)pdvolg.
Remark 4.3. If r → 0, then the integral∫ R
r
tsnm−1H (t)(
volmHB(t)
)1+1/p dt,
blows up.
Proof of the Theorem 4.2. By assumption LAr ≤ 1C sn
′
H (r)
snH(r)
+∂r.f
A(r) point wise onM\cut(x0)
and by Lemma 3.11, the inequality holds weakly (in distribution sense) on M . Thus, for every
0 ≤ ϕ ∈ Lipc(M), we have
(4.2) −
∫
M
〈∇ϕ,A∇r〉 dvolg ≤ 1
C
∫
M
sn′H (r(x))
snH (r(x))
ϕdvolg +
∫
M
∂r.f
A(r)ϕdvolg .
For any ε > 0, let ϕε(x) be the following radial cut-off function,
ϕε(x) = ρε(r(x))sn
1−m
H (r(x)),
where ρε(r) is the function
ρε(t) =


0 t ∈ [0, r) ,
t−r
ε t ∈ [r, r + ε) ,
1 t ∈ [r + ε,R− ε) ,
R−t
ε t ∈ [R− ε,R) ,
0 t ∈ [R,+∞) .
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By computation we have,
∇ϕε =
{
−χR−ε,R
ε
+
χr,r+ε
ε
− (m− 1) sn
′
H(r(x))
snH(r(x))
ρε
}
sn−m+1H (r(x))∇r,
for a.e. x ∈ M , where χs,t is the characteristic function of the set B(x0, t)\B(x0, s). By
inserting ϕε in to (4.2) we get,
1
ε
∫
(B(x0,R)\B(x0,R−ε))
sn−m+1H (r(x)) 〈∇r,A∇r〉 dvolg
−1
ε
∫
(B(x0,r+ε)\B(x0,r))
sn−m+1H (r(x)) 〈∇r,A∇r〉 dvolg
≤
∫
M
(
1
C
− (m− 1) 〈∇r,A∇r〉
)
snH
′(r(x))sn−mH (r(x))ρεdvolg
+
∫
M
∂r.f
A(r)ρεsn
−m+1
H (r(x))dvolg .
So if, (note that snH
′(r(x))sn−mH (r(x)) ≥ 0)
(
1
C
− (m− 1) 〈∇r,A∇r〉
)
≤ 0⇔ 1
C (m− 1) ≤ 〈∇r,A∇r〉 ,
then
1
ε
∫
(B(x0,R)\B(x0,R−ε))
sn−m+1H (r(x)) 〈∇r,A∇r〉 dvolg
−1
ε
∫
(B(x0,r+ε)\B(x0,r))
sn−m+1H (r(x)) 〈∇r,A∇r〉 dvolg
≤
∫
M
∂r.f
A(r)ρεsn
−m+1
H (r(x))dvolg .
Letting ε→ 0, we conclude,
volA(∂B(x0, R))
snm−1H (R)
− vol
A(∂B(x0, r))
snm−1H (r)
≤ ∫
(B(x0,R)\B(x0,r))
∂r.f
A(r)sn−m+1H (r(x))dvolg
≤ sn−m+1H (r) ∫
(B(x0,R)\B(x0,r))
∣∣∇fA(r)∣∣ dvolg.
Let p > 1, using Ho¨lder inequality, we obtain
snm−1H (r)vol
A(∂B(x0, R)) − snm−1H (R)volA(∂B(x0, R))(4.3)
≤ 1
δn
snm−1H (R)
(
volA (B(x0, R))
)1−(1/p)(∫
B(x0,R)
δn
(∣∣∇fA∣∣)pdvolg
)1/p
.
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So, we have
d
dR
(
volA(B(x0, R))
volmHB(R)
)
=
volmHB(R)vol
A(∂B(x0, R))− volmH (∂B(R)) volA(B(x0, R))(
volmHB(R)
)2
≤ cm(volmHB(R))−2
∫ R
0
1
δn
snm−1H (R)
(
volA (B(x0, R))
)1−(1/p)
dr
×
(∫
B(x0,R)
δn
(∣∣∇fA∣∣)pdvolg
)1/p
≤ 1
δn
cmRsn
m−1
H (R)(
volmHB(R)
)1+1/p
(
volA (B(x0, R))
volmHB(R)
)1−1/p(∫
B(x0,R)
δn
(∣∣∇fA∣∣)pdvolg
)1/p
≤ 1
δn
cmRsn
m−1
H (R)(
volmHB(R)
)1+1/p
(
volA (B(x0, R))
volmHB(R)
)1−1/p∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
.
Thus,
d
dR
((
volA(B(x0, R))
volmHB(R)
)1/p)
=
1
p
(
volA(B(x0, R))
volmHB(R)
)−1+1/p
d
dR
(
volA(B(x0, R))
volmHB(R)
)
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
R(
volmHB(R)
)1+1/p snm−1H (R).
Consequently,(
volA(B(x0, R))
volmHB(R)
)1/p
−
(
volA(B(x0, R))
volmHB(r)
)1/p
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
∫ R
r
tsnm−1H (t)(
volmHB(t)
)1+1/p dt.
For the volume comparison for annular regoins we use twice procedures of part (a). At first
note
d
dR
(
volA(B(x0, r, R))
volmHB(r,R)
)
= cm
volA(∂B(x0, R))
∫ R
r sn
m−1
H (t)dt− snm−1H (R)volA(B(x0, r, R))(
volmHB(r,R)
)2
= (volmHB(r,R))
−2
∫ R
r
[
cmsn
m−1
H (t)vol
A(∂B(x0, R))− cmsnm−1H (R)volA(B(x0, t))
]
dt
≤ 1
δn
cmRsn
m−1
H (R)(
volmHB(r,R)
)1+1/p
(
volA (B(x0, r, R))
volmHB(r,R)
)1−1/p∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
,
where we use parameter volA (B(x0, r, R)) instead of vol
A (B(x0, R)) in the inequality (4.3).
and similarly,
d
dR
(
volA(B(x0, r, R))
volmHB(r,R)
)1/p
≤ 1
pδn
cmRsn
m−1
H (R)(
volmHB(r,R)
)1+1/p
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
.
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Thus, (
volA(B(x0, r2, R2))
volmHB(r2, R2)
)1/p
−
(
volA(B(x0, r2, R1))
volmHB(r2, R1)
)1/p
(4.4)
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
∫ R2
R1
tsnm−1H (t)(
volmHB(r2, t)
)1+1/p dt.
Similarly,
d
dr
(
volA(B(x0, r, R))
volmHB(r,R)
)
= cm
−volA(∂B(x0, r))
∫ R
r sn
m−1
H (t)dt−
(−snm−1H (r)) volA(B(x0, r, R))(
volmHB(r,R)
)2
= (volmHB(r,R))
−2
∫ R
r
cmsn
m−1
H (r)vol
A(∂B(x0, t))− cmsnm−1H (t)volA(∂B(x0, r))dt
≤ 1
δn
cmsn
m−1
H (R)
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R(
volmHB(r,R)
)1+1/p
(
volA (B(x0, r, R))
volmHB(r,R)
)1−1/p
.
So,
d
dr
((
volA(B(x0, r, R))
volmHB(r,R)
)1/p)
≤ cmRsn
m−1
H (R)
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R(
volmHB(r,R)
)1+1/p .
And (
volA(B(x0, r2, R1))
volmHB(r2, R1)
)1/p
−
(
volA(B(x0, r1, R1))
volmHB(r1, R1)
)1/p
(4.5)
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
∫ r2
r1
R1sn
m−1
H (R1)(
volmHB(t, R1)
)1+1/p dt.
By adding (4.5) and (4.4), we get(
volA(B(x0, r2, R2))
volmHB(r2, R2)
)1/p
−
(
volA(B(x0, r1, R1))
volmHB(r1, R1)
)1/p
≤ cm
pδn
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,R
[∫ R2
R1
tsnm−1H (t)(
volmHB(r2, t)
)1+1/p dt+
∫ r2
r1
R1sn
m−1
H (R1)(
volmHB(t, R1)
)1+1/p dt
]
.

As the classical case, we can get an extension of Yau’s theorem. It was originally proved by
analytic methods in the Riemannian case for Ricci tensor by Calabi and Yau in 1976 [33]. We
adapted [29] for the proof.
Theorem 4.4 (Extension of Yau theorem). Let M be non compact, x0 be a fixed point
and RicTrace(A) (∂r, A∂r) ≥ 0, then for any p > n and R ≥ 2, there is an ε = ε(m, p, δ1, δn, R)
such that if
sup
x∈M
δn
δ1vol(B(x, r))
(∫
B(x,r)
∣∣∇fA∣∣pdvolg
)1/p
< ε
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then
vol (B(x0, r)) ≥ cr,
where c is a constant.
Proof. Let x ∈ M be a point with dist (x0, x) = R ≥ 2. By relative comparison Theorem 4.2
for annulus and letting r1 = 0 , r2 = R− 1 , R1 = R and R2 = R+ 1 we have,(
volA (B(x,R− 1, R + 1))
(t+R)m − (R− 1)m
)1/p
−
(
volA (B(x, 0, R))
Rm
)1/p
≤ 2cm
pδn
(R+ 1)m+1
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥
p,M,R+1
.
So(
volA (B(x,R− 1, R + 1))
(R+ 1)m − (R− 1)m
)
≤
(
volA (B(x,R))
Rm
)
+C(R+ 1)(m+1)p
∥∥∥(δ1/pn (∣∣∇fA∣∣))∥∥∥p
p,M,R+1
.
By multiplying with (R+1)
m−(R−1)m
volA(B(x,R+1))
, we get(
volA (B(x,R− 1, R + 1))
(R+ 1)m − (R− 1)m
)
≤ D
R
+D(R+ 1)(m+1)p sup
x∈M
δn
δ1volm(B(x,R+ 1))
(∫
B(x,R+1)
∣∣∇fA∣∣pdvolg
)1/p
,
where D is some constant depends on m, p, δ1. We choose ε = ε(m, p, δ1, δn, R) small enough
such that
volA (B(x,R− 1, R+ 1))
volA (B(x,R+ 1))
≤ 2D
R
.
For R ≥ 2 we have,
volA (B(x0, 2R + 1)) ≥ vol
A (B(x0, 1))
2D
R.

To get a uniform volume comparison result, we need to bound the integral∫ R
r
tsnm−1H (t)(
volmHB(t)
)1+1/p dt.
We can achieve this goal with putting some restrictions on A, by the following definition.
Definition 4.5. We call the tensor A satisfies measure condition on a ball B (x0, r0), if there
exists some almost smooth function hA which satisfies the following,
(4.6) ∇hA(x) =
{
A−1 ◦ ∇fA(x) x ∈ B(x0, r0)
0 O.W.
We call e−h
A
dvolg and r0 as corresponding measure and radius measure to the tensor A,
respectively. Also we define the function f¯A as
f¯A :=
{
0 x ∈ B(x0, r0)
fA O.W.
Example 4.6. If fA = 0 on some ball B(x0, r0), ( for example, when ∇2A = 0 on ball
B(x0, r0)) then r0 is one radius measure and dvolg is the measure corresponding to A.
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Proof of Theorem 1.4 (Extended volume comparison). To prove parts (a) and (b), note
that by Theorem 1.2 pat (b), when
m = C
(
δn, n, δ1,K,K
′,H
)
=
[
δn(n− 1) + 4(K +K ′)
δ1
]
+ 2,
then the conditions of Theorem 4.2 are satisfied. To prove the part (c), a simply computation
shows that LA,hAr = LAr −
〈∇hA, A∇r〉, so by the conditions of the theorem we have,
LA,hAr ≤ δn
(
1 +
4 (K +K ′)
δn (n− 1)
)
(∆Hr) +
〈∇fA −A∇hA, ∂r〉
= δn
(
1 +
4 (K +K ′)
δn (n− 1)
)
(∆Hr) +
〈∇f¯A, ∂r〉 .
Similar argument shows that,
volA
hA
(∂B(x0, R))
snm−1H (R)
− vol
A
hA
(∂B(x0, r))
snm−1H (r)
≤ sn−m+1H (r)
∫
(B(x0,R)\B(x0 ,r))
∣∣∇f¯A(r)∣∣ e−hAdvolg.
Let p > 1, using Ho¨lder inequality, we obtain
snm−1H (r)vol
A
hA(∂B(x0, R))− snm−1H (R)volAhA(∂B(x0, r))
≤ snm−1H (R)
(∫
B(x0,R)
r1/(p−1)e−h
A
dvolg
)1−1/p(∫
B(x0,R)
(
r−1/p
∣∣∇f¯A∣∣)pe−hAdvolg
)1/p
≤ 1
δn
R1/psnm−1H (R)
(
volAhA (B(x0, R))
)1−(1/p)(∫
B(x0,RT )
δn
(
r−1/p
∣∣∇f¯A∣∣)pe−hAdvolg
)1/p
.
So, we have
d
dR
(
volA
hA
(B(x0, R))
volmHB(R)
)
≤ 1
δn
cmR
1+1/psnm−1H (R)(
volmHB(R)
)1+1/p
(
volA
hA
(B(x0, R))
volmHB(R)
)1−1/p∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
.
Similarly
d
dR

(volAhA(B(x0, R))
volmHB(R)
)1/p ≤ cm
pδn
∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,R
(
R(
volmHB(R)
)
)1+1/p
snm−1H (R).
By integrating and for p > m we obtain,(
volA
hA
(B(x0, R)
volmHB(R)
)1/p
−
(
volA
hA
(B(x0, r)
volmHB(r)
)1/p
≤ cm
pδn
∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
∫ R
r
(
r(
volmHB(r)
)
)1+1/p
snm−1H (r)dr
≤ cm
pδn
∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
∫ R
0
(
r(
volmHB(r)
)
)1+1/p
snm−1H (r)dr
≤ C˜ (δn, n, δ1,K,K ′,H,R, p) ∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
.
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where
C˜
(
δn, n, δ1,K,K
′,H, p,R
)
=
cm
pδn
∫ R
0
(
r(
volmHB(r)
)
)1+1/p
snm−1H (r)dr.
With a similar approach to [15], by choosing
C¯
(
δn, n, δ1,K,K
′,H, p,RT
)
= C˜
(
δn, n, δ1,K,K
′,H, p,RT
)
(volmH (RT ))
1/p,
and
ε(p,A,RT ) =
1(
volA
hA
(B(x0, RT ))
)1/p
∥∥∥(δ1/pn (r−1/p ∣∣∇f¯A∣∣))∥∥∥
p,RT
,
when ε < 1
C¯(δn,n,δ1,K,K ′,H,p,RT )
, one has(
1
volA
hA
(B(x0, R))
)1/p
≤ 1
1− C¯ε
(
volmH (RT )
volmH (R)vol
A
hA
(R)
)1/p
.
Also, when ε < 1
2C¯
then,
volA
hA
(B(x0, R)
volA
hA
(B(x0, r)
≤
(
1− C¯ε
1− 2C¯ε
)p
volmHB(R)
volmHB(r)
.

Remark 4.7. Note that
(
1−C¯ε
1−2C¯ε
)p
is non decreasing both in RT and ε.
5. Cheeger-Gromoll splitting theorem
One of the important application of the mean curvature comparison is the Cheeger-Gromoll
splitting theorem. In this section we prove an extension of Cheeger-Gromoll splitting theorem
by restriction on the extended Ricci tensor Ric (X,AX). The approach is similar to the original
one. i.e, we show that for the Bussemann function b+γ associated to the ray γ+, the vector
field ∇b+γ is Killing and
∥∥∇b+γ ∥∥ = 1. To do this, we use the extended Bochner formula and
the restriction on the extended Ricci tensor to show b+γ is a harmonic function. At first, one
should provide the maximum principal for the operator ∆A,X = ∆A − 〈X,∇ 〉. To do this we
get the following Lemma.
Lemma 5.1. Let f, h ∈ C2(M) and p ∈M and U be a neighborhood of p. If
a) f(p) = h(p),
b) f(x) ≥ h(x) for all x ∈ U ,
then
a) ∇f(p) = ∇h(p),
b) Hessf(p) ≥ Hessh(p),
c) ∆A,Xf(p) ≥ ∆A,Xh(p).
Proof. Parts (a) and (b) are clear. For part (c) its sufficient to show that ∆Af(p) ≥ ∆Ah(p).
We know that Hess (f − h) (p) ≥ 0. By assumption, A is positive definite, so A = B2 and
∆A (f − h) (p) = Trace
(
B2 ◦ hess (f − h) (p)) = Trace (B ◦ hess (f − h) (p) ◦B)
=
∑
i
〈hess (f − h) (p) ◦Bei, Bei〉 ≥ 0
so ∆A,Xf(p) ≥ ∆A,Xh(p). 
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Now we extend the maximum principle for ∆A.
Theorem 5.2 (Extended maximum principle). Let f ∈ C0(M) and ∆A,Xf ≥ 0 in barrier
sense, then f is constant in a neighborhood of each local maximum. So, if f has a global
maximum, then f is constant.
Proof. Let p ∈ M be a local maximum. If ∆A,Xf(p) > 0, then we have a contradiction by
Lemma 5.1 part (c). So we assume ∆A,Xf(p) ≥ 0. Without loose of generality we can assume
that there is a sufficiently small r < inj(p), such that p is the maximum of restricted function
f : B(x0, r)→ R and there is some point x0 ∈ ∂B(p, r) such that f(x0) 6= f(p). As usual, we
define
V := {x ∈ ∂B(p, r) : f(x) = f(p)} .
Let U be an open neighborhood with the property V ⊆ U ⊆ ∂B(p, r) and φ be the function
such that,
φ(p) = 0 , φ|U < 0 , ∇φ 6= 0.
Then for the function h = eαφ − 1 we have,
∆A,Xh = αe
αφ (α 〈∇φ,A∇φ〉+∆A,Xφ) ≥ αeαφ
(
αδ1|∇φ|2 +∆A,Xφ
)
.
So by choosing α large enough we have,
∆A,Xh > 0 , h|V<0 , h(p) = 0.
Now by defining F = f + δh, for small enough δ > 0, we have ∆A,XF > 0 on B(x0, r) and F
has a maximum point in B(x0, r), which is a contradiction by first part of the proof. 
The regularity is provided by the following.
Proposition 5.3. If A is bounded ( δ1 > 0 ) and ∆A,Xf = 0 in the barrier sense, then f is
smooth.
Proof. Regularity is a local property and A is self-adjoint positive definite. ∆A,X satisfied the
elliptic conditions in section 6.3-6.4 or Theorem 6.17 of [12]. So by elliptic regularity property
f is smooth ( Note that by our definition when A is bounded, so for each vector field X with
|X| = 1 one has 0 < δ1 ≤ 〈AX,X〉). 
Now we ready to prove the extension of Cheeger-Gromoll splitting theorem. To this end,
we use the so-called Busseman functions of a line in a manifold and show that gradient of a
Busseman funtion b+ is Killing and ‖∇b+‖ = 1. First we recall the definition of a Bussemann
function.
Definition 5.4. [10, 27, 34] Let γ : [0,+∞] → M be a ray, the Bussemann function bγ
associated to γ is defined as bγ(x) := lim
t→∞ (t− d(x, γ(t))).
For the next step we should prove that ∆A,fA (b
γ) ≥ 0 in the barrier sense.
Proposition 5.5. If Ric(∂r, A∂r) ≥ 0, then ∆A,fA (bγ) ≥ 0
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Proof. For each point q ∈ M the family of functions defined as h(x) = t − d(x, γ(t)) + bγ(q)
are a lower barrier functions of bγ at the point q, where γ(t) is one of asymptotic ray to the
ray γ at q [10, 27, 34]. So h is smooth in this neighborhood U of q. Finally by Theorem 1.2
and the restriction on the extended Ricci tensor,
∆A,fAh(q) = −∆A,fA (d(q, γ¯(t))) ≥ −δn
(
1 +
4K
δn (n− 1)
)
1
d(q, γ¯(t))
.
Since lim
t→∞ d(q, γ(t)) = ∞, for each ε > 0 one can finds some t with ∆A (d(q, γ(t))) ≥ −ε and
this complete the proof. 
Corollary 5.6. If Ric(∂r, A∂r) ≥ 0 and γ+ and γ− be two rays derived from the line γ and
b+ and b− denote their Bussemann functions, then
a) b+ + b− = 0,
b) ∆A,fAb
+ = ∆A,fAb
− = 0 and the functions b+ and b− are smooth.
Proof. By Proposition 5.5 and the restriction on the extended Ricci tensor,
we know ∆A,fAb
+,∆A,fAb
− ≥ 0. So
∆A,fA
(
b+ + b−
) ≥ 0.
By triangle inequality we know (b+ + b−) (γ(0)) = 0 is the maximum value of the sub har-
monic function b+ + b−, so by Theorem 5.2 we have b+ + b− = 0. For part (b) by the first
part ∆A,fAb
+ = −∆A,fAb−, also Proposition 5.5 concludes ∆A,fAb+ = ∆A,fAb− = 0 , so by
Proposition 5.3 b+, b− are smooth. 
Corollary 5.7. If Ric(∂r, A∂r) ≥ 0, then ‖∇bγ‖ = 1.
Proof. By Corollary 5.6 the Busseman functions b+ are smooth, so by [8, 10, 11, 27, 34] we
have ∥∥∇b+∥∥ = 1.

Proof of Theorem 1.5. By Corollary 5.7 we have ‖∇b+‖ = 1, so ∇∇b+∇b+ = 0, also A is
a Codazzi tensor thus −∇b+.∇b+.T race(B) + 〈∇∇b+div(B),∇b+〉 = 0. By applying Theorem
3.1 to the function b+,
0 = Trace
(
A ◦ hess2 (b+))+∇b+.(∆Ab+)−∑
i
〈
T (∇∇b+A)(∇b+, ei), ei
〉
+Ric(∇b+, A∇b+)
By Corollary 5.6 ∆A,fAb
+ = 0, so ∆Ab
+ =
〈∇fA,∇b+〉 and
∇b+.(∆Ab+) = ∇b+.
〈∇fA,∇b+〉 = HessfA (∇b+,∇b+) .
By Definition 3.2 we know
HessfA
(∇b+,∇b+)−∑
i
〈
T (∇∇b+A)(∇b+, ei), ei
〉
≥ 0,
so
0 ≥ Trace (A ◦ hess2 (b+))+Ric(∇b+, A∇b+).
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The condition on the extended Ricci tensor concludes Trace
(
A ◦ hess2(b+)) = 0. We know
A is positive definite ( note that A is invertible), so hess2(b+) ≡ 0. Consequently ∇b+ is a
Killing vector field and its flow is an isometry. Also ‖∇b+‖ = 1, so the following function
ψ : N × R→M
ψ(x, t) = Fl∇b
+
(x),
splitsM isometrically, where N = {x : b+(x) = 0}. Also A¯ is a Codazzi tensor, to see this note
that,
∇NX
(
A¯Y
)
= ∇X
(
A¯Y
)
= ∇X (AY − 〈∂t, AY 〉 ∂t) = ∇X (AY )− 〈∂t,∇X (AY )〉 ∂t
= proj∂⊥t
(∇X (AY )) ,
and
A¯
(∇NXY ) = A¯ (∇XY ) = proj∂⊥t (∇X (AY )) .
So
(∇NXA¯)Y = ∇NX (A¯Y )− A¯ (∇NXY ) = proj∂⊥t ((∇XA)Y ) = proj∂⊥t ((∇YA)X) = (∇NY A¯)X.
The last part is clear by properties of Ricci tensor. 
Now we extend some famous consequences of Cheeger-Gromoll splitting theorem by some
restrictions on the extended Ricci tensor. Similar to [27] and [34] and lifting the tensor
Ric (X,AX) to Ric
(
X, A¯X
)
on the universal covering space of M as same as in the proof
of Theorem 1.3 the following results are obtained .
Theorem 5.8. If M is a compact Riemannian manifold with Ric (X,AX) ≥ 0 for any vector
field X, thenM is finitely covered by the universal covering NdimM−k×T k, where N is compact
and simply connected and T k is the flat torus of dimension k.
Corollary 5.9. Let M be compact with Ric (X,AX) ≥ 0 for any vector field X, then
a) b1(M) ≤ n.
b) pi1(M) has a free abelian subgroup of finite index of rank ≤ n.
c) If at one point Ric (X,AX) > 0 for any non zero vector X, then pi1(M) is finite.
Also for non-compact manifolds andRic (X,AX) > 0 for any non zero vector X, the splitting
theorem get the following extension of Sormani’s theorem [22] and a result similar to Theorem
6.8 of [27].
Theorem 5.10. Let M is a complete and non-compact manifold and Ric (X,AX) > 0 for any
non zero vector X, then
a) M has only one end.
b) M has the loops to infinity property. In particular, if M is simply connected at infinity
then M is simply connected.
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6. excess functions and applications
Excess functions are important in the study of topology of manifolds, so the upper bounds
of them are interesting. Let p, q ∈ M be two point, we recall that the excess function ep,q(x)
is defined as
(6.1) ep,q(x) := d(p, x) + d(q, x)− d(p, q).
As usual, to estimate of excess function we need an extension of Abresch-Gromoll quanti-
tative maximal principle. The proof is an adaptation of the exposition contained in Abresch-
Gromoll [1] or Cheegers [7] works. At first we recall the following definition.
Definition 6.1. The dilation of a function f is denoted by dil(f) and is defined as
dil(f) = min
x,y
|f(x)− f(y)|
d(x, y)
.
Proposition 6.2. ( Quantitative Maximal Principle ) Let U : B(y,R+ η)→ R is a Lipschitz
function on M . For H ≤ 0, Assume (n− 1) δnH ≤ Ric (∂r, A∂r),
∣∣fA∣∣ ≤ K and
a) U ≥ 0,
b) dil(U) ≤ a, U(y0) = 0, where y0 is a point in B(y,R).
b) ∆A,fA(U) ≤ b in the barrier sense,
then U(y) ≤ ac + G(c) for all 0 < c < R where G(r(x)) is the unique function on MnH such
that
1) G(r) > 0 for 0 < r < R,
2) G′(r) < 0 for 0 < r < R,
3) G(R) = 0,
4)
(
δ1 − δn
(
1 + 4Kδn(n−1)
))
G′′ + δn
(
1 + 4Kδn(n−1)
)
∆HG = b, where ∆H is the Laplace op-
erator on the model space MnH .
Proof. At first, for late use we construct G explicitly. Since ∆H =
∂2
∂r2
+mH(r)
∂
∂r + ∆˜. Its
sufficient to solve the ODE(
δ1 − δn
(
1 +
4K
δn(n− 1)
))
G′′ + δn
(
1 +
4K
δn(n− 1)
)(
G′′ +mH(r)G′
)
= b,
or equivalently,
(6.2) δ1G
′′ + δn
(
1 +
4K
δn(n − 1)
)
mH(r)G
′ = b.
For H = 0 we know mH(r) =
n−1
r , so by (6.2) we have
δ1G
′′ + δn
(
1 +
4K
δn(n− 1)
)
n− 1
r
G′ = b,
or equivalently
δ1G
′′r2 + (n− 1) δn
(
1 +
4K
δn(n− 1)
)
G′r = br2,
which is an Euler-type ODE. For n ≥ 3, the solutions of this ODE are as,
G =
b
2C
r2 + c1 + c2r
D,
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where
C = δ1 + (n− 1) δn
(
1 +
4K
δn(n− 1)
)
and D = 1− (n− 1) δn
δ1
(
1 +
4K
δn(n− 1)
)
.
Now G(R) = 0, gives
b
2C
R2 + c1 + c2R
D = 0.
By assumption G′(r) < 0, so for 0 < r < R one should have,
b
C
r +Dc2r
D−1 ≤ 0.
Thus, c2 ≥ − bCDR−D+2. So for H = 0, we have,
G(r) =
b
2C
(
r2 +
(
−1 + 2
D
)
R2 − 1
D
R−D+2rD
)
.
For H < 0, we have,mH (r) = (n− 1)
√−H cosh(
√−Hr)
sinh(
√−Hr) . So by (6.2) we have,
δ1G
′′ + δn
(
n+
4K
δn
− 1
)√−H cosh(√−H)
sinh(
√−Hr)G
′ = b.
Thus,
G(r) =
b
δ1
∫ R
r
∫ t
r
(
sinh(
√−Ht)
sinh(
√−Hs)
) δn
δ1
(
1+ 4K
δn(n−1)
)
dsdt.
Now we return to prove the result of the theorem. By conditions on G and Lemma 3.8
∆A,fAG ≥
(
δ1 − δn
(
1 +
4K
δn(n − 1)
))
G′′ + δn
(
1 +
4K
δn(n− 1)
)
∆HG.
Define V := G− U , so
∆A,fAV = ∆A,fAG−∆A,fAU
≥
(
δ1 − δn
(
1 +
4K
δn(n− 1)
))
G′′ + δn
(
1 +
4K
δn(n − 1)
)
∆HG−∆A,fAU ≥ 0.
By maximum principle theorem 5.2, the function V on A(y, c,R) = {x : c < d(y, x) < R} takes
its maximum on ∂B(y, c) ∪ ∂B(y,R). But V |∂B(y,R) ≤ 0 and V (y0) ≥ 0, so if y0 ∈ A(y, c,R),
then there exists some y1 ∈ ∂B(y, c) such that V (y1) ≥ V (y0) ≥ 0. Since
U(y)− U(y1) ≤ a d(y, y1) = ac
and
0 ≤ V (y1) = G(y1)− U(y1).
So
U(y) ≤ ac+ U(y1) = ac+ (G(y1)− V (y1)) ≤ ac+G(c).
Also, if y0 ∈ B(y, c) then
U(y) = U(y)− U(y0) ≤ ad(y, y0) ≤ ac ≤ ac+G(c).

By Proposition 6.2 we get the following upper estimate for the excess function. To do this
we define the height function h(x) := dist(x, γ), where dist(x, γ) is any fixed minimal geodesic
from p to q.
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Theorem 6.3. Let Ric (∂r, A∂r) ≥ 0,
∣∣fA∣∣ ≤ K and h(x) ≤ min{d(p, x), d(q, x)} then
ep,q(x) ≤ 2
(
δn(n− 1) + 4K + δ1
δn(n− 1) + 4K − δ1
)(
1
2
Ch
δ1+δn(n−1)+4K
δ1
) δ1
δn(n−1)+4K
,
where
C =
δn(n − 1) + 4K
2(n − 1) (δ1 + δn(n− 1) + 4K)
(
1
d(p, x)− h(x) +
1
d(q, x)− h(x)
)
.
Proof. As original one, we use the extended Abresch and Gromoll’s Quantitative Maximal
Principle. Note that dil(ep,q) ≤ 2. If we choose R = h(x), then for any y ∈ B(x,R) we have
∆A (ep,q(y)) ≤ δn
(
1 +
4K
δn(n− 1)
)(
1
d(p, y)
+
1
d(q, y)
)
≤ δn
(
1 +
4K
δn(n− 1)
)(
1
d(p, x) − h(x) +
1
d(q, x)− h(x)
)
.
So by choosing R = h(x) and b := δn
(
1 + 4Kδn(n−1)
)(
1
d(p,x)−h(x) +
1
d(q,x)−h(x)
)
, the conditions
of Proposition 6.2 are satisfied. So
ep,q(x) ≤ min
0≤r≤R
(2r +G(r)) .
The function 2r +G(r), for 0 < r < R is convex, so its minimum is assumed at the unique
0 < r0 < R, where 2 +G
′(r0) = 0, from this we conclude,
(6.3) 2r1−D0 +
b
2C
(
2r2−D0 −R2−D
)
= 0,
where C,D are defined in Proposition 6.2. By (6.3) we get,
r0 ≤
(
b
4C
R2−D
) 1
1−D
.
Consequently,
ep,q(x) ≤ 2r0 +G(r0) =
(
1− 2
D
)[
2r0 +
b
C
(
r20 −R2
)] ≤ 2(1− 2
D
)
r0
≤ 2
(
1− 2
D
)(
b
4C
R2−D
) 1
1−D
.

So applying the estimate of excess function Theorem 6.3 gets an extension of theorems of
Abresch-Gromoll [1] and Sormani [23] as follows.
Theorem 6.4. Let M be a complete non compact manifold with Ric (∂r, A∂r) ≥ 0 then,
a) If M has bounded diameter growth and sectional curvature bounded below then it has
finite type topology, i.e, it is homeomorphic to the interior of a compact manifold with
boundary.
b) If it has sub-linear diameter growth, then its fundamental group is finitely generated.
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7. Numbers of ends
In this section we get an estimate on the number of ends of a complete Riemannian manifold
M by some restrictions on RicA. The approach is similar to [5]. In fact M.Cai invented this
method to estimate the number of ends of a noncompact manifold which its Ricci curvature is
non-negative out-side of a compact set by means of a lower bound of the Ricci curvature in the
compact set and the diameter of the set. Recently J. Wu applied this method to get an upper
estimate by similar conditions on the Bakry-Emery Ricci tensor Ricf and some conditions on
the energy function [28]. Similarly we use the method to get our estimate.
First we recall the definition of ends of manifolds.
Definition 7.1. [5] Let γ1, γ2 be two rays starting from a fixed point p ∈ M . We say γ1, γ2
are co-final if for each R > 0 and any t ≥ R, γ1(t) and γ2(t) are in the same component of
M\B(x0, r). Each equivalence class of co-final rays is called an end of M . The end included
the ray γ is noted by [γ].
To get the estimate, we extend the following lemmas for the extended Ricci tensor RicA.
The proofs of the following lemmas are similar to the corresponding for Ricci [5] or weighted
Ricci tensor [28], so they are omitted.
Lemma 7.2. Let N be a δ−tubular neighborhood of a line γ. Suppose that from every point
p in N, there are asymptotic rays to γ± such that RicTrace(A)(X,AX) ≥ 0 on both asymptotic
rays. Then through every point in N, there is a line α which if it is parameterized properly,
then satisfies
b+γ (α
+(t)) = t and b−γ (α
−(t)) = t.
Lemma 7.3. With the same assumptions as in Theorem 1.6, M can not admit a line γ with
the following property
d(γ(t), B(x0, r)) ≥ |t|+ 2R for all t.
Similar to [5] the following Proposition can be obtained.
Proposition 7.4. With the same assumption as in theorem 1.6, if [γ1] and [γ2] are two different
ends of M , then d(γ1(4R), γ2(4R)) > 2R.
Proof of Theorem 1.6. Let [γ1] , ..., [γk] be k disjoint ends of M where γ1, ..., γk are rays
from the fixed point p. Let {pj}Lj=1 be the maximal set of points on ∂B (p, 4R) such that balls
B
(
pj ,
R
2
)
are disjoint. As mentioned in [28, 5] Proposition 7.4 implies that k ≤ L.
By considering
B(pj ,
R
2
) ⊆ B(p, 9R
2
) ⊆ B(pj, 17R
2
),
we get
N(A,M,R) ≤ vol
A
hA
(
B(pj,
17R
2 )
)
volA
hA
(
B(pj,
R
2 )
) ,
and with the extended volume comparison Theorem 1.4, the following estimate is obtained,
N(A,M,R) ≤ vol
A
hA
(
B(pj,
17R
2 )
)
volA
hA
(
B(pj,
R
2 )
) ≤ ( 1− C¯ε
1− 2C¯ε
)p volm′−HB(R)
volm
′
−HB(r)
,
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where
m′ =
[
δn(n−1)+4(K1+K ′1)
δ1
]
+ 2,
K1 = sup
x∈B(pj ,17R/2)
∣∣fA (x)∣∣ ,
K ′1 := sup
x∈B(pj ,17R/2)
|Trace(A) (x)| .
But for all j, we have B(pj, 17R/2) ⊆ B(x0, 25R/2) and
(
1−C¯ε
1−2C¯ε
)
is non decreasing with respect
to R, so the resut follows by the following inequality,
∫ αr
0 sinh
m−1(βt)dt∫ r
0 sinh
m−1(βt)dt
≤ 2m
m− 1(βr)
−m exp (α (m− 1)βr) .

8. Applications in the study of geometry of hypersurfaces
In this section we give an application of the extended Ricci tensor for the study of Riemann-
ian hyper surfaces, to do this we apply the tensor field 1
δ2n
A2 and show for minimal hypersurfaces
the extended Ricci tensor 1
δ2n
Ric
(
X,A2X
)
is greater than the Ricci tensor of the hypersurface.
At first We compute the corresponding parameters for the tensor field A2, when A is a codazzi
tensor and get a similar Ricatti inequality as we get for Codazzi tensors.
Lemma 8.1. Let A be a Codazzi tensor, then
∑
i
ei.
〈
∇u, TA2(ei,∇u)
〉
= 〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉 .
Proof. At first note that,
TA
2
(X,Y ) =
(∇XA2)Y − (∇YA2)X = (∇XA)AY − (∇YA)AX.
So,
∑
i
ei.
〈
∇u, TA2(ei,∇u)
〉
=
∑
i
ei. 〈∇u, (∇eiA)A∇u− (∇∇uA)Aei〉
=
∑
i
ei. (〈(∇eiA)∇u,A∇u〉 − 〈∇u, (∇∇uA)Aei〉)
=
∑
i
ei. (〈ei, (∇∇uA)A∇u〉 − 〈A (∇∇uA)∇u, ei〉)
=
∑
i
ei. (〈(∇∇uA)A∇u−A (∇∇uA)∇u, ei〉)
= div (((∇∇uA)A−A (∇∇uA))∇u) .
Note,
div (((∇∇uA)A−A (∇∇uA))∇u) = 〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉
+∆(∇∇uA)A−A(∇∇uA)u.
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and,
∑
i
〈hessu(ei), (∇∇uA)Aei〉 =
∑
i
〈(∇∇uA) ◦ hessu(ei), Aei〉 =
∑
i
〈(∇hessu(ei)A)∇u,Aei〉
=
∑
i
〈∇u, (∇hessu(ei)A)Aei〉 =∑i 〈∇u, (∇AeiA) hessu(ei)〉
=
∑
i
〈(∇AeiA)∇u, hessu(ei)〉 =
∑
i
〈(∇∇uA)Aei, hessu(ei)〉
=
∑
i
〈hessu ◦ (∇∇uA)Aei, ei〉 = Trace (hessu ◦ (∇∇uA)A)
= Trace ((∇∇uA)A ◦ hessu) =
∑
i
〈(∇∇uA)A ◦ hessu(ei), ei〉
=
∑
i
〈hessu(ei), A (∇∇uA) ei〉.
So,
∆(∇∇uA)A−A(∇∇uA)u = 0,
and,
div (((∇∇uA)A−A (∇∇uA))∇u) = 〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉 .

Now we compute
∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
.
Proposition 8.2. Let Σn ⊂Mn+1(c) be a Riemannian hypersurface and the ambient manifold
M has constant sectional curvature with the shape operator A, such that ∇∗TA2 = 0 , then the
extended Bochner formula 2.12 is written as (For the operator A2)
1
2
LA2(|∇u|2) =
1
2
〈
∇|∇u|2, div(A2)
〉
+ Trace
(
A2 ◦ hess2 (u))+ 〈∇u,∇(∆A2u)〉
−∇u.∇u.Trace(A2) + 〈∇∇udiv(A2),∇u〉+Ric(∇u,A2∇u)
−2
∑
i
〈
T∇∇uA (ei,∇u) , Aei
〉− 2 〈divA, (∇∇uA)∇u〉+ 2Trace((∇∇uA)2)
Proof. We know
∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
=
∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
=
∑
i
〈
TA(∇∇uA)+A(∇∇uA)(ei,∇u), ei
〉
,
By computation of
∑
i
〈
TA(∇∇uA)(ei,∇u), ei
〉
, we have
∑
i
〈
TA(∇∇uA)(ei,∇u), ei
〉
=
∑
i
〈(∇ei (A (∇∇uA)))∇u− (∇∇u (A (∇∇uA))) ei, ei〉
=
∑
i
〈(∇eiA) (∇∇uA)∇u, ei〉+
∑
i
〈A (∇ei∇∇uA)∇u, ei〉
−
∑
i
〈
(∇∇uA)2ei, ei
〉
−
∑
i
〈
A
(∇2∇uA) ei, ei〉
= 〈(∇∇uA)∇u, divA〉+
∑
i
〈A (∇ei∇∇uA)∇u, ei〉
−Trace
(
(∇∇uA)2
)
− Trace (A (∇2∇uA)) .
COMPARISON GEOMETRY FOR AN EXTENSION OF RICCI TENSOR 31
Also∑
i
〈
T (∇∇uA)A(ei,∇u), ei
〉
=
∑
i
〈(∇ei ((∇∇uA)A))∇u− (∇∇u ((∇∇uA)A)) ei, ei〉
=
∑
i
〈(∇ei∇∇uA)A∇u, ei〉+
∑
i
〈(∇∇uA) (∇eiA)∇u, ei〉
−
∑
i
〈(∇2∇uA)Aei, ei〉−∑i
〈
(∇∇uA)2ei, ei
〉
=
∑
i
〈(∇ei∇∇uA)A∇u, ei〉+ Trace
(
(∇∇uA)2
)
−Trace
(
(∇∇uA)2
)
− Trace ((∇2∇uA)A)
=
∑
i
〈(∇ei∇∇uA)A∇u, ei〉 − Trace
((∇2∇uA)A) .
Consequently,∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
=
∑
i
〈
TA(∇∇uA)(ei,∇u), ei
〉
+
∑
i
〈
T (∇∇uA)A(ei,∇u), ei
〉
= 〈(∇∇uA)∇u, divA〉+
∑
i
〈A (∇ei∇∇uA)∇u, ei〉
−Trace
(
(∇∇uA)2
)
− Trace (A (∇2∇uA))
+
∑
i
〈(∇ei∇∇uA)A∇u, ei〉 − Trace
((∇2∇uA)A) .
By computation of 〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉 we have,
〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉
=
∑
i
〈(∇ei ((∇∇uA)A−A (∇∇uA))) ei,∇u〉
=
∑
i
〈(∇ei∇∇uA)Aei,∇u〉+
∑
i
〈(∇∇uA) (∇eiA) ei,∇u〉
−
∑
i
〈(∇eiA) (∇∇uA) ei,∇u〉 −
∑
i
〈(A (∇ei∇∇uA)) ei,∇u〉
=
∑
i
〈(∇ei∇∇uA)Aei,∇u〉+ 〈divA, (∇∇uA)∇u〉
−Trace
(
(∇∇uA)2
)
−
∑
i
〈(A (∇ei∇∇uA)) ei,∇u〉.
And finally we have∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
+
∑
i
ei.
〈
TA
2
(ei,∇u), ei
〉
=
∑
i
〈
T∇∇uA
2
(ei,∇u), ei
〉
+ 〈div ((∇∇uA)A−A (∇∇uA)) ,∇u〉
= 2
∑
i
〈(∇ei∇∇uA)Aei,∇u〉+ 2 〈divA, (∇∇uA)∇u〉
−2Trace
(
(∇∇uA)2
)
− 2Trace (A (∇2∇uA))
= 2
∑
i
〈
Aei, T
∇∇uA (ei,∇u)
〉
+ 2 〈divA, (∇∇uA)∇u〉 − 2Trace
(
(∇∇uA)2
)
.
And from the Theorem 2.12 the result follows. 
Theorem 8.3. Let Σn ⊂ Mn+1(c) be a Riemannian hypersurface with constant mean cur-
vature, the ambient manifold M has constant sectional curvature and its the shape opera-
tor is A such that ∇∗TA2 = 0 and A2 is bounded, Assume x0 be a fixed point and define
32 S. H. FATEMI AND S. AZAMI
r(x) := dist(x0, x), then
0 ≥ (∆A2r)
2
(n− 1)δ2n
+ ∂r.∆A2r +Ric(∂r, A
2∂r)−
〈∇∂rdiv(A2), ∂r〉− 2∑i 〈T∇∂rA (ei, ∂r) , Aei〉 .
Proof. A simple computation shows that when the ambient manifold has costant sectional
curvature, then
∂r.∂r.T race(A
2) = Hess
(
Trace(A2)
)
(∂r, ∂r) = 2
〈∇∂r (div (A2)−AdivA) , ∂r〉 .
By assumption, we know the mean curvature of the hypersurface is constant,
so ∇Trace(A) = divA = 0, Also note Trace
(
(∇∂rA)2
)
≥ 0. So the result follows by Proposi-
tion 8.2. 
In the following Proposition we compare the extended Ricci tensor with the Ricci tensor of
minimal hypersurfaces in euclidian spaces.
Proposition 8.4. Let Σn ⊂Mn+1(0) be a minimal Riemannian hypersurface then
1
δ2n
Ric
(
X,A2X
)−RicΣ (X,X) ≥ 0
Proof. Let B = 1
δ2n
A2, by computation we have
Ric (X,BX)−RicΣ (X,X) = −
〈
X,A2BX
〉
+
〈
X,A2X
〉
=
〈
X,A2 (1−B)X〉 = 1
δ2n
〈
X,A2
(
δ2n −A2
)
X
〉 ≥ 0.

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