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Abstract
Nazarov and Shapiro recently showed that, while composition operators on the Hardy space H 2 can only
trivially be Toeplitz, or even “Toeplitz plus compact,” it is an interesting problem to determine which of
them can be “asymptotically Toeplitz.” I show here that if “asymptotically” is interpreted in, for example,
the Cesàro (C,α) sense (α > 0), then every composition operator on H 2 becomes asymptotically Toeplitz.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Every holomorphic function ϕ mapping the open unit disc U into itself induces, by means of
composition on the right, a linear composition operator Cϕ on the space Hol(U) consisting of all
functions holomorphic on U. Explicitly:
Cϕf = f ◦ ϕ
(
f ∈ Hol(U)).
Littlewood’s Subordination Principle [7] yields the remarkable fact that every composition oper-
ator restricts to a bounded operator on the Hardy space H 2 (see also [5, Theorem 1.7, p. 10] or
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properties of Cϕ on H 2, and other spaces of analytic functions, with function-theoretic properties
of ϕ (see [3,6,11] for more on this).
The work I will describe here originates in an intriguing paper [1] of Barría and Halmos, which
introduced the notion of “asymptotic Toeplitz operator.” A Toeplitz operator on H 2 is a bounded
linear operator whose matrix, relative to the orthonormal basis of monomials {zn: n  0}, has
constant diagonals. Such an operators T can be characterized by the equation S∗T S = T , where
S is the forward shift on H 2 (i.e., “multiplication by the independent variable z”), and S∗ is its
Hilbert space adjoint, easily seen to be the backward shift defined by: S∗zn = zn−1 if n > 0, and
= 0 if n = 0.
Barría and Halmos call an operator T on H 2 asymptotically Toeplitz if the sequence of op-
erators (S∗nT Sn) converges strongly (i.e., pointwise) on H 2. Clearly every Toeplitz operator
is asymptotically Toeplitz, and so is every compact perturbation of a Toeplitz operator. Recently
Fedor Nazarov and I [8] characterized, among the holomorphic self-maps of U that fix the origin,
those that induce asymptotically Toeplitz composition operators on H 2. The answer is simple,
as is the proof [8, Propositions 3.1 and 3.2]:
If ϕ(0) = 0 then Cϕ is asymptotically Toeplitz on H 2 if and only if the set of points of ∂U at
which |ϕ| = 1 has measure zero.
By contrast, the case ϕ(0) = 0 yields up the surprising fact that, while the “measure zero” con-
dition remains sufficient for asymptotic toeplitzness, it is no longer necessary [8, Theorem 3.4]:
Cϕ can be asymptotically Toeplitz on H 2 even in some cases where |ϕ| = 1 on a subset of ∂U
having positive measure.
In what follows I show that if, in the definition of “asymptotically Toeplitz,” the mode of con-
vergence is weakened to “(C,α) for all α > 0,” then all subtlety disappears: every composition
operator on H 2 becomes asymptotically Toeplitz. This result implies an intriguing fact about the
matrices of composition operators with respect to the standard orthonormal basis {zn}∞0 of H 2:
all their diagonals converge (C,α) for each α > 0. For the special case α = 1, this corollary was
proved in [8] by an argument different from the one used here. It is not known if the result is true
for α = 0. In other words:
Do the diagonals of every “composition operator matrix” converge?
The (Cα)-results in this paper emerge from a theorem that deals with quite general con-
vergence methods. These methods are explained in the next section, where further necessary
prerequisites are recorded. The proof of the main result takes place in Section 3, and the paper
closes with a short discussion of complementary results and open problems.
2. Mean asymptotic toeplitzness
Let us call an infinite matrix A = [ai,j ]∞i,j=0 regular if it transforms each convergent sequence,
viewed as a column vector, into another convergent one with the same limit. According to a clas-
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e.g., [10, Chapter 5, Exercise 15]), regular matrices are characterized by the conditions:
lim
i→∞ai,j = 0 (columns → 0), (1)
sup
i
∞∑
j=0
|ai,j | < ∞
(
rows bounded in 1
)
, (2)
and
lim
i→∞
∞∑
j=0
ai,j = 1 (row-sums → 1). (3)
Let A be such a matrix. Let us say a bounded linear operator T on H 2 is A-asymptotically
Toeplitz if A transforms the operator sequence (S∗nT Sn) into one that converges strongly in H 2.
The special case A = I (the identity matrix) recovers the original Halmos–Barría notion of
asymptotic toeplitzness, while the regularity of A insures that every asymptotically Toeplitz op-
erator is A-asymptotically Toeplitz.
A matrix is called strongly regular if, in addition to the regularity conditions (1)–(3) its row
variations converge to zero, i.e.,
lim
i→∞
∞∑
j=0
|ai,j − ai,j+1| = 0. (4)
The strongly regular matrices are translative in the sense that whenever one of them transforms
a bounded sequence into one that has a limit, it transforms the backward shift of that sequence
into one that has the same limit [9, Theorem 1.5.4, p. 21].
Here is the main result of this paper:
Theorem 1. If A is a strongly regular matrix then every composition operator on H 2 is
A-asymptotically Toeplitz.
The proof of this result will occupy the next section, with the rest of this one devoted to its
consequences for Cesàro, and more generally Nörlund, matrices.
Nörlund matrices. Let p = (pn)∞0 be a sequence of non-negative real numbers. For each non-
negative integer n set Pn = ∑nk=0 pk . The sequence p generates a Nörlund matrix N(p) =
(νi,j (p))
∞
i,j=0, where
νi,j (p) =
{
pi−j
Pi
if 0 j  i,
0 if j > i.
Thus N(p) is a lower-triangular matrix with non-negative entries, and it is not difficult to show
that
N(p) is regular if and only if pn/Pn → 0
(see [2, Theorem 3.3.3, p. 127], for example).
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the sequence p(α) = (p(α)n )∞0 , where p(α)n is the nth coefficient in the MacLaurin expansion of
(1 − z)−α , that is:
p(α)n =
α(α + 1) · · · (α + n − 1)
n! . (5)
Note that p(1) is the sequence that is identically 1, so the (C,1)-matrix is the classical one that
takes a sequence to its sequence of arithmetic means. If α is an integer > 1, then the (C,α)-
matrix is not the αth power of the (C,1)-matrix, but it is known to be equivalent to this matrix
in the sense that the two matrices produce the same convergent sequences with the same limits
(this is the Knopp–Schnee Theorem; see, e.g., [2, Theorem 3.1.16, p. 111] for more details). Our
application of Cesàro convergence to the mean toeplitzness of composition operators is a special
case of the following corollary of Theorem 1.
Corollary 2. If
∑
n
pn = ∞ and lim
n
1
Pn
n∑
j=0
|pj − pj+1| = 0 (6)
then every composition operator on H 2 is N(p)-asymptotically Toeplitz.
Proof. By Theorem 1 it is enough to show that N(p) is strongly regular. Let us recall the notation
Pn = p0 + p1 + · · · + pn, and set
Vn =
n∑
j=0
|pj − pj+1| (n = 0,1,2, . . .).
Then the first hypothesis of (6) states that Pn → ∞. This, along with the second hypothesis and
the fact that pn  Vn + p0, implies that pn/Pn → 0, hence N(p) is regular.
The total variation of the ith row of N(p) is dominated by (Vi + p0)/Pi , so the second
hypothesis of (6) yields the row-variation condition (4) required for Theorem 1. 
Corollary 3. Every composition operator on H 2 is (C,α)-asymptotically Toeplitz for each
α > 0.
Proof. Recall that p(α)n is the nth MacLaurin coefficient of (1 − z)−α . Thus P (α)n , the sum of the
first n of the p(α)n ’s, is the nth coefficient of (1 − z)−1 times this function, i.e., the nth coefficient
of (1 − z)−(α+1). Thus P (α)n = p(α+1)n . Now by (5),
p
(α)
n+1 =
n + α
n + 1 p
(α)
n and p(α+1)n =
n + α
α
p(α)n , (7)
the first of which shows that p(α)n ↗ ∞ whenever α > 1. In particular, P (α)n = p(α+1)n ↗ ∞ for
any α > 0, so the first condition of (6) is established.
As for the second condition of (6), note from the first equation of (7) that for any positive α the
sequence p(α) is monotone, and therefore (borrowing notation from the proof of Corollary 2, and
dropping the superscripts) Vn = |p0 −pn|, so by the second equation of (7), Vn/Pn = |p0 −pn|/
pn+1 → 0. Thus the hypotheses of Corollary 2 are satisfied, and the result is proved. 
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Recall from the Introduction that a bounded linear operator T on H 2 is:
◦ Asymptotically Toeplitz if, for every f ∈ H 2, the sequence of vectors (S∗nT Snf )∞0 con-
verges, and
◦ A-asymptotically Toeplitz for a regular matrix A = [ai,j ]∞i,j=0 if, for every f ∈ H 2, the se-
quence of vectors( ∞∑
j=0
ai,j S
∗j T Sjf
)∞
i=0
converges.
In both cases, the convergence is in the norm topology of H 2.
Our goal in this section is to prove the following more precise version of Theorem 1:
Theorem 4. If A is a strongly regular matrix and ϕ is a holomorphic self-map of U that is not
the identity map, then for every f ∈ H 2:
lim
i→∞
∥∥∥∥∥
∞∑
j=0
ai,j S
∗jCϕSjf
∥∥∥∥∥= 0.
In the excluded case, that of the identity map on U, the induced composition operator is
the identity operator on H 2, which is Toeplitz, hence trivially A-asymptotically Toeplitz. Thus
Theorem 4 implies Theorem 1.
For the proof of Theorem 4, recall that each Toeplitz operator on H 2 has the form
Tgf = P(gf )
(
f ∈ H 2),
where g ∈ L∞(∂U) and P is the orthogonal projection of L2(∂U) onto H 2, where now we
identify H 2 with the collection of L2(∂U)-functions whose Fourier coefficients of negative index
vanish [4, Chapter 7, p. 177]. Thus the shift S is the Toeplitz operator Tz, the Toeplitz operator
induced by the identity map on ∂U, and S∗ = Tz. Crucial to our enterprise is the observation that
S∗jCϕSj = Tψj Cϕ (j = 0,1,2, . . .)
where
ψ(ζ ) = ζϕ(ζ ) (ζ ∈ ∂U).
Thus, for each non-negative integer i,
∞∑
j=0
ai,j S
∗jCϕSj = TΨiCϕ
where Ψi =∑∞j=0 ai,jψj , and so our goal becomes that of showing, for each f ∈ H 2, that
0 = lim ‖TΨiCϕf ‖ = lim
∥∥P [Ψi · (f ◦ ϕ)]∥∥.
i→∞ i→∞
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operator Cϕ , to show that
0 = lim
i→∞ ‖Ψif ‖
(
f ∈ H 2),
where now the norm is that of L2(∂U).
Our argument will focus on the set E = {ζ ∈ ∂U: ψ(ζ ) = 1} which, in view of the defini-
tion ψ(ζ ) = ζψ(ζ ), is also the set of points ζ ∈ ∂U at which ϕ(ζ ) = ζ . Two bounded analytic
functions coincide once their radial limit functions coincide on a subset of ∂U having positive
measure ([5, Theorem 2.2, p. 17], [10, Theorem 17.18, p. 340]) so, because we are assuming that
ϕ is not the identity map on U, the set E has full measure in ∂U.
By a straightforward calculation, aided by the fact that |ψ | 1 a.e. on ∂U and the convergence
to zero of the rows of the matrix A (they are summable, recall), we see that for each index i:
(1 − ψ)Ψi = (1 − ψ)
∞∑
j=0
ai,jψ
j = ai,0 +
∞∑
j=0
(ai,j − ai,j−1)ψj
at each point of ∂U where the radial limit of ϕ exists. In particular, at each point of E we have
|Ψi | 1|1 − ψ |
(
ai,0 +
∞∑
j=0
|ai,j − ai,j−1|
)
,
whereupon conditions (1) and (4) guarantee that Ψi → 0 pointwise on E, hence pointwise a.e.
on ∂U.
Now for each index i observe that a.e. on ∂U:
|Ψi |
∞∑
j=0
|ai,j ||ψ |j 
∞∑
j=0
|ai,j |M,
where M = supi
∑∞
j=0 |ai,j | is finite by the regularity condition (2) on A. Thus for each f ∈ H 2
we have a.e. on ∂U:
sup
i
|Ψif |M|f | and lim
i→∞ Ψif = 0.
From this and the Lebesgue Dominated Convergence Theorem:
lim
i→∞ ‖Ψif ‖
2 = lim
i→∞
∫
∂U
|Ψif |2 dm = 0
where m denotes normalized Lebesgue measure on ∂U. This establishes the desired A-asymp-
totic toeplitzness for Cϕ .
4. Closing remarks
Here are some issues raised by the preceding work.
Weak asymptotic toeplitzness. Theorem 4 asserts that if ϕ is not the identity map then each
strongly regular matrix transforms the operator sequence (S∗nCϕSn) into one that converges
strongly (i.e., pointwise on H 2) to zero. We know from [8], however, that the question of strong
convergence of the un-transformed operator sequence is an interesting one with some surprising
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sequence always converges weakly. Note that by our Theorem 4, if ϕ is not the identity then the
only possible limit—weak, strong, or uniform—for that sequence is the zero-operator. Here is a
succinct statement of the question:
If ϕ is neither the identity nor a rotation about the origin, then must the operator sequence
(S∗nCϕSn) converge weakly to zero?
More precisely, the question asks whether or not, for the indicated maps ϕ,
lim
n→∞
〈
S∗nCϕSnf,g
〉= 0
for every pair of functions f,g ∈ H 2. In the case where ϕ is a rotation it is easy to see that the
sequence in question does not converge weakly, while for ϕ the identity map, Cϕ is the identity
operator which is obviously Toeplitz.
G-matrices. Let us call a regular matrix a “G-matrix” if, for all but perhaps finitely many
ω ∈ ∂U, it transforms the geometric sequence (ωn) into a sequence that converges to zero. Al-
though this was not stated explicitly in the proof of Theorem 4, a crucial step involved showing
that every strongly regular matrix is a G-matrix. The rest of the proof of Theorem 4 actually
showed that the result is true for the class of G-matrices. To see that this class of matrices is
strictly larger than the strongly regular ones, just take any strongly regular matrix and insert, be-
tween each of its original columns, a column of zeros. The result is still a G-matrix, but its row
variations no longer tend to zero.
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