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Simulating complex fluid flow have always been one the most challenging
problem in Computational Fluid Dynamics (CFD). Most of these difficulties come
from the deficiencies of Classical CFD method in computational time and bound-
ary implementations. Recently the Lattice Boltzmann Method (LBM) has been
recognized as an alternative to the classical CFD methods for its advantages such
as , easy boundary implementation, suitability for parallel simulation and no need
for the Poisson pressure solver.
The LBM is based on the Boltzmann equation, which governs the dynamics of
molecular probability distribution functions, from a microscopic scale point of view.
The primary variable of the Boltzmann equation is the particle distribution func-
tion f(x, t, ξ) which describes the probability to find a particle with microscopic
velocity ξ at point x and time t. The macroscopic fluid properties (velocities,
pressure) are computed as moments of these particle distribution functions.
This dissertation investigates LBM for complex multiphase fluid simulation in three
manuscripts . In the first manuscript a novel LBM scheme is developed for simu-
lating multiphase flow simulation with high density ratio. In previous multiphase
flow simulations the maximum fluids density ratio achievable in computations was
limited by the occurrence of instabilities for high density ratio values (typically
larger than 10-20). Overcoming this limitation is one of the most challenging cur-
rent issues in the LBM modeling of multiphase flows and the subject of the first
manuscripts, as we aim at modeling complex flows at an air-water interface, whose
density ratio is about 1,000.
It should be pointed out that although the numerical scheme in manuscript
one is able to simulate large density ratio multiphase flow for moderate Reynolds
numbers it is not stable for high Reynolds numbers. Eliminating this deficiency
of the first manuscript for simulating of multiphase flows with high density ratios
and high Reynolds numbers is the subject of second manuscript. In the second
manuscript a novel LBM method is introduced which is able to simulate multiphase
flow with arbitrary Reynolds and density ratios. The resulting algorithm is applied
to several test cases, such as droplet splash, rising bubble and wave braking. The
good agreement between numerical results and existing data demonstrate that the
newly developed model is a useful tool for simulating complex multiphase flows.
In the third manuscript we study the effects of point-wise particles on turbu-
lent channel flow. Investigating particle-laden turbulent flows is an important fluid
mechanics problem as it occurs frequently in nature. This work has been done in
collaboration with Professor Tetsu Hara and Yackar Mauzole in Graduate School
of Oceanography at the University of Rhode Island to study the sea spray gener-
ation effects of turbulent layer above see surface in high wind condition. In this
work the Lattice Boltzmann method is coupled to a Lagrangian particle tracking
approach for simulating a system of fluid-particle flow.
In all three manuscripts the numerical schemes are developed in nVIDIA
CUDA framework, which made it possible to efficiency implemented on General
Purpose Graphical Processing Unit (GPGPU) to numerously increase the compu-
tational speed of the numerical code.
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PREFACE
This dissertation is organized in manuscript format and is comprised of three
main manuscripts focusing on three different topics. The first manuscript pub-
lished in Computer and Fluids 93 (2014) 1-17. The second manuscripts has been
submitted to Computers and Mathematics with Applications and is under review.
The third manuscript will be submitted to Journal Computers and Mathematics
with Applications. This dissertation is followed by three appendices which provide
additional details about proof of the equations and the numerical schemes.
v
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1
Abstract
We present the development of a Lattice Boltzmann Method (LBM) for the
numerical simulation of multiphase flows with high density ratios, such as found in
ocean surface wave and air-sea interaction problems, and its efficient implementa-
tion on a massively parallel General Purpose Graphical Processing Unit (GPGPU).
The LBM extends Inamuro’s et al.’s [T. Inamuro, T. Ogata, S. Tajima and N. Kon-
ishi, A lattice Boltzmann method for incompressible two-phase flows with large
density differences, J. Comp. Phys., 198 (2004) 628-644.] multiphase method by
solving the Cahn-Hilliard equation on the basis of a rigorously derived diffusive
interface model. Similar to Inamuro et al., instabilities resulting from high den-
sity ratios are eliminated by solving an additional Poisson equation for the fluid
pressure. We first show that LBM results obtained on a GPGPU agree well with
standard analytic benchmark problems for: (i) a two-fluid laminar Poiseuille flow
between infinite plates, where numerical errors exhibit the expected convergence
as a function of the spatial discretization; and (ii) a stationary droplet case, which
validates the accuracy of the surface tension force treatment as well as its con-
vergence with increasing grid resolution. Then, simulations of a rising bubble
simultaneously validate the modeling of viscosity (including drag forces) and sur-
face tension effects at the fluid interface, for an unsteady flow case. Finally, the
numerical validation of more complex flows, such as Rayleigh-Taylor instability
and wave breaking, is investigated. In all cases, numerical results agree well with
reference data, indicating that the newly developed model can be used as an ac-
curate tool for investigating the complex physics of multiphase flows with high
density ratios. Importantly, the GPGPU implementation proves highly efficient
for this type of models, yielding large speed-ups of computational time. Although
only two-dimensional cases are presented here, for which computational effort is
2
low, the LBM model can (and will) be implemented in three-dimensions in future
work, which makes it very important using an efficient solution. Lattice Boltzmann
method, multiphase flows, high density ratio, GPGPU parallel implementation
1.1 Introduction
The numerical simulation of multiphase and multi-component fluid flows is
a challenging problem in Computational Fluid Dynamics (CFD), both for con-
ventional macroscopic and mesoscopic methods, such as the Lattice-Boltzmann
Method (LBM). In classical CFD methods, multiphase flows are simulated by cou-
pling a Navier-Stokes (NS) equation solver to an advection or advection-diffusion
equation scheme, for the updating of interfaces between fluids [1]. In earlier work,
advection equations have been used in combination with either sharp or diffuse in-
terface models (although this may seem less adequate in the latter case), whereas
advection-diffusion equations have mostly been used with diffusive interface mod-
els. The interface itself is typically represented by a capturing method such as the
widely used Volume Of Fluid (VOF) method [2], or an interface tracking method.
Most of the interface tracking methods assume a sharp interface, i.e., they con-
sider the phase transition to be clearly defined and thus the interface between two
fluids to be infinitely thin. By contrast, the interface capturing methods allow
for both sharp or diffusive interface representations, depending on the equation
solved. An additional challenge when using a sharp interface method is the ac-
curate computation of the interface curvature and related surface tension forces.
This has encouraged many researchers to use diffusive interface methods, in which
surface tension forces at interfaces are modeled as a continuum, by distributing
them over thin but numerically resolved layers [3]. Such models have recently at-
tracted much interest, owing to their computational advantages [4, 5]. Because of
these various options, when developing and implementing a free surface or multi-
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phase CFD model, one has to make a priori decisions regarding using: (i) a sharp
or diffusive interface method; (ii) an advection or advection-diffusion equation for
free surface updating; and (iii) a tracking or a capturing method for the interface
representation. In our proposed two-phase model, detailed below, interface mo-
tion is modeled by a Cahn-Hilliard’s (CH) interface capturing, advection-diffusion
equation [6], using a scalar order parameter φα (α = 1, 2) to identify each phase.
The interface between the two phases is then defined as a smooth transition from
φ1 to φ2 and vice versa.
Recently, the LBM has matured into a powerful alternative to classical NS
solvers, both for simulating single phase, and multiphase and multi-component
flows [7, 8, 9, 10]. The LBM discretizes the Boltzmann equation, which governs
the dynamics of molecular probability distribution functions from a microscopic
scale point of view, based on a discrete velocity set. This yields a numerical method
for computing macroscopic distribution functions on a Cartesian grid (the lattice).
Macroscopic hydrodynamic quantities, such as pressure and velocity, are obtained
as low-order moments of these distribution functions. The resulting formulation
can be shown to converge towards the solution of classical macroscopic equations
such as NS, with second order in space and first order in time [11]. The LBM has
several solver-specific features, which allow taking full advantage of recent advances
in massively parallel General Purpose Graphical Processing Units (GPGPU) [12],
such as a an operator locality and fairly regular algorithms, which yield significantly
more efficient parallel codes than those of more traditional CFD solvers.
While there have been numerous applications of classical CFD solvers to mul-
tiphase flows, whose exhaustive review is beyond the scope of this paper, over the
past two decades, several noteworthy methods have been developed for simulating
multiphase flows in the context of the LBM. These are: Rothman and Keller’s
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color method [13], the Shan and Chen model (SC) [14], Swift’s free energy method
[7], and the method of He et al. [8]. In the SC method, separate probability distri-
bution functions are introduced for each phase, and these are modified by a forcing
term that models “molecular” interactions with neighboring lattice nodes in the
other phase. Swift et al. used a free energy concept, in which the stress tensor is
modified by adding the effects of surface tension forces. In their method, two sets
of particle distribution functions are required, one for solving NS equations and
one for solving the approximate CH interface capturing equation. He et al. trans-
formed the classical discrete Boltzmann equation for a single phase, from a mass
and momentum to a pressure and momentum formulation. This transformation
helps reducing potential instabilities due to high gradients in fluid density near the
interface. Similar to Swift et al., a second set of particle distribution functions is
used to track the interface.
While all of the above methods successfully solved multiphase flows, the max-
imum fluid density ratio achievable in computations was limited by the occurrence
of instabilities for high density ratios (typically larger than 10-20). Developing
methods to overcome this limitation is challenging and represents an active re-
search area in LBM. In this work, we aimed at developing an accurate and efficient
LBM method for investigating the complex physics of ocean wave and air-sea in-
teraction processes. Hence, our method must deal with large density ratios of
about 1,000. Our proposed approach builds and improves on some recent progress
achieved in the LBM modeling of multiphase flows. In particular:
• Lee et al. [9] used an approach similar to that of He et al. [8] to solve
discrete Boltzmann equations for the pressure and momentum in multiphase
flows. In those, they split up intermolecular forces for non-ideal gas into
hydrodynamic pressure, thermodynamic pressure, and surface tension force
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contributions. They reported that “parasitic currents” affected numerical
results at interfaces, due to the imbalance between thermodynamic pres-
sure and surface tension forces resulting from truncation errors, particularly,
in relation to curvature computations. They nearly eliminated this prob-
lem by using a thermodynamic identity to recast the intermolecular forcing
term from a stress to a potential form. Furthermore, they used different
discretization patterns (i.e., centered, staggered, and mixed differences) at
different steps of the simulation, to make their numerical scheme stable for
large density ratios. With this discretization scheme, they were able to simu-
late two phase flows with density ratio of up to 1,000. However, their method
was only valid for low Reynolds and Mach numbers. Additionally, numerical
efficiency seemed to be quite low, due to the need for calculating various
forms of first- and second-order derivatives of the macroscopic variables.
• Inamuro et al.’s [10] LBM method overcame numerical instabilities result-
ing from high density ratios by removing density from the advection part of
the equilibrium distribution functions, resulting in the absence of a pressure
gradient in the momentum equation (referred to in the following as “pres-
sureless” NS equations). They then corrected the velocity field by solving a
Poisson equation for the pressure. Unlike in classical LBMs, in their model,
the fluid viscosity is not related to the relaxation time, because of the absence
of pressure and density in the equilibrium distribution functions. Therefore,
viscous effects are modeled by adding: (i) an extra term to the equilibrium
distribution functions, which removes the dependency of relaxation time on
viscosity; (ii) the viscous stress tensor as a body force to the collision oper-
ator. However, specifying viscous effects this way in the model yields addi-
tional nonphysical terms in the corresponding momentum equation, which
6
decrease the model accuracy.
In this work, we developed and implemented a LBM based in part on Inamuro
et al.’s [10, 15] approach of removing the pressure gradient from the momentum
equation. However, in our model we use a modified primary set of equilibrium
functions for the “pressureless” NS equations, in which viscosity is still present
and related to the relaxation time as in a classical LBM. Thus in our method,
the corresponding NS equations do not have the undesired terms that appear in
Inamuro et al.’s model. Additionally, Inamuro et al. used a convection-diffusion
equation in their interface capturing method, whose theoretical derivation did not
seem to be fully rigorous. By contrast, to this effect, we use the standard Cahn-
Hilliard (CH) equation, in which surface tension and equivalent body forces are
rigorously derived, and we solve it using an LBM scheme, by way of a second set
of equilibrium functions; this yields a more accurate and efficient solution than in
earlier implementations, particularly on a GPGPU. Finally, we similarly correct
the “pressureless” velocity field by solving a Poisson equation for the pressure,
but here this is done by way of a third set of LBM equilibrium functions, again
providing an efficient scheme when implemented on a GPGPU.
More specifically, it has been demonstrated in various publications [16, 12, 17,
2, 18] that LBM methods can be made very efficient when implemented on mas-
sively parallel GPGPUs (single and multiple units). Hence, as indicated above,
our proposed model’s algorithm, which uses 3 separate sets of LB equilibrium
functions and related collision-propagation operators is optimally formulated for
such an implementation. Accordingly, we developed our LBM code in the nVIDIA
CUDA framework, which made it possible efficiently implementing and validating
it on the latest generation GPGPUs (e.g., nVIDIA Tesla C2070, which provide up
to 448 cores, 6 GB of main memory, and a double precision computing capability).
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For all applications presented herein, this GPGPU implementation led to compu-
tational speedups of about two orders of magnitude, as compared to a single-core
CPU implementation of the same model. However, because the Poisson equation
must be (iteratively) solved over the entire computational domain for each time
step of the solution, these are still very demanding computations and only two-
dimensional (2D) problems have been solved so far, on a single GPGPU, although
the method could be quite easily extended to three dimensions and to multiple
GPGPUs.
The paper is organized as follows. Section 1.2 provides an introduction to the
free energy method, applied to diffusive interfaces modeled using the CH equation.
Our proposed LBM for multiphase flows with high density ratio is detailed in
Section 1.3, where we separately describe the LB solution of the momentum, CH
advection-diffusion, and pressure Poisson equations. The GPGPU implementation
is briefly described in Section 1.4. In Section 1.5, the method is validated by
comparing 2D numerical results to reference solutions for two-component Poiseuille
flows, stationary droplets of one fluid embedded in another, a bubble of a lighter
fluid rising in another fluid, the Rayleigh Taylor instability, and breaking ocean
surface waves. Finally, Section 1.6 offers conclusions and perspectives for future
work.
1.2 Diffusive interface models
As mentioned in the introduction, numerical schemes based on a sharp inter-
face representation, while usually more accurate, may require addressing additional
numerical problems in their implementation, as compared to diffusive interface
models. In particular, although not strictly necessary, sharp interface models may
use a moving numerical grid, whereas diffusive interface models naturally accom-
modate fixed grids (such as used in the LBM). Sharp interface models also face
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difficulties for accurately computing the interface curvature and the related sur-
face tension forces. This often leads to the appearance of “parasitic currents” in
the numerical solution along the interface. These problems disappear when using
a diffusive-interface representation based on the continuous variation of an order
parameter (such as density or a function of density), in a way that is physically
consistent with microscopic theories of interfacial processes. Three main types of
diffusive-interface models have been proposed in the literature: (i) tracking force
models [4]; (ii) continuum surface force models [5]; and (iii) phase-field models [3].
In the current work, we use the latter approach, in which the total free energy
F of a two-fluid system is specified to be minimum for the equilibrium interface
profile φ(ζ), where φ denotes a continuously varying order parameter (with values
φ1 and φ2 referring to fluid 1 and 2 on either side of the interface, respectively; and
φ1 > φ2, φ ∈ [φ1, φ2]), and ζ is a coordinate normal to the interface (positive when
pointing from fluid 1 to 2). More specifically, Cahn [6] expressed the free energy




|∇φ|2 + βΨ(φ), (1.1)
The first term in this equation is related to the energy gradient and the second
one to the bulk free-energy density Ψ(φ). In the following, we will express the
two parameters β and k in Eq. (1.1) as a function of the standard surface tension
coefficient σ12 of the two fluid system and an assumed interface thickness W .
The existence of two phases is possible if Ψ has two minima, such as when
posing, Ψ(φ) = (φ − φ2)2(φ − φ1)2. Based on Eq. (1.1), the total free-energy of













The chemical potential µφ is then defined as the functional derivative of the free














= βΨ′ − k∇2φ, (1.3)
As indicated, the equilibrium state of the interface is defined such that the variation








since φ is only a function of ζ. Multiplying both sides of this equation by dφ/dζ




























This equation predicts that, at a distance W/2 on either side of the interface, the
order parameter reaches 76% of its value in each fluid, φ1 or φ2, respectively.
Jacqmin [3] further expressed surface tension forces as a function of the varia-
tion of the order parameter across the interface (such as in Eq. (1.6)), by assuming
that the rate of change of F due to convection is equal and opposite to the rate of
change of the kinetic energy due to surface tension forces F , i.e.,∫
Ω
F · u dΩ =
∫
Ω
µφ∇ · (φu) dΩ = −
∫
Ω
(φ∇µφ) · u dΩ, (1.8)
where u denotes the interface velocity. Using Eq. (1.3) and noting that surface
tension forces only exist within the plane tangent to the interface, yields,
F = −φ∇µφ = kφ∇(∇2φ). (1.9)
10
Eq. (1.9) represents surface tension by an equivalent volume force, which could be
directly inserted into the governing momentum (NS) equations (see, e.g., [3]).
Introducing a stress representation of surface tension forces into Eq. (1.9),
Jacqmin showed that, for a plane interface, the equivalent surface tension coeffi-















Hence, in a given application, once the interface thickness W and the surface
tension coefficient σ12 are specified, the two governing parameters of the diffusive
interface model, β and k, can be calculated with Eqs. (1.7) and (1.11).
Finally, the motion of the diffusive interface is modeled, following Jacqmin [3],
as a function of the order parameter by extending the Cahn-Hilliard (CH) equation
[6] to include convection, as,
∂φ
∂t
+∇ · (φu) = M∇2µφ, (1.12)
where the right hand side represents the interface diffusive transport, expressed
as a function of a mobility coefficient M and the chemical potential µφ, defined
above.
1.3 Lattice Boltzmann Model
In this work, two-dimensional (2D) multiphase flows are simulated by solving
two sets of equations: (i) the NS equations, which provide the flow fields, based
on the conservation of mass and momentum, with the addition of the volumetric
surface tension force term of Eq. (1.9); (ii) the extended Cahn-Hilliard Eq. (1.12),
which describes the interface motion. We solve these equations using a new Lattice
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Boltzmann method (LBM), which is an extension of Inamuro et al.’s [10] method,
developed to accurately simulate multiphase flows with large density ratios (such
as air-water). As will be detailed in the following, our algorithms significantly
differ from Inamuro et al.’s in several aspects.
To develop our LBM equations, we first introduce two sets of LB particle distri-
bution functions, one for each equation (i) and (ii), and then find the corresponding
mesoscopic equilibrium distribution functions, which reproduce the desired macro-
scopic equations. To discretize the 2D-LBM equations, we use the so-called D2Q9
set of particle velocities (Fig. 1.1), which is based on 9 discrete particle velocities
in directions ei defined as [19],
e0 = (0, 0);
ei = c (cos ((i− 1)pi/4) , sin ((i− 1)pi/4)) ; i=1,3,5,7
ei =
√
2c (cos ((i− 1)pi/4) , sin ((i− 1)pi/4)) ; i=2,4,6,8 (1.13)
with ∆x and ∆t the lattice constant mesh and time step sizes, respectively, and
c = ∆x/∆t defining the particle propagation speed on the lattice.
In the LBM, it is customary to use non-dimensional lattice variables (here
denoted by a prime) scaled on the basis of a length scale λ, time scale τ and mass
scale $; thus, for the mesh parameters, ∆x′ = ∆x/λ, ∆t′ = ∆t/τ and c′ = cτ/λ.
It is also customary to assume that c′ = 1, which is akin to having the mesh
Courant number be unity. If the length scale is further defined as λ = ∆x, we
then have ∆x′ = 1, which requires τ = ∆t and ∆t′ = 1 as well. Hence, with these





















Figure 1.1: D2Q9 Lattice for definition of particle velocities
1.3.1 Lattice Bolzmann solution of momentum equation
Classical LBM solution of NS equations
The macroscopic continuity and momentum (i.e., NS) equations for compress-



















where ρ(φ) is the local density of the two-fluid system, Bα is a body force (e.g.,
gravity: Bα = ρgα), and σαβ denotes the stress tensor, which, for two-phase flow
problems, can be decomposed into three parts [9],
σαβ = −pδαβ + σviscαβ + σSTαβ , (1.16)
where p is pressure, σviscαβ the viscous stress tensor, and σ
ST
αβ a stress tensor repre-
senting the volumetric effects of surface tension forces at the two fluid interface.



























where µ(φ) denotes the local dynamic viscosity, and the second equation di-





Lee et al. [9], however, reported that numerical schemes where the stress
tensor is directly based on Eqs. (1.16) to (1.18) are often unstable, as a result of
an imbalance of the pressure and surface tension terms due to truncation errors,
yielding parasitic currents near the phase interface. To alleviate this problem, they













and a tensor σSTmαβ also modified accordingly. They showed in applications that the
variation of the modified pressure is now smooth across the phase interface, com-
pared to that of pressure p, which greatly improves the stability of the numerical
model in the case of large surface tension forces.
With these new definitions the total stress tensor is reformulated as,




















We now introduce a set of particle distribution functions gi(x, t) to satisfy the
equations of conservation of mass (1.14) and momentum (1.15), with the stress
tensor defined by Eq. (1.20). In a standard LBM ansatz, the time evolution of
these particle distribution functions is computed as (assuming a single relaxation
time (SRT) formulation [20])(i = 0, ..., 8),
gi(x+ ei∆t, t+ ∆t) = gi(x, t)− ∆t
τg
(gi(x, t)− g(eq)i (x, t)) + ∆t Bi, (1.21)
where g
(eq)
i denotes the equilibrium state, to which the particle distribution func-
tions are locally driven, and Bi represents the effects of body forces Bα in
Eqs. (1.15). Following Buick and Greated [21] the latter can be expressed as
Bi = wi eiαBα/c
2
s, where wi is a weight factor (defined later). The relaxation time
τg is related to the fluid viscosity and the assumed speed of sound in the medium,
cs (also detailed later).
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With a proper definition of the equilibrium distribution functions, such LBM
schemes converge to the solution of NS equations [11]. In standard LBMs used for
two-phase flows with low density ratios, the macroscopic values of fluid density,
momentum, and stresses are obtained from the moments of the particle distri-




geqi = ρ, (1.22)
b∑
i=0

















Modified LBM for two fluids with high density ratio
When using the classical LBM equations to simulate two fluid flows with
high density ratio, the large density gradient near the interface between fluids will
usually cause large truncation errors that could trigger numerical instabilities. To
eliminate this problem, following Inamuro et al., we eliminate the bulk density
from the previous equations, leading to modified NS equations, which no longer
have a pressure gradient term (so-called pressureless NS equations). The velocity
field u∗ found as solution of these equations, however, will have to be corrected by
solving an additional Poisson equation. This is detailed in the following.









































and the new equilibrium distribution functions for a D2Q9 model, which both


























where the summation is performed over indices α and β (but not on i), cs is the
speed of sound defined, for a D2Q9 lattice as, cs = c/
√
3 [19], and wi and vi are
































[Note, these values of vi and Gαβ are similar to those of Inamuro et al.’s [10] and
Swift et al.’s [23] model.]
It should be pointed out that, since the zeroth-order moments of equilibrium func-
tions determine the pressure gradient in the resulting NS equations, setting these
moments to an arbitrary constant (rather than to one as in the right-hand side of
Eq. (1.25)) would still lead to pressure-less momentum equations. The constant
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one in Eq. (1.25) is used here both for simplicity and for being consistent with
classical LBMs, in which the first zeroth-order moment of g
(eq)
i is set to the density,
which usually fluctuates around a value of one (in LBM variables).
The convergence of the solution of these modified LBM equations to that of NS
equations (without a pressure gradient term) is verified by applying the Chapman-
Enskog expansion [11] to Eq. (1.21), with the equilibrium distribution functions









































whose right-hand-side should be the gradient of the stress tensor defined in Eq.
(1.20) without a pressure gradient term. As there is no density in the second
term in the right-hand-side, however, the relaxation time τg cannot immediately
be related to the fluid kinematic viscosity ν, by contrast with a classical LBM [20].


























































, which is the standard relationship in classical LBMs (e.g., [20]), and
adds the next to last term of its right-hand-side to the LBM evolution Eq. (1.21)
as an equivalent body force. According to Buick and Greated’s formulation, this
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reads,
gi(x+ ei∆t, t+ ∆t) = gi(x, t)− ∆t
τg
















where σvisc,∗αβ is given by Eq. (1.17), when using the pressureless velocity u
∗. It is
noted that the last term in Eq. (1.34) is Buick and Greated’s classical body force
divided by density.









Note, if one introduces the non-dimensional LBM kinematic viscosity ν ′ = ν τ/λ2





3, Eq. (1.35) yields the standard LBM




′/2 = 3ν ′ + 1/2.
Correction of velocity field based on a Poisson equation
Due to the absence of a pressure gradient term in the modified NS Eq. (1.33),
the velocity field, u∗, which is calculated at every time step with Eq. (1.26)
based on the modified distribution functions, computed as a function of time with
Eq. (1.34) in the LBM, is only an approximation of the actual velocity field u.
One additional step is thus required to both compute the pressure field and a
corresponding correction ∆u of the velocity, in order to satisfy the full NS Eqs.
(1.14) and (1.15). Following Inamuro et al. [10] we define,
u = u∗ + ∆u with ∆u ' −∆t ∇p
ρ
. (1.36)
Thus, for the actual velocity field to satisfy continuity equation (i.e., ∇.u = 0,




) = ∇.u∗. (1.37)
This Poisson equation (1.37) could be discretized and solved by various meth-
ods. Here, we iteratively solve it in the LBM framework, using the following evo-
lution equation and a second set of particle distribution functions hi (i = 0, ..., 8),





(hni − h(eq,n)i )−∆t wi(∇.u∗(t)), (1.38)
where n denotes the n-th iteration in the solution. The equilibrium distribution



















or in LBM variables, τ ′h = 1/2 + ρ
′
0/ρ
′, with ρ′ = ρλ3/$ and ρ′0 = ρ0λ
3/$. In
this LBM scheme, pressure is simply calculated as the zero-th order moment of






This scheme is iteratively run at a given time t, until the pressure field con-
verges to a stable solution. Once this is achieved, the correction to the velocity
field is calculated using Eq. (1.36). In our new method, the two previously derived
LBM schemes thus solve, at time t : (i) the pressureless NS equations for high
density ratios, with surface tension forces partly included in the formulation of the
equilibrium distribution functions and in the body forces, which yields u∗; and (ii)
a Poisson equation using the approximate velocity field as an equivalent “volume
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force” to account for pressure gradients, which yields u and p. By contrast with
sharp interface methods, the calculation of the interface curvature is not necessary
in this method, but only the gradients of the phase field function φ are needed.
1.3.2 LBM for solving Cahn-Hilliard equation
The diffusive interface motion is modeled by the Cahn-Hiliard Eq. (1.12),
where the left hand side describes the interface advection, and the right hand side
the diffusive transport; M denotes the mobility and the chemical potential µφ is
defined by Eq. (1.3), as a function of the bulk free-energy density Ψ and the phase
field parameter φ. To solve this equation, we also use an LBM and introduce a
third set of probability distribution functions, fi(x, t), whose evolution is again
governed by a standard LBM scheme,
fi(x+ ei∆t, t+ ∆t) = fi(x, t)− ∆t
τf
(fi(x, t)− f (eq)i (x, t)). (1.42)
This formulation also uses the SRT collision operator where, by analogy with Swift
et al. [23], we define the moments of fi to be the phase field parameter, its flux,
and a higher-order moment, respectively, as,
b∑
i=0
fi = φ, (1.43)
b∑
i=0







The equilibrium distribution functions for fi(x, t) are further defined as,
f
(eq)
















where wi and vi are the weighing functions defined in Eqs. (1.29) and (1.30), and,
H0 = 1, Hi = 0; (i = 1, 2, ..., 8). (1.47)
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It can be shown by Chapman-Enskog expansion that with these definitions,
the LBM scheme solves the CH convection-diffusion equation.
Density ρ is assumed to vary smoothly across the two-fluid interface and is




ρ2 φ ≤ φ2
φ−φ2
φ1−φ2 (ρ1 − ρ2) + ρ2 φ2 < φ < φ1
ρ1 φ ≥ φ1
(1.48)




ρ1 − ρ2 (ν1 − ν2) + ν2, (1.49)
µ(ρ) =
ρ− ρ2
ρ1 − ρ2 (µ1 − µ2) + µ2. (1.50)
respectively.
1.3.3 Boundary conditions
Wall boundary conditions are introduced here, for the three LBM distribution
functions fi, gi, and hi.
For fi and gi, which are used for the fluid momentum and interface tracking
equations, Eqs. (1.23) and (1.44) indicate that the first-order moment is related
to the macroscopic velocity, as in standard LBM approaches. Thus, for no-slip
boundary conditions along solid walls, velocities are zero and hence the unknown
particle distribution functions can be obtained from standard LBM bounce back
schemes. In those, particles are specified to reflect back off the wall, into the fluid
domain, resulting in a zero fluid velocity at the wall surface [20].
For the boundaries with periodic conditions, the unknown particle distribution
functions on one boundary are set equal to the particle distribution functions on
the other boundary, where the periodicity condition has been implemented [20].
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At a stationary wall, the boundary condition of distribution functions hi, used
in the LBM solution of the pressure Poisson equation, follows from the NS momen-
tum equation. For instance, assuming that the wall is planar and perpendicular
to gravity g = −gj, Eqs. (1.14), (1.15) and (1.16) yield,
∂p
∂y









An approximation of the pressure at the wall (x = xw) as a function of its values
at neighboring lattice points can then be obtained from a Taylor series expansion
in the direction perpendicular to the wall as,
p(xw, yw, t) = p(xw, yw −∆x, t)− ∂p
∂y
(xw, yw, t) ∆x+O(∆x2), (1.52)
where we can substitute the pressure gradient from its value in Eq. (1.51). Based
on this equation, boundary values of the unknown particle distribution functions
hi are finally specified at the wall by assuming these are equal to the equilibrium
distribution functions [24], hi(xw, t) = h
(eq)
i (p(xw, t)), calculated with Eq. (1.39).
For more complex geometries, same procedure can be done by finding the pressure
value on the neighbour lattice node to the wall. compute the pressure on the wall
bye a Taylor series and then use Eq. (1.39) to find unknown distribution functions.
1.3.4 Computation of spatial derivatives
The first and second spatial derivatives in the various LBM equations defined
above (e.g., Eqs. (1.3), (1.28), (1.31), (1.34) and (1.36)) are computed using the
following centered finite difference schemes, that are typical of standard LBM






















for an LBM cell of coordinate x, with Φ denoting any of relevant flow parameter
and wi the weight factors defined in Eq. (1.29). Along the boundary, except when
a periodicity condition is specified, we use first-order de-centered finite difference
schemes.
Algorithm 1 Algorithm for LBM computation of flow fields and phase interface
updating
for t < tend do
Compute fi(x, t+ ∆t) using Eq. (1.42)
Compute gi(x, t+ ∆t) using Eq. (1.34),
Compute φ(x, t+ ∆t) and u∗(x, t+ ∆t) with Eqs. (1.43) and (1.26);
ρ(x, t+ ∆t) and ν(x, t+ ∆t) are calculated using Eqs. (1.48) and (1.49)
while |pn+1−pn
pn
| > ε do
Compute pn+1(x, t+ ∆t) using Eq. (1.38)–(1.41).
end while
Compute u(x, t+ ∆t) using Eq. (1.36).
end for
1.3.5 Summary of LBM algorithm
The resulting LBM algorithm for the calculation of 2D flows of two fluids
having a high density ratio, and the updating of the phase interface is summarized
in 1.
As indicated in the introduction, although we built our work in part based on
Inamuro et al.’s [10] results, there are significant differences between our approach
and theirs. These are summarized in the following. First of all, in their work, they



























By comparing this equation with the Cahn-Hilliard Eq. (1.12) used in our model,
we see that the right hand sides of each equation are different and, unlike in
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our case, Inamuro et al. did not provide a clear physical interpretation for their
equation.
Second, Inamuro et al. defined three separate variables kf , kg and T for cal-
culating surface tension and interface thickness. As showed before, in our method,
only two different coefficients k and β are used, which can be expressed as a func-
tion of interface thickness W and the surface tension coefficient σ12, using Eqs.
(1.7) and (1.11).
Third, in Inamuro et al.’s scheme, the particle distribution functions gi’s used
for calculating the hydrodynamic fields are just solving the advection part of the
(NS) momentum equation. The effect of the viscous stress tensor is implemented
by adding an extra term to the collision part of the gi equation (corresponding
to our Eq. (1.21)), and the viscosity effects resulting from this extra term have
no clear physical interpretation. By contrast, in our model, dynamic viscosity is
rigorously related to relaxation time in a way that is consistent with classical LBM
schemes.
Finally, and importantly, unlike Inamuro et al.’s code, our LBM scheme is
fully optimized and implemented as a highly efficient parallel code on a GPGPU
hardware, as summarized in section 1.4.
1.4 GPGPU Implementation of the LBM code
GPGPUs are computing hardware with a large number of cores (448 on the
nVIDIA Tesla C2070), and a shared memory (6MB for the nVIDIA Tesla C2070),
that execute a number of computing threads in parallel. To manage these threads,
the CUDA programming environment offers two levels of parallelism. First, all the
threads are grouped in one thread block where extremely fast memory is shared
between the threads, which can be synchronized. Each thread is identified by
its three-dimensional thread index, which gives the position in the thread block
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within the hardware. To efficiently use the hardware, the total number of threads
per block should be in the range of 64 to 512. This number can be adjusted up or
down depending on the size of local and shared memory available on each particular
GPGPU. Threads are executed in warps containing 32 threads each, on one of the
GPGPU multiprocessors. Second, the thread blocks are bundled into the grid.
Unlike threads located within the same thread block, threads in different blocks
can only communicate via the GPGPU shared memory and a synchronization is
not possible. Blocks are identified by their two-dimensional block index, namely
their position within the grid. Further details on the thread processing, grouping
in warps, and distribution among the GPGPU multiprocessors can be found in
[25].
1.4.1 Topology and grid mapping
The main design element in the GPGPU implementation of a numerical
method is the mapping of the numerical grid onto the computational hardware,
i.e., in our case the mapping of LBM nodes onto the GPGPU processors, blocks,
and threads. In earlier GPGPU hardwares, several restrictions existed on memory
access patterns that needed to be taken into account in order to achieve maximum
performance (see, e.g., [12]). However, recent GPGPUs dedicated to numerical
computations offer higher flexibility, so that in this model we decided not to use
the earlier shared memory particle propagation pattern but instead to access the
GPGPU main memory directly in the propagation step. Hence, by contrast with
earlier implementations, the thread blocks can be designed almost arbitrarily.
Specifically, in our grid mapping, we assign one single lattice node to one
CUDA thread. The memory is allocated as a one-dimensional array and, as pro-
posed by [16], the memory index is calculated as k = nx*y + x, for a node at
position (x, y) and a total of nx × ny nodes. The dimension of the grid and the
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number of threads are specified in the CUDA kernel call and the coordinates of an
LBM node can then be determined via, x = threadId.x, and y = blockIdx.x.
After the kernel launch, CUDA manages the exact distribution of tasks among the
multiprocessors and cores on the GPGPU.
1.4.2 Implementation details
The implementation of most of the LBM kernels is straightforward, as demon-
strated in [16]. The CUDA interface supports C-style programming, so that stan-
dard C codes written for single processors can be easily transferred. Note that all
the computations in this work require double precision variables to ensure accuracy
and convergence. On the latest nVIDIA boards, double precision computations are
only a factor of 2 slower than single precision ones. Due to the doubled memory
requirement of double precision, memory transfers are also a factor of 2 slower, so
that for our LBM algorithm, we can approximately estimate that the performance
in double precision is half that of single precision.
In general, the performance of our proposed LBM multiphase model highly
depends on the number of Poisson iterations performed at each time step, which
depends on the problem physics. Hence no generally valid performance value of
the multiphase scheme can be given and performance must instead be assessed
on a case-by-case basis. Performance details are given below for the applications
presented in the validation section.
Memory allocation
In GPGPU implementations, data transfer between the host (i.e., the CPU
computer controlling the GPGPU hardware) and GPGPU memory, usually sig-
nificantly penalizes performance and hence must be minimized. To do so, in this
LBM, unlike in previous implementations, we do not allocate host memory for the
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full 3 sets of particle distribution functions (PDFs), but instead these are only
allocated on the GPGPU. Hence, in the post-processing step, which involves data
transfer from the GPGPU to the host, only the macroscopic values, such as pres-
sure, velocity and phase field parameter (i.e., 3-5 double precision variables) are
copied to the host memory, instead of copying the full sets of PDFs.
Additionally, in GPGPUs, the memory is accessed as one single vector (with
the limitation in CUDA C codes that the function parameter space of the kernel
calls be less than 256 bytes). In a D2Q9 double precision model, 2× 9× 8 = 144
bytes are needed for pointers to the GPGPU memory, to refer to the kernels where
data is located. To reduce the number of pointers, the memory for all PDFs
is allocated at once, leading to a single linear memory segment. The individual
memory locations are then computed within each thread. Hence, as the data
layout structure is clearly defined, it is sufficient to only send the start address
of the PDF arrays to the kernels. This saves function parameter space, which
can thus be used for storing pointers to other variables, such as the macroscopic
variables, derivatives, and so on.
Boundary conditions
Boundary conditions (BCs) disturb the flow of the LBM algorithm, as they
require additional operations on a specific subset of nodes; hence this affects model
performance. In general, a single LB kernel for all lattice nodes is preferable on a
data- and thread-parallel system, for optimal load balancing. However, this is not
possible for all the boundary conditions used in this work, which require additional
kernel launches to process the particle distribution functions. To optimize parallel
LBM computations, in our model, ghost layers of lattice nodes surround the whole
computational domain, so that all particle distribution functions can be advected
to neighboring nodes (propagation step), even at the domain boundary; this way,
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no logical test is required inside the LBM kernels regarding boundaries. Then, after
the standard kernels for collision and propagation have been run, BCs are applied.
No-slip BCs for instance are simply specified by bouncing the PDFs, that have
been advected into the ghost layer, back into the domain (bounce-back scheme).
In extrapolation (or open) boundary conditions, values from the next-to-last fluid
node are copied to the last one. Here, the problem of thread synchronization leads
to a second justification for using separate BC kernels and launching them after the
calculation of the flow field is complete. Such BCs indeed rely on consistent and
valid particle distribution functions at the neighboring lattice nodes, so that these
nodes need to have terminated their flow field updating before the BCs can be
applied. In general, we found that the additional computational overhead related
to the BC kernel launches is more than compensated by a higher flexibility in
setting up BCs in the model (i.e., allowing to easily switch boundary conditions),
and an easier model upgrade (i.e., implementation of further boundary condition
types without having to modify the basic LB kernels).
Convergence check for Poisson iteration
A loop over all lattice nodes is needed to evaluate the maximum error during it-
erations in the solution of the pressure Poisson equation. To improve performance,
this error is only computed on the GPGPU without copying all node results back
to the host memory. However, such operations in thread-parallel systems require a
careful treatment to avoid “race conditions” among threads, which would lead to
inaccuracies. Thus, a first kernel computes the maximum error in one thread block,
where local errors are calculated for each computational node and the maximum
error in the block is then calculated in a “divide and conquer” strategy, with the
help of the thread-global shared memory and thread block synchronization points.
Maximum errors of each thread block are stored in the GPGPU memory (as a vec-
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tor of ny values), and the same steps are applied to calculate the global maximum
error among blocks, which is finally copied to the memory of the CPU host. The
latter is responsible for kernel flow control and stopping the Poisson iterations,
once a certain relative error threshold ε is reached. It should be mentioned that
Poisson solution convergence is not necessary to be checked after each iteration.
The relative error is checked every 20 iteration to improve the performance of the
computations.
Computational algorithm
The GPGPU computational algorithm is summarized in 2, including the pre-
viously mentioned approach for boundary conditions and the Poisson iteration
convergence check. Moreover, additional kernels are introduced for the calculation
of derivatives, such as the divergence of the predicted (pressureless) flow field∇.u∗.
Before the time loop starts, several iterations of the phase field kernel (with a zero
velocity field) are run, to let the interface between the two fluids converge to an
initial equilibrium diffusive interface shape. This is of great importance when no
analytical solution for the initial interface shape exists.
1.4.3 Performance
As indicated before, the performance of our LBM multiphase model highly
depends on the number of Poisson iterations performed at each time step, which
depends on the problem physics. Hence performance is assessed on a case-by-case
basis for each case presented in the application Section 5. Thus, Table (1.1) lists the
average value of “Million Node Updates Per Second” (MNUPS) achieved for the
different test cases. We see that the best performance (52) is achieved in the first
case, which does not require solving the pressure Poisson equation, while the other
cases, which require such a solution have their performance reduced by a factor of
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Algorithm 2 GPGPU implementation of the LBM multiphase algorithm
Allocate memory on host (CPU) and device (GPGPU)
Initialize phase field φ, velocity u, and pressure p on the host
Copy phase field φ, velocity u, and pressure p from the host to the GPGPU
memory
Initialize the particle distribution functions on the GPGPU, consistent with the
initial conditions
for t < tinit do
Update chemical potential µφ by Eq. (1.4)
LB kernel for the phase field φ, based on Eq. (1.42)
BC for the phase field φ (periodic or bounce-back)
Update φ, ρ, ν, and µ according to Eqs. (1.43), (1.48), (1.49) and (1.50)
end for
for t < tend do
Update chemical potential µφ
LB kernel for the phase field φ, based on Eq. (1.42)
BC for the phase field φ (periodic or bounce-back BCs)
LB kernel for the flow field u∗, based on Eq. (1.21),
BC for the flow field (periodic or bounce-back)
Update φ, ρ and ν, according to Eqs. (1.43), (1.48) and (1.49)
Calculate predicted flow field u∗ as given by Eq. (1.26)
Calculate the divergence of the predicted flow field, ∇.u∗
(check every 20 iteration )
if PmaxError > ε then
LB kernel for the Poisson equation (Eqs. (1.38)–(1.41))
BC for the Poisson equation
calculate maximum error PmaxError on Poisson solution
end if
Correct the predicted flow field u∗ with Eq. (1.37)
end for
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5-6. For comparison, a FORTRAN single-processor (CPU) implementation done
earlier for a similar code achieved MNUPS values about 40 times smaller than on
the GPGPU.
Case MNDUPS
Two-fluid Poiseuille flow 52
Stationary bubble 12
Rising bubble (case (a)) 9.6
Rising bubble (case (b)) 8.4
Rising bubble (case (c)) 8.2
Rayleigh-Taylor instability 11
Breaking wave 8.1
Table 1.1: Performance for different test cases presented in the application section
1.5 Applications
Here, we present applications that validate our newly developed LBM for
multiphase flows, by comparing numerical results to the solution of analytical and
experimental benchmark problems. First, the LBM scheme is applied to simulating
a two-fluid laminar Poiseuille flow between infinite plates, for which there is an
analytical solution; this assesses the method’s accuracy in the absence of surface
tension effects (since the fluid interface curvature is zero) in case of large density
gradients. Second, we solve the case of a stationary bubble of a lighter fluid in a
non-moving heavier fluid, in the absence of gravity; this validates the computation
of surface tension effects, by comparison with Laplace’s law. Then, we model a
lighter fluid bubble rising in a heavier stationary fluid, and compare LBM results
to other numerical results, which provide an independent reference simulation.
Finally, we apply the LBM model to more complex two-fluid flows with a large
density ratio: (i) a Rayleigh-Taylor instability; and (ii) ocean wave breaking.
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1.5.1 Definitions
In all the following simulations, values are provided for non-dimensional lattice
variables (denoted by a prime), which are the parameters actually used in LBM
computations. Besides having ∆x′ = ∆t′ = c′ = 1, as stated before, in all cases
the non-dimensional relaxation time for solving the momentum equations is kept
within the limits, 0.5 < τ ′g ≤ 1, in order to ensure stability of the LBM solution
[20]. With Eq. (1.35), this requires 0 < ν ′ ≤ 1/6, and hence the time step is
defined as, ∆t = (∆x)2 ν ′/ν ≤ (∆x)2/(6ν). The non-dimensional surface tension









The non-dimensional relaxation time for solving the Cahn-Hilliard Eq. (1.42)
is set to τ ′f = τf/∆t = 1. The non-dimensional mobility M
′ = M$/(τλ3) is set to
M ′ = 0.02/β′ to get the most stable results [27]; additionally, we specify φ1 = 0.4
and φ2 = 0.1 in all cases, and the interface thickness is assumed to be of 4 lattice
meshes: W = 4∆x or W ′ = 4, which by combining Eqs. (1.7) and (1.11) yields
the interface lattice parameters,
β′ =
3σ′12
(φ1 − φ2)4 and k
′ =
6σ′12
(φ1 − φ2)2 , (1.58)
where β′ = β/(ρ0c2) and k′ = k/(ρ0c2λ2). Although other values of W (both
smaller and larger) were tested in applications, the selected interface thickness
was found to yield the most accurate results in applications, as compared to refer-
ence results, by ensuring a sufficient sharpness of the interface gradients while not
causing numerical instabilities with unnecessary large gradients.
The non-dimensional relaxation time used for solving the pressure Poisson
Eq. (1.38) is similarly kept within the range 0.5 < τ ′h ≤ 1 [24]; with the latter




2) ≥ 6. Finally, the non-dimensional reference density is set to ρ′0 = 1, which
implies that, $ = ρ0(∆x)
3 (usually, one will also assume for simplicity, ρ0 = 1
kg/m3) and ρ′i = ρi/ρ0, for fluid i = 1, 2.











Figure 1.2: Definition sketch of a two-fluid Poiseuille flow between infinite plates,
with typical analytical solution for the horizontal velocity profile u(y) .
The two-fluid Poiseuille flow, between two infinite plates, inclined at an angle
α with respect to the horizontal, is a good analytical test case to validate the
method for both high fluid dynamic viscosity and density ratios in the absence
of surface tension effects. Two immiscible fluids are accelerated in between the
plates by a body force (i.e., projected gravity, ρg sinα) and slowed by the viscous
shear along the plate surfaces (Fig. 1.2). At the planar two-fluid interface, the
continuity of fluid velocity and stresses has to be satisfied and, in such a case,
geometry also implies that surface tensions forces are zero. An analytical solution
of the steady state NS equations can be derived for this case, to which the fully
developed velocity field computed by the LBM can be compared.
Specifically, the analytical reference solution is derived by solving the follow-
ing simplified, but exact, one-dimensional momentum equation for the horizontal
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velocity component ui in each fluid (i = 1, 2) (with y = x2),
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with fluid densities ρ1 and ρ2, and dynamic viscosities µ1 and µ2, respectively; g
denotes the gravitational acceleration and 2h is the distance between the 2 plates.
This analytical solution yields velocity profiles that are parabolic in each fluid,
with a discontinuity of the vertical velocity gradient at the interface, owing to
the identical horizontal stress on either side of the interface, for different viscosity
values (Fig. 1.2).
LBM simulations are started from a state of rest in a 2D channel similar to
that sketched in Fig. 1.2. A periodic boundary condition is specified for lateral
upstream and downstream boundaries, in the flow direction x = x1, and no-slip
boundary conditions are specified on the plate surfaces (y = ±h). The interface
parameters of the system are set to k′ = 0.01 and β′ = 0.05. Thanks to the
periodicity in flow direction and the laminar nature of the flow, the grid resolution
in the x direction can be low, and only 4 grid points were used. The number of
grid points in the vertical y direction is N = 2h′ = 100 to 300, with ∆x = 2h/N
(Table 1.2).
A convergence study of LB results accuracy as a function of mesh size
N is performed for a series of flows defined by a constant Reynolds number,
Re = umax1 2h/ν1 = 100 (based on maximum velocity in the channel, assuming
this occurs in fluid 1, corresponding kinematic viscosity, and channel width); the
LBM Mach number in these computations is also fixed at, Ma = umax1 /cs = 0.01,
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which provides sound speed cs to use for a given flow. For each flow parame-
ters and LBM discretization N or h′, the non-dimensional body force magnitude,
g′ = g sinα (τ 2/λ) = g sinα∆t/c2 (with c2 = 3c2s) is adjusted by varying the
channel angle α, in order for the maximum flow velocity umax1 (obtained from the
analytical solution) to satisfy the desired Reynolds number. In practice, given fluid
and geometry parameters ρ1/ρ2, ν1/ν2, h and g and combining the expression for
umax1 with the definitions of Re and Ma, we find g
′ as a function of h′ (Table 1.2).
Let us first assume, the density of fluid phase 1 is ρ′1 = 600 and the density ra-
tio is ρ′1/ρ
′
2 = 100 (thus ρ
′
2 = 6); the kinematic viscosity ratio is ν1/ν2 = 0.1, which
yields µ1/µ2 = 10. To check the accuracy of numerical results, we calculate the L2-
norm relative error (i.e., a RMS error between numerical and analytical velocities
u, scaled by the RMS of the analytical velocity). LBM simulations were stopped
when the difference between the L2-norm of two consecutive time steps became
less than 10−6. Fig. 1.3 shows the analytical and numerical (steady-state) velocity
profiles for different grid sizes h′, and the convergence to the analytical reference
solution is seen to be quite good. In previous studies of two-phase Poiseuille flows
with LBM multiphase models [29, 30], numerical oscillations of the fluid velocity
were observed near the phase interface, even for low density ratios. Our LBM mul-
tiphase method does not trigger such oscillations and captures very well the slope
discontinuity of the velocity profile at the phase interface. Table 1.2 summarizes
the L2-norm errors for different grid configurations. Convergence can clearly be
observed. Fig. 1.4 further shows a first-order convergence of the relative error is
achieved, as a function of the number of lattice nodes in the y direction.
Simulations are run next for different viscosity and density ratios, using a
fixed LBM grid resolution with N = 300 in the y direction. Flow parameters
are, Re = 1000 and Ma = 0.005. Fig. 1.5 shows steady-state velocity profiles
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for three different cases: (a) the fluid densities are identical (ρ′1/ρ
′
2 = 1), and the
kinematic viscosity ratio is ν1/ν2 = 0.1 (which yields different velocity gradients
at the phase interface to satisfy the continuity of shear stress); (b) ρ′1/ρ
′
2 = 100
and ν1/ν2 = 1 (which yields continuous shear stress and a continuous velocity
gradient at the phase interface: zero, due to the symmetry); and (c) ρ′1/ρ
′
2 = 1000
and ν1/ν2 = 0.0667, as for water and air, which are the fluids used in our final
applications. The good agreement of numerical and analytical results, even in
the latter case, confirms the accuracy of the LBM scheme and its applicability to
practical problems such as at an air-sea interface.
Figure 1.3: Non-dimensional velocity profiles u′ = u/umax1 in two-fluid Poiseuille
flow (Fig. 1.2), for Re = 100, Ma = 0.01, ρ1/ρ2 = 100, and ν1/ν2 = 0.1: (—–)
analytical; (◦) LB results (only 33% of nodes are plotted for clarity), for different
grid resolutions h′ (see, Table 1.2).
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Case h′ g′ L2-norm (%)
(a) 50 2.871 10−08 6.2
(b) 60 2.390 10−08 5.4
(c) 70 2.051 10−08 4.4
(d) 100 1.436 10−08 3.2
(e) 125 1.149 10−08 2.7
(f) 150 9.572 10−09 1.9
Table 1.2: L2-norm error (between analytical and LB results) and body force
magnitude g′, as a function of LBM discretization size h′, for the two-fluid Poiseuille
flow test case of Fig. 1.3 (see, Fig. 1.4 for error plot).
1.5.3 Stationary bubble in quiescent fluid
The exact solution (in the absence of gravity, i.e., volume forces) for a circular
stationary bubble of a lighter fluid embedded within a heavier quiescent fluid is
used as a benchmark to validate surface tension force computations in our LBM
scheme, on the basis of the Cahn-Hilliard equation. Laplace law predicts that, if
the two-fluid interface is curved, a pressure jump ∆p occurs across the interface
(with pressure being higher along the concave side); for a two-dimensional circular





A circular droplet of fluid of density ρ2 = 10 kg/m
3 and radius R = 0.005 m
is placed in the middle of a square LBM domain with side d = 0.02 m, filled with
a fluid of density ρ1 = 600 kg/m
3 (hence, the density ratio is ρ′1/ρ
′
2 = 60). The
fluid kinematic viscosities are ν1 = ν2 = 2 × 10−3 m2/s, and the surface tension
coefficient σ12 = 2 10
−3 N/m. Eq. (1.62) predicts that this situation corresponds
to a pressure jump ∆p = 0.4 N/m2 across the interface.
In LBM computations, we use all the fixed parameter values specified in the
definition section and select a lattice viscosity, ν ′1 = ν
′
2 = 1/6, i.e., τ
′
g = 1. Three
grid sizes: Nx = Ny = 64, 128 and 256 are successively used and periodic boundary
conditions are specified on the 4 sides of the square domain. The mesh size is, ∆x =
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Figure 1.4: L2-norm error (between analytical and LB results) as a function of
LBM discretization size h′, for the two-fluid Poiseuille flow test case (Fig. 1.2):
(•) data from Table 1.2; (——) power curve fit L2 ∝ (h′)−1.008 (R2 = 0.99).
d/Nx and time step, ∆t = (∆x)
2/(6ν1). The dimensionless lattice surface tension
coefficient σ′12 is then given by Eq. (1.57) and the interface lattice parameters
β′ and k′ follow from Eq. (1.58). Table 1.3 lists values of the latter coefficients
and gives results for the pressure jump, computed as the difference between the
average pressure inside and outside of the droplet, as a function of the discretization
size. We see that numerical results are in good agreement with the analytical
results, with a 0.72% L2-norm error in the finest discretization. The convergence
of numerical errors also appears to be first-order in grid size, as in the previous
application.
To further validate the surface tension force computation for a non-stationary
case, a similar simulation is repeated for an initially square droplet of a lighter
fluid, with side 128∆x, embedded within the larger square domain of side d =
256∆x = 0.02 m used earlier (∆x = 7.813 10−5 m), filled with a heavier fluid. The
LBM simulation parameters are, ρ′1 = 600, ρ1/ρ2 = 100, ν1 = ν2 = 2 10
−3 m2/s,
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Figure 1.5: Two-fluid Poiseuille flow (Fig. 1.2). Non-dimensional velocity profiles
u′ = u/umax1 for Re = 1000 and Ma = 0.005: (—–) analytical; (◦) LB results for
N = 300 LBM nodes (only 33% of nodes are plotted for clarity). (a) ρ′1/ρ
′
2 = 1 and








2 = 1000 and ν1/ν2 = 0.0667.
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Nx = Ny σ
′
12 k
′ β′ ∆p (N/m2) L2-norm (%)
64 4.34 10−3 0.28 1.6 0.389 2.7
128 2.17 10−3 0.14 0.8 0.395 1.23
256 1.09 10−3 0.07 0.4 0.397 0.72
Table 1.3: Stationary bubble case. Comparison of computed and analytical (0.4
N/m2) pressure jumps ∆p for stationary circular droplets, as a function of LBM
discretization.
σ12 = 4 10
−3 N/m and τ ′g = 1. Hence, ∆t = (∆x)
2/(6ν1) = 5.086 10
−7 s, c = 153.6
m/s, which yields σ′12 = 2.17 10
−3, β′ = 0.8 and k′ = 0.14. Fig. 1.6 shows the
time-evolution of the droplet geometry, which as expected gradually relaxes to a
circle to both minimize and equalize the interface pressure jump, based on Laplace
law. The relaxation time τ ′g = 1 corresponds to a highly viscous fluid, so that the
initial droplet relaxes to the equilibrium shape without significant oscillations.
In an accurate two-phase flow model, there should only be negligible flow
velocities computed once the bubble reaches its equilibrium shape. In the LBM
model, such spurious velocities are eliminated by the correction of the velocity field
resulting from the solution of the Poisson equation for the modified pressure in Eq.
(1.19). As a verification, Fig. 1.7 shows velocity vectors computed around the bub-
ble interface as a function of time, once its shape has nearly reached equilibrium.
We clearly see that spurious velocities gradually decay over time. When the steady
state solution is reached, spurious currents have almost completely vanish.
Fig. 1.8 shows the pressure and density profiles computed across the interface,
when reaching steady-state. As expected, the density variation is sharp over the
interface and occurs over 4 grid cells. At this stage (Fig. 1.6 (f)), the droplet
is nearly circular, with a radius R′ = 68 lattice nodes or R = 5.3 10−3 m, for
which Laplace law predicts an expected pressure jump ∆p = 0.75 N/m2 (∆p′ =
3.179 10−5), whereas on Fig. 1.8 we see a computed average pressure jump of about
0.745 N/m2 (relative difference 0.67%).
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(a) t′ = 0 (b) t′ = 3000 (c) t′ = 5000
(d) t′ = 8000 (e) t′ = 12000 (f) t′ = 25000
Figure 1.6: Time evolution of the shape of an initially rectangular droplet towards
a circle of radius R′ = 68 (ρ′1 = 600, ρ1/ρ2 = 100), as a result of Laplace law; t
′ is
non-dimensional time of computations (i.e., number of time steps).
1.5.4 Rising bubble in quiescent fluid
The dynamic behavior of a lighter fluid (ρ2, ν2) bubble rising in a heavier fluid
(ρ1, ν1) under the buoyancy (gravitational) force is a standard test case extensively
used for validating two-phase flow simulations. Although the LBM simulation
setup in terms of grid initialization and boundary conditions is straightforward,
the flow structure computed around the bubble is quite complex and governed by
competing effects of viscosity, buoyancy, and surface tension forces. Several exper-
imental studies have been conducted to measure the rise and deformation of single
bubbles in a quiescent fluid [31, 32], which indicate that the bubble shape greatly
varies according to various flow regimes defined by values of non-dimensional pa-
rameters, such as the Bond number Bo (also known as Eotvos number, the ratio
of gravity to surface tension forces), the Reynolds number Re, and the Morton
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(a) t′ = 25000 (b) t′ = 30000
(c) t′ = 40000 (d) t′ = 50000
Figure 1.7: Velocity vectors computed around the bubble interface at four different
times equal or larger than the largest time in Fig. 1.6.














where U is the bubble terminal velocity and D its (equivalent) diameter, g is the
gravitational acceleration, and ν1 and µ1 are the kinematic and dynamic viscosities
of the heavier fluid, respectively. The terminal shapes of individual rising bubbles
were experimentally observed for a range of Reynolds and Bond numbers [31], and
can be generally regrouped into the following cap shape regimes: (a) spherical, (b)
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ellipsoidal, (c) curved ellipsoidal. In the spherical regime, for small Bo, surface
tension is dominant. The large surface tension force prevents the deformation of
the bubble under inertia and viscous forces; consequently, the shape of the bubble
remains (nearly) spherical during its rise. When increasing the Reynolds and Bond
numbers, the contribution of surface tension gradually becomes less important as
compared to inertia, and the terminal shape of the bubble becomes ellipsoidal for
moderate Reynolds and Bond numbers (10 < Re < 500 and 10 < Bo < 100), and
spherical for high Reynolds and Bond numbers.
Case ν ′1 k
′ β′ g′ Bo Mo
(a) 2.0 10−3 0.266 1.481 1.853 10−11 0.1 0.001
(b) 2.0 10−3 0.266 1.481 1.853 10−9 10 0.1
(c) 1.0 10−2 0.210 1.171 1.465 10−8 100 1000
Table 1.4: LBM parameters for rising bubble computations.
In the LBM simulations, a circular fluid bubble of density ρ′2 = 6 and initial
diameter D′0 = 60 is located one bubble diameter above the bottom of a rectangular
domain discretized with 256 × 1024 LBM cells, filled with a fluid of density ρ′1 =
6000 (hence ρ′1/ρ
′




2 = 1000. Both fluids are
assumed to be stationary at initial time t′ = 0 and we specify a periodic boundary
condition on the lateral sides of the domain and a bounce-back condition on the
top and bottom boundaries. Simulations are run for 3 test cases (a to c) with
different Mo and Bo values, given in Table 1.4 together with LBM and other flow
parameters, corresponding to the three flow and bubble shape regimes discussed
above.
Since we only solve for a two-dimensional (2D) flow, we cannot compare our
LBM simulation results to experiments. However, we can validate results by com-
paring them to an independent 2D numerical solution, such as that of Sun et al.
[33], who used a hybrid volume-of-fluid and level set (VOSET) method to simulate
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incompressible two-phase flows. In Fig. 1.9, the terminal shapes of the bubbles
and the velocity fields computed with the LBM for the 3 cases are compared to
Sun et al.’s results. We see that both the predicted bubble shape and flow fields
agree well with the reference solution.
Fig. 1.10 further shows the computed time evolution of the bubble shape dur-
ing its rise, for the case of Fig. 1.9 (c). During the early stages of the simulation,
buoyancy forces are dominant and the bubble starts rising; as it picks up speed,
viscous drag gradually changes the bubble shape, bending it downstream. Even-
tually, the terminal shape of the bubble is formed when buoyancy, surface tension,
and viscous forces are balanced.
1.5.5 Rayleigh-Taylor instability
The classical Rayleigh-Taylor instability at the interface between two immis-
cible fluids, with the heavier fluid being located above the lighter fluid, is used
to demonstrate the accuracy of our LBM model to solve more complex two-phase
flows, in which the interface becomes extremely deformed. Here, the heavier fluid
will gradually sink into the lighter fluid, which is displaced upwards, under the
influence of gravity. The dimensionless numbers that are important in this test









where L is the width of the channel, and ρ1 and ρ2 are the densities of the heavy and
light fluids, respectively. We set-up this simulation following [8] and specify no-slip
boundary conditions along the top and bottom boundaries, and periodic boundary
conditions on the lateral boundaries; gravity is chosen to satisfy
√
L′g′ = 0.04.
The kinematic viscosity is the same for both fluids ν = ν1 = ν2, and the Atwood
and Reynolds numbers are 0.5 and 256, respectively, with accordingly ρ1/ρ2 = 3,
ρ′2 = 6, k
′ = 0.07 and β′ = 0.4. LBM simulations are carried out in a grid
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with 256 × 1024 lattice nodes. Fig. 1.11 compares results of our method to the
independent 2D numerical results of [8], for four selected time steps; the agreement
between both methods is quite good.
1.5.6 Breaking wave
Previous work [34, 35] shows that a periodic sinusoidal wave of large ampli-
tude, with the initial velocities being calculated from linear wave theory, is not
stable and rapidly breaks, since the initial velocity field is not in equilibrium with
the initial wave profile, for the fully nonlinear flow equations. To limit computa-
tional time, as in this earlier work, the simulation is assumed to be 2D and periodic
in the flow direction. This characteristic makes such periodic sinusoidal waves a
convenient and efficient way of studying wave breaking [1].
According to linear wave theory, in axes (x, z), the initial wave velocity and



















where ω is the wave angular frequency, k the wavenumber, and other wave param-
eters are defined in Fig. 1.12.
Fig. 1.13 shows the time evolution computed with the LBM, of a high am-
plitude sinusoidal wave with H/L = 0.13 in depth h/L = 0.25. The number of
grid nodes used in this simulation is 512× 256. We see that the wave is not stable
and rapidly overturns and breaks, after traveling for about one wavelength from
initialization. Results obtained for the plunging breaker shape are qualitatively
similar to those of earlier numerical solutions [34, 35].
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1.6 Conclusions and outlook
In this paper, we reported on the development, efficient GPGPU implementa-
tion, and numerical validation, of an LBM model for the simulation of two-phase
flows of fluids with large density ratios (up to at least ρ1/ρ2 = 1000), and possibly
large viscosity ratios as well. In the model, we introduced three sets of LBM par-
ticle distribution functions to solve: (i) the “pressureless” Navier-Stokes equations
in both fluids; (ii) the convection-diffusion Cahn-Hilliard equation for the two-fluid
interface motion (including surface tension effects); and (iii) a (pressure) Poisson
equation for correcting the pressureless velocity field. As a result of this homo-
geneous LBM formulation, this 2D scheme could be efficiently implemented in a
GPGPU framework, owing to both the locality and simplicity of LB operators.
This LBM scheme was applied to the simulation of various analytical or numeri-
cal benchmark problems, showing both good convergence towards reference results
and efficiency in terms of computational time. This good agreement confirmed the
prediction of the theoretical Chapman-Enskog expansions, of convergence of the
scheme to the above-mentioned macroscopic equations.
While validating the LBM scheme for several benchmark problems, we found
a linear convergence rate of the L2-norm of numerical errors to the reference solu-
tion. This is consistent with the truncation errors of both the Chapman-Enskog
expansions and time updating schemes corresponding to the various particle distri-
bution functions. Additionally, some of the numerical errors result from the com-
putation of the −µ (∂αuβ + ∂βuα) ∂β (1/ρ) terms in Eq. (1.33), which are added to
the standard LBM scheme (Eq. (1.21)) as an equivalent body force, to simulate
the complete Navier-Stokes equations. Since these extra forcing terms are highly
varying in both space and time near the two-fluid interface, unlike standard body
forces such as gravity, additional terms appear in the Chapman-Enskog expansion
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for the momentum equation, that only linearly vanish with grid size. To obtain
more accurate (and faster converging) numerical results, these terms should not
be neglected, especially for high fluid density and viscosity ratios. Hence, higher-
order LBM schemes for the body force terms should be used (e.g [36]). We are
currently addressing this issue and developing such second-order schemes, which
will be reported on in a future paper.
Note, a simple temporary solution to decrease this truncation error would have
been to increase the interface thickness W , thus yielding smaller density gradients
across the interface and hence a smaller total body force. While the nature of the
real fluid interface is to be diffusive, however, this occurs over a very small length
scale, that possibly is below LBM grid resolution, so that the interface thickness
should be kept small. Additionally, the analytical reference solutions, such as for
the two phase Poiseuille flow, are derived assuming a sharp phase interface. Hence,
in order to compare our LBM results to theoretical solutions, we decided to limit
the interface thickness to only 4 LBM grid cells.
A second significant model improvement that will be the object of future work,
is the derivation of multiple relaxation time (MRT) collision operators. In these,
the particle distribution functions are transformed to a well-defined moment space
before doing the relaxation step. Several different relaxation rates can thus be
used for the collision steps, unlike the single relaxation time used in the currently
implemented SRT approach. This typically leads to a more efficient and stable
numerical scheme, particularly for low fluid viscosities and high Reynolds numbers.
Finally, once the model has been further improved, such as by using the MRT,
the GPGPU implementation will be extended to solving three-dimensional (3D)
flows. As the iterations for solving the pressure Poisson equations may become
much more computationally demanding in 3D, we are planning to explore using a
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multigrid algorithm to speed up this part of the simulations.
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Figure 1.8: Case of Fig. 1.6 (f) (steady-state). (◦) LBM simulation of non-





Figure 1.9: Terminal shape and flow velocity vectors for a bubble of density ρ′2 = 6




2 = 1000 : (rightward
panels) VOSET results of [33]; (leftward panels) present LB results (see Table 1.4).
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Figure 1.10: Time evolution of a rising bubble shape for ρ′1/ρ
′
2 = 1000, Bo = 100,
Mo = 1000 (case of Fig. 1.9 (c)). From left to right, for t′ = 0, 103, 2. 103, 4. 103.
Note, only half the domain height is plotted.
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(a) t′ = 0.0 (b) t′ = 1.5
(c) t′ = 3.0 (d) t′ = 4.5
Figure 1.11: Rayleigh-Taylor instability problem for ρ1/ρ2 = 3, A = 0.5, Re = 256.
Time evolution of the two-fluid interface for four dimensionless times t′ = t/
√
L/g:






Figure 1.12: Definition sketch for initial interface profile of a large amplitude
sinusoidal wave.
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(a) t′ = 0.0 (b) t′ = 0.33
(c) t′ = 1.33 (d) t′ = 1.66
(e) t′ = 2.0 (f) t′ = 2.33
(g) t′ = 2.66 (h) t′ = 3.0
Figure 1.13: Space-periodic wave breaking (Fig. 1.12). Time evolution of an






An efficient lattice Boltzmann multiphase model for 3D flows with
large density ratios at high Reynolds numbers
Amir Banari1,Christian Janßen 2, Stephan T. Grilli 3
, Submitted to Computers and Mathematics with Applications
1Ocean Engineering department, University of Rhode Island, E-mail: amir banari@my.uri.edu
2Institute for Fluid Dynamics and Ship Theory, Hamburg University of Technology, Germany,
E-mail: mail@christian-janssen.de
3Ocean Engineering department, University of Rhode Island, E-mail: grilli@oce.uri.edu
58
Abstract
We report on the development, implementation and validation of a new Lat-
tice Boltzmann method (LBM) for the numerical simulation of three-dimensional
multiphase flows (here with only two components) with both high density ratio
and high Reynolds number. This method is based in part on, but aims at
achieving a higher computational efficiency than Inamuro et al.’s model [T.
Inamuro, T. Ogata, S. Tajima and N. Konishi, A lattice Boltzmann method for
incompressible two-phase flows with large density differences, J. Comp. Phys., 198
(2004) 628-644.]. Here, we use a LBM to solve both a pressureless Navier-Stokes
equation, in which the implementation of viscous terms is improved, and a
pressure Poisson equation (using different distribution functions and a D3Q19
lattice scheme); additionally, we propose a new diffusive interface capturing
method, based on the Cahn-Hilliard equation, which is also solved with a LBM.
To achieve maximum efficiency, the entire model is implemented and solved on
a heavily parallel GPGPU co-processor. The proposed algorithm is applied to
several test cases, such as a splashing droplet, a rising bubble, and a breaking
ocean wave. In all cases, numerical results are found to agree very well with
reference data, and/or to converge with the discretization.
keyword
Lattice Boltzmann method, multiphase flows, high density ratio, rising bubble,
drop impact, breaking wave
2.1 Introduction
In recent years, the lattice Boltzmann method (LBM) has become an in-
creasingly attractive, fast, and accurate, alternative modeling method to standard
continuum mechanics numerical models, for solving a variety of complex single and
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multiple-fluid flow problems [1]. Besides its versatility, this is in part due to the
LBM’s ability to be efficiently parallelized for implementation on General Purpose
Graphical Processor Units (GPGPUs). Specifically, it has been shown in various
publications [15, 11, 16] that LBM methods are especially well-suited for a GPGPU
implementation, due to the locality of collision and propagation operators and the
explicit nature of the method.
The LBM is based on the Boltzmann equation, which governs the dynamics
of molecular probability distribution functions from a microscopic point of view.
In the standard LBM implementation, the Boltzmann equation is discretized on
an Eulerian mesh, a.k.a. the lattice, yielding a numerical method for computing
macroscopic distribution functions on the lattice, in which the macroscopic hy-
drodynamic quantities, such as pressure and velocity, are obtained as low-order
moments of these distribution functions [5, 1]. To the limit of small time step and
grid spacing, the LBM solution can be shown to converge towards the solution of
the governing macroscopic equations of continuum mechanics [10]. Hence, with
the proper selection of the LBM collision operator and distribution functions, the
LBM solution can be made to converge to that of the Navier-Stokes equations
(NS), including in the presence of a free surface (e.g., Janssen et al. [7]). The
explicit nature of the method and the linear formulation of advection terms in the
LBM collision-propagation equation provide the numerical scheme with several ad-
vantages, such as: (i) a relatively easy implementation (as far as uniform grids are
concerned); and (ii) the locality of numerical operators, which allows for a more
efficient parallel implementation, particularly on GPGPUs, than for more tradi-
tional finite volume of finite element algorithms. These characteristics have made
the LBM a widely used tool for solving various complex fluid mechanics problems,
such as multiphase flows, micro- and nanoscale flows, flows in porous media, and
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other fluid flow types[8, 9, 1].
Although many studies of multiphase flows using the LBM have been reported
[13, 11], most of these had two significant limitations: (1) the maximum density
ratio between fluids is typically limited to 5-10, due to the triggering of local
instabilities near the fluid-phase interface for larger ratios; (ii) most of the schemes
cannot simulate high Reynolds number flows, due to instabilities resulting from
the low relaxation times required for high Reynolds numbers (Re). The effects of
either one of these problems are sufficient to make simulations unstable, even in
the absence of the other problem.
The practical applications that motivated this research deal with air-sea in-
teractions at the ocean surface in high wind conditions, hence with turbulent (i.e.,
very large Re values around 108) two-fluid flows with a high density ratio (order
1000). Hence, our main goal has been to develop an efficient LBM model that
overcame these two limitations.
Several LBM studies of multiphase flows with a high density ratio have been
proposed, however, either for fairly low Reynolds numbers or using an artificial
density ratio instead of the actual one [12]. Two promising concepts were pro-
posed by Lee et.al [8] and Inamuro et al. [9]. Lee et.al [8] used an approach
similar to that of He et al. [7], in which they transformed the classical single phase
discrete Boltzmann equation, from a mass-momentum to a pressure-momentum
formulation. This decreased potential instabilities due to large fluid density gra-
dients near the phase interface. Also, they split up the intermolecular forces for a
non-ideal gas into hydrodynamic pressure, thermodynamic pressure, and surface
tension force contributions. They reported that “parasitic currents” at the phase
interface affected the numerical results as a result of an imbalance between ther-
modynamic pressure and surface tension forces, resulting from truncation errors
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related to curvature computations. They nearly eliminated this problem by using
a thermodynamic identity to recast the intermolecular forcing term from a stress
to a potential form. Furthermore, to stabilize their numerical scheme for large
density ratios, they used different discretization patterns (i.e., central , biased and
mixed differences) at different stages of the simulations. With this scheme, they
were able to simulate two-phase flows with density ratio up to 1000. However, they
could not achieve high Reynolds numbers, because stability issues related to low
relaxation times were not addressed, and in their scheme relaxation time was still a
function of the Reynolds number. To eliminate the numerical instabilities resulting
from high density ratios, Inamuro et al. [9] removed the density from the advection
part of the LBM equilibrium distribution functions. This in effect eliminated the
pressure gradient from the corresponding macroscopic momentum equation, which
thus became a “pressureless” NS equations. To retrieve the complete momentum
equations and satisfy mass conservation, they subsequently corrected the velocity
field by solving a Poisson equation for the pressure field. In their method, unlike in
classical LBMs, the fluid viscosity is no longer related to the relaxation time and
hence results stay more stable at high Reynolds numbers. Finally, in Inamuro et
al.’s method, viscous effects are modeled by specifying the viscous stress tensor as
a body force in the LBM collision operator. Proceeding this way, however, yields
additional non-physical terms in the corresponding momentum equation, which
decreases the model accuracy. In earlier work [5], we modified Inamuro et al.’s
method to solve two-dimensional (2D) two-phase flows with high density ratio, by
removing the non-physical terms from the momentum equation and formulating
the phase interface tracking equations in a more rigorous way, based on the Cahn-
Hilliard equations [5]. Additionally, we efficiently implemented our model for a
massively parallel solution on a GPGPU. In doing so, we solved all the govern-
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ing equations for each fluid, the interface, and the Poisson equation (required for
correcting the velocity field) with a LBM scheme, thus achieving an even higher
computational efficiency on the GPGPU. Our method, however, only worked for
low Reynolds number flows.
In this paper, in light of this earlier work, we develop a new three-dimensional
(3D) LBM model, also based on Inamuro et al.’s [9] approach. As before, we
introduce new equilibrium distribution functions to both retrieve NS equations
and improve the formulation of surface tension and viscous forces. For the inter-
face capturing part, as in [5], we solve the Cahn-Hilliard equation using a LBM
scheme with improved equilibrium distribution functions. In this new 3D model,
however, we formulate the latter functions to be able to achieve high Reynolds
numbers in the applications without suffering from instability problems. The re-
sulting numerical scheme is computationally demanding, as the Poisson equation
must be (iteratively) solved for each time step of the solution, in order to obtain
the velocity field correction terms. As before, to achieve high computational ef-
ficiency, our LBM code is parallelized and implemented on a GPGPU using the
nVIDIA CUDA framework. This approach provides access to the latest generation
of GPGPU boards, such as the nVIDIA Tesla C2070 that was used in the present
work (448 computing cores; 6 GB of memory; and a double precision computing
capability).
The paper is organized as follows. We first develop the LBM equations used
to solve for multiphase flows with high density ratios and detail their numerical
implementation. The method is then validated for a series of applications, by
comparing the present numerical results to reference solutions, for the splashing of
droplets on a thin fluid layer, for a rising bubble, and for breaking ocean waves.
Finally, we draws some conclusions and provide perspectives for future work.
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2.2 Governing equations and numerical implementation
2.2.1 Lattice Boltzmann Methods
The numerical simulation of multiphase flow problems typically involves solv-
ing the macroscopic governing Navier-Stokes (NS) equations within each fluid re-
gion, which directly provides hydrodynamic parameters such as velocity and pres-
sure. Here, as discussed in the introduction, we instead use the lattice Boltzmann
method (LBM) to solve a mesoscopic problem, whose solution converges to that of
NS equations. Additionally, our proposed LBM approach is able to solve two-fluid
flows whose density ratio is nearly 1,000, typically air and water.
For multiphase flows, a separate model must also be implemented for tracking
the motion of interfaces between fluids, which can be represented as sharp or
diffused. Here, the latter is assumed and interfaces are tracked by the Cahn-
Hilliard advection-diffusion (AD) equation. In the latter, a phase order function
is used to smoothly vary fluid properties, such as density and viscosity, across the
interface (denoted φ and varying between arbitrary values of φ1 and φ2 set for fluid
1 and 2, respectively, with here φ1 > φ2; see details in Section 2.2.3).
As in the two-dimensional (2D) model of Banari et al. [5], in our three-
dimensional (3D) model, both the NS and AD equations will be solved by two
distinct LBM schemes, with separate sets of distributions functions and collision
operators. In both cases, the D3Q19 lattice discretization scheme will be used,
which introduces 19 discrete particle velocities in directions ei defined as,
ei = c.
 0 1 -1 0 0 0 0 1 -1 1 -1 1 -1 1 -1 0 0 0 00 0 0 1 -1 0 0 1 -1 -1 1 0 0 0 0 1 -1 1 -1
0 0 0 0 0 1 -1 0 0 0 0 1 -1 -1 1 1 -1 -1 1

(2.1)
where c = ∆x/∆t denotes the particle propagation speed on the lattice [15], and
∆x and ∆t are the lattice constant mesh size and time step, respectively.
Details of the LBM equations and schemes are given in the following sections.
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2.2.2 Lattice Boltzmann solution of NS equations
The macroscopic continuity and momentum (i.e., NS) equations for incom-
pressible Newtonian fluids read (using the index summation convention),
∂αuα = 0 (2.2)
∂tuα + ∂β (uαuβ) =− 1
ρ
















where the last term in Eq. (2.3) is non-standard and represents surface tension
effects at the diffuse interface between both fluids [5] (k is related to the φ1 and
φ2 and the surface tension coefficient σ12, for fluids 1 and 2, and will be defined in
Section 2.2.3). These equations are solved in a LBM framework using the particle
distribution functions gi, whose time evolution is governed by,
gi(x+ ei∆t, t+ ∆t) = gi(x, t)− ∆t
τg
(gi(x, t)− g(eq)i (x, t)) + ∆t (Fi +Gi)
(2.4)
where Fi and Gi represent effects of the viscous and gravitational volume forces,
respectively, τg is a relaxation time, and g
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wi (i = 1, 2, ..., 18), (2.7)
















expresses surface tension effects at the two-fluid interface, together with the last
term in Eq. (2.5). The last term in the curly bracket in Eq. (2.5) removes
the dependency of τg on viscosity, which makes the proposed method extremely
stable for the simulation of high Reynolds number flows. For this reason, viscous
effects are added back as a volume force in the evolution Eq. (2.4), together with
the effect of the gravity force. The volume forces expressing the contributions of











































viscous stress per unit mass. Note that the extended body force formulation of
Guo et al. [16] has been used in these equations, since body forces vary in time
and space.
The presence of density in the standard equilibrium distribution functions
used for solving NS equations is the main source of instability identified in various
earlier LBM solutions of multiphase flows with high density ratios [13, 17]. Here,
to eliminate these instabilities, following Banari et al. [5], density was removed
from the first part of the equilibrium functions in Eq. (2.5). This will require
adding a correction to the velocity field to satisfy mass conservation, as discussed
next. It can be shown by applying a Chapman-Enskog expansion that Eq. (2.4)
with the equilibrium distribution functions defined in Eq. (2.5) converges to the
NS equations (Eqs. (2.3),(2.2)), without the pressure gradient term (referred to as
“pressureless” NS equations). The details of the Chapman-Esnkog expansion are
shown in Appendix A. The fluid velocity corresponding to these pressureless NS
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However, this velocity is not divergence free and hence needs to be corrected. Thus,
similar to [5, 9], the corrected velocity u is obtained as,
u = u∗ + ∆u (2.12)
with the correction ∆u defined as,
∆u ' −∆t ∇p
ρ
(2.13)




) = ∇.u∗ (2.14)
Similar to [5], this equation is solved iteratively in a LBM framework. For this
purpose, an additional set of particle distribution functions hi (i = 0, ..., 18) is
introduced, whose time evolution is governed by,









where n denotes the n-th iteration in the Poisson equation solution (see [9] for






















Once the equations (2.15) to (2.17) are solved for a given iteration n, the pressure






This scheme is solved iteratively until convergence is achieved on the pressure for
a given time step. The velocity correction is calculated using Eq. (2.13).
As shown in the Chapman-Enskog expansion (Appendix A), the complete
set of LBM equations (2.4) to (2.18) solves the complete set of NS equations
(2.3). Unlike the classical LBM, however, the relaxation time τg can be chosen
arbitrarily, independently from the Reynolds number, and the scheme is stable for
high density ratios between fluids. It should be pointed out that, incorporating
viscous forces as volume forces creates additional spurious terms in the macroscopic
NS equation. These terms, however, scale with viscosity and hence are negligible
for high Reynolds number flows [5].
2.2.3 Lattice Boltzmann scheme for interface capturing
In this 3D model, similar to the 2D model of Banari et al. [5], the position
of the interface between the 2 fluids is tracked using the Cahn-Hilllard advection-
diffusion equation,
∂t(φ) + ∂α (φuα) = M∇2µφ (2.19)
where M is the mobility parameter between two components, and µφ is the chem-
ical potential (see details below). Diffuse interface schemes offer some advantages
as compared to sharp interface schemes, for which fluid parameters such as den-
sity and viscosity vary discontinuously across the interface. Such discontinuities
often cause numerical noise, which can potentially trigger instabilities, especially
for high density and viscosity ratios. By contrast, in diffuse interface schemes, fluid
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properties continuously and smoothly vary over a short distance across the inter-
face. Additionally, for sharp interface schemes, the accurate computation of the
interface curvature and related surface tension forces is very challenging, whereas
surface tension effects are intrinsically included in diffuse interface models. Here,
similar to [5], the motion of the diffusive interface is modeled by the Cahn-Hilliard
equation,




− k∇2φ with Ψ(φ) = (φ− φ2)2(φ− φ1)2 (2.20)
the bulk free-energy density. Coefficients k and β are related to the surface tension












A more detailed derivation and discussion of this model can be found in [5].
Equations (2.19) to (2.21), are solved with a LBM using a third set of proba-
bility distribution functions, fi(x, t), whose time evolution is governed by,
fi(x+ ei∆t, t+ ∆t) = fi(x, t)− ∆t
τf
(fi(x, t)− f (eq)i (x, t)). (2.22)






















H0 = 1 and H1,2,...,18 = 0 (2.24)
and wi and vi defined as in Eqs. (2.6) and (2.7). The order parameter φ is






Once the order parameter computed, the spatial distribution of fluid properties
(density ρ and dynamic viscosity µ) in the entire domain, and in particular across
the interface can be expressed as,
ρ(φ) =

ρ2 φ ≤ φ2
φ−φ2
φ1−φ2 (ρ1 − ρ2) + ρ2 φ2 < φ < φ1
ρ1 φ ≥ φ1.
(2.26)
Rather than directly expressing the kinematic viscosity as a function of φ, it is
defined as a function of density as,
µ(ρ) =
ρ− ρ2
ρ1 − ρ2 (µ1 − µ2) + µ2. (2.27)
This was found by Banari et al. [5] to yield more accurate results.
70
2.2.4 Numerical implementation and performance
The numerical algorithm for this multi-component LBM model is given
in Algorithm 3. The entire model is implemented for a parallel solution on
a GPGPU, using the CUDA language in the NVIDIA environment. In the
algorithm, after initializing all the fluid properties and LBM variables, these
are adjusted through initial iterations performed on the interface shape or the
field variables to fulfill the governing equations. Specifically, the initially sharp
interface between the two fluids specified at time step zero is smoothed out by
solving the advection-diffusion equation, for the interface capturing, for a fixed
number of initial iterations (e.g., 5000), while assuming a zero velocity field and
adjusting interface thickness based on Eq. (2.21). Once physically relevant initial
conditions are achieved, the main computational time loop is started. Note that,
in the latter, to increase the efficiency of the computations, the convergence of the
iterative solution of the Poisson equation is only checked every 20 iterations.
The performance of our new 3D LBM multiphase model highly depends on
the number of Poisson iterations performed at each time step, which depends upon
the problem physics that is tackled. For a given relative error threshold ε, we find
that the number of iterations required to solve the Poisson equation is initially
larger, in the first few time steps of calculations, while the field variables are still
dynamically adjusting to the governing equations, but then decreases later on.
After this early phase of computations we can evaluate the model efficiency in
terms of the usual metric used in LBM models, the “Million of Node Updates Per
Second” (MNUPS). On a NVIDIA TESLA 2070 GPGPU (448 CUDA cores),
the performance of the current scheme is found to be around 20 MNUPS, using
the largest possible grid that can fit in he 6Gb RAM, with about 40% of the
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Algorithm 3 Algorithm for the LBM computation of two-fluid flow fields and
phase field interface update
Set initial conditions, φ = φi, ρ = ρi, µ = µi and p = 0
Initialize particle distribution functions, i.e. set
fi(x, t0) = f
eq
i (x, t0), gi(x, t0) = g
eq
i (x, t0), hi(x, t0) = h
eq
i (x, t0)
Run initial iterations to improve the initial conditions for the phase field
for t < tend do
Compute fi(x, t+ ∆t) using Eq. (2.22)
Compute gi(x, t+ ∆t) using Eq. (2.4),
Compute φ(x, t+ ∆t) and u∗(x, t+ ∆t) with Eqs. (2.25) and (2.11);
ρ(x, t+ ∆t) and µ(x, t+ ∆t) are calculated using Eqs. (2.26) and (2.27).
For every 20 Poisson iterations:
if |pn+1−pn
pn
| > ε then
Compute pn+1(x, t+ ∆t) using Eq. (2.15)–(2.18).
end if
Compute u(x, t+ ∆t) using Eq. (2.13).
end for
computational time spent for solving the Poisson equation. While this is less
than for standard LBM schemes applied to a single fluid, which may achieve over
100 MNUPS, this is still a very respectable performance considering the higher
complexity of solving large Reynolds number flows, for two fluids with a high
density ratio, while tracking their 3D interface, which may have a very complex
geometry in some applications (e.g., ocean breaking waves).
2.3 Validation
A few increasingly complex validation/benchmarking applications of our LBM
scheme are presented in the following, to assess the accuracy and convergence of
the presented multiphase model and confirm its relevance from investigating new
physics in multi-fluids flows, particularly in the context of air-sea interactions,
which is the motivation for this research. All simulations are carried out in a
dimensionless framework, using non-dimensional lattice variables (here denoted
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by a prime) scaled on the basis of a length scale λ, time scale τ and mass scale
$. Thus, for the mesh parameters, ∆x′ = ∆x/λ, ∆t′ = ∆t/τ and c′ = cτ/λ.
It is also customary in LBM to assume that c′ = 1, which is akin to having the
mesh Courant number be unity. If the length scale is further defined as λ = ∆x,
we then have ∆x′ = 1 and this requires τ = ∆t and ∆t′ = 1 as well. Hence,
with these definitions, in lattice variables, we always have c′ = ∆x′ = ∆t′ = 1

















for distribution functions gi and hi, respectively, with ρ
′ = ρλ3/$ and ρ′0 =
ρ0λ
3/$. The non-dimensional reference density is set to ρ′0 = 1, which implies
that, $ = ρ0(∆x)
3 (usually, one will also assume for simplicity, ρ0 = 1 kg/m
3)










For the phase order function, we specify φ1 = 1.0 and φ2 = 0.0 in all cases,
and the interface thickness is assumed to span 4 lattice meshes, i.e., W = 4∆x or
W ′ = 4, which with Eq. (2.21) yields the interface lattice parameters,
β′ =
3σ′12
(φ1 − φ2)4 and k
′ =
6σ′12
(φ1 − φ2)2 , (2.30)
where β′ = β/(ρ0c2) and k′ = k/(ρ0c2λ2). The error threshold for the Poisson
equation is set to ε = 10−5 for all simulations. Additionally, the non-dimensional
relaxation time for solving the Cahn-Hilliard Eq. (2.22) is set to τ ′f = τf/∆t = 1,
and the non-dimensional mobility coefficient, M ′ = M $/(τλ3) is set to M ′ =
0.001/β′. It should be pointed out that Lee et al. [11] suggested M ′ = 0.02/β′
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to get the most stable results, but such a large mobility would lead to additional
diffusion in the fluid. Hence, we selected a lower mobility coefficient to prevent such
an unrealistic diffusion. The relaxation time τ ′g is set to unity in all cases, because
this is a suitable choice to ensure that LBM simulations are numerically stable. In
the following, our LBM model will be successively applied to the simulation of: (i)
a droplet impacting a thin wet surface; (ii) a bubble rising in a quiescent heavier
fluid; and (iii) a breaking ocean wave.
2.3.1 Droplet impact on a thin wet surface
Simulating the impact of a droplet on a wet surface is important for a wide va-
riety of engineering and industrial design problems, such as turbine blades, ink-jet
printing, and internal combustion engines. Worthington was the first to study the
droplet splash in 1908 [18]. However, more than a century later, this phenomenon
is still far from being fully understood, due to the complexity of the problem. The
important parameters physical this problem are: (i) the direction of impact (nor-
mal or oblique); (ii) the depth of the fluid layer; (iii) the viscosity and density ratios
of the two fluids; (iv) whether these are Newtonian or non-Newtonian fluids; (v)
the droplet velocity at the time of impact; and (vi) the importance of gravitational
effects. Here, for simplicity, we investigate the impact of a single droplet on a thin
layer of the same fluid, only up to a short time after the impact. Earlier experi-
mental work [19, 20] shows that the impact of a droplet on a thin liquid film may
follow two patterns: (i) splashing; and (ii) spreading (deposition). In the spreading
pattern, the impact velocity is low and the droplet spreads over the wall, taking
the shape of lamella, whereas in the splashing pattern, the impact velocity is high
and the lamella eventually takes the shape of a crown consisting of a thin liquid
sheets with an unstable free rim at the top, from which numerous small secondary
droplets are ejected (Rayleigh-Plateau instability). The important dimensionless
74
numbers relevant for the droplet impact problem are the Weber number and the








where U is the impact velocity (velocity when the droplet touches the fluid film),
ρ1 and ν1 are the density and kinematic viscosity of fluid 1, respectively, R is
the initial radius of the droplet and σ12 is the surface tension for the two fluids.
Dimensional analysis shows that the gravity force is negligible in the droplet impact
and therefore this term (Gi) is not kept in the LBM equations for this application.
We simulate the fall of a 3D droplet made of fluid 1 in a second lighter fluid
(fluid 2), concluded by the droplet impact on a thin layer of fluid 1. Fig. 2.1 shows
the computed time evolution of the droplet impact where, owing to symmetry in
the x direction, the solution in only half of the domain was calculated. The grid
size is 128× 256× 64 in the x, y, and z directions, respectively. The density ratio
is ρ1/ρ2 = 1000 and the viscosity ratio is µ1/µ2 = 100 (such as for water (1) and
air (2)). The Reynolds number is Re = 200, with U = 0.01∆x/∆t and the Weber
number is We = 8000.
Earlier work [19, 20] indicates that the droplet spreading radius r should vary
with time as
√
2RUt during the splashing process (power law). To confirm this,
the dimensionless spreading factor (r/2R) is plotted versus the non-dimensional
time (Ut/2R) in Figure 2.2. Our numerical results are found to follow the power
law, except for a short time after the impact, which could result from the impulsive
start of the collision, which does not occur in experiments.
A further validation of our numerical results is performed for the impact of
a droplet on a thin layer of fluid by comparing with Lee et al.’s [8] numerical re-
sults, which were 2D. In our 3D model, a grid with 1024× 512× 2 points is used
in the numerical simulations, where the 2 points across the width are aimed at
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representing 2D conditions. The domain set-up is shown in Fig. 2.3; symmetry
boundary conditions are specified on the leftward and rightward boundaries, and
no-slip boundary conditions on the top and bottom walls; periodic boundary con-
ditions are specified along the third dimension. As in Lee et al., the density ratio
is set to ρ1/ρ2 = 1, 000 and the viscosity ratio is adjusted to µ1/µ2 = 40. The
Weber number is set to We = 8, 000, the droplet diameter is R = 60∆x, the layer
thickness is such that H/R = 0.25, and the impact velocity is U = .005∆x/∆t.
Four different simulations were performed for four different Reynolds numbers,
Re = 20, 100, 500, 2000.
Figs. (2.4, 2.5, 2.6) show the computed time evolution, for a few non-
dimensional times Ut/2R values, of the droplet shape after impact in the first
three cases, compared to Lee et al.’s [8] results. Overall, we observe a very good
agreement for all three configurations with Lee et al.’s results. In Figure 2.4, the
Reynolds number is low and deposition patterns occur. Viscous forces dominate
the initial phase of the impact and the droplet gently spreads on the surface with-
out splashing at all. Immediately after impact, a certain amount of the fluid 1
is trapped within fluid 2, and small bubbles are formed, due to effects of surface
tension. The smaller bubbles diffuse into fluid 2 and eventually disappear, after
they become smaller than the grid resolution, while the larger ones (Figure 2.4,
e/f) persist and advect with the flow.
In Figs. (2.5) and (2.6) the impact process occurs for higher Reynolds numbers
Re = 100, 500, for which droplet inertia is sufficient to overcome the viscous forces,
causing the creation of a finger of fluid 1 into fluid 2. This finger is not stable
and eventually breaks up into smaller droplets. This process, also referred to
as Rayleigh-Plateau instability, can be clearly observed in Figs. 2.5 and 2.6 (f),
whereas this instability was not observed in the work of Lee et al.
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Finally, results for a droplet impacting a fluid layer at an even higher Reynolds
number, Re = 2, 000, are shown in Fig. 2.7. Note that the method of Lee et al.
was not able to go beyond Re = 100 (based on the grid size they used), because
of the dependence of relaxation time on viscosity, which has been removed in the
current work.
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(a) Ut/2R = 0.0 (b) Ut/2R = 0.5
(c) Ut/2R = 1.125 (d) Ut/2R = 1.8
Figure 2.1: Time evolution of the 3D simulation of a droplet impacting a thin layer








Figure 2.2: Spread factor r/2R as a function of Ut/2R in the 3D simulation of a
droplet impacting a thin layer of fluid, for ρ1/ρ2 = 1000, µ1/µ2 = 100, Re = 200













Figure 2.3: Domain and parameter definition for the quasi-2D simulation of a
droplet impacting a thin fluid layer, following Lee et al. [8].
Figure 2.4: Time evolution in quasi-2D simulations of a droplet impacting a thin
fluid film for Ut/2R=0.0, 0.1, 0.2, 0.4, 0.8, 1.6. Re = 20, We = 8000, ρ1/ρ2 = 1000
and ν1/ν2 = 40; top: Lee et al.’s results [8], bottom: current LBM model.
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Figure 2.5: Time evolution in quasi-2D simulations of a droplet impacting a thin
fluid film for Ut/2R=0.0, 0.1, 0.2, 0.4, 0.8, 1.6. Re = 100, We = 8000, ρ1/ρ2 =
1000 and ν1/ν2 = 40; top: Lee et al.’s results [8], bottom: current LBM model.
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Figure 2.6: Time evolution in quasi-2D simulations of a droplet impacting a thin
fluid film for Ut/2R=0.0, 0.1, 0.2, 0.4, 0.8, 1.6. Re = 500, We = 8000, ρ1/ρ2 =
1000 and ν1/ν2 = 40; top: Lee et al.’s results [8], bottom: current LBM model.
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(a) Ut/2R = 0.0
(b) Ut/2R = 0.1
(c) Ut/2R = 0.2
(d) Ut/2R = 0.4
(e) Ut/2R = 0.8
(f) Ut/2R = 1.6
(g) Ut/2R = 2.4
Figure 2.7: Time evolution in quasi-2D simulations of a droplet impacting a thin
fluid film, for Re = 2000, We = 8000, ρ1/ρ2 = 1000 and ν1/ν2 = 40, using current
LBM model.
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2.3.2 Rising bubble in quiescent fluid
Here, we model the dynamic behavior of a 3D bubble of a light fluid (ρ2, ν2)
rising in a heavier fluid (ρ1, ν1), due to the buoyancy force. Although the LBM
simulation setup in terms of grid initialization and boundary conditions is straight-
forward, the flow structure around the bubble is quite complex and governed by
competing effects of viscosity, buoyancy, and surface tension forces. Several exper-
imental studies have been conducted to measure the rise and deformation of single
bubbles in a quiescent fluid [21, 22]. These showed that the bubble shape greatly
varies according to various flow regimes defined by non-dimensional parameters,
such as the Bond number Bo (also known as Eotvos number, the ratio of gravity















with the bubble terminal velocity U and diameter D, the gravitational acceleration
g, and the dynamic viscosity of the heavier fluid µ1. The terminal shapes of indi-
vidual rising bubbles were experimentally measured for a broad range of Reynolds
and Bond numbers [21], and can be categorized into three shape regimes: (a)
spherical, (b) ellipsoidal, (c) spherical cap. In the spherical regime, for small Bo
values, surface tension is dominant and prevents the deformation of the bubble to
occur under inertia and viscous forces; consequently, the shape of the bubble re-
mains (almost) spherical during its rise. When increasing the Reynolds and Bond
numbers, the contribution of surface tension gradually becomes less important as
compared to inertia, and the terminal shape of the bubble becomes ellipsoidal for
moderate Reynolds and Bond numbers (10 < Re < 500 and 10 < Bo < 100), and
spherical cap for high Reynolds and Bond numbers.
In our 3D LBM simulations, a spherical bubble of density ρ′2 = 1 and initial
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diameter D′0 = 32 is placed at one bubble diameter above the bottom of a domain
of size 4D′× 4D′× 8D′, filled with a fluid of density ρ′1 = 1000 (hence the ρ′1/ρ′2 =
1000); the fluid viscosity ratio is µ′1/µ
′
2 = 100, which approximates the air-water
case. Amaya et al. [23] reported that wall effects are negligible when a domain size
of 4D′ or larger in the radial direction is used. Also, the vertical domain size has
to be large enough to allow the bubble to adjust to its final steady shape during its
rise. The required distance of this to occur is different for each case and depends
on the Reynolds number, which directly controls the bubble rising velocity. For
cases up to Re ∼ 100, a domain of height 8D′ was found to be sufficient.
Initially, both fluids are stationary; free slip boundary conditions are pre-
scribed on the lateral sides of the domain and a bounce-back condition on the top
and bottom boundaries. Simulations are run for four distinct test cases (A to D)
with different Mo and Bo values. In Table 2.1, the terminal Reynolds number
is compared with experimental data and a reasonable agreement between numer-
ical and experimental results can be observed, but there are larger discrepancies
for case A. Similar larger errors for this case were reported in the work of Hua
et al.[24], which they interpreted as being due the extremely low rising velocity
leading to higher relative errors.
Test case Mo Bo Simulated Re Experimental Re Relative error on Re (%)
A 711 17.7 0.189 0.232 18.53
B 8.2× 10−4 32.2 55.1 54.6 1.26
C 266 243 7.51 7.77 3.34
D 43.1 339 17.74 18.3 3.06





2 = 100). Comparison of terminal Reynolds number between experiments [22]
and 3D-LBM numerical simulations.
The computed terminal shapes of the bubble for cases (A)-(D) are compared
in Table 2.2 to experimental results [22] and to independent numerical results [24].
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Table 2.2: Comparison of the computed terminal shapes of a rising bubble of fluid
2 into fluid 1, with the experimental results of [22] and the numerical simulations
of Hua et al.[24], for ρ′1/ρ
′





We see that our computed shapes agree very well with the reference data and that
spherical, ellipsoidal, and spherical caps have been formed depending on the case.
Figure 2.8 further shows the computed time evolution of the bubble shape
during its rise, for case (C). During the early stages of the simulation, buoyancy
forces are dominant and accelerate the bubble. As the bubble picks up speed,
viscous drag gradually changes its shape, bending it downstream. Eventually, the
terminal shape of the bubble is formed when buoyancy, surface tension, and viscous
force contributions are balanced.
Finally, in Figure 2.9, the computed bubble rising velocity as a function of
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time is compared to the numerical results of Hua et al. [24]. The agreement
between both sets of numerical results is very good.
(a) t∗ = 0 (b) t∗ = 4 (c) t∗ = 5
(d) t∗ = 8 (e) t∗ = 8.8 (f) t∗ = 10.4
Figure 2.8: Time evolution of a rising bubble of fluid 2 into fluid 1, for case (C),




















Figure 2.9: Rising bubble of fluid 2 into fluid 1: non-dimensional rising velocity
U∗ = u/
√
gD as a function of non-dimensional time t∗ =
√
g/Dt: 3D LBM results
(·); experimental results of [24] (—)
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2.3.3 Breaking wave
In this last application, we solve the demanding test case of a 3D breaking
ocean wave at an air-water interface. Earlier numerical simulations based on fully
nonlinear potential flow theory [25, 26] showed that a periodic sinusoidal wave of
large amplitude, with initial velocities specified from linear wave theory, is not
stable in a fully nonlinear model and rapidly overturns and breaks, when used as
an initial condition. This type of initialization has thus often been used to rapidly
create a breaking wave, when validating both single or multiple fluid NS models
[1]. To limit computational time, simulations typically assume spatial periodicity
in the the main flow direction. Hence, this problem is still quasi-2D in the vertical
plane, although 3D turbulent flow structures appear in the transverse direction to
that of wave propagation.
The initial velocity field and interface shape for a 2D linear wave of height H
in depth h, specified in a 3D domain, are given by [1] (with z denoting the vertical




















where σ = 2pi/T is the wave angular frequency, k = 2pi/L is the wave number
(Figure 2.10), and h∗ = h+ , where (y) = 0.08y is a small linear perturbation of
the seafloor geometry, denotes a perturbed depth used in the model for triggering
unsymmetrical flows and vortices in the transverse direction to the main flow, thus
ensuring that turbulent structures will rapidly develop at high Reynolds numbers
[1].
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Because the finest LBM mesh resolution (i.e., largest grid) achievable on a sin-
gle GPGPU in this application will not be fine enough to capture all the turbulent
scales, as in [1], we use a Large Eddy Simulation (LES) model as a subgrid scale
turbulence model. In LES, a spatial filter is applied to the velocity field, which
should be fine enough that the largest turbulent structures of the flow are not fil-
tered out [16]; in LBM-LES, ∆x is typically used as the filter length (see Krafczyk
et al. [28] for details). In the Smagorinsky LES model, a turbulent eddy viscosity
µT is added to the molecular viscosity µ for calculating total forces (viscous and
turbulent sub-scale forces) in Eq. (2.9), which is defined as,
µT = ρ(Cs∆x)
2‖S‖ (2.34)











Since in our LBM scheme, spatial derivatives of the velocity field have already been
calculated using Eq. (2.5), there is no need to recalculate them for computing the
strain rate tensor, which makes using a LES quite efficient in our model.
The key dimensionless flow parameters for the periodic breaking wave problem
are the Reynolds number, Re = ρwcL/µw, the density ratio, ρw/ρa, and the viscos-
ity ratio, µw/µa (where w and a denote water and air respectively). Dimensionless
wave parameters are the steepness H/L, which quantifies wave nonlinearity, and
the relative depth, h/L, which quantifies dispersive effects. In the following appli-
cation, the fluids characteristics are set to the properties of air and fresh water,
i.e., µw/µa = 55, ρw/ρa = 855 with ρw = 1000 kg/m
3 and µw = 10
−3 Ns/m2.
Lubin et al. [1] solved this problem with a 3D-NS-VOF model, using a LES
subgrid scheme, in a 250 × 25 × 75 grid in the x, y, and z directions (z denoting
the vertical direction), using a uniform grid size of 0.0004 m. In the following we
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compare results of our 3D-LBM model to the latter study, while assessing their
sensitivity to grid resolution. As in Lubin et al., we specify as initial condition
a steep sinusoidal wave, with H/L = 0.13 and h/L = 0.13 (i.e., an intermediate
depth wave). Based on linear wave theory, the wave celerity is c = 0.324 m/s
for a wave period of T = 0.308 s and a wavelength L = 0.1 m, which results in a
Reynolds number Re = 32, 400. Note that because of the short wavelength, surface
tension effects are expected to play a significant role in the interface dynamics. In
the LBM model, free slip boundary conditions are specified on the top and bottom
boundaries of the computational domain, and periodic boundary conditions are
applied on the four vertical sides (Figure 2.10).
We first solve the problem in a 256× 128× 64 LBM grid (i.e., with N = 2.1
million grid cells; referred to as “grid 1”), which has a resolution in the vertical
plane similar to that of Lubin et al. and is wide enough in the lateral direction
to ensure fully developed 3D turbulent flow structures. Then, to improve the
resolution of breaker jets and better match Lubin et al.’s results in the vertical
plane, we use a 512 × 64 × 128 LBM grid (i.e., with N = 4.2 million grid cells;
referred to as “grid 2”). This larger grid, however, is narrower (one-eight of the
length compared to half for grid 1) because of memory limitations on a single
GPGPU (owing to the 3 sets of LBM distribution functions and related physical
fields that need to be discretized), which will prevent fully turbulent structures
from developing in the transverse direction. A convergence study of breaker shape
to grid resolution, while maintaining a 4:1 ratio of horizontal to vertical grid size,
finally shows that a 400x100 resolution in the vertical plane is sufficient to obtain
converged breaker shapes. This allows increasing the width to a quarter the length,
yielding 400x100x100 cells (4 million), for a grid referred to as grid 3.






(a) Ut/D = 0
Figure 2.10: Definition sketch in the vertical plane (x, z) for the initial interface
profile of a large amplitude sinusoidal wave (left), used to initialize the 3D-LBM
domain (right).
Figure 2.11: Time evolution of a 3D breaking sinusoidal wave with initial char-
acteristics: H/L = 0.13 and h/L = 0.13, Re = 32, 400. Comparison of pre-
breaking surface profiles in the main vertical cross-section (y = 0; Figure 2.10), at
t/T = 0.17, 0.3, 0.38, and 0.46 (top to bottom) in : (left, right) 3D-LBM results
in grids 1 and 2, respectively; (middle) Lubin et al.’s 3D-NS-VOF results [1].
91
breaking occurs, computed in the middle lateral cross section (y = 0; Figure 2.10),
at four times t/T = 0.17, 0.3, 0.38 and 0.46 , in our 3D model for both grids
1 and 2, compared to Lubin et al.’s results [1]. As expected, the wave quickly
overturns and develops a plunging jet. The agreement of our results with Lubin et
al.’s results is good for both grids, although the shape of the plunging jet appears
to be in better agreement in the finest resolution grid 2.
To assess the convergence of LBM results with grid resolution, in Fig. (2.12),
we compare results of LBM simulations up to impact of the breaker jet on the
free surface, for 6 different grid resolutions, of which the first one is identical to
grid 2 and the second one has the same resolution in the vertical plane as grid
3: (1) 512 × 64 × 128 (N = 4.2 million); (2) 400 × 50 × 100 (N = 2 million); (3)
320×40×80 (N = 1 million); (4) 256×32×64 (N = 0.5 million); (5) 200×25×50
(N = 0.25 million); and (6) 128 × 16 × 32 (N = 0.066 million). All these grids
have a mesh ratio of 8:1:2, in order to study the convergence of the numerical
scheme in similar conditions (i.e., their width is one-eigth their length and their
height one quarter their length). Fig. (2.12) compares the computed air-water
interface geometry, in the main-cross-section (y = 0) of the 3D-LBM domain, for
clarity, only for four different resolutions (1, 2, 4 and 6). While large differences
are observed between the last 3 coarsest resolutions 2, 4 and 6, these differences
become quite small between the two finest resolutions 1 and 2. Hence, both grid 2
and 3, seem to ensure convergence on the breaker shape in the vertical plane. To
quantify convergence of the simulations, in the absence of detailed reference data,
we compute the L2 relative error norm of the air-water interface location between
results in the 5 coarsest discretizations (2-6) and those in the finest one (1; grid 2).
This error norm is plotted in Fig. (2.13) as a function of the resolution, expressed
as the number of grid cells in the x direction. Convergence clearly occurs and we
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see that it is approximately second-order in the log-log plot. [Note, however, while
the proof of convergence is conclusive in such a grid-to-grid comparison, the rate of
convergence is only indicative as one would have to use an independent converged
solution as a reference to accurately calculate it.]
Fig (2.14) shows details of the splash-up generation after the plunging jet
impacts the water surface. Our results for grid 1 and 2 are again compared with
those reported by Lubin et al. [1], at 6 different times. [Note that no times
were provided in Lubin et al.’s results, so we tried to find similar phases in our
computations to perform this qualitative comparison.] In all sets of results, after
the initial jet impact, a secondary rebound jet occurs while an air pocket is enclosed
in the water. Later on, the rebound jet also impacts the free surface, enclosing
an even larger air mattress in the process. While there are differences in the
details of the computed free surface shapes, which can be attributed to the different
free surface tracking/capturing methods, surface tension force computation, and
discretization, overall, our results in both grids are in good qualitative agreement
with those of Lubin et al. As for the pre-breaking results, however, we find that
the agreement is much better for grid 2 results. The converged shape of the initial
plunging jet was also much better modeled in this grid (Figure 2.12) and, as we
see, this applies to the subsequent splash-up and flow structures in the vertical
plane during post-breaking processes.
Finally, Figs. 2.15, 2.16, and 2.17 show snapshots of 3D-LBM results com-
puted in grids 1, 2 and 3, at eight different times, the first two being the same
(t/T = 0.38 and 0.46) as for the overturning free surface profiles shown in Fig-
ure 2.11, while the last six (t/T = 0.48 to t/T = 1) illustrating the wave breaking
and post-breaking decay processes up to one wave period, with the 3rd to 6th time















































(c) t = 0.48T
Figure 2.12: Convergence study for the case of Fig. 2.11. Geometry of the air-
water interface in the main cross-section (y = 0) for four different resolutions in a
grid with dimension ratios 8:4:1 and number of cells in the x direction: (1; blue;
grid 2) 512; (2; red) 400; (4; black) 256; and (6; green) 128.
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Figure 2.13: Case of Fig. 2.12. L2 relative error norm, between surface profiles
computed for resolution (1) and those for resolutions (2-6), as a function of reso-
lution in the x direction
Figure 2.14: Case of Fig. 2.11. Time evolution of a 3D overturning breaking wave
in the middle lateral cross section (y = 0; Figure 2.10). Comparison of details
of splash-up generation in the main vertical cross-section (y = 0; Figure 2.10) at
t/T = 0.48, 0.5, 0.52, 0.56, 0.64, 0.68 (top to bottom) in : (left, right) 3D-LBM
results in grids 1 and 2, respectively; (middle) Lubin et al.’s 3D-NS-VOF results
[1].
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(a) t/T = 0.38 (b) t/T = 0.46
(c) t/T = 0.48 (d) t/T = 0.56
(e) t/T = 0.64 (f) t/T = 0.68
(g) t/T = 0.85 (h) t/T = 1
Figure 2.15: Time evolution of a 3D periodic breaking wave for the same case as
in Figure 2.11, for grid 1 with 256× 128× 64 cells in the x, y and z directions.
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(a) t/T = 0.38 (b) t/T = 0.46
(c) t/T = 0.48 (d) t/T = 0.56
(e) t/T = 0.64 (f) t/T = 0.68
(g) t/T = 0.85 (h) t/T = 1
Figure 2.16: Time evolution of a 3D periodic breaking wave for the same case as
in Figure 2.11, for grid 2 with 512× 64× 128, in the x, y and z directions.
97
(a) t/T = 0.38 (b) t/T = 0.46
(c) t/T = 0.48 (d) t/T = 0.56
(e) t/T = 0.64 (f) t/T = 0.68
(g) t/T = 0.85 (h) t/T = 1
Figure 2.17: Time evolution of a 3D periodic breaking wave for the same case as
in Figure 2.11, for grid 3 with 400× 100× 100, in the x, y and z directions.
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previous results in vertical cross-sections, both the wave and breaking processes
are much better simulated (and resolved) in grids 2 and 3 than in grid 1. However,
as could also have been expected from the much larger width of grid 1 (four times
that of grid 2 and twice that of grid 3), for the same length to height ratio 4:1 in
all grids, the flow structure becomes much more 3D in grid 1, with larger turbulent
structures appearing in the transverse direction towards the end of the simulations.
While almost no turbulent structures appear in grid 2, however, grid 3 seems to
offer a reasonable compromise, with a good much of breaker shapes in the vertical
plane and some turbulent structures in the transverse direction.
More specifically, in the first two snapshots, while the wave is not broken yet
and hence is still fairly 2D in all grids, one can already see in grid 1 the appearance
of lateral flow perturbations triggered by the perturbation in seafloor bathymetry.
Later on, at t/T = 0.48 , 0.56 and 0.64, shortly after the plunging jet has impacted
the free surface, as in Figure 2.14, a sizable splash up jet is generated in all 3 grids,
but much more so in grids 2 and 3, which creates a secondary rebound jet, with
the enclosure by the plunging water jet of a cylindrical air cushion. At this stage,
the flow is still fairly laterally uniform, although some transverse instabilities are
clearly starting to grow, particularly in grid 1. Later on, in the last three snapshots,
the rebound jet impacts the free surface and the wave gradually dissipates. In
grids 1 and 3, the flow at this stage clearly becomes turbulent and 3D, with large
lateral variations. We also see sizable pockets of air enclosed in the water at a few
locations. In grid 2, however, lateral turbulence does not significantly develop and,
likely as a result of this quieter dynamics, the wave dissipates more slowly than in
grids 1 and 3. Clearly, one would need to use a finer lateral discretization in grid
2, to achieve a fully realistic simulation, with sufficient turbulence.
As indicated above, we find that grid 3 results offer a good comprise between
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the better resolved breakers of grid 2 and the more intense lateral turbulence
of grid 1. Nevertheless, all these simulations still lack the stronger splash up
seen in many observations of breaking ocean waves, with many water parcels
being ejected in the air and widespread air bubble generation in the water. The
likeliest reason for this is that our 3D-LBM discretization is not fine enough to
properly resolve such phenomena, due to the memory/grid size limitation when
using a single GPGPU. This could only be improved with a significant increase
in grid size, which would require implementing our numerical code on a large
GPUGPU-CPU cluster, where one could perhaps achieve on the order of 100
million grid cells (i.e., an improvement in resolution of nearly a factor of 3 in each
direction, as compared to grid 2). In view of the maximum of 4.2 million cells we
were able to achieve here on a single GPGPU, this would require using on the
order of 25 GPGPUs. As an indication, recent NS-VOF two-fluid flow simulations
by Lubin and Glockner [29], implemented on thousands of CPUs, have shown
that very fine flow structures can be resolved in breaking wave simulations, when
using tens of millions of grid cells. This extension of our 3D-LBM model to an
implementation on large GPGPU clusters, which is hardware already available,
will be left for future work.
2.4 Conclusions and Outlook
In this paper, we presented the development, numerical implementation and
validation of an efficient 3D Lattice Boltzmann model (LBM) for the simulation
of multiple-fluid flows with high density ratios, at high Reynolds number. This
model both extends our earlier 2D model [5] to 3D but, importantly, to high
Reynolds number flows. While some of the principles for our method were first
proposed by Inamuro et al. [9], we improved the method by using: (i) a 3D D3Q19
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lattice operator; (ii) a more accurate and rigorous formulation of body forces and
surface tension terms; and (iii) a new interface capturing method based on solving a
convection-diffusion Cahn-Hilliard equation. Additionally, our model relies entirely
on the LBM, using three different sets of LBM particle distribution functions for
solving (pressureless) Navier-Stokes (NS) equations, a Poisson equation for the
pressure field in order to correct the velocity field to satisfy mass conservation, and
the Cahn-Hilliard equation. This complete LBM approach makes our numerical
scheme particularly well-suited, and thus efficient, for an implementation on heavily
parallel GPGPU boards (NVIDIA TESLA 20170). Here, with an implementation
in double precision on a single GPGPU, we could achieve up to 20 NUPS for
discretizations of up to 4.2 million grid cells in the breaking wave application. The
latter simulation was run in a 512x64x128 grid for one wave period, or 101136
time steps, yielding a total computational time of about 6 hours. By contrast, the
simulation run in the 400x100x100 grid (4 million nodes) had a larger time step
and only took 3.5 hrs to compute one wave period.
To achieve higher NUPS values, the Poisson equation solution should be
further accelerated, since it must be performed at each time step and represents a
large fraction of the computing time. This could be achieved by using a multigrid-
type method, which would require smaller numbers of iterations to compute the
velocity field correction terms.
The new 3D LBM model was applied to the simulation of various benchmark
problems, for which numerical results were found to agree well with the reference
data in most cases; convergence of numerical results with grid size was also as-
sessed, for the demanding application of a breaking ocean wave. This latter case,
however, revealed the limitations of the present single GPGPU implementation
of the model, due to maximum grid size/resolution that can be achieved. This
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limitation could be overcome by implementing the model on multiple GPGPUs,
by way of a parallel MPI algorithm. Except for a small overhead in computational
time, due to communication and data exchange between various GPGPUs and the
CPUs, one would expect solving problems in larger grids in nearly the same total
time on a GPGPU cluster. For instance, the last application for a breaking wave
could be solved in a grid 25 times larger (110 million nodes; improvement by a
factor of nearly 3 in resolution) using 25 GPGPUs, perhaps in as little as 7 hrs of
computations (assuming a 15% overhead). This will be left for future work.
We will also note that the convergence and comparison study made for the
3D breaking wave application seemed to indicate that a finer discretization (per-
haps by a factor of 1.5-2 in each direction) is required in the 3D-LBM, to produce
results comparable to those of the 3D-NS-VOF model of Lubin et al. [1]. Indeed,
in their work, they used a 250x25x75 grid while our grids 2 and 3 that matched
their results in the vertical plane were 512x64x128 and 400x100x100, respectively.
Such differences in grid size, however, are to be expected. While they directly dis-
cretize and solve the NS equations, we solve a set of discrete Boltzmann equations,
whose solution converges to that of the NS equation. In doing so, we discretize
the LBM distribution functions and not the physical fields (i.e., velocity and pres-
sure). Nevertheless, we expect that the present efficient GPGPU implementation
of our 3D-LBM model, should achieve much smaller computational times, even
with larger discretizations, for similar accuracy.
On the basis of the present results, we are confident that the multi-GPGPU
implementation in combination with an acceleration of the pressure Poisson equa-
tion, would make our numerical model a powerful tool for simulating complex 3D
two-fluid flows, in order to explore new physics or solving complex engineering
problems, with high fluid density ratios at a high Reynolds number.
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Abstract
We perform Direct Numerical Simulation (DNS) of three-dimensional (3D)
turbulent flows in a rectangular channel, with a Lattice Boltzmann Method (LBM),
efficiently implemented on heavily parallel General Purpose Graphical Processor
Units (GPGPUs). The channel is made of two solid plates in between which the
fluid flows under the effect of a pressure gradient; spatial periodicity conditions
are specified in the two along-plate directions. After validating the method for
a single fluid, for standard boundary layer problems, we study changes in mean
and turbulent properties of particle-laden flows, as a function of particle size and
concentration. The problem of physical interest for this application is the effect
of water droplets on the turbulent properties of a high speed air flow near a solid
surface. To do so, we use a Lagrangian tracking approach for a large number of
rigid spherical point particles, whose motion is forced by drag forces caused by
the fluid flow; particle effects on the latter are in turn represented by distributed
volume forces in the LBM. Results suggest that, while mean flow properties are
only slightly affected, unless a very large concentration of particles is used, the
turbulent vortices present near the boundary are significantly damped and broken
down by the turbulent motion of the heavy particles, and both turbulent Reynolds
stresses and the production of turbulent kinetic energy are decreased due to the
particle effects. We also find that the streamwise component of turbulent velocity
fluctuations is increased, while the spanwise and wall-normal components are de-
creased, as compared to the single fluid channel case. Additionally, the streamwise
velocity of the carrier (air) phase is slightly reduced in the logarithmic boundary
layer near the solid walls.
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3.1 Introduction
The study of turbulent particle-laden flows is important for various fluid me-
chanics problems of scientific and practical interest. Such flows indeed frequently
occur in nature and in industrial applications, e.g., as a result of the release of
sea sprays in the lower atmospheric turbulent boundary layer above the ocean,
dust removal, pollutants in the atmosphere and the ocean. Although turbulent
particle-laden flows have been extensively studied in past two decades, the full un-
derstanding of the modifications they induce to turbulent properties is still lacking.
The complexity of such fluid flows and the numerous governing parameters that
must be considered in their numerical simulations, for instance, particle size and
mass fraction, Reynolds number, and particles collisions, make it a challenging
problem of which many aspects are still poorly understood and thus actively re-
searched.
The behavior of dispersed multiphase flows can be classified according to the
level of interactions between the carrier (fluid) and the dispersed (particle) phase.
The latter have been graphically illustrated by Elghobashi [1], in a diagram where
the different interactions that can be observed in such flows are represented in
terms of two parameters, the particle: (1) Stokes number St, which is the ratio of
particle response time τp, a measure of their inertia, normalized by the turbulence
time scale τe or the Kolmogorov time scale τK =
√
ν/ε (where ν is the fluid
kinematic viscosity and ε the rate of dissipation of turbulent kinetic energy).
and (2) volume fraction Φpv. In particular, Elghobashi indicates that, when
Φpv < 10
−6, the flow governs the particle trajectories, but the dispersed phase
has a negligible effect on flow turbulence: this is a case where the interactions
between the two phases are a one-way coupling only (i.e., from fluid to particles).
For intermediate volume fractions, ranging in 10−6 ≤ Φpv ≤ 10−3, the momentum
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transfer from the particles to the flow turbulence is large enough to alter the
turbulent structures [1]: this is a case where the interactions between the two
phases are a two-way coupling (i.e., from fluid to particles, and from particles to
fluid). In the case of very dense suspensions, when Φpv > 10
−3, strong interactions
(i.e., collisions) between particles become important, and the interactions are
called a four-way coupling (i.e., between carrier fluid and particles, and among
particles). While one-way and two-way coupled systems have been extensively
investigated, both numerically and experimentally [2], the four-way coupling
implies that the dynamics of droplets, such as break-up or coalescence, should
be taken into account, which represents a much larger computational challenge
than simply considering rigid particles, which is adequate for the first two less
dense cases. Hence, few studies have been devoted to this topic. Considering
our targeted application to water sprays in airflow, for which the particle volume
fraction will stay below the threshold for dense suspension, this latter case will
be considered outside the scope of the present work, which will be devoted to the
middle situation of two-way coupling.
In the following, we discuss some of the key findings of earlier work performed
for moderately dense suspensions. Rashidi et al. [3] experimentally studied wall
turbulence with polystyrene particle of various sizes. Results showed that the larger
particles enhance Reynolds shear stresses and also increase the number of wall ejec-
tions, while the smaller particles lead to opposite effects on the turbulent fields.
Squires and Eaton [4], in their two-way coupled direct numerical simulations of
isotropic turbulence, observed that heavy particles collect preferentially in regions
of low vorticity and high strain rate. Pan et al. [5] numerically investigated effects
of near-neutral density solid particles on a turbulent channel flow. They reported
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that particles smaller than the dissipative length scale reduce the turbulence in-
tensity and Reynolds stresses, whereas particles that are somewhat larger increase
intensity and stresses. Li et al. [6] numerically studied the behavior of particle-
laden gases in a small Reynolds number vertical downward channel flow. Effects of
particle-particle collisions are considered in their work.They reported that particle
feedback forces cause the turbulent structures to become more anisotropic as the
particle concentration is increased. For small mass fractions, the particles cause
an increase in the gas flow rate. Also, particles tend to increase the characteristic
length scale of the fluctuations in the streamwise components of velocity.
Most recently, Richter and Sullivan [7, 8] performed a series of direct nu-
merical simulations to highlight the role of sea sprays in the momentum transfer
between the atmosphere and the ocean. Sea spray droplets were modeled as heavy
inertial particles suspended in a turbulent airflow, and droplets were represented
by solid pointwise particles, whose individual trajectory was tracked over time in
a Lagrangian way. They reported that, for typical diameters of sea spray droplets
(typically between 10 µm and 1 mm), mechanical effects dominate over the ther-
mal effects. By studying the momentum budget, they introduced a “spray” stress,
which compensates for the decrease in Reynolds stresses by providing a feedback
effect on the turbulence. They showed that the drag coefficient based on the to-
tal stress remains almost unchanged in the presence of sea sprays, while the drag
coefficient based on the turbulent stress is reduced. Zhao et al. [9] also performed
two-way coupled direct numerical simulations of turbulent channel flows, with a
Lagrangian point particle approach. They pointed out that for sufficiently large
particle response times (a measure of the particle inertia that will be defined later),
the Reynolds shear stresses and the turbulence intensity in the spanwise and wall-
normal directions were attenuated, whereas velocity fluctuations were increased in
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the streamwise direction.
Here, similar to some of these recent studies, we perform direct numerical sim-
ulations to study in detail the impact of point particles on properties of turbulent
channel flows, in the particle mass fraction range that is relevant to the water (sea)
spray particles in a high velocity gas (air) flow. To do so, we implement and use a
three-dimensional Lattice Boltzmann Method (LBM) to solve Navier-Stokes (NS)
equations and use a two-way coupling approach, between particles and the fluid
carrier phase, in which the particle feedback forces are expressed as distributed
volume forces in the LBM. In particular, the effects of particle volume fraction
and size are studied on a series of mean and turbulent channel flow properties.
This article is organized as follows: the LBM used for solving the fluid flow in
the carrier phase is first described in section 3.2. The Lagrangian particle tracking
method is then explained in section 3.3. Results for a series of relevant simulations
are presented next in section 3.4 and conclusions and a discussion of the main
results are finally given in section 3.5.
3.2 Direct Numerical Simulation of fluid flows with a Lattice Boltz-
mann Method
A three-dimensional (3D) model based on the Lattice Boltzmann Method
(LBM) is used in this study for performing Direct Numerical Simulations (DNS)
of the fluid flow for the carrier phase in particle-laden flows. The LBM is used
here, because 3D-DNS on a large grid are computationally demanding problems
that require using High a Performance Computer (HPC) platform and for such
problems the LBM can be very efficiently implemented on heavily parallel General
Purpose Graphical Processing Units (GPGPUs) [10, 13]. Instead of solving the
macroscopic NS momentum equations, LBM models solve discretized mesoscopic
Boltzmann equations, which are collision-propagation equations, for fluid particles
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moving on a regular lattice. It can be shown that for sufficiently small values of
space and time steps, Mach (Ma) and Knudsen (Kn) numbers, the LBM solution
converges to that of the NS equations. The Boltzmann equation thus governs
particle distribution functions, f(x, t, ξ), which specify the probability of finding
a fluid particle at position, x at time t, with particle velocity ξ [11, 12]. The
fundamental Boltzmann equation reads,
∂f(x, t, ξ)
∂t
+ ξ · ∂f(x, t, ξ)
∂x
+B · ∂f(x, t, ξ)
∂ξ
= Ω (3.1)
where B denotes the external body forces. The left hand side of the Boltzmann
equation is of advection type, while the right hand side contains the collision
operator Ω, which describes the interaction of particles.
3.2.1 LBM governing equations
For flows in a continuum, with a low Knudsen number, discretized velocities ei
are introduced to yield a model of reduced computational cost. In this discretized
formulation, a particle is only allowed to move from a given grid (lattice) point, in
a limited number of directions and for specific distances. With these assumptions,
Eq 3.1 transforms into a set of discrete Boltzmann equations,
∂fi(x, t)
∂t
+ ei · ∂fi(x, t)
∂x
+B · ∂fi(x, t)
∂ei
= Ωi (3.2)
In this work the so-called D3Q19 regular sub-lattice model is used for the dis-
cretization of the velocity space around one grid point (Fig. 3.1). The discrete
velocities ei for this model are (i = 0, ..., 18) [13],
ei = c.

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Figure 3.1: D3Q19 sub-lattice model used in the present LBM, where the blue
vectors indicate the 18 possible vectors of motion (both direction and length) for
a particle to move on the lattice according to Eq. (3.2).
where c = ∆x/∆t is the lattice speed, with ∆x the regular lattice space step and
∆t the time step, which usually takes a value of unity. This means that a particle
with velocity c will travel one lattice grid cell over one time step.
A finite difference discretization in space and time over a grid cell yields the
Lattice Boltzmann (LBM) equation,
fi(x+ ei∆t, t+ ∆t) = fi(x, t) + ∆tΩi + ∆tBi (3.4)
where Bi represents the discretized effects of body forces Bα in Eqs. (3.2,3.22).
Following Buick and Greated [14] the latter can be expressed as Fi = wiρ0 eijBj/c
2
s,
where cs = c/
√
3, is the speed of sound, and wi is lattice weight factor, which for











Eq. 3.4 may be split up into a collision step, during which the particle distribution
functions change from equilibrium state due to the collision of the particles, and a
propagation step, where the evolved particle distribution functions are moved to
the respective neighboring grid points.
f¯i(x, t) = fi(x, t) + Ωi + ∆tBi Collision step (3.6)
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fi(x+ ei∆t, t+ ∆t) = f¯i(x, t) Propagation step (3.7)
For the collision operator, a so-called multiple relaxation time (MRT) has
been used instead of the more widely used single relaxation time (SRT) collision
operator, which is not stable for high Reynolds number flows [12]. In the MRT
model, the particle distribution functions are transformed into moment space be-
fore relaxation. The moments m = Mf are labeled as,
m = (ρ, e, , jx, qx, jy, qy, jz, qz, 3pxx, 3pixx, pww, piww, pxy, pyz, pxz,mx,my,mz) (3.8)
and denote the mass density m0 = ρ, the part of the kinetic energy independent
of density (m1 = e), the part of kinetic energy square independent of density and
kinetic energy (m2 = ), and the momentum (m3,5,7 = jx,y,z); m4,6,8 = qx,y,z are
related to heat fluxes, m9,11,13,14,15 are related to the symmetric traceless viscous
stress tensor, m16,17,18 are third-order moments and m10,12 are two fourth-order
moments [15, 16].
The collision operator for MRT reads,
Ωi = M
−1S(Mf −meqi ) (3.9)
M is the transformation matrix from distribution functions to moment space (m =
Mf and f = M−1m) and is given in [16]; meqi are the equilibrium moments given
115
by,
















y = ρ0uy (3.11)
meq7 = j
eq











y − u2z), meq13 = peqxy = ρ0uxuy (3.13)
meq14 = p
eq




xz = ρ0uxuz (3.14)
meq2,4,6,8,10,12,16,17,18 = 0 (3.15)
where ρ0 is a constant reference density and ρ is the variable density. The velocities
are derived from the represented momenta: uα = jα/ρ0. S is a diagonal matrix
given by,
S = diag(0, sa, sb, 0, sc, 0, sc, 0, sc, sd, se, sd, se, sd, sd, sd, sf , sf , sf ) (3.16)
with sd = −∆t/τ , where τ is a relaxation time computed as a function of the fluid








Parameters sa, sb, sc, se, sd, sf can be chosen freely in the range of [-2 0]. For the
D3Q19 MRT model, d’Humieres et al. [16] set these relaxation rates for optimal
stability to,
sa = −1.19 sb = −1.4 sc = −1.2 se = −1.4 sf = −1.98. (3.18)
These values will be used here.







p = ρc2s (3.20)
It can been shown with a Champan-Enskog expansion that the LBM solution



















+ ρBj +O(∆t2) +O(Ma2) +O(Kn2) (3.22)
3.2.2 Boundary condition on solid walls
To simulate the no-slip conditions at a solid boundaries in the LBM, we specify
a so-called “bounce-back” boundary condition, which requires the fluid velocity to
be zero at stationary walls. Bounce back on link is used in this work, which gives a
second-order of accuracy in space for straight walls [17]. In this scheme, the wall is
placed half way between two lattice nodes and the calculation is only performed for
nodes inside the domain. After the propagation step, the unknown particle distri-
bution functions are set equal to the opposite post collision distribution functions
at the same node (see Fig. 3.2),
fi(xb, t+ ∆t) = f¯i¯(xb, t) (3.23)
3.2.3 Definition of parameters for DNS of turbulent channel flows
The computational domain used in the 3D-LBM model for the DNS of turbu-
lent channel flows is sketched in Fig 3.3. Although no gravity will be used in the
present applications, the effect of gravity will be simulated in future work No-slip
boundary conditions are specified along the lower and upper wall boundaries in









next to the wall
Figure 3.2: No-slip boundary condition at solid walls: sketch of LBM bounce back
on link scheme.
Lz = 2δ. Periodic boundary conditions are specified in both the streamwise (x)






Figure 3.3: Sketch of computational domain for 3D-DNS LBM modeling of turbu-
lent channel flows.
Next, we specify the grid resolution, in the form of the space step ∆x, as a
function of the desired Reynolds number. Near the wall, two important standard




















where δ, as defined above, is half of channel width. Here, to compare with earlier
seminal work on DNS of single fluid channel flows, we use Reτ = 180 in all the
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applications. Additionally, we found that this value was nearly the lowest possible
Reynolds number that can be used to achieve turbulent conditions, which will
allow using the largest possible domain on a given GPGPU.
According to Kim et al. [19], one of the requirements to achieve turbulent DNS
is that the grid resolution be fine enough to resolve the smallest length turbulent
scales. In particular, grid size should be on the order of the Kolmogorov length
scale, which is estimated to be twice the viscous length scale, ηK ' 2δν ; one also
defines η+K = ηK/δν ' 2 (where the superscript + denotes a quantity normalized by
the viscous layer scale). In turbulent channel flows, the grid resolution should be at
least equal to the normalized Kolmogorov length scale in the vertical (wall normal)
direction. We therefore impose the normalized grid resolution to be ∆z+ = η+K = 2
in our configuration. The grid resolution in the other directions does not need to
be as small as the Kolmogorov length scale. However, LBM models normally use
regular lattices, where time, space and velocities are uniformly discretized in all
directions, i.e., ∆x+ = ∆y+ = ∆z+. As a result, in the present case, the flow
is over-resolved in the horizontal directions, while being appropriately resolved in
the wall-normal direction [20]. This situation can be improved upon by using a
varying grid resolution in different directions, as will be attempted in future work.
It should be pointed out that in the LBM, the length, time, and mass scales
are usually defined in non-dimensional lattice units. Here, the symbols L, T and
M are defined to characterize the length, time and mass scales, respectively, used
in the lattice units. In particular, the grid spacing ∆x = 1L is set to unity in
lattice length scale and time step ∆t = 1T to unity in lattice time scale. Thus,
lattice speed c = ∆x/∆t is equal to 1 L/T in lattice unit. Though the LBM is for
incompressible flows (Ma value lower than 0.3) the Mach number must be specified
as a parameter. The Mach number of the present simulations will be based on the
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mean centerline velocity in the channel flow, which is the maximum mean velocity
in the simulation. The speed of sound is cs = c/
√
3 = 0.577L/T in lattice unit.
Hence, to yield a low mean Mach number Ma = 0.2, the mean centerline velocity
was set to U0 = 0.115L/T in lattice unit. The standard theoretical velocity profile




ln(Reτ ) + A (3.27)
with A = 5.5 and κ = 0.4,which can be used to express the relationship between
centerline and friction velocity as, U+0 = U0/uτ .
In the applications, given the Mach and friction Reynolds number values, we
get the mean velocity U0, and Eq. (3.27) can be used to calculate the friction
velocity. For Ma = 0.2 and Reτ = 180, the friction velocity obtained from this
equation is, uτ = 0.00622L/T in lattice unit. With ∆x = 1L, and the minimum
requirement ∆x+ = 2, the viscous length scale is set to, δν = 0.5L. Then, the
kinematic viscosity of the simulation can be computed from the definition of the
viscous length scale (Eq. 3.25); here, we find, ν = 0.00311L2/T , which based on
Eq. (3.17) yields the relaxation time in LBM simulations, τ = 0.5093T .
Based on the friction Reynolds number definition Eq. (3.26), we find the half
width between walls to be δ = 90L. Hence, the total number of lattice nodes in the
wall normal direction z is 2δ/∆x = 180 (Fig. 3.4). Note, from the implementation
of the bounce back on link boundary condition, the first nodes next to the wall
are placed at 0.5∆x(∆x+ = 1) away from the wall. Due to the limitation of using
a single GPGPU memory (here 6Gb) in the numerical solution, the maximum
lattice grid size that could be achieved was, 260× 260× 180 (12.2 million nodes),
in the x, y and z directions, respectively, which corresponds to a domain size of
(2.9δ, 2.9δ, 2δ).






















Figure 3.4: Sketch of half the computational domain in the wall-normal direction
z, using the bounce back on link boundary condition. Total number of nodes for
the half channel is δ/∆x = δ
velocity in Eq. (3.24), where the fluid reference density in lattice unit is ρ0 =
1ML−3. For the selected parameters, we find, τw = 3.87×10−5ML−1T−2. Finally,
the mean pressure gradient required to force the fluid flow balances this wall shear
stress integrated over the wall, and can thus be computed simply from a force
balance (considering there are two walls),
τw = −δ ∂p
∂x
(3.28)
This yields a pressure gradient, ∂p/∂x = 4.30× 10−7ML−2T−2. In the LBM, this
pressure gradient is actually implemented as a body force (as part of the Bi term),
as if the mean flow was forced by the x component of gravity, −∂p/∂x = ρgx.
To summarize, the main parameters used for this DNS of turbulent channel
flows in the 3D-LBM model, without particles, are (in lattice units):
• the viscous length scale δv = 0.5L,
• the friction velocity uτ = 6.22x10−3L.T−1,
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• the kinematic viscosity ν = 3.11x10−3L2.T−1,
• the friction Reynolds number Reτ = 180.
3.3 Modeling of particle-laden flows
3.3.1 Key physical concepts
Here we perform the DNS modeling of turbulent channel flows, for a homo-
geneous fluid of density ρf , kinematic viscosity ν, and velocity uj (using index
notation; j = 1, 2, 3), in the presence of a dispersed phase made of a large number
of small spherical particles, of density ρp and velocity vj (here we assume ρp  ρf ).
Such flows were described by Maxey and Riley [23], who introduced the following
assumptions that will also be made in our study:
• Particles are spherical with diameter dp and volume Vp = pid3p/6, i.e., for
simplicity, no shape effects are considered.
• Particles are smaller than the Kolmogorov length scale, i.e., dp  ηK .
• Particles are rigid, i.e., no deformation is allowed and their diameter remains
constant.
• The particle Reynolds number is small: Rep = dp|uj−vj |ν < 1, so that Stokes
law of drag applies to compute their drag force.
Here, because the ratio of densities between the (water) “particles” and the
fluid (air) is large, the particles are referred to as, heavy. For such cases, as a
first-order, the force Fpj exerted by the fluid on the particles, and vice versa, will
be assumed to result only from the drag contribution. Hence, added-mass and lift
effects are neglected. In this case, the equation of motion of each particle of mass




= (ρp − ρf )Vp gj + Fpj. (3.29)
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The time derivative in this equation is a material derivative, following the particle
motion. The external forces applied on each particle, in the right hand side, are
weight minus buoyancy and drag forces. The latter is based on the instantaneous




CDAp ρf (uj − vj) | uj − vj |, (3.30)
where Ap = pid
2
p/4 is the particle cross-section and CD(Rep) is the drag coefficient.





Combining Eqs. (3.30) and (stokes) we find the drag force applied by the fluid on
each spherical particle located at xpj,
Fpj = 3pidp νρf (uj − vj), (3.32)
which, by reaction, is also the force applied to the fluid by each particle at the
same location.
In the absence of gravity, which is an assumption also made in this work, the







with aj the particle acceleration. Combining Eqs. (3.30) and (3.33), the particle












where τp is a new time scale referred to as particle response time.
The particle response time is the key characteristic time scale of multiphase
flows and physically represents the time necessary for the dispersed phase to re-
spond to fluctuations in flow velocity [1]. The larger τp, the more inertia the
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particles will display. To the limit, when τp is very large, the particle inertia is so
large that they behave like ballistic projectiles with their trajectory being nearly
unaffected by the fluid flow. By contrast, when τp is close to zero, particles act as
passive tracers for the flow, because they have so little inertia that they are able to
freely follow the fluid motion, everywhere in the domain. In the present context,
we will see that the magnitude of τp is a crucial factor for determining the behavior
of the dispersed phase, by comparing it to a typical time scale of the turbulent
flow.
In the following, we further discuss the key dimensionless parameters that
govern fluid flows with a dispersed phase made of point particles, i.e., the : (1)
particle Stokes number St; (2) particle volume fraction Φpv; (3) fluid-particle den-
sity ratio ρf/ρp; and (4) particle Reynolds number Rep. The first two parameters
are the two most important ones identified by Elghobashi [1], and the fourth one
was already discussed above.
(1) Particle Stokes number This parameter, defined as the ratio of the particle
response time to the characteristic time scale of the turbulent flow, expresses the
interactions between the turbulence structures and the dispersed phase. Several
definitions of the Stokes number can be found in the literature, for DNS on wall-
bounded turbulence, which usually differ in the selected time scale of the flow.
Indeed, the Kolmogorov (turbulent) time scale τK and the viscous time scale τν =













A review of the computational fluid dynamics literature indicates that, in the
past 30 years, StK has been more widely used to characterize interactions between
particle motions and flow structures, mainly because it applies to both isotropic and
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wall-bounded flows, making it a more “universal” parameter. However some recent
studies have questioned its relevance for channel flows, in which the dissipation
rate is not constant in the wall-normal direction, since ε is larger near the walls.
This implies a smaller Kolmogorov time scale near the walls, for a constant fluid
viscosity, than at mid-channel width. Howewer, because it is hard to accurately
quantify the variation of the dissipation rate across the channel width, most studies
have used the time scale calculated at mid-channel width and assumed that it
remains unchanged across the channel. By contrast, the viscous time scale does
not present this problem as it does not depend on the distance from the wall, since
the friction velocity is calculated from the wall stress and the fluid density. Hence,
for wall-bounded turbulent flows, it appears more relevant to compare the particle
response time to the viscous time scale, rather than to the Kolmogorov time scale.
For instance, Richter and Sullivan [7, 8] and Zaho et al. [9] used St+ in their recent
studies.
Particle volume fraction The volume fraction, Φpv, quantifies how much of
the dispersed phase is present in the flow. It is defined as the ratio of the volume







where Np denotes the number of particles and Vf the fluid volume. Alternatively,
the particle mass fraction can be used to specify the global concentration of parti-
cles in the flow. In a similar way to the volume fraction, it is defined as the ratio of













where Dρ is the the density ratio discussed below.
As discussed in the introduction, our work focuses on cases with intermediate
volume fractions, 10−6 ≤ Φpv ≤ 10−3 corresponding to a two-way coupling between
fluid and particle motions. This is the relevant regime to describe interactions
occurring between the lower atmospheric turbulence and sea spray droplets at the
ocean surface (Elghobashi [1]). In this regime, the particle suspension is not so
diluted as to prevent particles from affecting flow turbulence or so concentrated
that particles would strongly interact with each other (e.g., collisions, coalescence,
break up).
Density ratio This is the ratio of the dispersed phase (particles) density over








When considering the forces applied by the carrier fluid onto the dispersed phase,
the density ratio helps sorting out forces that can be neglected form those that
are relevant to the problem (Maxey and Riley [23]). For instance, as seen in
Eq.(3.38), the particle inertia characterized by the particle response time, becomes
predominant when Dρ is very large. In our targeted application, the density ratio
is on the order of 1000, which means that particles can be qualified as heavy. In
applications, the value of Dρ will remain unchanged unless specified otherwise.
3.3.2 Numerical algorithm for particle tracking and volume forces
This algorithm solves the particle equation of motion (3.34) by first-order
finite difference (owing to the very small time steps), to compute the velocity vj






(utj − vtj) +O(∆t2). (3.39)
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where the particle velocity is obtained from Eq. (3.39) and the acceleration is
obtained from Eq. (3.34).
As this is a Lagrangian time integration following each particle trajectory, the
flow velocity uj must be computed at each particle instantaneous location. In the
LBM model, however, velocities are only available at lattice nodes, which requires
interpolating the velocity field. To do so, we use the accurate and efficient tricubic
interpolation scheme of Lekien and Marsden [24]. Once identified the grid cell
in which the particle resides, the method interpolates velocities from neighboring
lattice nodes. Because this is a regular lattice, a single set of coefficients (64× 64
matrix) is computed and repeatedly used in the interpolations, which saves both
time and computational resources. In applications, to reduce computational time,
particles are released in the fluid flow, once the latter is fully established (i.e.,
with proper turbulent structures). In this initial stage, particles are uniformly
distributed and given the flow velocity at their release location.
The two-way coupling between the fluid and particle phases is operated in the
LBM model by way of the volume force term Bj in Eq. (3.22). For a given lattice
cell of volume Vc containing Mp particles, the total volume force per unit mass
exerted in the xj direction is expressed as the opposite of the sum of all the drag
forces applied to the particles, as,





with Fpj the drag force given by Eq. (3.32) for a single particle. In the LBM
model, the contribution Bj to the body force is uniformly distributed to the lattice
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nodes that are the vertices of the considered cell.
To summarize, in this particle-tracking/volume force approach, five steps are
taken at each time step:
• the tricubic interpolation of the fluid velocity uj to find its value at the
particle positions xjp,
• the computation of the particle velocities vj from the fluid velocity field using
Eq. (3.39),
• the time integration to find the new position of each particle using Eq. (3.40),
• the computation of the forcing terms Fpj using Eq. (3.32) and contribution
Bj using Eq. (3.41), and its distribution to the affected LBM nodes,
• updating the fluid velocity after taking into account the feedback effect of
















Figure 3.5: Validation of turbulent channel flow simulations. Mean streamswise
velocity: KMM (solid-blue line), case A (dotted-black line), case B (dashed-blue
line), case C (dashed-red line).
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Figure 3.6: Validation of turbulent channel flow simulations. Reynolds shear
stress −u′u′, normalized by the wall shear velocity: KMM (solid-blue line), case A
(dotted-black line), case B (dashed-blue line), case C (dashed-red line).
3.4 Results
3.4.1 Validation of turbulent channel flow simulations
Before modeling particle-laden turbulent channel flows, we first assess the
accuracy and convergence of LBM results for a single fluid phase by solving the
case, already parameterized above, corresponding to the reference DNS study of
Kim et al. [19] (KMM). Because they used a variable grid in their finite volume
model, KMM solved the flow in a larger channel, 8δ × 4δ × 2δ, while in our case,
when solving for particle motions, the memory limitation of using a single GPGPU
yielded a maximum size 2.9δ× 2.9δ× 2δ (260× 260× 180 lattice nodes; referred to
as case A). Larger sizes/grids, however can be solved in the absence of particles.
Thus, to investigate the convergence of flow fields towards KMM’s results, we
ran three DNSs for a single fluid, using varying grid sizes, while maintaining the
distance between walls to 2δ as in KMM. Besides case A, we modeled a larger
channel in case B, with dimensions of 3.9δ × 3.4δ × 2δ (350 × 300 × 180 lattice
nodes; 18.9 million), which is about the largest size achievable on one GPGPU
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Figure 3.7: Validation of turbulent channel flow simulations. Root-mean-square
velocity fluctuations normalized by the wall shear stress, : KMM (solid-blue line),
case A (dotted-black line), case B (dashed-blue line), case C (dashed-red line).
without particles, and finally the largest grid in case C, with 6.7δ × 3.4δ × 2δ
(600 × 300 × 180 lattice nodes; 32.4 million), for which we used two GPGPUs.
Note, this single attempt at using 2 GPGPUS is only applicable to single fluid flows,
and this model has not yet been extended to particle-laden flows, for which the
management of particles moving between GPGPU regions and flow interpolation
is much more complicated.
Figures 3.5, 3.6, and 3.7 show the mean streamwise velocity, normalized
Reynolds stresses, and root-mean-square velocities computed for cases A, B, C,
respectively in comparison to KMM’s results. While differences for the mean
streamwise velocity are quite small for all cases, for the turbulent properties, as
should be expected LBM results obtained in the larger domains B and C are in
better agreement with KMM’s benchmark study, with case C results having nearly
converged to those of KMM. Even for case A, however, results are in reasonable
agreement with KMM’s results, which will allow using this case for studying ef-
fects of the dispersed particle phase on turbulent flow properties, particularly since
this will be based on comparing results with and without particles, for the same
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domain (case A). Clearly, however, more accurate results would be obtained for
larger grids, which all require using several GPGPUs for the particle-laden flow
simulations as well. This will be left for future work.
3.4.2 Turbulent particle-laden flow simulations
As explained above, these simulations are performed in the grid case A. Four
non-dimensional parameters have been previously identified, that govern the dy-
namics of turbulent particle-laden flows. In the present simulations, we kept the
flow Reynolds number and particle density ratio constant, while varying the con-
centration (mass fraction) and size (Stokes number) of particles. Table 3.1 sum-
marizes the different cases that were simulated. Numerical results for each case
will be presented and discussed in the following sections. Figures will be presented
as a series of curves corresponding to the various cases, obtained first by varying
the mass fraction (at constant Stokes number), and then by varying the Stokes
number (keeping the mass fraction constant). Line codes in figure legends will be
kept identical throughout and are listed in Table 3.2.
Case Np Φpm St
+ dp (µm) d
+
p
Clean channel 0 - - - -
I 6× 105 0.25 10 26 0.104
II 4.6× 104 0.10 30 45 0.18
III 1.2× 105 0.25 30 45 0.18
IV 2.3× 105 0.5 30 45 0.18
V 2.3× 104 0.25 90 78 0.312
VI 985 0.25 720 220 0.88
VII 1,980 0.5 720 220 0.88
Table 3.1: Turbulent particle-laden flow simulations. Particle properties for seven
different DNSs, using Re = 180 and Dρ = 1000. The particle diameter d
+
p has
been normalized using the viscous length scale.
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3.4.3 Mean and r.m.s. flow velocity
The effects of particles on the turbulence can be observed on the mean stream-
wise velocity of the carrier fluid across the channel width, shown in Fig. 3.8 in
semi-log scale and in Fig. 3.9 in linear scale. In the presence of particles, the mean
flow velocity decreases in the logarithmic region and near the center of the channel





















Figure 3.8: Turbulent particle-laden flow simulations. Mean streamwise velocity
(log scale), normalized by the friction velocity. Left: as a function of increasing
mass fraction: cases II, III, IV (St+ = 30); Right: as a function of increasing
Stokes number: cases I, III, IV, VI (Φm = 0.25).
DNS runs Case Color, symbol
Baseline Clean channel black solid line
Effects of concentration
II blue dot line
III blue solid line
IV blue dash line
Effects of particle size
I blue dot line
III blue solid line
V blue dash line
Effects of large particles
VI red solid line
VII red dash line
Table 3.2: Turbulent particle-laden flow simulations. Line codes in figure legends






















Figure 3.9: Turbulent particle-laden flow simulations. Same results as in Fig. 3.8
in linear scale.
More specifically, for particle-laden flows, the mean velocity profiles are all
found to be below the baseline profile from z+ ≈ 20 (i.e., beyond the viscous wall
region) to the center of the channel, while they remain very close to the clean
channel profile near the wall. In the case where the mass fraction increases from
0.1 to 0.25 and then to 0.5 (left panels), a consistent decrease of the velocity can be
noted, with the largest difference occurring for case IV. The right panels indicate
that the discrepancy with the baseline (clean channel) is largest for case I (i.e.,
the smallest particles) and is reduced for the larger particles. The impact nearly
disappears for case VI (St+ = 720,Φpm = 0.25). This suggests that the smaller
particles (for the particle size range investigated) are more effective in modifying
the mean profile, given a constant mass fraction. Among all the cases, the case IV
(St+ = 30,Φm = 0.5) shows the most impact on 〈u〉.
Next, Fig. 3.10 shows the root-mean-square of turbulent velocity fluctua-
tion components computed across the channel. This is the primary statistics of
turbulence, where effects of particles can be easily observed. In general, the pres-
ence of particles increases the streamwise turbulence intensities, while reducing
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the spanwise and the wall-normal components. For increasing particle concentra-
tion, the streamwise fluctuations are larger relative to the baseline of the clean
channel. The increase is non-monotonic, however, and happens mainly outside the
viscous sublayer, after the maximum of the fluctuations has been reached (around
z/δ ≈ −0.9). The spanwise and wall-normal fluctuations noticeably drop across
the channel width, as compared to the baseline, and the maximum of each curve
is displaced further away from the wall. The disparity with the clean channel be-
comes more pronounced when a larger number of particles is dispersed in the flow.
For increasing Stokes number, the streamwise velocity fluctuations are higher than
for the clean channel, though the difference is negligible for the case VI. The en-
hancement of the streamwise fluctuations is particularly evident for cases III and
V. Dampening of the y- and z- fluctuation components can be seen in all cases.
Moreover, case I with the smallest particles displays an interesting behavior: the
curves for vrms and wrms start at the wall between cases III and V, but end up
crossing the curves beyond the viscous wall region.
Overall, we may conclude that there is a global effect of Φpm and of St
+
on the lower-order statistics of turbulence, though the underlying mechanisms of
turbulence modulation may be different whether St+ or Φpm are changed in the
DNS runs. According to Zhao et al. [9], it is thought that the inertia of particles
may play an important role in modifying the low-order moments of turbulence,
at any concentration. The attenuation of the wall-normal fluctuations, combined
with the enhancement of the streamwise turbulence intensities, has a profound
impact on many aspects of turbulent channel flows.
3.4.4 Streamwise force balance
One way to verify that the two-way coupling approach is correctly imple-
mented in the LBM model is to compute a stream-wise force balance between
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Figure 3.10: Turbulent particle-laden flow simulations. Root-mean-square velocity
fluctuations. Top: streamwise, middle: spanwise, bottom: wall-normal. Left:
increasing mass fraction, right: increasing Stokes number. See Fig. 3.8 for details
of cases. 135
the feedback volume force, which is included in the LBM equation, as a result of
momentum exchanged between the fluid and the dispersed phase and other com-
ponents of the momentum balance, in the stream wise x direction. Once we verify
that the conservation of momentum is satisfied, we can focus on understanding
the particles’ role in the global force balance. The “mean” operator (denoted by
the angle brackets) here refers to results that are both spatially averaged in the
streamwise lattice direction and time averaged over the simulation.
In the case of the clean channel, the force balance consists of the mean viscous



















Note that while many studies examine the stress balance and compute the viscous
and Reynolds stresses in turbulent Poiseuille DNS, examining the force balance
is more relevant in the case where particles are dispersed in the computational
domain. We emphasize that both formulations are equivalent, and we can relate




and τR = −ρf〈u′w′〉.
In the case of particle-laden flows, the force balance becomes:
FV + FR + Fp =
∂〈p〉
∂x
, with Fp = ρf 〈B1〉. (3.43)
where B1 denotes the x-component of the particle feedback volume force computed
with Eq. (3.41).
Figure 3.11 shows the repartition of the various forces for channel flow simula-
tions, as a function of the normalized distance from the wall. [Note that the legend
in this figure differs from that of the previous plots.] The first plot corresponds
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to the clean channel case, where we see that the sum of the viscous and Reynolds
forces nearly exactly compensate the mean pressure gradient applied to the flow
(within a small numerical error). This shows that there are no sink or source of
momentum in the channel flow DNS, confirming the accuracy of the LBM solution.
The second plot illustrates the repartition of the forces among viscous, Reynolds,
and particle feedback forces, for cases II, III and IV (for increasing particle con-
centration), while the third plot shows a similar family of curves, for cases I, III,
and V (for increasing Stokes number). The last plot, on the lower right, shows
the force components, for the case with the largest concentration of particles (case
IV).
As expected, for the clean channel case, the absolute value of the viscous
force is maximal in the viscous layer [18], and reaches zero beyond the buffer layer
(z+ ≈ 30). The Reynolds force has an opposite sign to the viscous force, and
balances it by reaching the value of the mean pressure gradient at the point where
viscous effects vanish away from the wall. The effect of an increasing particle mass
fraction on the force balance can be seen in the second plot, in the upper right
corner: inside the viscous sublayer the magnitude of both the viscous force and the
Reynolds force progressively decreases, while the particle force 〈B1〉 increases at
the same time, and gradually more the larger Φpm. A small discrepancy between
the sum of the forces and the mean pressure gradient is observed near the wall,
which is likely due to the treatment of the no-slip boundary condition in the LBM
(bounce-back scheme). Similar observations can be made in the third plot (lower-
left) for the forces and force balance for the case of an increasing Stokes number.
Again, the magnitude of the forces are smaller than for the clean channel case.
However, the evolution of the forces is non-monotonic: the curves for case I are
found to be in between cases III and V (Reynolds force) and case V (viscous
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force). The lesser impact of particles is seen for case VI (not plotted here), which
is expected since it corresponds to the smallest amount of particles. In both cases
(second and third plot), besides the numerical artifact near the wall, it is clear
that the force balance is well satisfied across the channel width in the presence
of dispersed particles, thus confirming the relevance and accuracy of the proposed
LBM-DNS approach for two-way coupled particle-fluid problems.
Additional observations are that the Reynolds force decreases faster than the
viscous force near the wall for increasing mass fraction or Stokes number. On the
other hand, for cases II, III and IV, the locations of the particle force maxima
are closer to the wall than the maxima of both FV and FR, which indicates that
the particles impact the turbulence mainly close to the wall, rather than in a
homogeneous fashion over the whole domain. While the particle force magnitude
can reach up to five times that of the mean pressure gradient, it remains very
localized in the domain. Outside the viscous sublayer the particle force is small
but remains finite, and reduces the Reynolds force accordingly. Lastly, the fourth
plot in Fig. 3.11 on the lower right shows the mean particle force component
variation across the channel for Case IV. As expected, 〈B1〉 in the streamwise
direction provides the maximum contribution while 〈B3〉 is zero everywhere. It is
interesting to note that 〈B2〉 is not zero near the wall, but its magnitude is much
smaller than that of 〈B1〉.
From Fig. 3.11, we may conclude that regardless of their size or concentration,
small inertial particles allowed to interact directly with the carrier fluid impact the
distribution of the forces by dampening the Reynolds force (across the channel)




























−6 Averaged particle force, case IV
z+
Figure 3.11: Turbulent particle-laden flow simulations. Average force balance in
streamwise direction: clean channel (upper left); varying mass fraction (upper
right: case II-blue, III-green, IV-red); varying Stokes number (lower left: case I-
blue, III-green, V-red); and particle force components for case IV (lower right).
Legend for first 3 plots: viscous force FV (solid line), Reynolds force FR (dash
line), particle feedback force Fp (dotted line), pressure gradient ∂〈p〉/∂x (black
thin horizontal line marked at at -4.34x10−7ML−2T−2), and sum of all forces (red
starred line). Legend for last plot: 〈B1〉 (solid line), 〈B2〉 (dash line), 〈B3〉 (dash-
dotted line).
3.4.5 Production and dissipation of mean TKE
Zhao et al. [9] investigated particle effects on the mean turbulent kinetic
energy (TKE) budget of particle-laden fluid flows, focusing on the energy transfer
between the fluid and the particle phases and on the dissipation rate in the wall
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turbulence. This budget is based on a conservation equation that can be derived
























with k = (1/2)〈u′iu′i〉 the mean TKE, in which there are 7 terms, from left to
right, the mean TKE: (1) time rate of change, (2) pressure transport, (3) turbu-
lent transport, (4) viscous diffusion, (5) production, (6) dissipation rate, and (7)
particle production.
For a statistically stationary turbulent channel flow, the mean TKE is con-
served and its time rate of change, which is expressed in the left-hand-side of Eq.
(3.44) by a material derivative, corresponding to the sum of a local rate of change
and the advection of k by the mean flow, must be equal to zero. Since gravity
has been neglected in this work, buoyancy does not intervene in the mean TKE
balance. Here, we are mainly interested in the repartition of mean TKE among
production terms and the dissipation rate. We will denote the mean TKE produc-
tion by P , particle production by Pp and dissipation rate by ε. In wall-bounded




Figure 3.12 plots P , Pp and ε across the channel width, for cases I to VI, with
the clean channel results being shown as a baseline. The left-side figures represent
cases II, III and IV with increasing mass fraction; due to particle feedback effects
particles, we see a reduction of the TKE mean production and the presence of a
non-zero production term Pp. The magnitude of the dissipation rate also decreases
with increasing mass fraction. The top and bottom panels show that the particle
production is small compared to the TKE production, and negative across the
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channel width for the cases III and IV. The fact that Pp becomes negligible for
case II is due to the very low concentration of particles dispersed in the flow.
The right-side figures represent cases with increasing Stokes number; we see that
particles of various diameters impact in a different and complex manner the TKE
production and dissipation terms, although both the production and dissipation
terms are reduced in the presence of particles. The impact is much smaller however
for case VI (St+ = 720,Φpm = 0.25) which has a very small number of number
of particles. We also see that the particle production term changes sign for some
cases, being mostly negative for cases I and III, then positive across the channel
width for case V, and finally nearly zero for case VI, where as indicated, very few
particles were dispersed in the flow (like in case II).
To summarize, the introduction of many small particles in a turbulent channel
flow modifies the TKE budget across the channel width, in the wall-normal direc-
tion, although change is not monotonic and varies depending on values of the mass
fraction and Stokes parameters. The fine turbulent flow structures that influence
the TKE production and dissipation are further discussed in the next section.
3.4.6 Turbulent coherent structures
It is commonly accepted in the wall turbulence research community that tur-
bulence appears in the flow as organized structures, spanning several length and
time scales [25]. According to Adrian [26], wall turbulence is characterized by
the presence of packets of hairpin vortices and associated quasi-streamwise vor-
tices (QSV) near the walls. Such turbulent structures, which are referred to as
coherent because they persist for a long time in the flow, have been extensively
studied both experimentally and numerically. In particular, a mechanism for gen-
erating QSVs in a turbulent channel flows was suggested by Zhou et al. [27].
They argued that the turbulent boundary layer contains a large number of hairpin
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Particle term for Phi=0.1,0.25,0.5











Particle term for St=10,30,90,720
Figure 3.12: Turbulent particle-laden flow simulations. TKE production and dis-
sipation terms, across the channel width. Top: P , middle: ε, bottom: Pp. Left:
cases with increasing mass fraction, right: cases increasing Stokes number. See
definitions in Table 3.2.
142
vortices, aligned in the streamwise direction as coherent packets. Although they
first studied the evolution of a single idealized symmetric hairpin vortex, they also
investigated asymmetric hairpin vortices and concluded that QSVs generated from
asymmetric structures occurred more often singly and rarely as counter-rotating
pairs of equal strength. Zhou et al. added that asymmetric vortex generation was
more frequently observed experimentally in turbulent boundary layers. Jeong et
al. [28] investigated the role of near wall coherent structures in turbulent channel
flows and proposed a model with overlapping and alternating-sign QSVs, as the
dominant near-wall coherent structures (Figure 3.13). Note, similar to KMM’s
study, the convention used in this figure for the coordinates is that the y-direction
corresponds to the wall-normal direction.
Figure 3.13: Schematics of an array of quasi-streamwise vortices (QSV) (from
Jeong et al. [28]).
Figure 3.14 shows instantaneous snapshots of streamwise velocity u from a
side view (x− z), as well as the second component of vorticity ωy (rotation around



































































Figure 3.14: Turbulent particle-laden flow simulations. Instantaneous snapshots
of: (up-left) streamwise velocity u for the clean channel, (up-right) streamwise
velocity for case IV, (bottom-left): vorticity ωy (rotation around y direction) for






with ijk being the 3rd-order antisymmetric unit tensor. For channel flow turbu-














(2wi+2,j,k + wi+1,j,k − wi−1,j,k − 2wi−2,j,k)
− 1
10∆z
(2ui,j+2,k + ui,j+1,k − ui,j−1,k − 2ui,j−2,k), (3.45)
Snapshots in Fig. 3.14 clearly capture the dominant turbulent structures in
the computational domain. In particular, for the clean channel flow, the pattern
of vorticity seen in the lower left corner figure matches the locations of slower
streamwise velocity in the upper left corner plot. Comparing these simulations to
the schematics of Jeong et al. [28] in Fig. 3.13, suggests that the structures of
positive and negative vorticity ωy indeed correspond to QSVs, or more generally
to turbulent coherent structures. In the upper left corner plot, the enforced no-
slip boundary condition results in a thin blue layer near each wall, where the
streamwise velocity u ≈ 0. Conversely, the velocity is maximum near the center
of the channel. The upper right plot shows, for particle laden flows, the striking
absence of the coherent structures near the walls, as well as a reduction of the
velocity at the centerline of the channel. Vorticity in the lower right plot is also
significantly reduced, except for a few traces of negative vorticity near the walls. It
is evident that the major effects of small inertial particles in the flow is to dampen
the turbulent coherent structures near the boundaries of the channel.
Patterns observed for the streamwise velocity and QSVs are further investi-
gated in Fig. 3.15 where left-side plots are for the clean channel and right-side
plots are case IV particle-laden flow. The upper plots show the streamwise veloc-
ity u observed from a top view (x− y plane) at a small distance from the channel
bottom wall, while the lower plots show u at the mid-channel width. The scale
of velocity at the channel center (from 0.1 to 0.12) takes into account the fact
that the velocity at the center of the channel has a large mean value and smaller








































































Figure 3.15: Turbulent particle-laden flow simulations. Snapshots of velocity fluc-
tuations in horizontal (x−y) planes. Clean channel flow (left plots), case IV (right
plots)
structures near the wall are drastically modified by the particles. The vortices
present in the clean channel flow are weakened under the action of particles, lead-
ing to less low-speed regions near the wall. In the lower plots the effects of particles
on turbulent structures are less obvious, other than the fact that the mean velocity
is slightly reduced.
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3.5 Summary and conlusions
In this work, we efficiently implemented, on a heavily parallel GPGPU board,
a 3D-LBM model for DNS of turbulent particle-laden flows and used it to simulate
and study a variety of channel flow turbulent properties, as a function of various
mass fractions, numbers, and sizes of particles.
We first validated the fluid-only model by simulating turbulent boundary layer
flows, in a periodic channel with two solid walls without particles, and comparing
results to those of the reference paper by Kim et al. [19]. We concluded that,
despite using a smaller computational domain in the wall-parallel directions than
normally necessary to resolve all the turbulent eddies, our results were in good
agreement with KMM’s results, in particular for statistics of turbulent fields (e.g.,
mean velocity, normalized Reynolds stresses). In the absence of particles, larger
computational domains were used on a single GPGPU and even larger using two
GPGPUs, that showed a clear convergence of LBM towards KMM’s results. In the
presence of particles, the LBM grid has to be smaller on the single GPGPU and
clearly this is a limitation of present simulations. Future work could extend the
simulation of particle-laden flows to multiple GPGPUs. Nevertheless, this valida-
tion study confirmed that turbulent flow properties were adequately simulated in
the selected model grid, particularly in the across wall boundary layer direction, to
allow us accurately study particle effects on turbulent properties and structures.
Hence, next, we explored the effects of having a dispersed phase made of many
small inertial particles in turbulent channel flows. Once particles were properly
dispersed in the flow, we performed several DNS runs by varying the particle
concentration and size (i.e., the mass fraction: Φm, and the viscous Stokes number
St+). Overall, compared to the clean channel, these DNSs showed that effects
of particles are to reduce the mean streamwise velocity, turbulent structures and
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intensity near the walls, and spanwise and wall-normal velocity fluctuations, while
accentuating streamwise turbulent intensities and velocity fluctuations.
The momentum conservation and force balance were computed as well. In
the clean channel case, the Reynolds and viscous forces compensate each other,
so that their sum equals the mean pressure gradient applied to sustain the mean
flow. With particles (cases I-VI), feedback force appears in the force balance, and
a new force distribution takes place: both the Reynolds and viscous forces are
much lower than in the clean channel case, while the particle force progressively
increases for larger mass fractions and decreases for larger Stokes number (since
a lower number of particles is required to reach the given mass fraction of 0.25
for cases V and VI) . Additionally, the turbulent kinetic energy (TKE) budget, as
well as the mean-shear production, dissipation rate and particle production were
evaluated. The particle production is usually small relative to the flow production
term, and can change sign depending on the particle size (cases I and III: Pp < 0,
case V: Pp > 0, case VI: Pp ≈ 0). Both P and ε are found smaller than for the clean
channel case, in all six cases studied with particles, implying that the general effect
of particles on turbulence is to reduce its production and attenuate the dissipation.
Finally, we investigated the interactions between the turbulent coherent structures
and the dispersed phase. From the various snapshots of instantaneous velocity and
vorticity, we may argue that the coherent structures (quasi-streamwise vortices and
sweeps) are weakened near the channel walls in presence of particles.
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APPENDIX A
Chapman-Enskog expansion for pressure-less NS equations
Here, we verify that the mesoscopic evolution Eq. (1.21), with the equilibrium
distribution functions defined in Eqs. (1.28) to (1.31), converges to the macroscopic
“pressureless” NS equations of motion (1.33), by applying the Chapman-Enskog
multiple-scale expansion. The latter first performs a Taylor series expansion of the
left hand side of the LB Eq. (1.21) in space and time, yielding (for i = 0, ..., 8),









with the expansion parameter  = ∆t being small compared to the macroscopic













with the following multiple-scale expansion for the time derivative,





where t0 denotes the “slow” (macroscopic) time and t1 is the “fast” time.
Substituting the latter two equations into Eq (A.1) and sorting out terms in




























+O (3) , (A.4)
where gi(x, t) has been subtracted and τ
′
g = τg/∆t. Matching 1st and 2nd orders
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According to the definitions of the zero-th and first moments of gi in Eqs. (1.25)










i eiα = 0, (A.8)





























With the definition of g
(eq)
i in Eq. (1.25), this yields,
∂αu
∗
α = 0, (A.11)
which is the incompressible mass conservation Eq. (1.14) (i.e., continuity equa-
tion).


























































i from Eq. (A.5) into Eq. (A.15) we find,
Π
(1)
αβ = −τ ′g
b∑
i=0
eiαeiβ (∂t0 + eiγ∂γ) g
(eq)
















and, using Eqs. (A.9) and (1.28),
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(1)
































Finally, substituting Eqs. (A.11) and (A.13), we have,
Π
(1)


















































































is O (Ma3), in Mach number Ma (with































To recover the NS momentum equation, we multiply Eq. (A.20) by  = ∆t and

































































































which, using continuity equation, is identical to Eq. (1.32), excluding the body
forces, which are directly added to Eq. (1.34).
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APPENDIX B
Chapman-Enskog expansion for Cahn-Hilliard equation
By applying a procedure similar to that in Appendix A to Eq. (1.42), we
obtain,

























on the O () scale and the O (2) scale, respectively.












α = 0 (k = 1, 2, ...) . (B.3)
Taking the zeroth-order moments of Eqs. (B.1) and (B.2) and using Eqs. (1.43)-
(1.45) yields,
















∂β∂t0 (φuβ) + ∂α∂β (Γµφδαβ + φuαuβ)
}
= 0. (B.5)
From Eq. (B.4) we have,
∂t0∂t0φ+ ∂α∂t0 (φuα) = ∂t0 (∂t0φ+ ∂α (φuα)) = 0, (B.6)





























Multiplying Eq. (B.8) by ∆t and adding it to Eq. (B.4), we get,















∂t0 (φuβ) + ∂α (φuαuβ)
}
. (B.9)
For low Mach number flows, the last term can be neglected, since it has a small
magnitude and is multiplied by the small parameter ∆t, so that we finally get,
∂tφ+ ∂α (φuα) = M∇2µφ, (B.10)











Chapman-Enskog expansion for pressure Poisson equation
Here, the Chapman-Enskog multiscale expansion procedure is applied to the
Lattice Boltzmann equation for solving the pressure Poisson equation (1.38), which
reads,





(hni − h(eq,n)i )−∆t wi(∇.u∗(t)), (C.1)
where τ ′h = τh/∆t. Again we apply a Taylor series expansion to the left hand side,
yielding,
hni (x+ ei∆t, t+ ∆t) = h
n






2 (∂t + eiα∂α) (∂t + eiβ∂β)h
n





and expand the particle distribution function with  = ∆t being small compared






































































































i = 0 (k = 1, 2, ...) ; (C.9)




















) = −∇.u∗, (C.11)
and, given
∑
wi = 1 and
∑







+ Π(1) − 1
2
∂t0 (∇.u∗) = 0, (C.12)
where the scalar Π(1) is defined as,
Π(1) =







by using (C.9) we have,
Π(1) =








Fom Eq. (C.6) we have,
h
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∂t0 (∇.u∗) = 0 (C.18)














where we neglected 1
2
∂t0 (∇.u∗), as compared to larger zero-th order terms.
Now, if ∂tp
n+1 → 0, then Eq. (C.19) becomes the diffusive Poisson Eq. (1.37)
provided,


















Chapman-Enskog expansion to LB equations for solving multiphase
flow with high density ratio and high Re number flows to retrieve
Navier Stokes equation
Here we apply Chapman-Enskog expansion to verify that the mesoscopic evo-
lution Eq. (2.4), with the equilibrium distribution functions defined in Eqs. (2.5-
2.8), converges to the macroscopic ”pressureless” NS equations of motion Eq. (2.3).
It should be mentioned that the below properties of the D3Q19 lattice scheme
have been used in deriving the equations in this section,
b∑
i=0
wi = 1 (D.1)
b∑
i=0













s(δαβδγζ + δαγδβζ + δαζδγβ) (D.5)
b∑
i=0
wieiαeiβeiγeiζeiγ = 0 (D.6)
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The zeroth-, first-, second- and third-order moments of equilibrium distribu-








































































The Taylor series expansion in space and time of the left hand side of LB Eq.
(2.4) yields,









with the expansion parameter  = ∆t being small compared to the macroscopic










with the following multiple-scale expansion for the time derivative,





where t0 denotes the “slow” (macroscopic) time and t1 is the “fast” time.
Substituting the latter two equations into Eq (D.11) and sorting out terms in
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where gi(x, t) has been subtracted and τ
∗
g = τg/∆t. Matching terms of 1st and
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According to the definitions of the zeroth- and first-order moments of gi in










i eiα = 0, (D.18)













with the definition of g
(eq)
i in Eq. (D.7), yields,
∂αu
∗
α = 0, (D.20)
which is the incompressible mass conservation Eq. (2.2) (i.e., continuity equation).
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αβ = −τ ∗g
b∑
i=0
eiαeiβ (∂t0 + eiγ∂γ) g
(eq)












































































which can be simplified to,
Π
(1)





























where continuity equation Eq. (2.2) has been used in the last term. Using chain


















with, from Eq. (D.22),
∂t0(uβ) = −∂γ(Π0βγ) (D.31)





































































































































































β) from the above equation into Eq. D.36 results in,
Π
(1)






















































































































































































































































To recover the pressureless NS momentum equation, we multiply Eq. (D.37) by
166








































































































































































































































is O (Ma3), in Mach num-
ber and, hence, can be neglected. The terms ∂α∂t0
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contain the small parameter k multiplying
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are on the order of ∆t2 and can be eliminated.
























which is identical to Eq. (2.3) without viscous forces, gravitational force and
pressure gradient. The effects of viscous and gravitational forces are added as
body forces to the LB scheme as proposed in Guo et al. 2002.
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APPENDIX E
Lattice Boltzmann method with non-uniform grid
This section is based on the article ”On the Finite Difference-Based
Lattice Boltzmann Method in Curvilinear Coordinates, Renwei, Mei and Wei
Shyy, Journal of Computational Physics,Volume 143, Issue 2, 1998, Pages 426-448”
Lattice Boltzmann Method is based on Boltzmann equation which had been
derived in 1872 by Ludwig Boltzmann. The Boltzmann equation governs particle
distribution function f(x, t, ξ), which specifies the probability to find a particle of







The left hand side of the Boltzmann equation is of advection type, while the
right hand side contains the collision operator Ω, which describes the interaction
of particles.
For continuum flows with low Knudsen numbers, discretized velocities ei may
be introduced in order to obtain a model with reduced computational costs. A
particle is only allowed to move in the limited number of directions and specific








In this work the D3Q19 model is used for the discretization of the velocity
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space (Fig. 3.1). The discrete velocities ei for this model are (i = 0, ..., 18):
ei = c.

0 1 -1 0 0 0 0 1 -1 1 -1 1 -1 1 -1 0 0 0 0
0 0 0 1 -1 0 0 1 -1 -1 1 0 0 0 0 1 -1 1 -1
0 0 0 0 0 1 -1 0 0 0 0 1 -1 -1 1 1 -1 -1 1

(E.3)
where c is called particle speed in lattice. A finite difference discretization in
space and time on a grid leads this equation to
fn+1i = f
n
i −∆tei.∇hfni + ∆tΩi (E.4)









































p = cs2ρ (E.10)
It can been shown with Champan-Enskog expansion that the solution of Lattice
Boltzmann Method converges to the incompressible Navier-Stokes equation.
For the discretization of the spatial gradient .∇ for the general curvilinear
coordinate ξ , we can use procedure below :































where hx = dx/dξ, hy = dy/dη and hz = dz/dγ.
Finite difference calculation
Central finite difference is easy to implement but for the flow with high Re
number could produce artificial wiggles and make the simulation unstable. On
the other hand the upwind FD often is stable but could lead to high numerical
dissipation which could change the physics of the flow particularly for high Re
number flows. Therefore for calculation of the gradient a mixed of central and






















[3fi(ξβ + ∆ξβ, .)− 4fi(ξβ −∆ξβ, .) + 2fi(ξβ − 2∆ξβ, .)] eiβ≥0
−1
2∆ξβ
[3fi(ξβ + ∆ξβ, .)− 4fi(ξβ + ∆ξβ, .) + 2fi(ξβ + 2∆ξβ, .)] eiβ<0
(E.15)
Validation
In Fig. (E.1), two dimensional Poiseuille flow using non uniform grid has been
shown and profiles of normalized velocity component are compared with analytical
profile.
Figure E.1: Poiseuille flow,blue lines current result, red line, analytical profile
In Fig. (E.2) an unsteady Couette flow velocity profile is shown. The velocity
profile converges to linear profile as expected.
Cavity flow simulation results are shown in Fig. (E.3). In this simulation
Reynolds number Re = 400 based on lid velocity and cavity height. Profiles of
normalized velocity component u through the geometric center of the cavity at Re
= 400 is compared to result of Lee et al. 2001.
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Figure E.2: Velocity profiles at different times of unsteady Couette flow and the
computational mesh














Figure E.3: Profiles of normalized velocity component u through the geometric
center of the cavity at Re = 400 circle-result of Lee et all 2001 blue line-current
result
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