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We consider a line with noise in the simplest case. Loss does not add noise [1]. Amplification via
phase insensitive amplifiers do add noise. A lower bound of this capacity is the quantum analog to
the Shannon capacity of a linear channel with additive white Gaussian noise, namely the difference
of the Von Neumann entropy of the signal plus noise at the output of the line and the entropy of
the noise alone. We show that this expression is indeed the capacity for the case of an amplifier
with infinitesimal gain G = 1 + ǫ, and for a cascade of an amplifier with arbitrary gain and a large
loss, such that the overall gain of the cascade is infinitesimal.
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There are few channels whose quantum capacity is
known. One is the lossy channel, whose capacity has
been shown in ref. 1 to be equal to the capacity of a loss-
less channel with the same average number of photons.
The result of the lossy channel shows that the loss does
not introduce any effective noise to the transmission of in-
formation, in the sense that the capacity is only limited
by the average number of received photons, no matter
what the average number of photons before transmission
was. The next step is the case the quantum equivalent
of a noisy channel. The simplest noisy channel is classi-
cal information theory is a channel with additive white
Gaussian noise (AWGN) [2].
One of the most known and celebrated Shannon result
is the expression for the capacity of such channel with
a constraint of an assigned average energy of the signal.
Shannon showed that the capacity is attained for a Gaus-
sian distribution of levels, and is the difference of the en-
tropy of the received signal plus noise minus the entropy
of the noise alone. This result is valid only for a spe-
cific channel, namely a linear channel with additive white
Gaussian noise. The quantum analogue of a channel with
AWGN is a channel with a linear phase insensitive am-
plifier. Like the classical counterpart, the capacity of
such a channel has be conjectured to be again the differ-
ence of the Von Neumann entropy of the received signal
corrupted by the amplified spontaneous emission (ASE)
noise of the amplifier when the input state is Gaussian
distributed, minus the Von Neumann entropy of the ASE
noise alone. This conjecture has been proven if the class
of input states is constrained to classical input states and
Gaussian states [3].
In this note, we give an alternative proof of the con-
jecture for the known case of classical and Gaussian in-
put states. In addition, we directly prove the conjecture,
without constraining the class of input states, for the
cases of an amplifier with infinitesimal gain, and for a
cascade of an amplifier with arbitrary gain and a large
loss, such that the overall gain of the cascade is infinites-
imal. This means that the local minima of the rate of en-
tropy production for an arbitrary input state discussed
in [4] are in the case of infinitesimal gain either all ze-
ros of the Lagrange equations or they have larger rate of
production of entropy of the zeros.
HOLEVO INFORMATION OF AN IDEAL
LOSSLESS CHANNEL
Let us begin our analysis assuming that coherent states
are transmitted. The Holevo information is
χ = S(ρ)−
∫
d2α
π
p(α)S(|α〉〈α|) = S(ρ), (1)
where
S(ρ) = −〈ρ log(ρ)〉 = Tr [ρ log(ρ)] . (2)
Let us assume that [1]
p(α) =
exp
(−|α|2/N)
N
, (3)
such that
ρ =
∫
d2α
π
exp
(−|α|2/N)
N
|α〉〈α|. (4)
The density matrix (4) is that of the ASE from a phase
insensitive amplifier [5] and vacuum state input. The
entropy (2) may be evaluated using the convenient de-
composition of ρ,
ρ =
∑
m
∑
n
|m〉〈m|ρ|n〉〈n|. (5)
Using
〈α|n〉 = exp
(
−|α|
2
2
)
α∗n√
n!
, (6)
into (4) and defining α = Reiφ we have
〈m|ρ|n〉 =
∫
exp
[−(N + 1)R2/N]
N
×Rm+nei(n−m)φ 2RdRdφ
2π
. (7)
2Performing the integral, we obtain
〈m|ρ|n〉 = N
n
(1 +N)n+1
δm,n, (8)
hence (5) becomes
ρ =
∑
n
Nn
(1 +N)n+1
|n〉〈n|. (9)
The density matrix (4) is diagonal in both coherent state
and number state basis. Using the above expression, it
is easy to show that the von Neumann entropy is
S(ρ) = g(N), (10)
where
g(x) = (x+ 1) log(x+ 1)− x log x
= log(1 + x) + x log (1 + 1/x) , (11)
this being a well known result dating back to the work of
James P. Gordon in the early sixties [6, 7]. The second
term in (1) is obviously zero because proportional to the
entropy of a pure state, hence we have the final result [1]
χ = g(N). (12)
HOLEVO INFORMATION OF A CHANNEL
WITH A PHASE INSENSITIVE AMPLIFIER
Assume now that we want to transmit on an ampli-
fied channel. An ideal phase sensitive amplifier can be
described by a unitary operator, so that the capacity of
such a channel is the same as the ideal lossless channel,
Eq. (12). Let us therefore concentrate on phase insensi-
tive amplifiers. The density matrix at output of a phase
insensitive amplifier with gain G (or with average ASE
photons G− 1) with the coherent state input |α〉 is
ρ(α) =
∫
d2α′Pamp,G(α
′ −
√
Gα)|α′〉〈α′|,(13)
Pamp,G (α) =
exp
[−|α|2/(G− 1)]
π(G− 1) . (14)
Defining the displacement operator [8]
D(α) = exp
(
αa† − α∗a)
= exp
(−|α|2/2) exp (αa†) exp (−α∗a) , (15)
we obtain
ρ(α) = D(
√
Gα)ρASE(G)D
†(
√
Gα), (16)
where
ρASE(G) =
∫
d2α′Pamp,G(α
′)|α′〉〈α′|, (17)
is the density matrix corresponding to ASE alone, i.e.
to a vacuum state at input. Notice that D†(α) is a
unitary operator (a rotation in Hilbert space) because
D†(α)D(α) = 1.
If the input is ASE-like as given by Eq. (4) we have
ρout =
∫
d2α
π
exp
(−|α|2/N)
N
ρ(α)
=
∫
d2α
π
exp
[−|α|2/(GN +G− 1)]
GN +G− 1 |α〉〈α|
= ρASE(NG+G). (18)
A comparison with (4) and (10) shows that the entropy
of the amplified state is
S(ρout) = g(NG+G− 1), (19)
which tends to g(x) ≃ log(1+x) + 1 for x≫ 1. We need
now to compute the entropy of the state at the amplifier
output when the input is a coherent state α, described
by the density matrix ρ(α). The state is described by
(14). For every α, the state distribution is obtained by
that corresponding to a vacuum state at input by the
application of the unitary operator D(
√
Gα). Since the
application of a unitary operator to a quantum state does
not change the entropy, we have
S[ρ(α)] = g(G− 1). (20)
The Holevo information χ can be written immediately in
this case,
χ(G) = g(NG+G− 1)− g(G− 1). (21)
If we define the average output signal photon number
Nout = NG and the average output ASE photon number
NASE = G− 1 we may write
χ = g(Nout +NASE)− g(NASE). (22)
Expression (22) was conjectured by J. P. Gordon in 1964
[7] and is more general than (21), as it may be easily
shown to be as well valid when there is loss together with
gain in the line connecting the transmitter to the receiver.
The results (21) and (22) is similar to the Shannon result
for the capacity of a classic channel corrupted by AWGN
[2]: the channel capacity is equal to the entropy of the
signal corrupted by noise less the entropy of the noise
alone, that is the entropy of the line output corresponding
to zero signal, i.e. a vacuum state, input. This suggests
that, in this case, the Holevo information may be also
the capacity.
Let us prove this statement for (21) for simplicity, but
the result can be easily shown in the most general case of
(22). So, the first term maximizes the entropy because
for a fixed average input (hence output) photon number,
the output Bose-Einstein distribution maximizes the en-
tropy, for any choice of input states. On the other hand,
3the second term, the conditional entropy, is a minimum,
if a coherent state input minimizes the output entropy
of a phase insensitive amplifier, for any choice of input
states. If this second statement is true in general, then
the information rate (21) is also the capacity.
CLASSICAL AND GAUSSIAN INPUT STATES
Let concentrate the analysis on Eq. (21) for simplicity,
but the results can be easily shown in the most general
case of (22). If the transmitted states have a positive
Glauber-Sudarshan P -representation
ρ0 =
∫
d2αP (α)|α〉〈α|, (23)
the output is
ρ =
∫
d2αP (α)ρ(α), (24)
and the entropy is
S(ρ) ≥
∫
d2αP (α)S [ρ(α)] = g(G− 1), (25)
where we used the concavity of the entropy [9], holding
because of the positive-definiteness of P (α) insured by
the classical nature of the state, together with (14) and
(20). So, if we restrict the input states to classical states,
(21) is the capacity.
The class of states can be extended to all non-classical
input states that give an amplifier output that can be ob-
tained by applying a unitary transformation to the out-
put of a phase independent amplifier with gain G′ ≥ G
and a classical state input. This is because a) for clas-
sical states inputs the minimum entropy output is given
by the vacuum state, b) unitary transformations do not
change entropy, and c) the function g is an increasing
function of its argument.
This is the case of a squeezed vacuum input [10]. The
output of a phase independent amplifier with a squeezed
vacuum input with squeezing parameter r, viz. with vari-
ance of the squeezed quadrature reduced by exp(−2r)
from the vacuum state value, is equal to the output of an
amplifier with gain G′ with vacuum state input followed
by a squeezing operator with squeezing parameter r′ such
that both G exp(−2r) + (G − 1) = exp(−2r′)(2G′ − 1)
and G exp(2r) + (G − 1) = exp(2r′)(2G′ − 1) hold. The
phase insensitive amplifier output with a squeezed vac-
uum input has the same entropy of the output with vac-
uum state input of a phase insensitive amplifier with gain
(2G′ − 1)2 = [G exp(−2r) +G− 1] [G exp(2r) +G− 1],
or
G′ = 1/2 +
√
(G− 1/2)2 +G(G − 1) sinh2(r). (26)
Therefore, the entropy of an amplifier output with a
squeezed vacuum input is g(G′ − 1) that, being G′ ≥ G,
is g(G′ − 1) ≥ g(G− 1). The same expression for the en-
tropy is valid for a generic squeezed state, which can be
obtained from the application of a unitary transforma-
tion (the displacement operator) to a squeezed vacuum
with the same squeezing parameter. Being the average
number of photons of the squeezed state [11]
〈a†a〉 = sinh2(r) + |〈a〉|2, (27)
we may eliminate the squeezing parameter in the expres-
sion for G′ using sinh2(r) = 〈a†a〉 − |〈a〉|2, obtaining
G′ =
1
2
+
(
G− 1
2
)√
1 +
G(G− 1)
(G− 1/2)2 (〈a
†a〉 − |〈a〉|2).
(28)
The above analysis confirms the earlier result [3] that the
Holevo information (21) (and the result can be extended
to the case (22) of an amplifier with spontaneous emis-
sion factor nsp = NASE/(G − 1) > 1) is the capacity if
one restricts the class of input states to Gaussian states,
including non classical ones.
INFINITESIMAL GAIN CASE G = 1 + ǫ
Let us now restrict the analysis to the case of infinites-
imal gain G = 1 + ǫ, and to a pure state input |x〉〈x|.
In this case, we may give an expression for the output
entropy of the amplifier with any pure input state. Let
us use for simplicity of analysis the expansion
ρ0 =
∫
d2αP (α)|α〉〈α|, (29)
where P (α) is the Glauber-Sudarshan P-representation
with trace-class norm of Klauder as in ref. [12]. Notice
that since P (α) is a generalized distribution, Eq. (29)
does not add any restriction to the class of input states.
The density matrix at the amplifier output is
ρ =
∫
d2αP (α)ρ(α), (30)
where ρ = ρ(α) is given by Eq. (16).
To first order, if we set G = 1 + ǫ, we may write
ρASE(1 + ǫ) =
1
1 + ǫ
∑
n
ǫn
(1 + ǫ)n
|n〉〈n|
= (1− ǫ)|0〉〈0|+ ǫ|1〉〈1|+O(ǫ2). (31)
Being
ρ =
∫
d2αP (α)D(
√
1 + ǫα)ρASE(1 + ǫ)D
†(
√
1 + ǫα),
(32)
4we obtain
ρ = (1− ǫ)ρ0 + ǫρ1 +O(ǫ2), (33)
where
ρ0 =
∫
d2αP (α)D(α)|0〉〈0|D†(α) =
∫
d2αP (α)|α〉〈α|,
(34)
is the input state, which we assume pure ρ20 = ρ0, and
ρ1 =
∫
d2αP (α)
{
ǫ−1[D(
√
1 + ǫα)|0〉〈0|D†(√1 + ǫα)
−|α〉〈α|] +D(α)|1〉〈1|D†(α)} . (35)
Using that
D(
√
1 + ǫα) ≃ D(α)D(ǫα/2)
≃ D(α)
[
1 +
ǫ
2
(αa† − α∗a)
]
, (36)
we obtain
ρ1 =
∫
d2αP (α)D(α)
[α
2
|1〉〈0|
+
α∗
2
|0〉〈1|+ |1〉〈1|
]
D†(α), (37)
from which it is immediately apparent that
Tr(ρ1) = 1. (38)
Being
D(α)a† = (a† − α∗)D(α), (39)
and |1〉 = a†|0〉, we have
ρ1 = ρ1,1 + ρ1,2 + ρ1,3, (40)
where
ρ1,1 =
∫
d2αP (α)(a† − α∗)|α〉〈α|α
2
, (41)
ρ1,2 =
∫
d2αP (α)
α∗
2
|α〉〈α|(a − α), (42)
ρ1,3 =
∫
d2αP (α)(a† − α∗)|α〉〈α|(a − α). (43)
The density matrices ρ0 and ρ1 are in general not orthog-
onal, they are so if and only if the input state is a coherent
state. To show this result, let us compute Tr(ρ0ρ1,1),
Tr(ρ0ρ1,2) = Tr
∫
d2αP (α)(a† − α∗)|α〉〈α|α
2
ρ0
=
1
2
Tr
∫
d2αP (α)(a† − α∗)a|α〉〈α|ρ0
=
1
2
Tr a†a
∫
d2αP (α)|α〉〈α|ρ0
−1
2
Tr a
∫
d2αP (α)|α〉〈α|a†ρ0. (44)
We have then
Tr(ρ0ρ1,2) =
1
2
[
Tr(a†aρ20)− Tr(aρ0a†ρ0)
]
. (45)
For a pure state ρ0 = |φ0〉〈φ0|, we have Tr(a†aρ20) =
Tr(a†aρ0) = 〈a†a〉 and
Tr(aρ0a
†ρ0) = Tr(a|φ0〉〈φ0|a†|φ0〉〈φ0|)
= 〈φ0|a|φ0〉〈φ0|a†|φ0〉 = |〈a〉|2, (46)
so that
Tr(ρ0ρ1,2) =
1
2
[〈a†a〉 − |〈a〉|2] . (47)
Using similar algebra for the other terms, we obtain
Tr(ρ0ρ1,2) = Tr(ρ0ρ1,2) and Tr(ρ0ρ1,3) = −4Tr(ρ0ρ1,2),
so that
Tr(ρ0ρ1) = −
(〈a†a〉 − |〈a〉|2) . (48)
Being ρ = (1 − ǫ)ρ0 + ǫρ1 and Tr(ρ0ρ1) =
− (〈a†a〉 − |〈a〉|2), we may decompose ρ1 into a part par-
allel and another orthogonal to ρ0. Using Gram-Schmidt
orthogonalization, we may then complete the space with
states orthogonal to both, whose contribution to ρ is of
second order in ǫ or higher. We may therefore restrict,
to first order, the space of the amplifier output to two
dimensions. The states that diagonalize ρ to first order
will therefore be a state parallel and another, |φ1〉〈φ1|,
orthogonal to ρ0 = |φ0〉〈φ0|, so that
ρ = (1− ǫ′)|φ0〉〈φ0|+ ǫ′|φ1〉〈φ1|, (49)
where 〈φ0|φ1〉 = 0 and ǫ′ is proportional to ǫ. Let us
write ρ1 in terms of ρ0 = |φ0〉〈φ0| and |φ1〉〈φ1| as
ρ1 = a0|φ0〉〈φ0|+ a1|φ1〉〈φ1|
+b|φ1〉〈φ0|+ b∗|φ0〉〈φ1|. (50)
We have a0+a1 = 1⇒ a1 = 1−a0, and a0 = Tr(ρ0ρ1) =
− (〈a†a〉 − |〈a〉|2), so that
ρ = [(1− ǫ(1− a0)] |φ0〉〈φ0|+ ǫ(1− a0)|φ1〉〈φ1|
+ǫ (b|φ1〉〈φ0|+ b∗|φ0〉〈φ1|) . (51)
After writing the secular equation, one notices that the
off-diagonal terms give a contribution to the eigenvalues
of the order ǫ2, so that two eigenvalues of ρ to first order
in ǫ are λ1 = 1− ǫ′ and λ2 = ǫ′ with
ǫ′ = [1 + (〈a†a〉 − |〈a〉|2)]ǫ. (52)
Using the diagonal representation, the entropy of the am-
plifier output is S(ρ) = −λ1 lnλ1 − λ2 ln λ2, hence
S(ρ) = −(1− ǫ′) ln(1− ǫ′)− ǫ′ ln ǫ′, (53)
which is minimal for states such that 〈a†a〉 = |〈a〉|2, that
is for coherent states inputs. In addition, any other state
that is not a coherent state gives a larger output entropy.
5An interesting check of this result may be obtained
with Gaussian states, where we have shown that the en-
tropy is given by g(G′−1) where G′ is given by Eq. (28).
If we set G = 1 + ǫ, we have
G′ ≃ 1 + ǫ′, (54)
where
ǫ′ = [1 + (〈a†a〉 − |〈a〉|2)]ǫ, (55)
hence the entropy of the amplified field is for small G −
1 = ǫ
S(ρ) ≃ −ǫ′ ln ǫ′, (56)
consistent with the general result.
A similar result can be obtained for an amplifier of ar-
bitrary gain G followed by large loss such that the overall
gain of the cascade is ǫ(G− 1), with ǫ≪ 1. The density
matrix of the attenuated field is
ρ′ =
∫
d2αP (α)D(
√
ǫGα)
ρASE[ǫ(G− 1) + 1]D†(
√
ǫGα). (57)
To first order in ǫ we have
D(
√
ǫGα) = 1 +
√
ǫG(αa† − α∗a) + ǫG
2
(αa† − α∗a)2
= 1 +
√
ǫG(αa† − α∗a) + ǫG
2
[α2a†2 + α∗2a2
−|α|2(2a†a+ 1)], (58)
and
ρASE[ǫ(G− 1)+ 1] = [1− ǫ(G− 1)]|0〉〈0|+ ǫ(G− 1)|1〉〈1|,
(59)
We have
ρ′ = [1 − ǫ(G− 1)][|0〉〈0|
+
√
ǫG
∫
dα2P (α) (α|1〉〈0|+ α∗|0〉〈1|)
+
∫
dα2P (α)ǫG|α|2|1〉〈1|
+ǫG
∫
dα2P (α)(α2
√
2|2〉〈0|+ α∗2
√
2|0〉〈2|
−|α|2|0〉〈0|) + ǫ(G− 1)|1〉〈1|, (60)
that is
ρ′ = [1− ǫ(G− 1)][|0〉〈0|
+
√
ǫG
(〈a〉|1〉〈0|+ 〈a†〉|0〉〈1|)
+ǫG〈a†a〉|1〉〈1|
+ǫG(〈a2〉
√
2|2〉〈0|+ 〈a†2〉
√
2|0〉〈2| − 〈a†a〉|0〉〈0|)
+ǫ(G− 1)|1〉〈1|, (61)
The eigenvalues to first order in ǫ are solution of the
secular equation
λ2 − (1 − ǫG〈a†a〉)λ + ǫ[1− ǫ(G− 1)− ǫG〈a†a〉]
[(G− 1) +G〈a†a〉]− ǫG|〈a〉|2 = 0 (62)
The zeroth and first order solution in ǫ are λ0 = 1+O(ǫ)
and
λ1 = ǫ[(G− 1) +G(〈a†a〉 − |〈a〉|2)] +O(ǫ2). (63)
The entropy of the amplified and attenuated field is
S(ρ′) ≃ −λ1 lnλ1, (64)
which is minimum for 〈a†a〉 = |〈a〉|2, that is for a vac-
uum or coherent state input. Notice the case G = 1,
that is, the case of no amplifier. In this case, the output
entropy is zero for a coherent state, and non-zero for a
different input state. This corresponds to the known re-
sult that an attenuated coherent state is still a coherent
state, hence a pure state, whereas a non coherent state
does not preserve its purity when attenuated.
CONCLUSIONS
We gave an alternative proof of the expression of the
quantum equivalent of the capacity of a Gaussian channel
with noise when we restrict the class of input states to
classical input states and to Gaussian states. We also
directly showed, without restricting the class of input
states, that this expression holds true for a generic input
state but for a phase insensitive amplifier of infinitesimal
gain and for a phase insensitive amplifier of arbitrary gain
after large attenuation. The first of these results shows
that if the property is uniform with G, then there is an
interval from G = 1 where the expression for the capacity
is valid in general.
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