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Sub-microsecond correlations in photoluminescence from InAs quantum dots
Charles Santori,∗ David Fattal, Jelena Vucˇkovic´,† Glenn S. Solomon,‡ Edo Waks, and Yoshihisa Yamamoto§
Quantum Entanglement Project, ICORP, JST, E.L. Ginzton Laboratory,
Stanford University, Stanford, California 94305
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Photon correlation measurements reveal memory effects in the optical emission of single InAs
quantum dots with timescales from 10 to 800 ns. With above-band optical excitation, a long-
timescale negative correlation (antibunching) is observed, while with quasi-resonant excitation, a
positive correlation (blinking) is observed. A simple model based on long-lived charged states is
presented that approximately explains the observed behavior, providing insight into the excitation
process. Such memory effects can limit the internal efficiency of light emitters based on single
quantum dots, and could also be problematic for proposed quantum-computation schemes.
PACS numbers: 78.67.Hc, 73.21.-b, 42.50.Dv, 78.55.Cr
I. INTRODUCTION
A variety of memory effects have been reported in the
optical emission of single semiconductor quantum dots.1
Many of these effects occur on millisecond timescales,
including blinking,2,3,4 two-color blinking,5 and spectral
diffusion.6,7 Evidence suggests that millisecond blinking,
seen only in a small minority of quantum dots, is caused
by nearby defects.4 However, we have previously reported
a much faster type of blinking that occurs in a majority
of quantum dots subject to resonant optical excitation.8
This blinking behavior appears as a positive correlation
in two-photon coincidence measurements. Blinking has
also been observed in diamond color centers,9 semicon-
ductor nanocrystals,10 and in molecules.11 In our case,
the correlation timescale depends on the laser excitation
power, but can vary from less than 10 ns to at least
800 ns.
This article presents a detailed study of these fast
memory effects. In addition to presenting data on
the blinking of quantum dots under resonant excita-
tion, we report for the first time negative photon cor-
relations with timescales greater than 100 ns for quan-
tum dots under pulsed excitation with the laser tuned
above the bandgap of the host semiconductor. From a
physical viewpoint, studying these complimentary mem-
ory effects can provide valuable information about the
states of a quantum dot, the transitions between them,
and especially the nature of the optical excitation pro-
cess. From a practical viewpoint, blinking effects reduce
the efficiency of quantum-optical devices based on sin-
gle dots,8,12,13,14,15,16,17,18 and also bring into question
whether quantum dots are stable enough for use in pro-
posed quantum computation schemes that involve optical
control.19,20 Understanding the mechanisms responsible
for these effects is a first step toward being able to sup-
press them.
Both negative and positive correlations over long
timescales can be explained reasonably well through a
simplified model presented later in this article. Mem-
ory effects imply multiple long-lived configurations of the
quantum dot, and our analysis suggests that these are
likely states with differing total charge. As explained
below, negative correlations occur because above-band
excitation injects electrons and holes into the dot sepa-
rately, whereas positive correlation (blinking) occurs be-
cause resonant excitation injects electrons and holes to-
gether, in pairs.
II. SAMPLES
Sample A, the principle sample used in this study, has
been described in Refs. 16,18. It contains self-assembled
InAs quantum dots (about 25 µm−2) embedded in the
middle of a GaAs spacer layer, and sandwiched between
GaAs/AlAs distributed-Bragg-reflector (DBR) mirrors,
grown by molecular-beam epitaxy. The quantum dots
were grown at a relatively high temperature, which leads
to intermixing between the InAs and surrounding GaAs,
shortening the emission wavelength to approximately
900-950 nm. Pillars (Fig. 1a) with diameters ranging
from 0.3 µm to 5 µm and heights of 5 µm were fab-
ricated in a random distribution by chemically assisted
ion beam etching (CAIBE) using sapphire dust particles
as etch masks. The resulting microcavities, exhibiting
three-dimensional photon confinement,21,22 have quality
factors of approximately 1000 and spontaneous-emission
rate enhancement (Purcell) factors as high as 5. The
purpose of the optical microcavity was to enhance the
photon collection efficiency and to decrease the sponta-
neous emission lifetime through the Purcell effect. For
this study, the enhanced collection efficiency was valu-
able, since the data collection rate in photon correlation
measurements is proportional to the square of the effi-
ciency.
Sample B, described in Ref. 8, provided additional data
for Figs. 5 and 7 below. This sample contained quan-
tum dots (about 11 µm−2) embedded in simple mesa
structures (0.2-0.4 µm diameter) without optical cavi-
ties. The emission wavelengths of these dots were shorter
(860-900nm).
2FIG. 1: Schematic diagram of photon correlation setup. φ:
adjustable half-wave plate followed by a polarizer. λ: spectral
filter.
III. EXPERIMENT
The main features of the experimental setups used for
acquiring photon correlation data are shown in Fig. 1.
This type of setup, known as a Hanbury Brown and
Twiss (HBT) setup,23 has become a common tool for
studying the dynamics of single quantum systems, in-
cluding quantum dots. This measurement technique can
be used to characterize the performance of single-photon
devices8,12,13,14,15,16,17,18 and is more generally useful in
studying spectral emission lines and determining how
they are connected.24,25,26,27,28 For the measurements
presented below, several setups were used, but in all cases
the samples were held in a cryostat at temperatures rang-
ing from 4-15K and excited from a steep angle (about
54◦) by 3 ps pulses every Trep = 13 ns from a mode-
locked Ti-Sapphire laser. The emission was collected by
a lens (NA=0.5), and imaged onto a pinhole to define a
collection region, approximately 6 µm wide, on the sam-
ple. A single linear polarization was selected by a half-
wave plate followed by a fixed polarizer. The emission
was then spectrally filtered using a diffraction grating in
a monochromator-type configuration, providing spectral
resolutions from about 0.1 nm to 0.35 nm for the various
setups. The spectral filter allows one to collect just a
single emission line of a quantum dot.
The HBT portion of the setup consists of a beamsplit-
ter with each output leading to a photon counter. The
photon counters were EG&G SPCM avalanche photodi-
odes, having about 200 s−1 dark counts. The timing
resolution varied from about 400 ps to 1.3 ns, depending
on how narrowly the light was focused onto the detec-
tor active areas. Coincidence electronics, consisting of a
time-to-amplitude converter (TAC) followed by a multi-
channel analyzer (MCA) computer card, generated a his-
togram of the relative delay τ = t2 − t1 between photon
detections at the two counters (i = 1, 2) at times ti.
The two types of memory effects we have observed ap-
pear in the photon correlation measurements shown in
Fig. 2. The peaks at τ = nTrep correspond to events for
which one photon was detected from some pulse m, and a
second photon was detected from pulsem+n. The area of
the central peak at τ = 0 gives information about photon
number statistics within a single pulse. The side peaks at
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FIG. 2: Photon correlation histograms from quantum dot 1
measured with (a) above-band excitation (750 nm), and (b)
resonant excitation (904 nm). The difference in the peak
widths between the two cases appears mainly because dif-
ferent setups with different timing resolutions were used.
τ 6= 0 give information on how the emission from different
pulses is correlated. Both histograms were obtained from
the same quantum dot on sample A, dot 1. The emis-
sion was collected from a bright spectral line at about
932 nm, shown in Fig. 3. In Fig. 2(a), the excitation
laser was tuned above the bandgap of the GaAs material
surrounding the quantum dot, and the excitation inten-
sity was chosen so that the collected emission intensity
was far below its maximum value. The decrease of the
side peaks near τ = 0 indicates a long-term (27 ns) anti-
correlation between photons in consecutive pulses. This
is a new effect not previously reported. In Fig. 2(b),
the excitation laser was resonant with an excited level of
the quantum dot at 904 nm. Such resonances are found
through a photoluminescence excitation (PLE) measure-
ment.29,30,31 The photoluminescence intensity is moni-
tored as a function of laser wavelength, and typically 2
or 3 peaks are found. The rise of the side peaks in the
photon correlation histogram near τ = 0 is opposite from
the behavior in (a), and suggests a blinking of the quan-
tum dot between a configuration that can emit light at
the wavelength of our spectral filter, and one or more
other configurations that cannot emit at this wavelength
(but could possibly emit at other wavelengths). The fact
that emission from the same quantum dot can have either
positive or negative correlations over large timescales, de-
pending on the laser wavelength, implies that there must
be an important difference in how carriers are injected
into the quantum dot for above-band and resonant exci-
tation.
Fig. 3(a,b) shows photoluminescence spectra from
dot 1. The measurements in Fig. 2 were performed on
the bright emission line at 932 nm. In (a), the excita-
tion was at 750 nm, above the GaAs bandgap, and many
emission lines appear. Some of these are probably from
the same quantum dot (trion and biexciton lines, for ex-
ample) while others could be from other quantum dots.
In (b), resonant excitation at 909 nm was used, and most
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FIG. 3: Spectral data for quantum dot 1: (a) photolumi-
nescence under above-band excitation (750 nm); (b) photolu-
minescence under resonant excitation (909 nm); (c) measure-
ment from a Michelson interferometer showing fringe contrast
vs. path-length difference for the brightest emission line.
of the other peaks have disappeared, demonstrating the
selective nature of resonant excitation. Fig. 3(c) shows
data obtained by sending light from the main emission
line through a Michelson interferometer. This setup is
described in Ref. 16 and is similar to the one in Ref. 32.
This measurement, performed without a polarizer, re-
veals fine structure though an oscillation or “beating”
in the interference fringe contrast as the path length is
varied, indicating that the emission line is actually a dou-
blet with a 13 µeV splitting. Further measurements have
shown that the two components have orthogonal linear
polarizations, as in Ref. 33. The existence of such a
splitting suggests that this line originates from a neutral-
exciton transition, rather than a charged-exciton (trion)
transition, which would be polarization-degenerate in the
absence of a magnetic field.34 For the measurements in
Fig. 2, just one component of the doublet was used, se-
lected through polarization.
Several photon correlation measurements taken at dif-
ferent excitation powers are shown in Fig. 4. In this fig-
ure, only the normalized areas of the peaks from the mea-
sured histograms are shown, plotted versus peak number,
with peak 0 at τ = 0. For an ideal g(2) measurement, the
normalized peak areas can be written as,
g(2)[n] =
〈n1[m]n2[m+ n]〉
〈n1[m]〉〈n2[m]〉 , (1)
where ni[m] is the number of photons measured on de-
tector i from pulse m. The light source is assumed to be
stationary: a shift in m does not change the expectation
values in the numerator or denominator. The histogram
peak areas obtained from our setup are approximately
proportional to the numerator, as long as the mean count
rates are small compared with the inverses of the rele-
vant dead times (≈ 50 ns for the photon counters, ≈ 1µs
for the electronics). The effects of these dead times can
also be corrected through calibration relative to scattered
laser light. The denominator can be calculated from the
mean count rates on the detectors.
For the quantum dots we have studied, when absolute
normalization using measured count rates was performed,
the peak areas g(2)[n] converged to 1 as n→∞, and were
well fit by a simple two-sided exponential function:
g(2)[n 6= 0] = 1 + g1 exp[−(|n| − 1)Trep/τb] , (2)
where g1 and τb are fitting parameters that character-
ize the amplitude and timescale of the memory effect,
respectively. This shows that there were no additional
blinking effects occurring with timescales greater than τb,
up to ≈ 100 s. The fits using Eq. 2 typically have errors
that can be explained in terms of statistical Poisson
√
N
fluctuations in the measured peak areas. As discussed
below, this implies that a two-state Markov process is
sufficient to describe the observed memory effects. When
absolute normalization was not possible (due insufficient
count-rate data), relative normalization was performed
by fitting Eq. 2 to the data with an additional fitting
parameter, a normalization coefficient multiplied by the
entire right-hand side. This procedure was necessary for
the data in Fig. 4, while absolute normalization was pos-
sible for the data from dots 3, 4, 6, and 7 in Figs. 6 and 7,
presented below.
Both the negative and positive correlation effects in
Fig. 4 display a strong dependence on laser excitation
power. The four measurements in Fig. 4(a) were taken
from dot 1 under above-band excitation, while the exci-
tation power was varied to produce mean count rates
on one photon counter of 25, 50, 100, and 200 kcps
(kilocounts/second), as indicated. The measurements in
Fig. 4(b) were taken from dot 2, another quantum dot
on sample A (results from this dot appear in Ref. 18).
The emission wavelength was 920 nm, and the excitation
laser was tuned to a resonance at 905 nm. Four excita-
tion powers were used, 50, 200, 500, and 1200 µW, as
indicated. For both data sets, the timescale of the mem-
ory effect clearly becomes shorter as the excitation power
increases. This suggests that the fluctuations are primar-
ily optically induced, at least for the excitation powers
used here.
To enable comparisons between different quantum dots
and with theoretical models, the laser excitation powers
must be normalized in a useful way. When the excitation
intensity is weak, the injection rate of carriers into the dot
is expected to be proportional to intensity. However, the
efficiency of this process depends on many experimental
variables, such as the size of the focused laser spot, the
size and shape of the pillar structure containing the dot,
and the wavelength of the laser. The collected emission
intensity also depends on many factors. In Fig. 5, the
emission intensity from three quantum dots under pulsed
excitation is plotted as a function of excitation power.
In Fig. 5(a), dot 3, another quantum dot on sample A
emitting at 919 nm, was excited above-band at 750 nm.
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FIG. 4: Normalized peak areas from photon correlation his-
tograms plotted vs. peak number (circles), and two-sided ex-
ponential fits (lines) using Eq. 2. (a) Results for dot 1 under
above-band excitation, measured at four different excitation
powers, resulting in the indicated count rates on one detector.
The data sets are shifted vertically for clarity. (b) Results for
dot 2 under resonant excitation, measured at four different
excitation powers, as indicated.
In Fig. 5(b), dot 2 was excited on resonance at 905 nm.
In both cases, a saturation behavior is observed that is
well fit by an empirical model,
I/I0 = 1− e−P/P0 , (3)
where I is the measured intensity, P is excitation power,
and I0 and P0 are constants characterizing the satura-
tion intensity and power, respectively. The normalized
excitation power is p ≡ P/P0. This behavior is typical of
an “incoherent” excitation process. On the other hand,
a simple two-level system without dephasing excited on
resonance is expected to undergo Rabi oscillations, char-
acteristic of “coherent” excitation. This behavior can in
fact occur in quantum dots when an isolated sharp res-
onance with little background can be found in the PLE
spectrum.35,36 Partially coherent behavior is shown in
Fig. 5(c) for a quantum dot on sample B emitting at
877 nm and excited at 864 nm. Oscillations in the emis-
sion intensity are seen as the laser power is increased.
However, the quantum dots discussed elsewhere in this
article did not show this coherent effect when excited at
the chosen PLE resonances.
Finally, Figs. 6 and 7 summarize the behavior of the
memory timescale τb and amplitude g1, both defined in
Eq. 2, as a function of normalized excitation power for
several quantum dots. In Fig. 6, dot 3 was excited at
750 nm, above the GaAs bandgap. Fig. 6(a) is a log-log
plot showing the fitted value of τb/Trep as a function of p.
The points approximately follow a line of slope −1, indi-
cating that the blinking rate 1/τb is approximately pro-
portional to the excitation power. The memory timescale
can be as long as 130 ns for small excitation powers, and
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FIG. 5: Mean detector count rate vs. excitation power (cir-
cles), plotted for: (a) dot 3 under pulsed above-band excita-
tion; (b) dot 2 under pulsed resonant excitation; (c) a quan-
tum dot on sample B under pulsed resonant excitation, ex-
hibiting coherent excitation behavior. The curves in (a) and
(b) are fits using Eq. 3, appropriate for incoherent excitation.
less than one pulse period for large powers. For large
enough powers, the memory timescale becomes so short
that even the innermost peak areas in the photon cor-
relation histogram have areas close to 1, and it becomes
difficult to extract a value for τb. Fig. 6(b) is a semilog
plot showing the amplitude g1 as a function of excitation
power. Fig. 7 shows similar data for dots 2, 4, 5, 6, and
7 under resonant excitation. Various parameters of these
quantum dots are summarized in Table I. Dots 2, 4, 5,
and 6 are from sample A, while dot 7 is from sample B.
The blinking rate 1/τb is again approximately propor-
tional to excitation power below the saturation regime
(P/P0 < 1). The memory timescale was as long as 770 ns
for dot 4 under weak excitation power. The blinking
amplitude g1 shows similar behavior as with above-band
excitation, except that it is positive. The curve fits in
these two figures are based on the theoretical model to
be introduced next.
IV. THEORETICAL MODEL
The simple exponential decays in the measured pho-
ton correlation histograms (Fig. 4, for example) suggest
that the memory effects can be described by a two-state
Markov process. In such a process, only the most recent
state of a system is needed to determine its future evolu-
tion. Suppose a quantum dot has two stable states 1 and
2 in which it can remain long after an excitation pulse.
The effect of a single excitation pulse is described by:
(
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(
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)
, (4)
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FIG. 6: Summary of results for dot 3 under above-band
excitation. Error bars include only Poisson
√
N fluctuations
in the correlation peak areas. (a) Log-log plot showing the
fitted blinking timescale τb divided by Trep = 13ns, plotted vs.
normalized laser power P/P0. The line fit used Eq. 10a with
C1 = −0.96. (b) Semilog plot showing blinking amplitude g1
vs. normalized laser power. The drawn curve used Eq. 10b
with C2 = 0.51.
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FIG. 7: Summary of results for dots 2 (empty circles), 4
(empty triangles), 5 (filled triangles), 6 (filled circles), and 7
(x’s) under resonant excitation. (a) Log-log plot showing the
fitted blinking timescale τb divided by Trep = 13ns, plotted vs.
normalized laser power P/P0. The line fit used Eq. 10a with
the C1 values in Table I. (b) Semilog plot showing blinking
amplitude g1 vs. normalized laser power. The drawn curves
used Eq. 10b with the C2 values in Table I.
where pi is the probability to be in state i, and a and
b are the 1 → 2 and 2 → 1 transition probabilities, re-
spectively. We next assume that, if we have detected a
photon immediately after an excitation pulse, the sys-
tem must have ended in state 1. This is reasonable in
our experiment, since we spectrally select an emission
line corresponding to a unique transition. If a photon
was detected from pulse 0, the system evolves according
to,
(
p1[m]
p2[m]
)
=
1
a+ b
(
b
a
)
+
a(1 − a− b)m
a+ b
(
1
−1
)
, (5)
where pi[m] is the probability of the system to be in
state i after pulse m. Finally, let ηi be the probability of
emitting a photon immediately after an excitation pulse,
given the dot was in state i before the pulse. One can
then calculate g(2)[n], obtaining a two-sided exponential
function as in Eq. 2 with parameters,
τb =
−Trep
ln(1 − a− b) , (6a)
g1 =
a(η1 − η2)
bη1 + aη2
. (6b)
If η1 > η2, g1 is positive, as observed experimentally with
resonant excitation. If η1 < η2, g1 is negative, as ob-
served with above-band excitation. Another important
parameter is the internal efficiency, that is, the probabil-
ity of emitting a photon after any given excitation pulse.
The result is,
ηtot =
bη1 + aη2
a+ b
. (7)
We next consider the nature of states 1 and 2. They
can have lifetimes approaching 1µs, so they cannot be
optically active states such as excitons, biexcitons, and
trions, which have nanosecond lifetimes. For quantum
dot 1 discussed above, spectroscopy suggests that the
studied emission line is a neutral-exciton transition, and
thus state 1 is the neutral ground state (empty dot). For
state 2, the “dark” state, recent spectroscopy literature
on self-assembled quantum dots34,37,38,39 and chemically
synthesized nanocrystals40 suggests two main possibili-
ties: a “dark exciton” or a charged state. Dark excitons
are electron-hole pairs with spins oriented such that op-
tical recombination is forbidden. Although these states
can have microsecond lifetimes in chemically synthesized
nanocrystals with typical diameters less than 5 nm, it
is unlikely that they could be as long-lived in our self-
assembled quantum dots. Self-assembled dots can have
reduced symmetry, so that the dark-exciton transition
is not entirely forbidden.34 Additionally, if the energy
splitting between the bright and dark exciton levels is
proportional to the inverse cube of the dot radius,40 spin
flip processes might occur much faster in our samples,
with typical dot radii of 30 nm. Dark excitons in InAs
quantum dots have not yet been adequately studied, and
6FIG. 8: Energy levels and transitions for the blinking model
described in the text: (a) a short period of laser excitation,
followed by (b) a long relaxation period.
we cannot reject this possibility with certainty. Never-
theless, we favor the other possibility, that state 2 is a
charged state. This choice allows one to explain all of
the observed memory effects with a single model. Charge
fluctuations in quantum dots under continuous-wave (cw)
above-band excitation have been observed through cor-
relations between exciton and trion photon emissions,26
and we have seen similar behavior in our samples. The
assumption below is that the extra charges reside inside
the quantum dot. An alternative possibility not consid-
ered here is that extra charges could be associated with
impurities outside the quantum dot; this would not ex-
plain the negative correlations observed with above-band
excitation.
The model is shown schematically in Fig. 8. Level 0
is the neutral ground state, and level X is the single-
exciton state. Level e−, h+ is a charged state. There
could in reality be more than one charged state involved
significantly with the dynamics, but we consider only one
charged state in this model. LevelX± is a trion (charged-
exciton) state. Some of these levels can have degenera-
cies, but in these cases we are interested only in the total
occupation probabilities.
The system evolves in two steps. First, a strong optical
field is applied for a short time duration ∆t, during which
upward transitions are induced. Two of these transitions,
with rates α and β, change the total charge of the dot
from neutral → charged and from charged → neutral,
respectively. These transitions correspond physically to
the capture of single electrons and holes from the sur-
rounding region into the quantum dot. The third transi-
tion, with rate x, brings the quantum dot from 0 to X .
This transition could occur either through resonant exci-
tation, or through the capture of an entire electron-hole
pair. During the second step, which could last several
nanoseconds, the system relaxes back down to levels 0
and e−, h+ through electron-hole recombination. This is
assumed to be a charge-conserving process. If a relax-
ation occurs from X to 0, a photon is emitted at the
special wavelength that our setup detects.
This model can be solved to give the following param-
eters for the general Markov process in Eq. 4:
a =
α
α+ β
(1− e−(α+β)∆t) , (8a)
b =
β
α+ β
(1− e−(α+β)∆t) , (8b)
η1 = 1− a− e−(α+x)∆t , (8c)
η2 = b . (8d)
To fit this model to the experimental data, we make a
further assumption, that the rates α, β, and x are pro-
portional to the excitation power p. Inserting Eqs. 8 into
Eq. 7 gives the saturation behavior,
ηtot =
β
α+ β
(1 − e−(α+x)∆t) . (9)
Comparing this with the empirical Eq. 3 allows the as-
signment (α+x)∆t = P/P0 = p. We then introduce two
fitting constants, C1 = (x − β)/(x + α) and C2 = α/β.
Substituting these and Eqs. 8 into Eqs. 6 gives the final
result:
τb =
Trep
(1− C1)p , (10a)
g1 = C2
(
eC1p − 1
ep − 1
)
. (10b)
The parameter C1 has special significance, since it
determines whether electrons and holes are more often
added individually or in pairs. If they are added indi-
vidually (C1 < 0), Eq. 10b predicts negative correlation
(g1 < 0) in the detected photons. If they are added more
often in pairs (C1 > 0), Eq. 10b predicts positive corre-
lation (g1 > 0). These behaviors have simple qualitative
explanations. It follows from Eqs. 1 and 2 that the quan-
tity 1 + g1 is proportional to the conditional probability,
given that a photon was detected from pulse 0, that a sec-
ond photon will be detected from pulse 1. When a first
photon is detected, the dot is empty immediately after-
ward. For single-carrier injection, two injections must
occur before another photon can be emitted, and thus
it is unlikely that another photon will be emitted from
pulse 1 if the injection rate is small. The opposite ar-
gument applies for the injection of entire electron-hole
pairs. If a photon was emitted from pulse 0, it is es-
pecially likely that another photon will be emitted from
pulse 1, since only a single additional pair needs to be
injected. Otherwise, the dot could be charged, in which
case the quantum dot will appear dark at the selected
wavelength.
The lines in Figs. 6(a) and 7(a) were obtained by fitting
Eq. 10a to the measured blinking timescales. The values
of C1 obtained from these fits are summarized in Table I.
As expected from the preceding discussion, C1 is negative
for above-band excitation, and positive in all five cases
for resonant excitation. Substantial variation in the value
of C1 is seen among the different dots under resonant
excitation, however. C1 is much closer to its maximum
7TABLE I: Parameters of the studied quantum dots. λ0 and
λexc are emission and excitation wavelengths, respectively.
dot # 1 2 3 4 5 6 7*
λ0 (nm) 932 920 919 938 940 921 876
λexc (nm) 750/904 905 750 913 904 892 858
P0 (µW) - 190 70 3.1 115 28 446
C1 - 0.58 -0.96 0.956 0.956 0.72 0.88
C2 - 2.9 0.51 0.97 0.84 2.2 -
∗on Sample B
value of 1 for dots 4 and 5, than for dots 2 and 6. In
our model, C1 characterizes how “clean” the resonant
excitation process is, or in other words how rarely extra
charges are added and removed from the quantum dot.
Perhaps the differences among these dots are related to
the emission wavelength. It is also possible that for one
or more of these dots, the studied emission line could
be a trion (charged exciton) transition. In those cases
our model should still apply (after changing the labels in
Fig. 8), but it would not be surprising if the values of the
fitting parameters were different.
The curves in Figs. 6(b) and 7(b) were obtained by
fitting Eq. 10b to the data using the values of C1 already
obtained and using C2 as a fitting parameter. The fits
do not match the data perfectly, a sign that the model is
too simple. The saturation regime (P/P0 > 1) is difficult
to model accurately, since a large number of states are
involved. The model does correctly predict that g1 tends
to zero for large excitation powers, as observed in the
data. The parameter C2 has practical importance, since
according to Eq. 9, the maximum internal efficiency at
the selected wavelength is ηmax = β/(α+β) = 1/(1+C2).
It should be cautioned, however, that using this formula
with the fitted values of C2 may not give the correct
efficiency in the saturation regime, where the model is
least accurate.
An important question is why the charge of a quantum
dot should ever change when the excitation wavelength is
tuned below the GaAs bandgap and below the InAs wet-
ting layer band edge. This could be related to the “wet-
ting layer tail” observed in PLE spectra. This feature has
been attributed to continuum states associated with the
combined wetting layer-quantum dot system.30 If these
states are not localized to a single quantum dot, electrons
and holes excited into these states by a laser pulse could
be captured by different quantum dots, changing their
charges, for example. It has also been suggested that
an Auger-type process, which would allow an electron to
escape from the quantum dot, could play an important
role in the relaxation of electron-hole pairs from excited
states.41,42 Two-photon processes are an unlikely mech-
anism when the excitation power is far below saturation.
This is because the blinking rate 1/τb is observed to vary
approximately linearly with the excitation power.
V. CONCLUSIONS
We have observed sub-microsecond memory effects in
quantum-dot photoluminescence on two samples, one
with optical microcavities and one without. Other groups
have not yet reported similar behavior, but other stud-
ies have not, to our knowledge, explored pulsed resonant
excitation, or pulsed above-band excitation far below the
saturation level, the two regimes important in our study.
These memory effects imply the existence of multiple
long-lived states, which are most likely states with dif-
ferent total charge. If this interpretation is correct, it is
apparently difficult to prevent the charge of a semicon-
ductor quantum dot from changing during optical exci-
tation.
Fluctuations in the charge of a quantum dot could pose
serious difficulties for proposed applications. Light emit-
ters based on single quantum dots will have reduced inter-
nal efficiencies at a particular wavelength. Even though
the blinking seems to disappear at large excitation powers
in photon correlation measurements, our model suggests
that the efficiency still suffers, due to the presence of
multiple configurations. Optically induced charge fluctu-
ations could also be problematic in schemes for quantum
computation that involve optical control of single charges
or excitons.
Better stability might be achieved using laser excita-
tion resonant with the fundamental exciton transition.
We did not attempt this because of the difficulty of re-
moving scattered laser light, but at least one group has
performed single-dot measurements under these condi-
tions.43 Another option might be to design the optical
excitation process so that the transition rate into an un-
wanted configuration is much smaller than the transition
rate out of it. In this case, the quantum dot would spend
most of its time in the desired configuration. Finally,
if charge fluctuations are, in fact, related to continuum
states, then fabrication of quantum dots with a low den-
sity and without a wetting layer might be advantageous.
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