Abstract. In this paper we study the asymptotic behavior of nonoscillatory solutions for high order differential equations of Poincaré type. We introduce two new and more weak than classical hypotheses on the coefficients, which implies a well posedness result and a characterization of asymptotic behavior for the solution of the Poincaré equation. The proof of the main results is based on the application of the scalar method. We define a change of variable to reduce the order of Poincaré type equation and deduce that the new variable satisfies a nonlinear differential equation. We apply the variation of parameters method and the Banach fixed point theorem to get the well posedness and asymptotic behavior of the nonlinear equation. Then, by rewritten the results in terms of the original variable we establish the existence of a fundamental system of solutions for and we precise the formulas for the asymptotic behavior of the Poincaré type equation.
1. Introduction 1.1. Scope. In this paper we are interested in the nonoscillatory asymptotic behavior of the following differential equation:
[a i + r i (t)]y (i) = 0, n ∈ N, n ≥ 2, (1.1)
where a i ∈ R are given constants and r i are real-valued functions. The equation (1.1) is called of a Poincaré type, since its analysis was motivated and introduced by Poincaré [11] . Then, naturally, the question of existence, uniqueness and asymptotic behavior of (1.1) is called the Poincaré problem. Later on the Poincaré work the asymptotic behavior of (1.1) have been investigated by several authors with a long and rich history of results [1, 3, 6, 7] . For a recent brief review of some historical landmarks of the evolution of Poincaré problem we refer to [2] . The purpose of this paper is to solve the Poincaré problem by introducing more weak than classical hypotheses for perturbation functions r i . Our analysis is based on the modified scalar method which consists in three big steps, for details on cases n = 3, 4 see [5] and [2] , respectively. In the first step we introduce the change of variable z(t) = y ′ (t) y(t) − µ or equivalently y(t) = exp to reduce the order of (1.1). If µ ∈ R is a simple characteristic root of (1.1) when r i = 0 then z satisfy a nonlinear differential equation of the following type z (n−1) (t) + n−2 i=0 b i (µ)z (i) (t) = P(µ, t, r 0 (t), . . . , r n−1 (t), z(t), z ′ (t), . . . , z (n−2) (t)), (1.3) where b i are real-valued functions, µ ∈ R is a given (fix) parameter, and P : R 2n+1 → R is a polynomial of n degree in the n − 1 last variables and the coefficients depends on the first n + 2 variables, i.e. P admits the representation P(e, x) = . The equation (1.3) is the abstract form of a more particular equation obtained in the specific case of change of variable (1.2), for instance in the case n = 3, 4 there is several coefficients such that Ω α = 0 [2, 5] .
In the second step we analyze the existence, uniqueness and asymptotic behavior of (1.3). Finally, in a third step we particularize the results of (1.3) to the specific equation obtained for µ characteristic root of (1.1) and using the definition of y in (1.3) we deduce the well posedness and asymptotic behavior of (1.1).
The main aims of the paper are the following Now, in order to precise the results for each objective we introduce some notation in subsection 1.2 and 1.3 and present the results on subsection 1.4.
1.2.
Assumptions for the coefficients of (1.3). Let us introduce some notation. Given the Green function g (see (2.1)), we consider that the functions R, L k and Υ ℓ are defined as follows
Then, we assume the following hypotheses on b i (µ) and P:
(R1) The functions b i (µ) for i = 0, n − 2 are such that the set of characteristic roots for (1.3) when P = 0 is given by
(R2) The functions Ω α given on (1.4a) satisfy the following requirements
where R and L k are defined on (1.6). (R3) The functions Ω α on (1.4a) satisfy the following property: given Φ 1 and γ i with 9) and γ i ∈ Γ µ , then there exits σ γi ∈ [0, 1/Φ 1 [ such that the inequality
The assumptions (R1) and (R2) are considered to study the existence and the uniqueness of the solution for (1.3). The hypothesis (R1) is considered, since we have interested in the nonoscillatory behavior. Meanwhile, (R2) is the natural condition in order to get the application of Banach fixed point theorem. Now, the hypothesis (R3) is used in order to get the asymptotic behavior of the solution for (1.3).
1.3.
Assumptions for the coefficients of (1.1). Let us consider γ j (λ i ) and the function H defined by
whereŜ 0,j (t) = j + µ(j − 1) and for m > 1 we have that
. . .
Then, related with the coefficients of (1.1), we consider that: (H1) The constants a i are selected such that the set of characteristic roots for (1.1) when r i = 0 is given by Λ = λ i , i = 1, n :
(H2) The perturbation functions satisfy the asymptotic behavior:
for a Green function g. (H3) The perturbation functions r i and the characteristic set Λ satisfy the following property:
given Φ Λ i and γ k (λ i ) with 
which is a Banach space with the norm z 0 = sup t≥t0 n−2 i=0 |z (i) (t)|. Assume that the coefficients of the equation (1.3) satisfy (R1) and (R2). Then, exists a unique z ∈ C n−2 0
Theorem 1.2. Let us introduce the notation
. . > x n−1 and
Consider that the hypotheses of Theorem 1.1 and the assumption (R3) are valid. Then, z µ the solution of (1.3) has the following asymptotic behavior
when t → ∞, for all j ∈ {0, . . . , n − 2}.
Theorem 1.3. Let us consider the new variable z satisfying (1.2).
If y is a solution of (1.1), the following assertions are valid:
(a) If µ ∈ Λ, then z satisfy the differential equation
where
is the characteristic set of (1.17) when µ = λ i .
(c) If the hypothesis (H1) and (H2) are satisfied and µ = λ i . Then, exists a unique z λi ∈ C n−2 0
(d) If the hypothesis (H1), (H2) and (H3) are satisfied. Then z λi , the solution of (1.17) with µ = λ i , satisfies the following asymptotic behavior
Theorem 1.4. Let us consider that (H1) and (H2) are satisfied. Then, the equation (1.1) has a fundamental system of solutions given
Moreover, the following properties about the asymptotic behavior
holds, when t → ∞ with z
λi , j = 0, n − 2 given asymptotically by (1.22) and F defined on (1.18). 1.5. A brief discussion of the assumptions. Related with the constant coefficients part of (1.1), i. e. when r i = 0, there is a coincidence or common hypothesis used by the different researchers, in order to deduce the nonoscillatory asymptotic behavior. All of them consider the fact that
There is a simple characteristic root µ such that Re(µ) = Re(µ 0 ) for any other characteristic root µ 0 .
(1.27) Then, (H1) is an extension of the condition (1.27) for all characteristic roots of (1.1).
On the other hand, with respect to the regularity and the asymptotic behavior of perturbation functions r i we have different assumptions. For instance, the seminal work of Poincaré [11] consider that r i are rational functions, Perron [10] assumes that r i are continuous functions, Levinson [9] considers that r i ∈ L 1 ([t 0 , ∞[), and Hartman and Wintner in [8] 
There is a coincidence of the authors with respect to the asymptotic behavior of r i , by considering that: r i (t) → 0 when t → ∞. Then (H2) and (H3) are new and more weak than the previous assumptions. Indeed, we refer to the recent work [2] , in the case n = 4, for an example of perturbation functions r i which satisfy (H2)-(H3) and neither satisfy the assumptions of L p regularity and nor satisfy the asymptotic behavior r i (t) → 0 when t → ∞.
Proof of main results
2.1. Proof of Theorem 1.1. The proof is mainly based on variation of parameters technique and Banach fixed point Theorem. Indeed, we proceed as follows: we introduce the precise notation of Green functions for (1.3) when P = 0, we apply the method of variation of parameters to get the operator equation, and we deduce that the operator satisfies the hypotheses of Banach fixed point Theorem.
The Green function g for (1.3) when P = 0 is defined by
where Υ 0 is the notation on (1.7), G µ is the set defined on (1.14), the notation E n−1 i is given on (1.15), and g µ : R 2 → R are the functions defined as follows
. . , γ n−1 ) with Υ ℓ defined on (1.7) and H is the Heaviside function, i.e. H(x) = 1 for x ≥ 0 and H(x) = 0 for x < 0. For further details on Green functions the reader may be consult [1] (see also [4] for n = 2, [5] for n = 3 and [2] for n = 4).
We apply the method of variation of parameters to get that (1.3) is equivalent to the following integral equation
where g is the Green function defined on (2.1). Thus, if we define the operator T from C n−2 0
we note that (2.2) can be rewritten as the operator equation
where η ∈ R + will be selected in order to apply the Banach fixed point theorem. Indeed, we have that
by the definition of the operator T we deduce that
Then, by the hypothesis (R2) and using the notation (1.4), we can deduce the following estimates
for j = 0, . . . , n − 2. Now, by (1.8) and the fact that z ∈ C n−2 0
we have that the right hand side of (2.6) tend to 0 when t → ∞. Thus, for all j = 0, . . . , n − 2 we have that
(b) For all η ∈]0, 1[, the set D η is invariant under T . Let us consider z ∈ D η . From (2.5), we can deduce the following estimate
in a right neighborhood of η = 0. Now, by (1.8) we deduce that the first two terms on the right side of (2.7) tend to 0 when t → ∞. Hence, by (2.7) and (R2) we have that
Then, by the hypothesis (R2) and algebraic rearrangements, we follow that
Then, by application of (1.8), we deduce that T is a contraction, since, for an arbitrary η ∈]0, 1[, we have that max 1, 2η, 3η 2 , . . . , nη n−1 = 1.
Hence, from (a)-(c) and application of Banach fixed point theorem, we deduce that there is a unique z ∈ D η ⊂ C n−2 0 ([t 0 , ∞[) solution of (2.4).
Proof of Theorem 1.2.
The proof is based on the operator equation (1.3) and the invariant and contraction properties of T . Indeed, let us first introduce some notation. We denote by z µ the solution of the equation (1.3) given by Theorem 1.1. Moreover, on D η with η ∈]0, 1/n[, we define recursively the sequence {ω m } m∈N by assuming that ω m+1 = T ω m with ω 0 = 0. We note that ω m → z µ when m → ∞ as a consequence of the contraction property of T .
The Green function g defined on (2.1) is given in terms of g µ and naturally, the operator T defined in (2.3) can be rewritten equivalently as follows
Here we have used the definition of Heaviside function, for instance in the case
Thus, the proof of (1.16) is reduced to get the existence of the sequence {Φ m } ⊂ R + such that the following two assertions are valid:
e −β(t−s) Ω 0 µ, s, r 0 (s), . . . , r n−1 (s) ds,
Hence, to complete the proof of (1.16), we proceed to prove (2.9) and (2.10). Note that, the proof of (1.16) is concluded by passing to the limit the sequence {Φ m } when m → ∞ in the topology of C n−2 0
Proof of (2.9). We apply mathematical induction on m and construct the sequences {Φ m } for each k = 1, . . . , n. Indeed, the induction step for m = 1 is proved as follows. From (2.8), fact that ω 0 = 0, and (R1) we have that the following estimate
. . , r n−1 (s), 0, . . . , 0 ds,
e −β(t−s) P µ, s, r 0 (s), . . . , r n−1 (s), 0, . . . , 0 ds
e −γ ℓ (t−s) P µ, s, r 0 (s), . . . , r n−1 (s), 0, . . . , 0 ds,
satisfied. By application of (R2) and the property P(µ, s, r 0 (s), . . . , r n−1 (s), 0, . . . , 0) = Ω 0 (µ, s, r 0 (s), . . . , r n−1 (s)), we deduce that (2.9) is valid with Φ 1 given on (1.9). Then, the induction step for m = 1 is valid. Now, we prove the general induction step: by assuming that (2.9) is valid for m = h, we will deduce that (2.9) is also valid for m = h + 1. Indeed, by the rewritten form of the operator T given on (2.8), we have that
with Φ 1 defined on (1.9). We study separated the three cases:
, by application of the hypothesis (R3) and β ∈ [γ 1 , 0[, we have that
with k = 2, n − 1, from (H3) and β ∈ [γ k , 0[, by a similar arguments we deduce the estimate
The case G µ ⊂ E n−1 n is similar to the case G µ ⊂ E n−1 1 and we get
for β ∈]0, γ n−1 [. Then, from (2.11)-(2.13), we deduce that the induction process is valid and (2.9) is satisfied with
14)
where Φ 1 is defined on (1.9).
Proof of (2.10). From (2.14), using recursively the definition of Φ h−1 , . . . , Φ 2 , we can rewrite Φ h as the sum of the terms of a geometric progression where the common ratio is given by σ γi Φ 1 . Then, the hypothesis (R3) implies that σ γi Φ 1 ∈]0, 1[, and we can deduce that
or equivalently Φ m converges to Φ γi . and then we use that formula in (1.1). Indeed, we have that the j−th derivative for y is given by
(2.15)
The proof of (2.15) for j = 1, 2 is given by direct differentiation of y in (1.2). Now, for j ≥ 3, we proceed inductively by using the Leibniz formula for differentiation. Indeed, by using the relation for y (1) we have that
The order of derivatives for y is strictly decreasing wit respect to ℓ 1 , since
Then, if j − 1 > 2 we can apply again the Leibniz formula to compute
and from (2.16) we get
Similarly, observing the order of derivatives for y, we deduce that if j − 2 > 2 we can use the Leibniz formula to compute y (j−ℓ1−ℓ2−2) . We note that, we can apply this strategy j − 2 times to obtain the desired result given in (2.15) for j ≥ 3 and conclude the proof of item (a).
Replacing (2.15) in (1.1) we deduce that
Thus, using the fact that µ is a characteristic root we have that z is a solution of (1.17).
[(b)] The proof of (1.21) is a consequence of the following claim: If λ i , λ j ∈ Λ for i = j, then λ j − λ i is a root of the characteristic polynomial associated to the differential equation (1.17) when µ = λ i and the right hand side is zero. Indeed, using the identity
and by selecting u = λ j and v = λ i we can prove the claim. [(d)] We note that n |α|=1 Ω α µ, s, r 0 (s), . . . , r n−1 (s) is the sum on the coefficients of P except of the independent term and H(s, µ) is the of the coefficients of F except of the independent term. Also observe that H(s, µ) can be obtained from (1.18) by considering that z = z ′ = . . . = z n−2 = 1. Then, we have that (H3) implies (R3).
2.4.
Proof of Theorem 1.4. From Theorem 1.3, we have that the fundamental system of solutions for (1.1) is given by (1.23). Moreover, from (2.15) we deduce that
λi (t) + (z λi (t) + λ i ) j , j ≥ 3, (2.18) Now, using the fact that z λi ∈ C 2 0 ([t 0 , ∞[) is a solution of (1.23) with µ = λ i , we deduce the proof of (1.24). By the definition of the W [y 1 , . . . , y n ], some algebraic rearrangements and (1.24), we deduce (1.25).
In order to prove ( Now, from (H1) and Theorem 1.3-(b) we can deduce that the sets defined on (1.14) and (1.15) satisfy the inclusion G λi ⊂ E n−1 i
. Then, we can rewrite (2.8) with F instead of P and µ = λ i , i.e.
T z λi (t) = 1 
