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1. Introduction and preliminaries
Let F be an infinite field. Let A D Taij Uni;jD1 2 Fnn, aij D 0 for n > i > j > 1,
be an upper triangular matrix with entries in F having the properties:
(i) A is irreducible, i.e., there is no block of the form Taij U; i D 1; : : : ; kI j D
k C 1; : : : ; n for any k D 1; : : : ; n − 1 that consists entirely of zeros;
(ii) A has zero trace: a11 C    C ann D 0.
We study the following problem:
Problem 1.1. Describe all Jordan forms of nilpotent matrices of the form
A C T ; (1.1)
where T 2 Fnn is strictly lower triangular.
It follows from [3] that indeed there are nilpotent matrices of the form (1.1).
It is convenient to describe the Jordan forms of nilpotent n  n matrices in terms
of nonincreasing sequences M D fmig1iD1 of nonnegative integers mi such thatP1
iD1 mi D n. Denote byMn the set of all such sequences. For M D fmig1iD1 2Mn,
the nilpotent Jordan form described by M has Jordan blocks of sizes m1; : : : ;mk ,
where k is the largest index such that mk > 0. Given A upper triangular with the
properties (i) and (ii), denote byM.A/ the subset ofMn consisting of all sequences
M such that there exists a nilpotent matrix of the form (1.1) having the Jordan form
described by M.
There is a natural majorization relation on the set Mn. Given M1 D fm1ig1iD1;
M2 D fm2ig1iD1 2Mn we say that M1 majorizes M2 (notation: M1  M2) if the fol-
lowing inequalities hold:
kX
iD1
m1i >
kX
iD1
m2i ; k D 1; 2; : : :
Equivalently (see, for example, Section 4.B.3 in [15]), M1  M2 if and only ifX
fiVm1i>pg
.m1i − p/ >
X
fiVm2i>pg
.m2i − p/; p D 1; 2; : : : (1.2)
Theorem 1.2. Let A 2 Fnn be an upper triangular matrix with the properties .i/
and .ii/. ThenV
(a) fn; 0; : : :g 2M.A/I
(b) If M2 2M.A/ and M1  M2; then also M1 2M.A/.
Part (a) was proved in [16]. Part (b) was proved in [13]. In fact (a) follows from
(b) (given that there exist nilpotent matrices of the form (1.1)), because fn; 0; : : :g
is the supremal element ofMn with respect to the majorization relation. Additional
information on the setM.A/, in particular for small values of n, is found in [16–19].
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Next, we describe the structure preserving similarities. Let LTn be the group
of invertible lower triangular n  n matrices. For A upper triangular n  n matrix
and S 2LTn let TS.A/ D Trunc.SAS−1/, where Trunc is the operator of lower
triangular truncation, i.e., Trunc.X/ is the upper triangular matrix obtained from X
by replacing all strictly lower triangular entries in X with zeros.
Proposition 1.3. The map S 7! TS; S 2LTn; induces a group action represented
by linear transformations on the F-vector space of upper triangular matricesV
TS1S2.A/ D TS1.TS2.A//; TI .A/ D A;
for every upper triangular A.
If A has the properties .i/ and .ii/; then so does TS.A/ for every S 2LTn; and
M.A/ DM.TS.A//: (1.3)
A proof of (1.3) is found for example in [3]. The group action described in Prop-
osition 1.3 will be called triangular action. It is a particular case of the co-adjoint
action of a Lie group, an important tool in the representation theory (see, e.g. [12]).
The invariants and semiinvariants of the triangular action for generic full triangular
matrices were described independently in [1,4,10], for more general classes of so
called generic “staircase” matrices, they are given in [7].
In view of Proposition 1.3, when studying the setM.A/, without loss of gener-
ality we may consider the canonical, or normal, form of A under the action S 7! TS
rather than A itself.
In the present paper, we completely solve Problem 1.1 for generic upper triangu-
lar matrices within certain bands. For fixed integers k and n, where 1 < k 6 n, we
denote byDk;n the set of all upper triangular n  n matrices A D Taij Uni;jD1 2 Fnn
(aij D 0 for i > j ) satisfying the conditions:
(1) aij D 0 for j − i > k;
(2) ai;iCk−1 =D 0 for i D 1; 2; : : : ; n − k C 1.
Clearly, every matrix A 2 Dk;n is irreducible (satisfies the property (i)). Note also
that Trunc.SAS−1/ 2 Dk;n for every A 2 Dk;n and every invertible lower triangular
matrix S; in other words,Dk;n is invariant under the triangular action.
We now state one of the main results of this paper:
Theorem 1.4. Assume that n D k C r; where 0 6 r < k − 2; and let A 2 Dk;n be
an upper triangular matrix with zero trace which is generic within Dk;n. Then:
(a) The setM.A/ has a unique minimal element M0; in the sense of majorization.
(b) There is a nilpotent matrix B in the orbit .generated by the triangular group
action/ of A such that the Jordan form of B is given by M0; and moreover; the ma-
trix B has the smallest rank of all matrices in the set fA C T V T 2 Fnn strictly
lower triangularg.
We make precise, in the next section, the meaning of “generic” in Theorem 1.4.
Also, the element M0 is explicitly described in Section 3.
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In connection with Theorem 1.4 note that the existence of a nilpotent matrix in the
orbit of any matrix A satisfying (i) and (ii) was proved in [3], although not explicitly
stated.
In view of Theorem 1.2(b), the result of Theorem 1.4 gives a description of the
setM.A/; namely, M 2M.A/ if and only if M  M0.
In the cases when n > 2k − 2, our results are less complete. First of all note that
the result of Theorem 1.4 fails for n D 2k − 2 (an example is given in Section 6).
Theorem 1.5. There is a nilpotent element B in the orbit of a generic matrix A 2
Dk;n such that the matrix B has the smallest rank of all matrices in the set fA C T V
T 2 Fnn strictly lower triangularg.
The Jordan form of the matrix B in Theorem 1.5 is completely described. Note
that the property described in that theorem generally fails for nongeneric matrices A;
see example in Section 6.
The main technical tool in this paper are normal forms of upper triangular ma-
trices that are generic within the sets Dk;n. These normal forms are derived in the
next section. In Section 3, we give computations of ranks of powers of the normal
forms. Based on these computations, the main results are formulated and proved in
Section 4.
There, it will be more convenient to describe the Jordan forms of nilpotent matri-
ces in a different way. Let X be a nilpotent n  n matrix. Define the ordered sequence
of nonnegative integers
R.X/ D frank.Xp/ V p D 1; 2; : : :g:
The sequence R.X/ completely describes the Jordan form of X; in fact, if m1 >
m2 >    > mk > 0 are the sizes of Jordan blocks in the Jordan form of X, then
rank.Xp/ − rank.XpC1/ D jfj V mj > p C 1gj; p D 0; 1; : : : ; (1.4)
where j  j stands for the cardinality of a finite set. (We take X0 D I in (1.4).) More-
over, if the Jordan form of a nilpotent matrix Xi is described by a sequence Mi .i D
1; 2/, then M1  M2 if and only if rank.Xp1 / > rank.Xp2 / for any p > 1.
In Section 6 we give an example showing that in generalM.A/ need not have a
unique minimal element. Another example in that section shows that in general not
every Jordan form in the setM.A/ can be achieved using the nilpotent matrices that
belong to the orbit of A. In this connection we also note that an example is given
in [16] of an upper triangular matrix A such that for every nilpotent matrix B in the
orbit of A, the rank of B is strictly greater than the smallest rank of matrices in the
set fA C T V T 2 Fnn strictly lower triangularg.
In Section 7, we apply the normal forms of generic upper triangular matrices to
the notion of triangular equivalence.
We conclude the introduction with a description of normal forms of generic up-
per triangular matrices. Let A D Taij Uni;jD1 2 Fnn be an upper triangular matrix.
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Denote by TU the greatest integer less than or equal to . For every k D 1; : : : ; n2 
denote by Xk.A/ the k  k submatrix of A formed by its first (=top) k rows and its
last (= rightmost) k columns. The notation diag.X1; : : : ; Xq/ is used to designate
the block diagonal matrix with the diagonal blocks X1; : : : ; Xq (in that order).
Theorem 1.6. Assume det Xk.A/ =D 0; k D 1; : : : ;

n
2

. Then there is a unique
matrix in the orbit of A of the form
B2p D

diag.b1; : : : ; bp/ Jp
0p 0p

if n D 2p is even; where Jp is the p  p matrix having 1 in the positions .1; p/;
.2; p − 1/; : : : ; .p; 1/ and zero in all other positions; and of the form
B2pC1 D
2
4diag.b1; : : : ; bp−1/ 0 Jp−10 bp 0
0p−1 0 0p−1
3
5
if n D 2p − 1 is odd. Here b1; : : : ; bp 2 F are uniquely determined by A.
Theorem 1.6 was proved independently in several sources; see [1,4,10]; a detailed
description was given in [9]. We indicate below a simple proof of Theorem 1.6, based
on the following result on factorizations of matrices. We use the notation ATI U to
denote the submatrix of a matrix A formed by the rows whose indices are in the
set  and the columns whose indices are in the set ; thus ATI U is of the size
fcardinality of g  fcardinality of g.
Theorem 1.7. Any matrix Q 2 Fmn admits a factorization
Q D L1EQL2; (1.5)
where L1 2 Fmm and L2 2 Fnn are invertible lower triangular matrices; and EQ
is a matrix of zeros and ones such that every row and every column of EQ contains
at most one entry equal to 1. Moreover; EQ is uniquely determined by Q; satisfies
the equalities
rank QTf1; 2; : : : ; j gI fn − k C 1; n − k C 2; : : : ; ngU;
D rank EQTf1; 2; : : : ; j gI fn − k C 1; n − k C 2; : : : ; ngU
for j D 1; 2; : : : ;mI k D 1; 2; : : : ; nI and one of the matrices L1 and L2 can be
chosen; in addition; to have only 1’s on its main diagonal.
A proof of Theorem 1.7 is found in [6,8], and also in [11] (often the result of
Theorem 1.7 is given in terms of lower-upper factorization; to recast it in terms of
lower-lower factorization, as in (1.5), simply reverse the order of the columns of the
second factor and of the rows of the third factor). A generalization of Theorem 1.7
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to block matrices was obtained in [5]; results quite close to, and in some cases more
general than, those of [5] were obtained in [2].
Proof of Theorem 1.6. We restrict ourselves to the case when n D 2p is even (if n
is odd, a slightly modified proof is needed). Let A 2 Fnn be an upper triangular
matrix satisfying the hypotheses of Theorem 1.6. Partition:
A D

A11 A12
0 A22

; A11; A12; A22 2 Fpp:
Using the hypotheses of Theorem 1.6, by Theorem 1.7 write L1A12L−12 D Jp, for
some lower triangular invertible matrices L1 and L2. Now choose Y 2 Fpp so that,
denoting QY D L2Y , the strictly upper triangular part of Jp QY coincides with the strict-
ly upper triangular part of −L1A11L−11 , whereas Trunc. QYJp/ DTrunc.L2A22L−12 /.
It is easy to see that these requirements are compatible. Now let
S D

L1 0
X L2

; S−1 D

L−11 0
Y L−12

;
where X D −L2YL1. A calculation shows that TS.A/ has the form B2p, as stated in
Theorem 1.6.
To prove the uniqueness of the form B2p, assume that
S1 0
S21 S2
 
D1 Jp
0 0
 
S−11 0
−S−12 S21S−11 S−12

D

D2 Jp
0 0

;
where D1;D2 2 Fpp are diagonal, and S1; S2 2 Fpp are lower triangular and
invertible. A straightforward calculation shows that necessarily S21 D 0 and S1, S2
are diagonal. Hence, D1 D D2, and the uniqueness follows. 
2. Normal forms
In this section, we develop normal forms under the triangular action for certain
classes of generic upper triangular matrices, and compute the ranks of powers of
those forms. Normal forms for more general classes of generic upper triangular ma-
trices have been derived in [7]. However, the forms obtained in the present paper
are different from those in [7]; they are better suited for computation of the ranks of
powers.
Recall the definition of Dk;n given in the introduction. We associate with ev-
ery Dk;n a particular algebraic variety Vk;n  Dk;n which consists of all matrices
A D Taij U 2 Dk;n whose entries aij (0 6 j − i < k) satisfy a certain system of fi-
nitely many polynomial equations with coefficients in F. A key property ofVk;n is
thatVk;n is invariant under the triangular action. The complement ofVk;n is open
and dense inDk;n; therefore, “almost every” matrix inDk;n does not belong toVk;n.
We say that A 2 Dk;n is generic if A =2Vk;n.
M.I. Gekhtman, L. Rodman / Linear Algebra and its Applications 308 (2000) 1–29 7
While the explicit description of the polynomial equations that define Vk;n is
cumbersome in general, and therefore is omitted here, we present two special cases.
If k D 2, thenV2;n D ;. If k D n, then
Dn;n D
n
A D Taij Uni;jD1 2 Fnnjaij D 0 for i > j; and a1n =D 0
o
;
and as it follows Theorem 1.6,Vnn is defined by one polynomial equation, namely
n
2
Y
‘D1
det.X‘.A// D 0;
where X‘.A/ is the ‘  ‘ submatrix formed by the first (D top) ‘ rows and the last
(D right most) ‘ columns of A.
To describe the normal forms, the following notation will be used: Im is the m  m
identity matrix; 0pq is the p  q zero matrix which will often be abbreviated to 0p
(if p D q) or simply 0 (if the size of the zero matrix is clear from the context).
Jm D Tbij Umi;jD1 is the m  m matrix having bij D 1 if i C j D m C 1 and bij D 0 if
i C j =D m C 1 (the “other” diagonal matrix); Km D Tcij Umi;jD1 is the m  m matrix
defined by the conditions that cij D 1 if i C j D m C 1 and i 6

m
2

, and that cij D 0
if either i >

m
2

or both i 6

m
2

and i C j =D m C 1 (in other words, Km is the
strictly upper triangular part of Jm).
Theorem 2.1. Let k; n be integers with 1 < k 6 n.
(a) Assume n D k C r; where 0 6 r < k − 2. Let s D nC12  −  rC12 : Then the tri-
angular orbit of every generic matrix in Dk;n contains a unique matrix of the
form
Bk;r D
"
X11 X12
0 0
#
; (2.1)
where
X11 D
"
KrC1 0
0 0
#
C
2
6664
0    0
:::
:::
::: uT
0    0
3
7775 (2.2)
is

nC1
2
  nC12 I the nC12   n2  matrix X12 is given by
X12 D
2
4 0 IrC1
Jn
2 −r−1 0
3
5 C
2
666664
0    0
:::
:::
:::
0    0
v
3
777775 (2.3)
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if n is even; and by
X12 D
2
6664
0 IrC1
Jn−1
2 −r−1 0
0 01.rC1/
3
7775 C
2
6664
0    0
:::
:::
:::
0    0
v
3
7775 (2.4)
if n is odd. The row vectors v .of size n2 / and u .of size h nC12 i/ are defined asfollowsV
v D
(T0; x2; : : : ; xs; 0; : : : ; 0U if n is even;
Tx2; : : : ; xs; 0; : : : ; 0U if n is odd;
(2.5)
u D
h


xs− r2 

; : : : ; .xs/; 0; : : : ; 0; 

xs− r2 −1

; : : : ; .x2/; x1
i
: (2.6)
Here
.x/ D

1 if x =D 0;
0 otherwise:
(b) Assume n D 2.k − 1/. Then the triangular orbit of every generic matrix in
Dk;n contains a unique matrix of the form
Bk;k−2 D
"
Bk−1;0 Ik−1
0 0
#
: (2.7)
(c) Assume n D q.k − 1/ C r C 1; where q > 1 and 0 6 r < k − 1. Then the tri-
angular orbit of every generic matrix in Dk;n contains a unique matrix of the
form
Cq;k;r D
2
6664
Bk;r 0.rC1/.q−1/.k−1/
I.q−1/.k−1/
0.q−1/.k−1/.kCr/ 0.k−1/.q−1/.k−1/
3
7775 : (2.8)
Several remarks are in order. First of all, note that the three cases (a), (b), and (c) of
Theorem 2.1 cover all the possibilities for the integers k and n (provided 1 < k 6 n),
with the exception of k D n D 2. In fact, (a), (b), or (c) happens precisely when
n 6 2k − 3; n D 2k − 2, or n > 2k − 1, respectively. In the exceptional case, we
take
B2;0 D

x 1
0 0

; x 2 F
(cf. Theorem 1.6). Secondly, note that
trace Bk;r D x1 .0 6 r 6 k − 2/
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and
trace Cq;k;r D x1:
Moreover, Bk;r and Cq;k;r are nilpotent if and only if x1 D 0.
Proof of Theorem 2.1. First, we show that the cases (b) and (c) can be reduced to
the case (a).
Indeed, if n D 2k − 2, then every A 2 Dk;n is of the form
A D

A11 A12
0 A22

;
where A11, A22 are .k − 1/  .k − 1/ upper triangular and A12 is a .k − 1/ 
.k − 1/ lower triangular invertible matrix. Let
S D

A−112 0
−A22A−112 Ik−1

:
Then
TS.A/ D
 QA11 Ik−1
0 0

; (2.9)
where QA11 D TA−112 .A11/ C A22. Note that the form (2.9) is preserved only under
the triangular action Tdiag.S 0;S 0/, where S0 is an arbitrary invertible lower triangular
.k − 1/  .k − 1/ matrix. We define the condition that A 2 Dk;n is generic by the
requirement that QA11 2 Dk−1;k−1 is generic. Thus, the case (b) is reduced to (a),
with n D k − 1 and r D 0.
To deal with the case (c) we write A 2 Dk;n as
A D
2
66666666664
A1
0.rC1/.q−1/.k−1/
C1 0    0
0.q−1/.k−1/.kCr/
A2 C2    0
0 A3    0
:::
:::
.
.
.
.
.
.
:::
0 0    Cq−1
0 0    Aq
3
77777777775
;
where C1; : : : ; Cq−1 are invertible lower triangular .k − 1/  .k − 1/ matrices,
A2; : : : ; Aq are upper triangular .k − 1/  .k − 1/ matrices, and A1 2 Dk;kCr .
Define the matrices S1; : : : ; Sq−1 as follows:
Si D
2
6666666664
I.q−1−i/.k−1/CrC1 0
0
Ik−1 0    0 0
Di Cq−i    0 0
0 0    0 0
:::
:::
.
.
.
:::
:::
0 0    Cq−i 0
0 0    0 Cq−i
3
7777777775
(2.10)
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(the block Cq−i is repeated i times), where
D1 D − Cq−1AqC−1q−1;
D2 D −

Cq−2Aq−1C−1q−2 C Cq−2Cq−1AqC−1q−1C−1q−2

; : : : ;
Dq−1 D−

C1A2C
−1
1 CC1C2A3C−12 C−11 C   C C1    Cq−1AqC−1q−1    C−11

:
Denote S D Sq−1 : : : S1. A direct computation shows that
TS.A/ D
2
6666666664
QA1
0.q−1/.k−1/.kCr/
0.rC1/.q−1/.k−1/
Ik−1 0    0
0 Ik−1    0
:::
:::
.
.
.
:::
0 0    Ik−1
0 0    0
3
7777777775
: (2.11)
We now define the condition that A 2 Dk;n is generic by the requirement that QA1 is
generic in Dk;kCr . Also, the form (2.11) is preserved under a triangular action T QS if
and only if QS has the form
QS D
2
666664
S11 0 0    0
S21 S22 0    0
0 0 S22    0
:::
:::
:::
.
.
.
:::
0 0 0    S22
3
777775 ;
where S11 and S22 are invertible lower triangular matrices of sizes .r C 1/  .r C 1/
and .k − 1/  .k − 1/, respectively, and S21 is an arbitrary .k − 1/  .r C 1/ matrix.
Therefore, the case (c) is reduced either to the case (a) (if r < k − 2) or to the case
(b) (if r D k − 2).
Now consider the case (a). Partition a matrix A 2 Dk;kCr into blocks:
A D
2
4A11 A12 A130 A22 A23
0 0 A33
3
5 :
Here A11, A22, A33 are upper triangular and A13 is an invertible lower triangular
matrix; the blocks A11, A13, A33 are of size .r C 1/  .r C 1/, and the block A22 is
.k − r − 2/  .k − r − 2/. Let
S1 D
2
64
A−113 0 0
−A23A−113 I 0
−A33A−113 0 IrC1
3
75 :
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Then
TS1.A/ D
2
4 QA11 QA12 IrC10 QA22 0
0 0 0
3
5 :
Next, let
S2 D
2
4IrC1 0 00 Ik−r−2 0
0 QA12 IrC1
3
5 :
Then
TS2S1.A/ D
2
4 QA11 0 IrC10 QA22 0
0 0 0
3
5 :
We define the genericity for A 2 Dk;n by the requirement that QA11 and QA22 are ge-
neric elements ofDrC1;rC1 and ofDk−r−2;k−r−2, respectively. Since the matrix en-
tries of QA11, QA22 are rational functions of the matrix entries of A, this definition is
consistent with our notion of genericity.
Next, by Theorem 1.6 there exist lower triangular invertible matrices S3, S4 and
uniquely defined elements
y1; : : : ; yh rC2
2
i; z1; : : : ; z k−r−1
2
 2 F
such that
TS3.
QA11/ D diag

y1; : : : ; yh rC2
2
i; 0; : : : ; 0

C KrC1;
TS4.
QA22/ D diag

z1; : : : ; zh k−r−1
2
i; 0; : : : ; 0

C Kk−r−2:
Therefore,
B VD T.diag.S3;S4;S3//S2S1.A/ D
2
4TS3. QA11/ 0 IrC10 TS4. QA22/ 0
0 0 0
3
5 : (2.12)
Note that the right upper

n
2
  n2  corner of B is equal to
0 IrC1
J n
2
−r−1 0

;
and the bottom

n
2

rows of B are zeros.
Now let us define row vectors
u1 D

.y1/; : : : ; .yh rC2
2
i/; 01h rC12 i

12 M.I. Gekhtman, L. Rodman / Linear Algebra and its Applications 308 (2000) 1–29
of size r C 1 and
u2 D

.z1/; : : : ; 

zh k−r−1
2
i
−1

:
Next, define a row vector Qu of size n:
Qu D : : :

0; : : : ; 0; u2Jh n−1
2
i
−r−1; u1

;
and an n  n matrix
U D QuTeh nC1
2
i;
where ei; i D 1; : : : ; n; are row vectors forming the standard basis in Fn. In other
words, the

nC1
2

th column of U is QuT; and all other columns of U are zeros. Then both
U and UB are strictly lower triangular and BU D Tu1; u2; 0; : : : ; 0UTe[nC12 ]. There-
fore, if we define S5 D In − U , then
QB VD TS5.B/DB C Trunc.BU − UB − UBU/ D B C BU
DB C Tu1; u2; 0; : : : ; 0UTeh nC1
2
i :
Note that for i D 1; : : : ;  nC12  − 1, the .i; nC12 /-entry of QB is 1 if the .i; i/-entry is
nonzero and 0 otherwise. Also, off-diagonal entries of the upper left

nC1
2
  nC12 
submatrix of QB coincide with corresponding entries of X11 defined by (2.2).
Next, we define
S6 D
2
64
Ih n−1
2
i 0 0
d 1 0
0 0 I n
2

3
75 D In C eTh nC1
2
iTd; 0; : : : ; 0U;
where
d D

y1; : : : ; yh rC2
2
i; 01h rC12 i; z1; : : : ; zh k−r−12 i−1

is a vector obtained by taking first

n−1
2

diagonal entries of QB. Partition QB into
blocks of the same size as corresponding blocks of S6:
QB D
2
64
QB11 w1 QB12
0 zh k−r−1
2
i w2
0 0 0
3
75 :
Here
QB11 D

KrC1 0
0 0

C diag

y1; : : : ; yh rC2
2
i; 0; : : : ; 0; z1; : : : ; zh k−r−1
2
i
−1

;
QB12 D

0 IrC1
J n
2
−r−1 0

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if n is odd, and
QB12 D
"
0.rC1/1 0 IrC1
0h n−1
2
i
−r−1

1 J
h
n−1
2
i
−r−1 0
#
if n is even, w1 D Tu1; u2UT, and w2 D 0 if n is odd, or w2 D T1; 0; : : : ; 0U if n is
even. Then
TS6.
QB/ D
2
4 QB11 − Trunc.w1d/ w1 QB120 x1 w2 C d QB12
0 0 0
3
5 ;
where x1 D zh k−r−1
2
i C dw1 D trace. QB/ D trace.A/. Denote
x2 D zh k−r−1
2
i
−1; : : : ; x
h
k−r−1
2
i D z1; xh k−r−1
2
i
C1 D y1; : : : ; xs D yh rC22 i;
where
s D

k − r − 1
2

C

r C 2
2

D

n C 1
2

−

r C 1
2

:
Then d QB12 D v as defined in (2.5). Since diagonal entries of B11 and Trunc.w1d/
coincide, one concludes that
TS6.
QB/ D Bk;r C

Y 0
0 0

;
where Y is a strictly upper triangular

n−1
2
  n−12  matrix that may have nonzero
entries only in rows and columns numbered from 1 to

rC2
2

and from r C 2 to n−12 :
We write the top left

n−1
2
n−12  corner of TS6. QB/ in the form
Y1CKrC1
0 Y2

;
where Y2 has size

n−1
2
  (n−12  − r − 1, and Y1 is .r C 1/  .r C 1/. Assuming
first that n is odd, in which case QB12 is invertible, let
S7 D
2
64
Ih n−1
2
i 0 0
0 1 0
QB−112 T0; Y2U 0 I n2 
3
75 :
Taking into account the easily verified property that the matrix QB−112 T0; Y2U QB12 is
strictly lower triangular, we obtain
TS7TS6.
QB/ D
2
4 QC11 w1 QB120 x1 w2 C v
0 0 0
3
5 ;
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where
QC11 D

Y1 C KrC1 0
0 0

is

n − 1
2



n − 1
2

:
Recall that
Y1 C KrC1 D
"
Y11 J rC1
2

0 0
#
;
where Y11 is of size

rC1
2
   rC22 , and define
QS8 D
2
64
Ih rC2
2
i 0
Jh rC1
2
iY11 Ih rC1
2
i
3
75 ; S8 D diag. QS8; In−2r−2; QS8/:
Then T QS8.Y1 C KrC1/ D KrC1; moreover, the last (bottom) n − r − 1 rows and
the last (rightmost) n−12  columns of TS7TS6. QB/ do not change under the action of
TS8 , while the upper left .r C 1/ 

nC1
2

submatrix of TS8.TS7TS6. QB// is equal to

KrC1 0
 C
"
0 w11
0 Jh rC1
2
iY11w11
#
;
where
w11 D

.y1/; : : : ; 

yh rC2
2
iT :
Finally, put
S9 D
2
64
Ih n−1
2
i 0 0
0 1 0
0 Qw I n
2

3
75 ;
where
Qw D
"
0
Jh rC1
2
iY11w11
#
:
Then, since the rightmost

rC1
2

entries of v defined in (2.5) are zero, one verifies
that v Qw D 0, Qwv is strictly lower triangular and therefore
TS9TS8.TS7TS6.
QB// D Bk;r ;
which concludes the proof for the case n is odd.
If n is even, instead of S7 as defined above we use
S7 D
2
66664
Ih n−1
2
i 0 0 0
0 1 0 0
0 0 1 0
W 0 0 Ih n−1
2
i
3
77775 ;
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where
W D

0 IrC1
J n
2
−r−1 0
−1
T0; Y2U;
while S8 and S9 are defined as in the case n is odd. 
3. Ranks of powers of normal forms
In this section, we compute the ranks of powers of the normal forms given in
Theorem 2.1, assuming that the forms are nilpotent. In view of (1.4), once the ranks
of powers of the nilpotent normal forms are computed, we obtain immediately that
the orbit of a generic element of Dk;n contains a nilpotent matrix having a certain
Jordan form. Besides the matrices Bk;r and Cq;k;r themselves (provided they are
nilpotent), we also compute the ranks of powers of certain other matrices in the
orbits of Bk;r and Cq;k;r . These computations will be of use in the next section.
Lemma 3.1. Assume n D k C r; where 0 6 r < k − 2; and let s D nC12  −  rC12 .
Let Bk;r be given by .2:1/ with x1 D 0. Then
B3k;r D 0;
rank.Bk;r / D
8>><
>>:
hn
2
i
if n is even or x2 C    C xs D 0;
n C 1
2

if n is odd and x2 C    C xs =D 0;
(3.1)
and in the case r is even we have
rank.B2k;r / D
8>><
>>:

r C 1
2

if x2 D    D xs− r2 −1 D xs D 0;
r C 1
2

C 1 if not all of x2; : : : ; xs− r2 −1; xs are zeros;
whereas in the case r is oddV
rank.B2k;r / D
8>><
>>:

r C 1
2

if x2 D    D xs− r2 −1 D 0;
r C 1
2

C 1 if not all of x2; : : : ; xs− r2 −1 are zeros:
Moreover; under the additional hypothesis that at least one of xs− r2 ; : : : ; xs−1; xs
is nonzero; the triangular orbit of Bk;r contains a matrix QBk;r such that
QB3k;r D 0; rank. QBk;r / D rank.Bk;r /;
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and
rank. QB2k;r / D
8>><
>>:

r C 1
2

if r is odd or xs D 0;
r C 2
2

if r is even and xs =D 0:
(3.2)
Proof. Note the equality X211 D 0; hence B3k;r D 0 and rankB2k;r D rank.X11X12/.
Using formulas (2.2)–(2.4), and considering separately the four cases (n is either
even or odd, r is either even or odd), the expressions for rank.B2k;r / are obtained
without difficulties.
Next, we partition formulas for X11 and X12 given by (2.2)–(2.4):
X11 D
2
4KrC1 0 u10 0 u2
0 0 011
3
5 ; X12 D
2
4 0 IrC1QJ 0
v1 v2
3
5 :
Here
uT D
2
4 u1u2
011
3
5 ;
where u1 2 F .rC1/1, v1 2 F 1.

n
2
−r−1/
, and QJ 0
v1 v2

is the submatrix of X12 formed by its bottom

kCrC1
2
 − r − 1 rows (the size of
QJ is ( nC12  − r − 2  (n2  − r − 1. Under the additional hypothesis, we have
v2 =D 0, therefore also u1 =D 0, i.e. there is such j; 1 6 j 6

rC2
2

, that the
(
j;

nC1
2

entry of X11 is equal to 1. Define ej to be the jth row vector in the standard basis,
and let
S D Ih nC1
2
i −
2
40.rC1/1u2
0
3
5 ej :
Then
QX11 VD TS.X11/ D
2
4KrC1 0 u10 0 0
0 0 011
3
5
and
QBk;r VD Tdiag

S;Ih n
2
i.Bk;r / D
 QX11 SX12
0 0

:
It is not hard to check that QX211 D 0 and thus QB3k;r D 0. Furthermore,
rank. QB2k;r / D rank. QX11SX12/ > rank KrC1 D

r C 1
2

:
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The only case when rank. QX11SX12/ is greater than rank(KrC1) is when r is even and
the

rC2
2

th entry of u1 is nonzero, which happens exactly when xs =D 0. This proves
(3.2). 
To prove (3.1), we make use of the fact that the rank of the right upper nC12  
nC1
2

corner of any upper triangular matrix A is invariant under the triangular action.
In the case of both QBk;r and Bk;r this rank coincides with the rank of the whole
matrix. The invariance then implies that
rank QBk;r D rank Bk;r D rank

right upper

n C 1
2



n C 1
2

corner of Bk;r

:
It is easy to see that the latter is described by the right-hand side of (3.1). 
Lemma 3.2. Let Bk;k−2 be given by .2:7/; with x1 D 0. Then
rank.Bk;k−2/ D k − 1I B4k;k−2 D 0;
rank.B2k;k−2/ D
8>>>><
>>>>:

k − 1
2

if k − 1 is even or x2 C    C xT k2 U D 0;

k
2

if k − 1 is odd and x2 C    C xT k2 U =D 0
and
rank.B3k;k−2/ D
8<
:
0 if x2 D    D xT k2 U D 0;
1 otherwise:
Moreover; under the additional hypothesis that xT k2 U =D 0; the triangular orbit of
Bk;k−2 contains a matrix
QBk;k−2 D
 QBk−1;0 Ik−1
0 0

;
where QBk−1;0 is given by Lemma 3:1: Furthermore;
rank. QBk;k−2/ D k − 1; QB4k;k−2 D 0;
rank. QB2k;k−2/ D rank.B2k;k−2/; rank. QB3k;k−2/ D 1:
Proof. Starting with (2.7), induction on w shows that
Bwk;k−2 D
"
Bwk−1;0
0
Bw−1k−1;0
0
#
D
"
0
0
Bw−1k−1;0
0
# 
I
Bk−1;0
0
I

;
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and therefore
rank Bwk;k−2 D rank Bw−1k−1;0 .w D 1; 2; : : :/:
Applying Lemma 3.1 completes the proof for the ranks of powers of Bk;k−2. By
construction,
QBk−1;0 D Tdiag.S;I‘/.Bk−1;0/; ‘ D
k − 1
2
;
where S is constructed as in the proof of Lemma 3.1. Therefore, QBk−1;0 Ik−1
0 0

D Tdiag.S;I;S;I /

Bk−1;0 I
0 0

:
The rest of the proof follows as for Bk;k−2. 
Lemma 3.3. Let k; n be integers 1 < k 6 n. Assume n D q.k − 1/ C r C 1; where
q > 1 and 0 6 r < k − 1; and let Cq;k;r be given by .2:8/; with x1 D 0. Then
rank

C
j
q;k;r

D .q − j/.k − 1/ C r C 1; 1 6 j < q (3.3)
and
rank

C
j
q;k;r

D rank

B
j−qC1
k;r

; j > q: (3.4)
Proof. For the proof of equalities (3.3) and (3.4), we need a more detailed represen-
tation of Cq;k;r . Assume first r < k − 2. We use the formulas for X11 and X12 given
by (2.2)–(2.4). Partition, as in the proof of Lemma 3.1:
X11 D
2
664
KrC1 0 u1
0 0 u2
0 0 011
3
775 ;
X12 D
2
664
0 IrC1
QJ 0
v1 v2
3
775 :
Let
 D

k − r − 3
2

;
 D

k − r − 2
2

:
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Then, using formula (2.8), we have
Cq;k;r D
2
6666666666666666666666666664
KrC1 0 u1 0 IrC1 0 0 0 0    0
0 0 u2 QJ 0 I 0 0 0    0
0 0 011 v1 v2 0 I11 0 0    0
0 0 0 0 0 0 0 I 0    0
0 0 0 0 0rC1 0 0 0 IrC1    0
:::
:::
:::
:::
.
.
.
.
.
.
.
.
.
:::
IrC1
:::
:::
:::
:::
.
.
.
:::
0 0 0 0 0 0    0rC1
3
7777777777777777777777777775
;
(3.5)
where the boxed entries are square size blocks on the main block diagonal of
Cq;k;r . The block diagonal in (3.5) that contains the identity matrices consists of
IrC1, I , I11, I (in this order), repeated in the periodic fashion, the last block
being IrC1. Using (3.5), formula (3.3) is easily verified. To verify (3.4), first note
that
C
q−1
q;k;r D
2
6666664
B
q−1
k;r B
q−2
k;r Z    Bk;rZ Z
0 0    0 0
:::
:::
.
.
.
:::
:::
0 0    0 0
3
7777775
;
where Z D  0
Ik−1

is .k C r/  .k − 1/. Since
Cq;k;r D
2
66666666664
Bk;r Z 0    0
0 0 Ik−1    0
:::
:::
:::
.
.
.
:::
0 0 0    Ik−1
0 0 0    0
3
77777777775
; (3.6)
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we have for j > q:
C
j
q;k;r D
2
4Bjk;r Bj−1k;r Z    Bj−qC2k;r Z Bj−qC1k;r Z
0 0    0 0
3
5 : (3.7)
Now B3k;r D 0 by the part (a), whereas
B2k;r D
2
40 X11X12
0 0
3
5 : (3.8)
It follows that rank.B2k;rZ/ D rank B2k;r , and formula (3.4) for j > q is evident. For
j D q we have
C
q
q;k;r D
2
4Bk;r 0
0 0
3
5
2
4Bq−1k;r Bq−2k;r Z    Bk;rZ Z
0 0    0 0
3
5 ;
and therefore rank .Bk;rZ/ 6 rank Cqq;k;r 6 rank Bk;r . On the other hand, using the
notation of (3.5):
Bk;r D
2
6666666666666664
KrC1 0 u1 0 IrC1
0 0 u2 QJ 0
0 0 011 v1 v2
0 0 0 0 0
0 0 0 0 0rC1
3
7777777777777775
;
Bk;rZ D
2
66666666666664
0 u1 0 IrC1
0 u2 QJ 0
0 011 v1 v2
0 0 0 0
0 0 0 0rC1
3
77777777777775
:
So rank.Bk;rZ/ D rank Bk;r , and (3.4) follows for j D q as well.
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It remains to prove formulas (3.3) and (3.4) for the case when r D k − 2. To this
end, note that
Cq;k;k−2 D
2
66666666664
Bk−1;0 Ik−1 0    0
0 0 Ik−1    0
:::
:::
:::
.
.
.
:::
0 0 0    Ik−1
0 0 0    0
3
77777777775
;
where Ik−1 appears q times. Now (3.3) follows easily. Next,
C
j
q;k;k−2 D
2
4Bjk−1;0 Bj−1k−1;0    Bj−qk−1;0
0 0    0
3
5 ; j > q;
and therefore rank Cjq;k;k−2 D rank Bj−qk−1;0 (j > q), and in view of
rank Bwk;k−2 D rank Bw−1k−1;0 .w D 1; 2;   /;
formula (3.4) follows also in the case r D k − 2. 
The following corollary can be obtained from Lemma 3.1 by a slight modification
of proofs of Lemma 3.1 and part (c) of Theorem 2.1.
Corollary 3.4. Let QBk;r be an element of the triangular orbit of Bk;r ; constructed in
the previous lemma. Then the triangular orbit of Cq;k;r contains an element QCq;k;r ;
that has a form .2:8/ with Bk;r replaced by QBk;r . Equalities .3:3/ and .3:4/ remain
valid after a replacement of Cq;k;r by QCq;k;r and Bk;r by QBk;r .
4. Proof of the main result
Given an upper triangular matrix A D Taij Uni;jD1 2 Fnn, aij D 0 for n > i >
j > 1, we denote by mr.A/ the minimal possible rank of matrices of the form A C T ,
where T is strictly lower triangular. It is described by Woerdeman’s formula (see
[20]):
mr.A/D
nX
mD1
(
rankTaij UiD1;:::;mIjDm;:::;n

−
n−1X
mD1
(
rankTaij UiD1;:::;mIjDmC1;:::;n

: (4.1)
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Clearly, mr.A/ is invariant under the triangular action. Using Woerdeman’s
formula, we compute the minimal possible ranks of the normal forms described in
Section 2, when addition of strictly lower triangular matrices is allowed.
Lemma 4.1. Let k; n be integers; 1 < k 6 n.
(a) Assume n D k C r; where 0 6 r 6 k − 2; and let Bk;r be given by .2:1/ .if
r < k − 2/ or by .2:3/ .if r D k − 2/; with x1 D 0. Then
mr.Bk;r / D
8>>>>><
>>>>>:
n
2
if n is even;
n − 1
2
if n is odd and x2 C    C xs D 0;
n C 1
2
if n is odd and x2 C    C xs =D 0:
(b) Assume n D q.k − 1/ C r C 1; where q > 1 and 0 6 r < k − 1; and let Cq;k;r
be given by .2:8/; with x1 D 0. Then
mr.Cq;k;r / D .q − 1/.k − 1/ C r C 1: (4.2)
Comparison with Lemmas 3.1, 3.3 and Corollary 3.4 shows that
mr.Bk;r / D rank.Bk;r / D rank. QBk;r /;
mr.Cq;k;r / D rank.Cq;k;r / D rank. QCq;k;r /:
Proof. The proof is based on formula (4.1). Consider first the matrix Bk;r with
r < k − 2. Write Bk;r D Tij Uni;jD1, and rewrite formula (4.1) in the form
mr .Bk;r/
D
 n−1X
mD1
.rankTij UiD1;:::;mIjDm;mC1;:::;n
−rankTij UiD1;:::;mIjDmC1;:::;n

C 1: (4.3)
An inspection shows that the number in braces in (4.3) is equal to the number of
rows of X22 less 1 if n is even, or if n is odd and x2 C    C xs =D 0; otherwise, the
number in braces in (4.3) is equal to the number of rows of X22 less 2. For the matrix
Bk;k−2, argue similarly using (2.3). This proves the part (a).
For the proof of part (b) use formula (3.5) (assuming that k C r is even and r <
k − 2). Clearly, for any matrix W 2 Fnn whose upper triangular part coincides
with Cq;k;r we must have rank W > .q − 1/.k − 1/ C r C 1 (because the upper right
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corner of size .q − 1/.k − 1/ C r C 1 of Cq;k;r is a lower triangular matrix with 1’s
on the main diagonal). Since the rank of Cq;k;r is exactly .q − 1/.k − 1/ C r C 1,
the equality (4.2) follows. The other cases (k C r is odd and/or r D k − 2) are dealt
with analogously. 
The next lemma extends Lemma 4.1 for powers of the matrix QBk;r .
Lemma 4.2. Assume the hypotheses and notation of part .a/ of Lemma 4:1. Then
for every W 2 Fnn such that Trunc.W/ D QBk;r we have
rankWp > rank. QBpk;r /; p D 1; 2; : : : (4.4)
Proof. For p D 1; the result is given by Lemma 4.1. Since QB3k;r D 0; we have to
prove (4.4) only for p D 2. Next; observe that if we fix any element B of the trian-
gular orbit of Bk;r ; then
minfrank W 2 V W 2 Fnn; Trunc.W/ D QBk;r g
D minfrank W 2 V W 2 Fnn; Trunc.W/ D Bg:
We choose as B matrix (2.12) that appeared in the course of the proof of Theo-
rem 2.1. Then; if W D B C T ; where T is strictly lower triangular; then upper right
.r C 1/  .r C 1/ block of W 2 has a form
diag

y1; : : : ; yh rC2
2
i; 0; : : : ; 0

C KrC1 C T 0;
where T 0 is lower triangular. It follows that rank.W2/ cannot be less than

rC1
2

; if r
is odd or yh rC2
2
i D 0; or less than  rC22  otherwise. Now the statement of the lemma
follows form Lemma 3.1 and the fact that xs in (2.5) is equal to y[rC22 ]. 
Now our main result drops out from Theorem 2.1 and Lemmas 3.1 and 4.2.
Theorem 4.3. Assume n D k C r; where 0 6 r < k − 2; and let A be a generic el-
ement of Dk;n with zero trace. Then the setM.A/ has a unique element M0 in the
sense of majorization. The triangular orbit of A contains a nilpotent matrix QBk;r of
rank equal to mr.A/ and the Jordan form given by M0.
Note that “generic” is understood in Theorem 4.3 in a more restrictive sense than
in Theorem 2.1. Namely, we require not only that A 62Vk;n (as in Theorem 2.1),
but also that at least one of the parameters xs− r2 ; : : : ; xs−1; xs in the normal form
of A be nonzero. Note that M0 can be easily read off formulas in Lemma 3.1 (using
(1.4)).
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5. Generic upper triangular matrices
For the particular case of generic upper triangular matrices (this corresponds to
the situation when n D k in Theorem 2.1), Theorem 4.3 can be recast in a more
transparent form.
For an upper triangular matrix A 2 Fnn, and for k D 1; : : : ; n2  denote by Xk
the submatrix of A formed by its first k rows and last k columns. For any pair of
integers .k; ‘/ with 1 6 k 6

n−1
2

, k < ‘ < n − k C 1, let Yk;‘.A/ be the .k C 1/ 
.k C 1/ submatrix of A formed by its rows indexed by 1; 2; : : : ; k; ‘ and by its col-
umns indexed by ‘; n − k C 1; : : : ; n. Thus, Xk.A/ is the k  k submatrix in the
upper right corner of Yk;‘.A/. Further, let
k.A/ D det Xk.A/; k D 1; : : : ;
hn
2
i
; 0.A/ D 1
and
k;‘.A/ D det Yk;‘.A/; k > 1; 0;‘ D a‘‘;
where a‘‘ is the entry of A in the .‘; ‘/ position. Also, for each integer k with 0 6
k 6

n−1
2

and k.A/ =D 0 we define
SkC1.A/ D 1
k.A/
n−kX
‘DkC1
k;‘.A/:
In particular, note that S1.A/ D trace.A/.
Proposition 5.1. If A and B are upper triangular matrices in the same orbit of the
traingular action; thenV
(i) For every k D 0; 1; : : : ; n2  ; k is a semiinvariantV k.A/ =D 0 if and only if
k.B/ =D 0.
(ii) For every k D 0; 1; : : : ; n−12 ; Sk is an invariantV SkC1.A/ D SkC1.B/ provided
k.A/ =D 0.
Proposition 5.1 was proved in [10]; also Section XV.2 in [9].
In the next result we assume that A 2 Fnn is an upper triangular matrix satisfy-
ing conditions (i) and (ii) of Section 1, and moreover k.A/ =D 0 for k D 1; : : : ;

n
2

.
Theorem 5.2. Assume n D 2p is even. If SkC1.A/ D 0 for k D 0; 1; : : : ; p − 1;
then M 2M.A/ if and only if M  f2; 2; : : : ; 2; 0; : : :g .2’s appear p times/. If
SkC1.A/ =D 0 for at least one of k D 0; 1; : : : ; p − 1; then M 2M.A/ if and only
if M  f3; 2; : : : ; 2; 1; 0; : : :g .2’s appear p − 2 times/.
Assume n D 2p − 1 is odd. If the determinant of the p  p upper-right corner
of A is nonzero; then M 2M.A/ if and only if M  f3; 2; : : : ; 2; 0; : : :g .2’s ap-
pear p − 2 times/. Otherwise; if SkC1.A/ D 0 for k D 0; 1; : : : ; p − 2; then M 2
M.A/ if and only if M  f2; 2; : : : ; 2; 1; 0; : : :g .2’s appear p − 1 times/; and if
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SkC1.A/ =D 0 for at least one of k D 0; 1; : : : ; p − 2; then M 2M.A/ if and only if
M  f3; 2; : : : ; 2; 1; 1; 0; : : :g .2’s appear p − 3 times/.
Theorem 5.2 is a particular case of Theorem 1.4 and of the description of M0
given in Lemma 3.1.
6. Examples
We have seen in Theorem 4.3, that (under the hypotheses of that theorem) the
set M.A/ contains unique element which is minimal in the set with respect to the
majorization. The next example shows that generally speaking such minimal element
need not be unique.
Example 6.1. Let A be 6  6 upper triangular matrix given in the 2  2 block form
A D

0 I3
0 C

; C D
2
40 1 00 0 1
0 0 0
3
5 :
Clearly, for any strictly lower triangular T we have rank.A C T / > 3, rank.A C
T /2 > 2. Because of these inequalities, only the following sequences may be po-
tentially inM.A/ (we omit the zero elements of the sequences):
f3; 3gI f4; 1; 1gI f4; 2gI f5; 1gI f6g: (6.1)
In fact, M.A/ consists of exactly the sequences (6.1). To verify this fact, in
view of Theorem 1.2(b) we need only to show that f3; 3g; f4; 1; 1g 2M.A/. Since
rank A D 3, it follows that the Jordan structure of A is given by f4; 1; 1g. Let
A C T D
2
6666666664
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 −1 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
3
7777777775
:
One verifies that .A C T /3 D 0, so that the Jordan structure of A C T is f3; 3g. Fi-
nally, note that f3; 3g and f4; 1; 1g are incompatible with respect to the majorization.
For a given upper triangular n  n matrix A with the properties (i) and (ii), con-
sider the setJ.A/ Mn which is defined to be the set of all possible multiplicities
of nilpotent matrices in the orbit of A (with respect to the group action described in
Proposition 1.3). Clearly, J.A/ M.A/. The next example shows that J.A/ can
be a proper subset ofM.A/.
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Example 6.2. Let
A D
2
4a 0 10 0 0
0 0 −a
3
5 ;
where a 2 F is nonzero. It is easy to see thatM.A/ D ff3g; f2; 1gg (we omit the zero
terms in these sequences). Indeed, the matrix
A0 D
2
4 a 0 1u 0 0
−a2 w −a
3
5
is nilpotent and has one Jordan block of size 3 provided uw D 0 and one of u and w
is different from zero. On the other hand, a computation shows that, for
S D
2
41 0 0x 1 0
z y 1
3
5 ;
Trunc.SAS−1/ D
2
4a C xy − z −y 10 −xy x
0 0 z − a
3
5 :
So Trunc.SAS−1/ is nilpotent if and only if z D a and xy D 0, and in this case
the Jordan form of Trunc.SAS−1/ consists of the blocks of sizes 1 and 2. Thus,
J.A/ D ff2; 1gg.
Example 6.3. We now show that statement (a) of Theorem 1.4 does not hold for
A 2 Dk;n if n D 2k − 2. To this end, we shall prove that for the case n D 2k − 2
there are two minimal elements in M.A/, for a generic A 2 Dk;n, such that in its
normal form xh k
2
i =D 0. We can replace A by
QBk;k−2 D
 QBk−1;0 Ik−1
0 0

defined as in Lemma 3.2. Then, since QB3k−1;0 D 0 and rank QB2k−1;0 D 1, a completion
C of QBk;k−2 given by
C D
" QBk−1;0 Ik−1
− QB2k−1;0 0
#
satisfies the following properties: rank.C2/ D rank. QBk−1;0/ D rank. QB2k;k−2/, C3 D
0, while rank.C/ D k.
Thus,
R. QBk;k−2/ D fk − 1;m; 1; 0; : : :g and R.C/ D fk;m; 0; : : :g;
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where m Drank. QBk−1;0/. Clearly, sequencesR. QBk;k−2/ andR.C/ are not compara-
ble and, therefore, Jordan structures of QBk−1;0 and C are not comparable in the sense
of majorization.
7. Triangular equivalence
The normal forms obtained in Section 2 may be used also to study another nat-
ural group action on the set of upper triangular matrices. Namely, for A an upper
triangular n  n matrix, and for S1; S2 2LTn, let
QT.S1;S2/.A/ D Trunc.S1AS−12 /:
This formula defines a group action of the groupLTLT on the set of upper
triangular matrices. We call this action triangular equivalence.
Since the rank of every rectangular block2
64
a1;j a1;jC1    a1;n
:::
:::
.
.
.
:::
ai;j ai;jC1    a1;n
3
75 ; 1 6 i 6 j 6 n; (7.1)
of an upper triangular matrix A D Tai;j U, and the rank of the corresponding rectangu-
lar block of QT.S1;S2/.A/ are the same, formula (4.3) shows that mr.A/ is an invariant
of the triangular equivalence. In the generic case, mr.A/ is a complete invariant.
Theorem 7.1. Assume that A;B 2 Dk;n are generic .in the sense of Theorem 2:1/.
Then A and B belong to the same orbit of triangular equivalence if and only if
mr.A/ D mr.B/.
Proof. We need to prove only the “if” part. It is easy to see that using transforma-
tions of the types QT.I;S2/ and QT.S1;I /, one can bring the matrix Bk;r to the form2
40 0 IrC10 Jn
2 −r−1 0
0 0 0
3
5
if n is even, and to one of the two forms2
664
0 0 0 IrC1
0 0 Jn−1
2 −r−1 0
0  0 0
0 0 0 0
3
775 ;  D 0 or  D 1;
if n is odd. Analogously, the matrix Cq;k;r (where n D q.k − 1/ C r C 1, q > 1,
0 6 r < k − 1) can be brought to the form
0 In−k−1
0 0

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by using transformations of the types QT.I;S2/ and QT.S1;I /. It follows that two generic
matrices inDk;n are in the same triangular equivalence orbit, except in the case when
n is odd and n D k C r (0 6 r < k − 2); in the exceptional case, the generic matrices
inDk;n form just two triangular equivalence classes, the minimal rank being equal to
.n − 1/=2 in one class, and to .n C 1/=2 in the other class. From these observations
the proof of Theorem 7.1 is obvious. 
Theorem 7.1 fails for nongeneric matrices, for example:
A D
2
664
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
3
775 ; B D
2
664
0 0 0 1
0 1 0 0
0 0 0 0
0 0 0 0
3
775 :
In this example, A is generic, B is not generic, both have minimal rank 2, but are not
triangularly equivalent.
Invariants for triangular equivalence in the general situation are easily obtained
from Theorem 1.7. Namely, the ranks of the blocks (7.1) form a complete set of
triangular equivalence invariants of an upper triangular matrix A D Tai;j U.
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