Some old equations are reviewed and some new equations have been derived which indicate certain properties of the Michaelis-Menten equation and its integrated forms. Simulated data which obey Michaelis-Menten kinetics have been plotted in various ways to illustrate special relationships. An equation is derived which accurately estimates the slope of the apparently linear decline (ko) of concentrations from the values of Co, Kin, and V m. This indicates the hybrid nature of k o. It is pointed out that if a metabolite is formed by Michaelis-Menten kinetics, then (a) one would not expect linear plots of cumulative amount of metabolite excreted in the urine vs. time, and
INTRODUCTION
Classical linear pharmacokineties are based on two principal assumptions: (a) tissues can take up an infinite amount of drug, and (b) drug elimination from the body obeys first-order kinetics. Neither of these assumptions is strictly valid even after administration of low doses of a drug, but the discrepancy between the assumptions and the facts becomes very evident when the same drug is studied in the same species following several different doses.
This report is concerned with certain properties of the MichaelisMenten equation (1, 2) and its integrated form (3, 4), which together with where C 1,q and C2,t 2 are any two points on the C,t curve. In a special case, one may write C 1 = Co where C o = C when t = 0. The author is suggesting that in the absence of tissue binding of drug, terminal blood or plasma concentration data should often be fitted to equation 2 rather than to the classical first-order equations shown as equations 3 and 4 :
lnC=lnC o-Kt (4) Kriiger-Thiemer (10) pointed out that deviations from linearity in pharmacokinetics may occur due to the absorption process, due to distribution, due to tissue binding of the drug, due to metabolic processes, and due to excretory processes. Krtiger-Thiemer and Levine (11) discussed several pharmacokinetic models involving Michaelis-Menten elimination kinetics, particularly one which comprises all characteristics of enzymatic processes, namely, reversibility, saturability, and substrate depletion.
THEORY The Pseudolinear Phase
If equation 1 is integrated between the limits C = 0 to C = Co, one obtains equation 5 :
where C = Co at t = 0. It is interesting that Henri ( . It should be noted that a plastic ruler placed over the curves in Fig. 1 in the intervals 0 _< t _< t. shows them to be essentially linear to the eye, but beyond the arrows, designating the t. values, there is noticeable curvature. This pseudolinear phase is evident in Fig. 1 despite the nonconstancy of the -dC/dt vs. t curves in the same intervals as seen in Fig. 2 . A possible approach to show the deviation in linearity would be to rearrange equation 1 as shown in equation 6:
Equation 6 suggests that when C is large relative to K m, such that Km/C is small, then the slope of the C,t curve will be relatively constant. However, this approach suggests that if one chose some arbitrary value, such as C <_ 2K m or Km/C >_ 0.5, then one would predict that the end of the pseudolinear phase would always correspond to the same value of C, independent of the Co value. A careful appraisal of the curves shown in Fig. 1 with a plastic ruler, as indicated above, will indicate that this situation does not hold.
To meet the linearity requirement, the second term on the left-hand side of equation 5 must be small relative to the first term. Figure 3 is a plot of the second term, K~ In Co~C, against the first term, C o -C, for C,t data generated from four representative combinations of C o, V,,, and K,,. The points indicated by the arrows in Fig. 3 correspond to the value of C = Cole, where e is the base of natural logarithms, i.e., 2.71828 .... When C > Co~e, then In Co/C < 1 and the term Km in Co/C makes a reasonably small contribution in equation 5 relative to the difference Co -C. However, when C < Cole, then In Co/C > 1 and the Km In Co/C term makes a larger and larger contribution as C decreases in magnitude. This is readily seen in Fig. 3 .
If we define t, as the time corresponding to C = Cole, then t, is an excellent arbitrary cutoff point for the termination of the apparently linear decline of concentrations when Michaelis-Menten kinetics are obeyed.
Substituting C = Cole and t = t, into equation 5 gives
Co -Co/e + K,, In e = Vmt ,
But In e = 1, hence rearrangement of equation (7) gives 
Equation 8
indicates that a plot of t, against Co will give a straight line with slope of (1 -1/e)/Vm and extrapolated intercept of K,,/Vm. One way of estimating the slope (ko), of the apparently linear segment of the C,t curve shown in Fig. 1 is to use equation 9 :
Thus when equation 9 is utilized, the estimate of k 0 is based on only the first point (0, Co) and the last point (t,, Cole) of the linear segment as defined above. Equation ll indicates that a plot of the reciprocal of the slope of the apparently linear segment against the reciprocal of the initial concentration should yield a straight line with slope equal to the bracketed portion and extrapolated intercept equal to 1/V m. Obviously, such a relationship would only be obtained if K,, and V,, remained constant. Equations 7 through 11 may not be expected to hold when Co is very small relative to K,,, but simulations reported later indicate that they hold at least down to Kin/Co = 1. It should be noted that Co is a function of the dose (D), and the apparent volume of distribution (Vd). Hence k o is a function of D, Va, Vm, and K,,. Thus ko is a hybrid parameter and not a single pharmacokinetic parameter. The analysis of k 0 values in genetic-environmental studies, such as done by Vesell et al. (12) , is questionable.
Areas Under C, t Curves
The areas 0-~ T, T~ ~, and 0-~ ~ under the C,t curves (such as illustrated in Fig. 1 ) are given by equations 12, 13, and 14, respectively. These equations were readily obtained by appropriate integration from equation 5. They apply only to the pharmacokinetic situation where only one metabolite is formed according to the kinetics of Michaelis and Menten, and they assume a one-compartment open model.
Crlncr (12) f; f)
Urinary Excretion of a Metabolite When the Metabolite is Formed According to the Kinetics of Michaelis and Menten
In general, one may write (5 16 , daft& is the rate of urinary excretion of the metabolite, c~ is the fraction of the total drug in plasma which is free (non-protein-bound), k 1 and kap p are first-order constants, Va is the appropriate volume of distribution of the metabolite, C is the plasma concentration of the metabolite, T,, is the transport maximum, K m is the Michaelis constant of the transport mechanism, V~ is the effective volume of the tubule fluid from which reabsorption occurs, and Cu is the urine concentration of the metabolite. The quantity k I V a is equivalent to the glomerular filtration rate. 
Methods for Obtaining Preliminary Estimates of V m and/~
Lundquist and Wolthers (9) described a method to obtain preliminary estimates of the parameters V m and Km from a set of alcohol blood levels. Two additional methods are described below :
Method 1
One chooses three points, (Cl,tl), (C2,t2) , and (C3,ta) , from the set of observed C,t values, or one draws a smooth line through the observed set of Cot values and takes three values from the smooth line. In relation to Fig. 1 , one point should be at or near the top of the apparently linear portion, one point should be at or near the bottom of the apparently linear portion, and the third point should be near the bottom of the curved "foot" of the "hockey stick." One then writes two equations analogous to equation 2 as indicated by equations 20 and 21, The numerical values of C1, C2, C3, tl, t2, and t3 are substituted into
C1 -C a +Km In (C1/C3) = V,,(t a -t~)
Hence one has two equations with two unknowns, namely, V,, and Kin, and by the process of elimination can obtain one unknown; then by substitution into one of the equations, one can obtain the other unknown.
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Method 2
The Estimates of Vm and K,, obtained by methods l and 2 should be considered as only preliminary estimates which are good enough to start a computer iterating. The observed set of C,t data should then be fitted by the method of least squares.
EXPERIMENTAL
Generation of Simulated C, t Data
Simulated C,t data obeying equation 5 were generated by assigning numerical values to C o, V,,, and Km using the program NONLIN and IBM 360/67 computer. Two different approaches were taken: (a) equation 1 was employed and it was numerically integrated by the computer using the Runge-Kutta method which is part of the program NONLIN ; (b) equation 5 was employed in conjunction with a special "root-finder" subroutine. For a given set of parameters, C o, K m, arid V,,, both methods gave the same C values for a given set of t values. In the same manner, observed C,t data may be fitted to equation 5, or terminal blood concentration may be fitted to equation 2, using either of the above methods. Again, both methods give essentially the same estimated values of the parameters Co, V,,, and K m from a given set of C,t data. In addition, the author has programmed a HewlettPackard electronic calculator to numerically integrate equation 1 by the Runge-Kutta method, and for a given set of parameter values this method produced the same C,t values as the large digital computer. In all the simulations, the step height used was 0.01 hr, and the accuracy in the C values was at least four decimal places.
Most of the simulations were performed with V,, = 0.22, K m = 0.1, and C O = 0.1, 0,2, 0.5, 1.0, 1.15, 2.0, and 3.0. These values of V,, and K,, are those which have been reported (9,13) for alcohol metabolism in man. Other simulations were performed with V,, = 0.22, K,, = 0.2, and Co = 0.2 and 3.0. Analogous to real alcohol blood levels, V,, has dimensions of mg/ml • hr) and Km and C have dimensions of mg/ml. A Co value of 1.0 or 1.15 in the simulations provides C values roughly equivalent to alcohol blood levels observed in man after a dose of 60 ml of 95 % alcohol (12) .
Equation for Apparently Linear Segment of C, t Curves
In the interval 0 _< t _< t, for each set of simulated C,t data, the data were fitted to equation 23 by the method of least squares : Fig. 1 on cartesian coordinate graph paper. All curves have a similar shape. The plots are apparently (but not actually) linear for about two thirds of their length, i.e., from Co to Cole, equivalent to going from C o to 0,368Co. When t > t., there is noticeable curvature. The parameters C~ and k 0 of equation 23 obtained from each set of C,t data in the interval 0 _< t < t. by the method of least squares are shown in Table I along with the correlation coefficients (r), the true Co values, the percent saturation at C o, and the percentage error made if one assumed that k o was equivalent to Vm. It may be seen that none of the k o values is equal to V m. Also, the smaller the value of Co, the smaller the value of k0 and the greater the deviation from the value of V m. Yet, even at low C o values, very high correlation coefficients are obtained. In addition, k o ~ V,, as Co ~ ~. These clata illustrate clearly that when a real alcohol blood or plasma concentration time plot is apparently linear, one cannot conclude that the alcohol is being oxidized at the maximum rate! Goldstein (13) has pointed out that when the blood alcohol concentration falls from 4mg/ml to 0.5 mg/ml, the enzyme would be about 98 % saturated initially and 83 % finally, and the kinetics would appear to be virtually zero order (linear) through this range.
The data in Table I also show that equation 9 or 10 predicts ko essentially exactly, This is seen by comparing the k o values in columns 5 and 9 of Table Table I when initial percent I. The simulations showed that equation 9 or 10 hold at least up to Km/C o = 1, but they may not hold if the ratio exceeds unity. These data strongly support equations 7 through 11 in the theoretical section. However, the C,t curves in the interval 0 < t < t, and Co >_ C >>_ Cole are not actually linear, but are bowed ct/rves. This is readily seen from the cartesian coordinate plots of -dC/dt vs. t shown in Fig. 2 . Since these plots are never linear, the C,t plots, shown in Fig. 1 , are never really linear. The portions of the plots in Fig. 2 , when 0 < t _< t, (where t, is marked by the arrows) correspond to the apparently linear segments of the Co = 0.2, 0.5, 1.0, 2.0, and 3.0 curves in Fig. 1 . Beyond the t, values in Fig. 2 , the -dC/dt,t curves fall off rapidly and exhibit an inflection point at -dC/dt = 0.0733, which corresponds to C = Kin~2. The rapid fall off of the -dC/dt,t curves in Fig. 2 may be related to the increasing importance of the K,, In Co/C term of equation 5 beyond t,, as may be seen from Fig. 3 . The data plotted in Fig. 1 are replotted on semilogarithmic graph paper in Fig. 4 . These curves simulate both (a) the one-compartment open model with elimination by Michaelis-Menten kinetics and (b) the situation in a case where the absorption-distribution phase has ceased and time zero on the plot would be some time t' after an intravenous injection or an oral dose. The curves have an amazing similarity to several sets of real data in the literature (14) (15) (16) . In selected concentration ranges, apparent first-order rate This range of C values corresponds to 0.99 to 9.09~ "saturation of the enzyme." Thus, if a drug is metabolized, one always makes an error in estimating the "true first-order rate constant" even when one has an extremely sensitive assay! The data in Table II indicate that the less sensitive the assay, or the higher the range of C values employed to estimate the first-order rate constant or half-life, the greater the bias or error. Frequently, authors estimate half-lives after large doses in a higher range of C values than after administration of low doses of the same drug. In such cases, the apparent elimination half-life increases with increase in dose. This type of so-called dose-dependent kinetics is really an artifact, in one sense, and i3 the result of estimating the half-life or elimination rate constant in the wrong concentration range ! It should be noted in Table II that when the half-lives are estimated in the same concentration range of 0.01 __<_ C < 0.001, the half-life estimated is essentially independent of the Co value and is only slightly larger than the true value of 0.315 hr. In this age of the computer, there is really no valid reason for using the first-order approximation when there is any evidence of Michaelis-Menten kinetics. C,t data may be fitted to equation 2 or 5 readily and the values of V,, and K,, directly estimated. The author has performed this direct computer fitting of C,t data to estimate the V,, and K,, for diphenylhydantoin metabolism in man and animals (17) and for ethyl alcohol in man (18) . This obviates the need to estimate values of AC/At and prepare LineweaverBurke plots as recently reported by Lieber and DeCarli (19) ; direct computer fitting is also more accurate and provides standard deviations of the estimated K,, and V,, values which are not obtainable when graphical methods are used. Direct computer fitting also obviates the need for various approximations of the integrated rate equation (equation 5) as discussed by Morgan (20) --except where these approximations may be used to obtain preliminary estimates of parameters to start the computer iterating.
In Fig. 5 , the percent saturation of the enzyme is plotted against plasma ethanol concentration based on a K m value of 0.1. This emphasizes that the enzyme is never really "saturated" and it becomes nearly saturated only as C --* oo.
In Fig. 6 , the areas 0 --* T under the curves shown in Fig. 1 the area 0 --, oo. The tremendous increase in area with increase in Co is evident, and this factor is a contributor to the danger of ethanol when misused. Also, if Michaelis-Menten kinetics are obeyed and the metabolite is excreted in the urine, the cumulative amount of metabolite excreted is proportional to the type of area plotted in Fig. 6 . It is obvious that one cannot assign Michaelis-Menten kinetics as a cause of linear plots of cumulative amount of metabolite excreted vs. time.
The data in Table III results show that the higher the C values used to make the estimates, the greater the errors in the estimated parameters. It is of interest that the plasma clearance was the one parameter most precisely estimated by the application of the wrong mathematics. Table IV lists the area 0 -~ oc and the plasma clearance for each of the sets of data plotted in Fig. 1 when the same V d is employed as in Table III . The marked decrease in the plasma clearance with increase in dose is noteworthy. It is true that data in Table IV simulate the situation with ethanol in man. However, if any drug forms one or more metabolites, the kinetics of formation of each metabolite most probably obey the Michaelis-Menten relationship. This implies that if the drug is administered at two or more dose levels, one would expect a different plasma clearance at each dose level. In addition, if a given dose is administered in two different dosage forms--one which releases drug rapidly and another which releases drug slowly--then one would expect a difference in plasma clearance in the same subject receiving these two dosage forms at different times.
DISCUSSION
The reader at this point may be thinking that the simulations are valid for ethyl alcohol but not for other drugs. Recently, Levy et al. (15) reported the values of K,, and V,, for formation of salicylurate and salicylphenolic glucuronide in one subject as determined from urinary excretion data. The author has calculated the percent saturation of the two enzymes from the two K m values corresponding to several common doses of salicylate (as aspirin) with the assumption that the entire dose was available to the enzymes. Hence these values constitute the maximum possible percent saturation of the enzymes. The figures in Table V indicate that the percent saturation values used in the alcohol simulations in this report are in the (15) . The fact that there are first-order paths parallel to the two MichaelisMenten paths in salicylate pharmacokinetics (15) has no bearing on the calculations shown in Table V. 
