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Abstract
We consider the estimation of multivariate regression functions rðx1;y; xdÞ and their
partial derivatives up to a total order pX1 using high-order local polynomial ﬁtting. The
processes fYi; Xig are assumed to be (jointly) associated. Joint asymptotic normality is
established for the estimates of the regression function r and all its partial derivatives up to the
total order p: Expressions for the bias and variance/covariance matrix (of the asymptotic
distribution) are given.
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1. Introduction
Regression function estimation is an important problem in data analysis with a
wide range of applications in ﬁltering and prediction in communications and control
systems, pattern recognition and classiﬁcation, and econometrics [21,23,24,47].
There is an extensive literature on the estimation of regression function for discrete-
time processes fYi; Xig for which the regression/prediction function is deﬁned by
rðx1;y; xdÞ ¼ E½Yd jX1 ¼ x1;y; Xd ¼ xd :
Nonparametric estimation of rðx1;y; xdÞ for time series has been addressed in the
literature under a variety of settings. We mention, in particular, [12,34,35,48]. In the
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context of regression with errors-in-variables, we mention [19,27]. These works are
based on the Nadaraya–Watson [30,49] approach. Recently, the local polynomial
ﬁtting approach to regression estimation has become very popular in view of its
appealing properties. It was introduced originally by Stone [45] and studied by
Cleveland [11], Fan [15,16] and many others (see [16] for additional references).
Local polynomial ﬁtting has signiﬁcant advantages over the Nadaraya–Watson
regression estimator: For local linear ﬁtting in the univariate case, it has been shown
to reduce the bias (see, for example, [15]); it adapts automatically to the boundary of
design points (see [17,44] and the references therein) so that no boundary
modiﬁcation is required. It is superior to the Nadaraya–Watson estimator in the
context of estimating the derivatives of the regression function (see [17,44]). All the
above-cited works consider i.i.d. setting. Multivariate regression estimation for time
series, using local polynomial ﬁtting of arbitrary order, was considered by Masry
[28,29] for mixing processes. Asymptotic convergence properties of local polynomial
regression estimates are established in the above papers under a variety of regularity
conditions.
The purpose of this paper is to consider multivariate regression estimation using
high-order local polynomial ﬁtting when the underlying processes are associated.
The advantage here is that the results are established under summability conditions
of the covariance functions of the underlying processes rather than on the mixing
coefﬁcients. As is well known, conditions on mixing coefﬁcients are difﬁcult to verify.
Let fYi; XigNi¼1 be (jointly) stationary processes on the real line and let c be a
function on the real line. Assume that EjcðY1ÞjoN and deﬁne the multivariate
regression function
rðx1;y; xdÞ :¼ E½cðYdÞjX1 ¼ x1;y; Xd ¼ xd ; ð1:1Þ
where the dimension dX1:
The introduction of the transformation c in (1.1) was used in [28,29] to cover some
important special cases of the general regression model (1.1):
a. cðYÞ ¼ Y q corresponds to estimating the qth conditional moment of Yd ; given
ðX1;y; XdÞ:
b. Yj ¼ Xjþm and cðxÞ ¼ x gives the pure m-step prediction problem.
Our goal is to establish (point-wise) weak consistency and joint asymptotic
normality for the estimates of the regression function r and all its partial derivatives
up to a total order pX1 under the assumption that the underlying processes are
(jointly) associated. We wish to highlight fundamental differences in the available
methods of analysis between mixing processes and associated processes: For mixing
processes one makes use of Davydov’s lemma and Volkonskii and Rozanov’s lemma
to handle the contributions of covariances of certain nonlinear functions of blocks of
dependent random variables in terms of the mixing coefﬁcient of the underlying
processes. For associated processes these tools are not applicable. For associated
processes, the only available tool to bound the contributions of covariances of
nonlinear functions of blocks of dependent associated random variables, in terms of
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the covariances of the underlying associated random variables, is Lemma 1 due to [7]
which is widely used in the context of function estimation for associated processes.
This lemma imposes certain boundedness conditions on the transformations of
associated processes that cannot be relaxed. Consequently, in order to establish the
asymptotic convergence properties of the estimates of the regression function and its
derivatives for associated processes, one has to assume a regularity condition that the
regression function r is bounded. Such regularity conditions are quite common in
nonparametric function estimation: for example, one frequently assume that the
underlying density f ðxÞ is bounded [26] in order to establish the asymptotic
convergence properties of a standard kernel density estimate which is certainly not
constrained to satisfy this bound. Similarly one invariably assumes the boundedness
of the spectral density function in order to establish the asymptotic properties of the
smoothed periodogram [6] even though the latter estimate is not constrained to
satisfy this boundedness condition. Nevertheless, we shall modify the standard local
polynomial regression estimate to reﬂect our technical need for boundedness of rðxÞ:
Speciﬁcally we shall assume that the transformation c satisﬁes jcðyÞjpL for some
L40: In the special case cðyÞ ¼ y this assumption implies that the response variable
Yd is bounded (see Section 2 for details).
We recall the deﬁnition of association for arbitrary collections of random
variables:
Deﬁnition. For a ﬁnite index I ; the random variables fUi; iAIg are said to be
positively associated (PA) if for any real-valued coordinate-wise nondecreasing
functions H1 and H2 deﬁned on R
I ;
cov½H1ðUi; iAIÞ; H2ðUj; jAIÞX0
whenever E½H2j ðUi; iAIÞoN; j ¼ 1; 2: These random variables are said to be
negatively associated (NA) if, for any disjoint nonempty subsets A and B of I and
any coordinate-wise nondecreasing functions H1 on R
A and H2 on R
B with
E½H21 ðUi; iAAÞoN; and E½H22 ðUi; iABÞoN; we have
cov½H1ðUi; iAAÞ; H2ðUj; jABÞp0:
A random process fUigNi¼1 is positively or negatively associated if every ﬁnite
subcollection has this property. Positively associated processes are normally refereed
to in the literature as being associated and we focus our attention on this case. In our
setting, the processes fYi; XigNi¼1 are assumed to be (jointly) associated.
The literature on association is extensive. The following is a brief historical review
of this subject. Positive association (PA) has found a considerable number of
applications in reliability, statistical mechanics, probability/stochastic processes, and
statistics. So has negative association (NA) but to a lesser degree. Many more
applications are to be anticipated in a host of areas, and, in particular, those
areas where spatial statistics play an important role. Such areas are, for example,
analysis of agricultural ﬁeld experiments, geostatistical analysis, image analysis,
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oceanographic applications, and signal processing. An introductory snapshot for
such applications can be found in [33].
Positive association, called just association, was introduced by Esary et al. [14],
who also derived an abundance of properties, discussed equivalent characterizations,
and presented several applications in probability and statistics. Their motivation
stemmed from the usefulness of PA in the context of systems reliability. Some
relevant discussion may be found in the book by Barlow and Proschan [3]. The same
concept was introduced and employed in statistical mechanics by Fortuin et al. [20],
and it is referred to as FKG-inequalities in statistical mechanic literature. The ﬁrst
Central Limit Theorem under PA was established in a seminal paper by Newman
[31]. It was followed by related papers such as those by Cox and Grimmett [13],
Birkel [5], and Roussas [38,40], among others. Moment inequalities were ﬁrst
established by Birkel [4] (see also [7]). Negative association was introduced by Jong-
Dev and Proschan [25], and it has also found a number of applications in certain
ﬁelds. Most of the papers cited above include in their discussion both PA and NA.
Several aspects of nonparametric estimation for associated processes have also
been discussed, and some of the relevant papers are those by Bagai and Prakasa Rao
[2], Roussas [36,37,39,41,42] and Cai and Roussas [8–10]. Association has so far been
used, as the underlying mode of dependence, for nonparametric estimation of
functions arising from a univariate stationary random processes. However, as is clear
from the deﬁnition of association given above, one can equally apply it to bivariate
random processes fYi; XigNi¼1: Indeed, in the context of regression estimation, which
is the subject of this paper, this is only natural.
We wish to stress that the classes of strongly mixing processes and associated
processes are distinct but may overlap: Linear processes,
Xj :¼
XN
i¼0
aixj
i; j ¼ 1;y;
where the fxig are i.i.d. random variables with mean zero and variance s2 and the
faig are positive and square summable are (positively) associated as follows from
properties P4–P6 in [14]. The process fXjg need not be strongly mixing. Under fairly
strong assumptions on the density of the fxig and on the coefﬁcients faig (see [22])
the linear process is also strongly mixing. An example of a linear process which is not
strongly mixing is due to [1]:
Xj :¼
XN
i¼0
riej
i; rAð0; 1=2;
where the random variables fejg are i.i.d. Bernoulli (P½ej ¼ 1 ¼ p; P½ej ¼ 0 ¼ 1
 p).
This process is not strongly mixing but is clearly associated. Gaussian processes are
associated if and only if their covariance functions are nonnegative [32].
The organization of the paper is as follows: Basic notation and assumptions, and
the form of the estimators are given in Section 2. Weak consistency and rates are
presented in Section 3. Joint asymptotic normality is established in Section 4. Section
5 contains a discussion of the results, and open problems. The main results of the
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paper are Theorem 3 (consistency with rates of convergence), and Theorem 5 (joint
asymptotic normality).
2. Preliminaries
Let
x :¼ ðx1;y; xdÞ; X j :¼ ðXjþ1;y; XjþdÞ: ð2:1Þ
For every ﬁnite real number L40; deﬁne the (bounded) regression function
rðxÞ :¼ E½cðYdÞIfjcðYdÞjpLgjX0 ¼ x: ð2:2Þ
Note that jrðxÞjpL: We use the notation rðxÞ in (2.2), rather than rLðxÞ; for the sake
of simplicity of notation in view of the numerous complex equations involving rðxÞ
in the paper. Note that, aside from the fact that L is ﬁnite, it can take arbitrary large
values.
We assume throughout the paper that the derivatives of total order p þ 1 of rðuÞ
exist and are continuous at the point x: We can then approximate rðuÞ locally by a
multivariate polynomial of total order p:
rðvÞ ¼
X
0pjkjpp
1
k!
ðDkrÞðuÞju¼xðv 
 xÞk; ð2:3Þ
where we use the standard notation in Euclidean space,
k ¼ ðk1;y; kdÞ; k! ¼ k1! ? kd !; jkj ¼
Xd
i¼1
ki; ð2:4Þ
vk ¼ vk11 ? vkdd ; ð2:5Þ
X
0pjkjpp
¼
Xp
j¼0
Xj
k1¼0
?
Xj
kd¼0
k1þ?þkd¼j
; ð2:6Þ
ðDkrÞðvÞ ¼ @
krðvÞ
@vk11 y@v
kd
d
: ð2:7Þ
Let KðuÞ be a nonnegative weight function on Rd and let h ¼ hn be a bandwidth
parameter. Given the observations fYi; Xigni¼1; we consider the multivariate weighted
least squares
Xn
d
i¼0
cðYdþiÞIfjcðYdþiÞjpLg 

X
0pjkjpp
bkðxÞðX i 
 xÞk
0@ 1A2KððX i 
 xÞ=hÞÞ:
ð2:8Þ
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Minimizing (2.8) with respect to each bk gives an estimate bˆkðxÞ; and by (2.3), k!bˆkðxÞ
estimates ðDkrÞðxÞ so that dðDkrÞðxÞ ¼ k! bˆkðxÞ: The minimization of (2.8) leads to
the set of equations
tn; jðxÞ ¼
X
0pjkjpp
hjkjbˆkðxÞsn; jþkðxÞ; 0pjjjpp; ð2:9Þ
where
tn; jðxÞ :¼ 1
n 
 d þ 1
Xn
d
i¼0
cðYdþiÞIfjcðYdþiÞjpLgððX i 
 xÞ=hÞjKhðX i 
 xÞ;
ð2:10Þ
sn; jþk :¼ 1
n 
 d þ 1
Xn
d
i¼0
ððX i 
 xÞ=hÞjþkKhðX i 
 xÞ; ð2:11Þ
KhðvÞ :¼ 1
hd
Kðv=hÞ: ð2:12Þ
A Nadaraya–Watson estimator is obtained by minimizing (2.8) when p ¼ 0: It is seen
from (2.9)–(2.12) that the estimate bˆk uses the observations fYi; Xigni¼1:
In Section 3 we establish the quadratic-mean convergence of sn; j; the centering of
tn; j; the bias of the estimates bˆk; the asymptotic covariance structure of the centered
tn; j; and the weak consistency (with rates) of the estimates of the regression function
rðxÞ and all its partial derivatives up to the total order p: In Section 4 we derive the
joint asymptotic normality of the centered tn; j and of the estimates of the regression
function rðxÞ and all its partial derivatives; we also provide expressions for their bias
and variance/covariance matrix (of the asymptotic distribution). Section 5 contains a
discussion of the results of this paper and open problems.
3. Weak consistency and rates
We ﬁrst note that the set of equations (2.9) can be cast in matrix form by using a
lexicographical order in the following manner. Let
Ni ¼
i þ d 
 1
d 
 1
 !
ð3:1Þ
be the number of distinct d-tuples j with jjj ¼ i (Ni is the number of distinct partial
derivatives of rðxÞ of total order i). Arrange these Ni d-tuples as a sequence in a
lexicographical order (say, with highest priority to ﬁrst position, so that ði; 0;y; 0Þ is
the ﬁrst element in the sequence and ð0;y; 0; iÞ is the last element) and let g
1i denote
this one-to-one map. Arrange the Njjj values of tn; j in a column vector sn;jjj according
to the above order. Then
ðtn;jjjÞk ¼ tn;gjjjðkÞ: ð3:2Þ
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Deﬁne
sn ¼
sn;0
sn;1
^
sn;p
26664
37775 ð3:3Þ
and note that the column vector sn is of dimension N ¼ ð
Pp
i¼0 NiÞ  1: Similarly
arrange the distinct values of bˆk and of bk ¼ ðD
krÞðxÞ
k!
; 0pjkjpp; as column vectors
of dimension N  1 in the form
#bn ¼
#bn;0
#bn;1
^
#bn;p
266664
377775; b ¼
b0
b1
^
bp
26664
37775: ð3:4Þ
Note that the vector #bn;i consists of the scaled estimates of the derivatives of rðxÞ of
total order i: In particular, #bn;0 is a scalar estimating rðxÞ; and the d  1 row vector
ð #bn;1ÞT is the estimate of the ﬁrst-order derivatives
@rðxÞ
@x0
;y;
@rðxÞ
@xd
 
:
If
LðxÞ ¼ 1
1þ di;j
@2rðxÞ
@xi@xj
 
dd
;
where di;j is the Kronecker delta, then one can take
b2 ¼ vechðLÞ;
where vechðLÞ consists of the stacked up columns of the matrix L with entries on and
below the diagonal. Then #bn;2 estimates the vector b2 (whose dimension is N2  1).
Thus the vector #bn is the concatenated vector of the scaled estimates of the
derivatives of the regression function rðxÞ of all orders from zero to p: The reader is
free to choose any ordering of the Ni partial derivatives of total order i—the
mapping function gi is arbitrary. Finally, arrange the possible values of sn; jþk by a
matrix Sn;jjj;jkj in a lexicographical order with the ðc; iÞ element of Sn;jjj;jkj given by
½Sn;jjj;jkjc;i ¼ sn;gjjjðcÞþgjkjðiÞ: ð3:5Þ
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The matrix Sn;jjj;jkj has dimension Njjj  Njkj: Now, deﬁne the N  N matrix Sn by
Sn ¼
Sn;0;0 Sn;0;1 ? Sn;0;p
Sn;1;0 Sn;1;1 ? Sn;1;p
^ ^
Sn;p;0 Sn;p;1 ? Sn;p;p
26664
37775: ð3:6Þ
Then the set of Eq. (2.9) can be written in a matrix form as
sn ¼ SnGðhnÞ #bn ð3:7Þ
with GðhÞ being an N  N diagonal matrix
GðhÞ ¼ diagð1; h;y; h|ﬄﬄﬄ{zﬄﬄﬄ}
N1
;y; hp;y; hp|ﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄ}
Np
Þ:
If one is only interested in locally linear polynomial ﬁtting, then one can set p ¼ 1 in
the above setup which results in a major simpliﬁcation; in this case, the matrix Sn
becomes a simple ðd þ 1Þ  ðd þ 1Þ matrix and the introduction of the lexicogra-
phical ordering is not needed.
Because of the functional form of sn; jþk;we have
X
0pjjjpp
X
0pjkjpp
cjcksn; jþk ¼ 1
n
Xn
i¼0
X
0pjjjpp
cjððX i 
 xÞ=hÞj
0@ 1A2KhðX i 
 xÞjX0:
It follows that the N  N matrix whose components are fsn; jþk; 0pjjjpp; 0pjkjppg
is positive semi-deﬁnite. In any case, we assume henceforth that the matrix Sn is
positive deﬁnite and we write
GðhnÞ #bn ¼ S
1n sn ð3:8Þ
as the solution of the set of Eq. (2.9).
3.1. Main results
We make the following assumptions on the kernel function K and on the random
process fXigNi¼1:
Condition 1. (i) The kernel K is a bounded function with compact support (say,
KðvÞ ¼ 0 for jjvjj41). K has a bounded ﬁrst-order partial derivatives.
(ii) jfX0;X l ðu; v; lÞ 
 fX0ðuÞfX l ðvÞjpA1oN for all lX1; where f ðuÞ and f ðu; v; lÞ
denote the the probability density of X0 and ðX0; X lÞ; respectively.
(iii) The process fXigNi¼1 is associated and its covariance sequence aXXi :¼
covfXiþ1; X1g satisﬁes the conditionXN
i¼1
idjaXXi joN for some d41þ 2=d:
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Remark 1. The compact support assumption on the kernel K is not needed in
Theorem 1 below; it is made for the sake of uniformity with the compact support
assumption made in Theorems 2–6. For Theorem 1, it sufﬁces that jjvjj4pKðvÞAL1;
and jjvjj4pþdKðvÞ-0; as jjvjj-N:
As an example of a kernel satisfying Condition 1(i), one can take for simplicity a
product type kernel:
KðuÞ ¼
Yd
i¼1
KðuiÞ;
where KðuÞ is a one-dimensional differentiable kernel with compact support, e.g.
Bartlett or Parzen kernel on ½
1=2; 1=2:
Remark 2. Note that for 1plpd 
 1 the components of X0 and X l overlap. The
joint density fX0;X l in Condition 1(ii) is meant to be the density of ðX1;y; XdþlÞ
(which is of dimension d þ l).
Theorem 1. Under Condition 1 and the assumption that hn-0; nh
d
n-N; as n-N; we
have at each point x of continuity of f ;
E½sn; j-f ðxÞmj; nhdn var½sn; j-f ðxÞg2j ð3:9Þ
for each j with 0pjjjp2p; where
mj :¼
Z
Rd
ujKðuÞ du; gj :¼
Z
Rd
ujK2ðuÞ du: ð3:10Þ
Deﬁne the N  N dimensional moments matrices M and C by
M :¼
M0;0 M0;1 ? M0;p
M1;0 M1;1 ? M1;p
^ ^
Mp;0 Mp;1 ? Mp;p
26664
37775; C :¼
C0;0 C0;1 ? C0;p
C1;0 C1;1 ? C1;p
^ ^
Cp;0 Cp;1 ? Cp;p
26664
37775; ð3:11Þ
where M i;j and Ci;j are Ni  Nj matrices whose ðc; kÞ elements are, respectively,
mgiðcÞþgjðkÞ and ggiðcÞþgjðkÞ: Note that the elements of the matrices M and C are simply
multinomial moments of the kernels K and K2:
Corollary 1. Under the conditions of Theorem 1 we have
Sn !q:m: Mf ðxÞ as n-N ð3:12Þ
at point x of continuity of f ; in the sense that each element of the matrix Sn converges
in quadratic mean to a constant multiple of f ðxÞ:
ARTICLE IN PRESS
E. Masry / Journal of Multivariate Analysis 86 (2003) 330–359338
We now center tn; j of (2.10) as follows. Let
tn; j :¼
1
n 
 d þ 1
Xn
d
i¼0
½cðYdþiÞIfjcðYdþiÞjpLg 
 rðX iÞ
 ððX i 
 xÞ=hÞjKhðX i 
 xÞ: ð3:13Þ
With the help of Theorem 1, we can now determine the bias contribution of the
coefﬁcients’ estimates fbˆkg: We have
tn; j 
 tn; j ¼
1
n 
 d þ 1
Xn
d
i¼0
rðX iÞððX i 
 xÞ=hÞjKhðX i 
 xÞ: ð3:14Þ
Expanding rðX iÞ in a Taylor series around x for jjX i 
 xjjph; and since rðxÞ has
continuous derivatives of total order p þ 1; we have
rðX iÞ ¼
X
0pjkjppþ1
1
k!
ðDkrÞðxÞðX i 
 xÞk þ opðhpþ1Þ: ð3:15Þ
Substituting in (3.14) and using (2.11), we ﬁnd
tn; j 
 tn; j ¼
X
0pjkjppþ1
1
k!
hjkjðDkrÞðxÞsn; jþk þ opðhpþ1Þsn; jþ0: ð3:16Þ
Using (2.9) and Dkr ¼ k!bk; we obtain
tn; j ¼
X
0pjkjpp
hjkj½bˆkðxÞ 
 bkðxÞsn; jþk

 hpþ1
X
jkj¼pþ1
1
k!
ðDkrÞðxÞsn; jþk þ opðhpþ1Þsn; jþ0: ð3:17Þ
By Theorem 1, the last term on the right-hand side of (3.17) is oPðhpþ1Þ since sn; j
converges in quadratic mean to f ðxÞmj: Now arrange the Npþ1 elements of the
derivatives ð1=j!ÞðDjrÞðxÞ for jjj ¼ p þ 1 as a column vector mpþ1ðxÞ using the
lexicographical order introduced earlier. Similarly let the N  Npþ1 matrix Bn
be deﬁned by
Bn :¼
Sn;0;pþ1
Sn;1;pþ1
^
Sn;p;pþ1
26664
37775; ð3:18Þ
where the matrix Sn;i;pþ1 is deﬁned in (3.5). As in (3.2) and (3.3) let sn be the N  1
concatenated vector of the centered ftn; j; jjj ¼ 0; 1;y; pg: It then follows from (3.17)
that
sn ¼ SnGðhnÞð #bn 
 bÞ 
 hpþ1n Bnmpþ1ðxÞ þ opðhpþ1n Þ: ð3:19Þ
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Thus
GðhnÞð #bn 
 bÞ ¼ S
1n sn þ hpþ1n S
1n Bn mpþ1ðxÞ þ opðhpþ1n Þ: ð3:20Þ
By Corollary 1, we have Sn !q:m: Mf ðxÞ and, similarly, Bn converges in quadratic
mean to Bf ðxÞ where the moments’ matrix B is given by
B :¼
M0;pþ1
M1;pþ1
^
Mp;pþ1
26664
37775: ð3:21Þ
We assume throughout the paper that the moment matrix M of (3.11) is invertible. It
follows that
GðhnÞ #bn 
 b
  ¼ S
1n sn þ hpþ1n M
1B mpþ1ðxÞ þ opðhpþ1n Þ: ð3:22Þ
It is seen from (3.22) that the bias term of #bn 
 b is of order hpþ1n and is proportional
to a linear combination of the derivatives of rðxÞ of total order p þ 1:
Eq. (3.22) is a fundamental representation for the estimation error #bn 
 b which
will be used here and in Section 4 to obtain the convergence properties of the
estimate #bn of the regression function r and its partial derivatives. We next derive the
asymptotic covariance of the centered tnj of (3.13). Consider an arbitrary linear
combination
QnðxÞ :¼
X
0pjjjpp
wjt

n; j
¼ 1
n 
 d þ 1
Xn
d
i¼0
½cðYdþiÞIfjcðYdþiÞjpLg 
 rðX iÞChðX i 
 xÞ; ð3:23Þ
where
ChðuÞ :¼
X
0pjjjpp
wj ðu=hÞjKhðuÞ ¼: 1
hd
Cðu=hÞ; ð3:24Þ
with
CðuÞ :¼
X
0pjjjpp
wj ðuÞj KðuÞ: ð3:25Þ
Put
ZiðxÞ ¼ ½cðYdþiÞIfjcðYdþiÞjpLg 
 rðX iÞChðX i 
 xÞ: ð3:26Þ
Then
QnðxÞ ¼ 1
n 
 d þ 1
Xn
d
i¼0
ZiðxÞ: ð3:27Þ
We ﬁnd the asymptotic variance of Qn from which the covariance of the t

n; j is
obtained. Note that the processes fcðYiÞ; Xig are not necessarily associated because
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c is not necessarily nondecreasing. However, the underlying processes fYi; XigNi¼1 are
(jointly) associated and we impose summability conditions directly on their
covariances. Deﬁne
aYYj :¼ covfYjþ1; Y1g; aYXj :¼ covfYjþ1; X1g; aXXj :¼ covfXjþ1; X1g:
Condition 2. (i) The density fX0;X l ðu; vÞpA2oN for all lX1:
(ii) The transformation c is bounded and is piece-wise differentiable on the
support of Y with bounded right and left derivatives c07 such that on any ﬁnite
interval, c0þðyÞac0
ðyÞ only at ﬁnite number of points.
(iii) The processes fYi; Xig are jointly associated and their covariance sequences
satisfyXN
j¼1
jaYYj joN;
XN
j¼1
jdjaYXj joN;
XN
j¼1
jdjaXXj joN
for some d41þ 2
d
:
Put
s2LðuÞ :¼ var½cðYdÞIfjcðYdÞjpLgjX0 ¼ u: ð3:28Þ
Theorem 2. Under Condition 1(i) and Condition 2 and the assumption that hn-0;
nhdn-N as n-N; we have the following convergence results, at every point x of
continuity of fs2L; f g:
(a) hdn var½Z0ðxÞ-s2LðxÞ f ðxÞ
R
Rd
C2ðuÞ du;
(b) hdn
Pn
d
c¼1 jcovfZ0ðxÞ; ZcðxÞgj ¼ oð1Þ;
(c) nhdnvar½QnðxÞ-s2LðxÞf ðxÞ
R
Rd
C2ðuÞ du;
(d) covfðnhdnÞ1=2tn; j; ðnhdnÞ1=2tn; kg-s2LðxÞ f ðxÞgjþk:
Theorem 2 and Chebyshev’s inequality yield
nhdn
log2 n
 1=2
sn !
P
0 as n-N;
where log2 n :¼ log log n: It then follows from the fundamental representation (3.22)
and Corollary 1 that, when hn ¼ Oððlog2 nn Þ1=ðdþ2pþ2ÞÞ; then
nhdn
log2 n
 1=2
ðGðhnÞð #bn 
 bÞ 
 hpþ1n M
1 B mpþ1ðxÞÞ!
P
0 as n-N;
and if hn ¼ oððlog2 nn Þ1=ðdþ2pþ2ÞÞ; then
nhdn
log2 n
 1=2
GðhnÞð #bn 
 bÞ!P 0 as n-N:
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Now by the lexicographical ordering, the ith element of the vector #bn is related to the
estimate of the jth derivative of rðxÞ via
ð #bnÞi ¼
ð dDjrÞðxÞ
j!
; i ¼ g
1jjj ðjÞ þ
Xjjj
1
k¼0
Nk:
We have thus established the following weak consistency (with rates) for the local
polynomial estimates of the regression function rðxÞ and all its partial derivatives up
to a total order p:
Theorem 3. Under Conditions 1–2 and the assumption that hn satisfies hn ¼
oððlog2 n
n
Þ1=ðdþ2pþ2ÞÞ; we have for each fixed x as n-N;
nh
dþ2jjj
n
log2 n
 !1=2 dðDjrÞðxÞ 
 ðDjrÞðxÞ !P 0; 0pjjjpp:
3.2. Derivations
Proof of Theorem 1.
E½sn; j ¼
Z
Rd
ððu 
 xÞ=hÞjKhðu 
 xÞf ðuÞ du-f ðxÞmj
as in the proof of Theorem 1 in [29]. For the variance, let
Ui;j :¼ ððX i 
 xÞ=hÞjKhðX i 
 xÞ: ð3:29Þ
Then by stationarity,
var½sn; j ¼ 1
n 
 d þ 1 var½U0;j þ 2
Xn
d
l¼1
1
 l
n 
 d þ 1
 
covfU0;j; Ul;jg
" #
¼: J1 þ J2: ð3:30Þ
For J1 we have as in the proof of Theorem 1 in [29]
nhdnJ1-f ðxÞg2j ð3:31Þ
at continuity point x of f : It remains to show that nhdnJ2 ¼ oð1Þ: To this end, we
decompose the sum in J2 in three sums
1
n 
 d þ 1
Xn
d
l¼1
jcovfU0;j; Ul;jgj
¼ 1
n 
 d þ 1
Xd
1
l¼1
þ
Xpn
l¼d
þ
Xn
d
l¼pnþ1
" #
¼: J21 þ J22 þ J23; ð3:32Þ
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where pn-N such that pnhdn-0: Under Condition 1(ii) we have, as in the proof of
Theorem 1 in [29], that
nhdnJ21pconst:
Xd
1
l¼1
hln ¼ OðhnÞ-0 ð3:33Þ
and
nhdnJ22pconst:
Xpn
l¼d
hdn ¼ OðpnhdnÞ-0 ð3:34Þ
by the choice of pn: The contribution of J23 is bounded as in the proof of Theorem 2
below yielding under Condition 1(iii)
nhdnJ23-0: ð3:35Þ
Theorem 1 now follows from (3.30)–(3.35). &
Proof of Theorem 2. First, note that E½Zi ¼ 0: Next, by conditioning on X i;
var½Zi ¼ E½Z2i  ¼ E½s2LðX iÞC2hðX i 
 xÞ
and by Condition 1(i) and Bochner’s lemma [50]
hdn var½Zi-s2LðxÞf ðxÞ
Z
Rd
C2ðuÞ du ð3:36Þ
at continuity point x of the function s2Lf which proves Part (a) of the theorem. Next
var½Qn ¼ 1
n 
 d þ 1 var½Z0
þ 2
n 
 d þ 1
Xn
d
l¼1
1
 l
n 
 d þ 1
 
covfZ0; Zlg: ð3:37Þ
Let pn-N such that pnhdn-0 as n-N; and write
J2 ¼
Xn
d
l¼1
j covfZ0; Zlgj ¼
Xd
1
!¼1
þ
Xpn
l¼d
þ
Xn
d
l¼pnþ1
¼: J21 þ J22 þ J23: ð3:38Þ
We show that hdnJ2 ¼ oð1Þ from which Parts (b) and (c) follow. Part (d) then follows
from Part (c) and (3.23). Consider ﬁrst J21: Since jcðY ÞjIfjcðY ÞjpLg is bounded
and rðxÞ is bounded on the compact set fu : jju 
 xjjphng (CðuÞ has a compact
support),
jcovfZ0; Zlgjpconst:EjChðX0 
 xÞChðX l 
 xÞj:
Note that the random vector ðX0; X lÞ; for 1plpd 
 1; consist of the real random
variables ðX1;y; XdþlÞ so that the expectation above is over d þ l variables. By
Condition 2(i) the density is bounded. Hence, jcovfZ0; Zlgjpconst:=hd
ln so that
hdnJ21pconst:
Xd
1
l¼1
hln ¼ OðhnÞ-0: ð3:39Þ
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For J22 we obtain similarly under Condition 2(i) that
jcovfZ0; Zlgjpconst:
Z
Rd
jChðuÞjdu
! "2
¼ const:
Hence,
hdnJ22pconst: hdn
Xpn
l¼d
1 ¼ OðpnhdnÞ-0; ð3:40Þ
by the choice of pn: The main task now is to bound the contribution of J23 under
association. For this task we use a lemma by Bulinski [7] which is stated below:
Lemma 1 (Bulinski). Let fVi; iAIg be a finite collection of associated random
variables. Let I1 and I2 be disjoint subsets of I and let Hj ; be functions on R
Ij ; j ¼ 1; 2;
with bounded first order partial left and right derivatives and that for any cube in RIj ;
and for each i ¼ 1;y; Ij; there are only finite number of points at which the left and
right partial derivatives are not equal. Then
jcov½H1ðVi; iAI1Þ; H2ðVj; jAI2Þjp
X
iAI1
X
jAI2
@H1
@ti
#### ######## ####
N
@H2
@tj
#### ######## ####
N
jcovfVi; Vjgj;
where
@Hi
@tj
#### ######## ####
N
¼ max @
þHi
@tj
#### ######## ####
N
;
@
Hi
@tj
#### ######## ####
N
$ %
and jj  jjN stands for the sup-norm.
We note that it sufﬁces that the functions Hj ; j ¼ 1; 2; be deﬁned on the support of
the variables fVig: Consider now J23 of (3.38). We need a bound on the covariance
of Z0 and Zl : Note that Z0 is a function of the random variables fYd ; X1;y; Xdg;
and Zl is a function of the random variables fYdþl ; Xlþ1;y; Xlþdg: Moreover, these
two sets of random variables are disjoint since lXpn þ 1: Now write
Hðy; uÞ :¼ ½cðyÞIfjcðyÞjpLg 
 rðuÞChðu 
 xÞ; Zi ¼ HðYdþi; X iÞ:
By the deﬁnition of ChðuÞ in (3.24) and (3.25), and the assumption on the kernel K in
Condition 1, it is clear that ChðuÞ is bounded, has bounded ﬁrst-order partial
derivatives, and has compact support. Hence the sup-norms of its partial derivatives
are bounded from above by const:=hdþ1n : Now
@7Hðy; uÞ
@y
¼ c
0
7ðyÞChðu 
 xÞ; fy : jcðyÞjpLg; jju 
 xjjph;
0; otherwise;
(
where c07 are the left and right derivatives of c: By Condition 2(ii) we have
@fHðy; uÞg
@y
#### ######## ####
N
pconst:=hdn : ð3:41Þ
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Similarly,
@fHðy; uÞg
@uj
¼ ½cðyÞIfjcðyÞjpLg 
 rðuÞ@Chðu 
 xÞ
@uj

 @rðuÞ
@uj
Chðu 
 xÞ:
Since rðuÞ is bounded, and has a bounded derivative on the compact set fu :
jju 
 xjjphng we have
@fHðy; uÞg
@uj
#### ######## ####
N
pconst:=hdþ1n þ const:=hdn ð3:42Þ
uniformly in j ¼ 1;y; d: It now follows from Bulinski’s lemma
jcovfZ0; Zlgjp @Hðy; uÞ
@y
#### ######## ####
N
 2
jcovfYd ; Ydþlgj
þ
Xd
j¼1
@Hðy; uÞ
@y
#### ######## ####
N
@Hðy; uÞ
@uj
#### ######## ####
N
jcovfYd ; Xjþlgj
þ
Xd
i¼1
@Hðy; uÞ
@ui
#### ######## ####
N
@Hðy; uÞ
@y
#### ######## ####
N
jcovfXi; Ydþlgj
þ
Xd
i¼1
Xd
j¼1
@Hðy; uÞ
@ui
#### ######## ####
N
@Hðy; uÞ
@uj
#### ######## ####
N
jcovfXi; Xlþjgj;
and by (3.41) and (3.42) and stationarity
hdnJ23p
const:
hdn
Xn
d
l¼pnþ1
jaYYl j þ
const:
hdþ1n
Xn
d
l¼pnþ1
Xd
j¼1
jaYXlþj
d j
þ const:
hdþ1n
Xn
d
l¼pnþ1
Xd
i¼1
jaYXlþd
ij þ
const:
hdþ2n
Xn
d
l¼pnþ1
Xd
i¼1
Xd
j¼1
jaXXlþj
ij
¼: I1 þ I2 þ I3 þ I4: ð3:43Þ
We consider ﬁrst the contribution of I4 which is dominant. We have
I4p
const:
hdþ2n
Xd
1
q¼
ðd
1Þ
Xn
d
l¼pnþ1
jaXXlþqj;
which can be bounded from above by
const:
hdþ2n
Xn
1
p¼pn
d
jaXXp jp
const:
hdþ2n ðpn 
 dÞd
Xn
1
p¼pn
d
pdjaXXp j:
Now select pn ¼ 1
h
ðdþ2Þ=d
n
: Then
I4pð1þ oð1ÞÞ
XN
p¼pn
d
pdjaXXp j-0; ð3:44Þ
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by dominated convergence under Condition 2(iii) since pn-N: For I3 we have
I3p
const:
hdþ1n
Xd
i¼1
Xn
i
p¼pnþd
iþ1
jaYXp jp
const:
hdþ1n
XN
p¼pn
jaYXp j
p const:hn
XN
p¼pn
pdjaYXp j-0 ð3:45Þ
since hdþ1n p
d
n ¼ h
1n and Condition 2(iii). Similarly,
I2-0: ð3:46Þ
Finally, under Condition 2(iv),
I1p
XN
l¼pn
jaYYl j-0: ð3:47Þ
It now follows from (3.39)–(3.43) that hdnJ23-0 as n-N; and Theorem 2
follows. &
4. Joint asymptotic normality
In this section we establish the joint asymptotic normality of the estimates of the
regression function rðxÞ and all its partial derivatives up to a total order p: Explicit
expressions for the bias and covariance matrix (of the asymptotic distribution) are
given.
4.1. Main results
We ﬁrst obtain the asymptotic normality of QnðxÞ of (3.23). Recall that QnðxÞ
is an arbitrary linear combination of the tn; j’s and Qn can be written in the
form (3.27). Let
y2LðxÞ :¼ s2LðxÞf ðxÞ
Z
Rd
C2ðuÞ du; ð4:1Þ
where CðuÞ is deﬁned in (3.25). We make the following assumption on the
covariances of the underlying associated processes.
Condition 3. Let hn-0 and nh
d
n-N as n-N: Let fvng be a sequence of positive
integers satisfying vn-N and vn ¼ oððnhdnÞ1=2Þ: Then there exists a sequence of
positive integers qn-N such that qnvn ¼ oððnhdnÞ1=2Þ: Set un :¼ Iðnh
d
n Þ1=2
qn
m: Assume
that the processes fYi; Xig are associated and their covariance sequences satisfy
1
hdþ2n
XN
j¼un
jaXXj j-0;
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1hdþ1n
XN
j¼un
jaYXj j-0;
1
hdn
XN
j¼un
jaYYj j-0:
Theorem 4. Under Conditions 1–4 and nhdn-N as n-N we have
ðnhdnÞ1=2 QnðxÞ!
L
Nð0; y2LðxÞÞ
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg; where y2LðxÞ is given
by (4.1).
Corollary 2. Under the assumptions of Theorem 4 we have that the fðnhdnÞ1=2tn; jg; for
distinct j’s, are jointly asymptotically normal with zero means and covariance
covfðnhdnÞ1=2tn; j; ðnhdnÞ1=2tn;kg-s2LðxÞ f ðxÞ gjþk
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg; where gj is given in (3.10).
Since Theorem 4 holds for all linear combinations of the tn; j; we immediately have
that the N  1 lexicographically-ordered vector sn of the ftn; jg satisﬁes
ðnhdnÞ1=2sn !
L
Nð0; s2LðxÞ f ðxÞCÞ ð4:2Þ
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg where the N  N
constant matrix C is given in (3.11). It now follows from Corollary 1 that
ðnhdnÞ1=2S
1n sn !
L
Nð0; s2LðxÞM
1CM
1=f ðxÞÞ ð4:3Þ
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg whenever f ðxÞ40;
where the N  N moments’ matrix M is given by (3.11). By (3.22) we have
GðhnÞð #bn 
 bÞ ¼ S
1n sn þ hpþ1n M
1B mpþ1ðxÞ þ opðhpþ1n Þ: ð4:4Þ
Relation (4.4) combined with result (4.3) give the second main result of the paper,
i.e., the joint asymptotic normality of the scaled vector estimate #bn of the regression
function rðxÞ and all its partial derivatives up to a total order p:
Theorem 5. Under Conditions 1–4 and hn ¼ Oðn
1=ðdþ2pþ2ÞÞ we have
ðnhdnÞ1=2ðGðhnÞð #bnðxÞ 
 bðxÞÞ 
 hpþ1n M
1B mpþ1ðxÞÞ
!L Nð0; s2LðxÞM
1CM
1=f ðxÞÞ
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg whenever f ðxÞ40:
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Recall from (3.4) that #bnðxÞ is the N  1 lexicographically ordered vector estimate
of the scaled partial derivatives of the regression function rðxÞ of all orders up to a
total order p: Speciﬁcally, the ith element of #bn is equal to
ð #bnðxÞÞi ¼
dðDjrÞðxÞ
j!
; i ¼ g
1jjj ðjÞ þ
Xjjj
1
k¼0
Nk:
Thus Theorem 5 establishes the joint asymptotic normality of the estimates of the
regression function rðxÞ and all its partial derivatives up to a total order p: In
addition, the bias and variance/covariance matrix (of the asymptotic normal
distribution) of these estimators can be read from the theorem. For the individual
partial derivatives of the regression function rðxÞ we have, in particular,
Theorem 6. Under Conditions 1–4 and hn ¼ Oðn
1=ðdþ2pþ2ÞÞ we have
ðnhdþ2jjjn Þ1=2ð½ dðDjrÞðxÞ 
 ðDjrÞðxÞ 
 j!ðM
1B mpþ1ðxÞÞihpþ1
jjjn Þ
!L N 0; s
2
LðxÞðj!Þ2
f ðxÞ ðM

1CM
1Þi;i
 !
; 0pjjjpp
at points of continuity x of the functions frðxÞ; s2LðxÞ; f ðxÞg whenever f ðxÞ40:
Here the relationship between i and j is given by i ¼ g
1jjj ðjÞ þ
Pjjj
1
k¼0 Nk;
ðM
1CM
1Þi;i is the ði; iÞ diagonal element of the constant matrix M
1CM
1 and
ðM
1B mpþ1ðxÞÞi is the ith element of the vector M
1B mpþ1ðxÞ:
Remark 3. Theorem 6 shows that the (modiﬁed) local higher-order polynomial ﬁt of
the partial derivative ðDjrÞðxÞ has the following expressions for the bias and
‘‘variance’’:
bias½ dðDjrÞðxÞ ¼ j!ðM
1Bmpþ1ðxÞÞihpþ1
jjjn ;
var½ dðDjrÞðxÞ ¼ ðj!Þ2s2LðxÞ
f ðxÞ ðM

1CM
1Þði;iÞ
1
nh
ðdþ2jjjÞ
n
:
The asymptotically optimal bandwidth for estimating the jth derivative ðDjrÞðxÞ
can be deﬁned as the one which minimizes the sum of the squared bias and
‘‘variance’’ above. One ﬁnds
hn ¼
ðd þ 2jjjÞðM
1CM
1Þði;iÞs2LðxÞ
ðp þ 1
 jjjÞf ðxÞ½ðM
1Bmpþ1ðxÞi2
 !1=ðdþ2ðpþ1ÞÞ
1
n1=ðdþ2ðpþ1ÞÞ
:
With hn ¼ n
1=ðdþ2ðpþ1ÞÞ and using the above expressions for the bias and ‘‘variance’’
for the estimate of ðDjrÞðxÞ; it is seen that the rate of ‘‘mean-square convergence’’ is
Oðn
ðpþ1
jjjÞ=ðdþ2ðpþ1ÞÞÞ which matches the optimal rate given by Stone [46] in the
vector-valued i.i.d. discrete-time regression setting.
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Remark 4. It may be useful to remark on the conditions imposed on the covariance
functions of the underlying processes under which Theorem 5 holds. These are
Conditions 1(iii), 2(iv), and 3. Consider ﬁrst the assumption on the covariance aXXj of
the process fXig: We need
(a)
PN
i¼1 i
djaXXi joN; for some d41þ 2=d:
(b) 1
hdþ2n
PN
j¼un jaXXj j-0 with un deﬁned in Condition 3.
Note that (a) is satisﬁed if aXXj ¼ Oðj
gÞ for g41þ d: Since d41þ 2=d; it sufﬁces
that g44 for all dX1: For (b),
An :¼ 1
hdþ2n
XN
j¼un
jaXXj jBðhdþ2n ug
1n Þ
1:
Now select qn ¼ log n so that unBðnhdnÞ1=2=log n: Then
AnB
qg
1n
nðg
1Þ=2h2þdð1þgÞ=2n
:
With the bandwidth hn ¼ n
a for some 0oado1; An-0 provided aXXj ¼ Oðj
gÞ
with g4
1þ að4þ dÞ
1
 ad : Thus it sufﬁces that
aXXj ¼ Oðj
gÞ with g4max 4;
1þ að4þ dÞ
1
 ad
$ %
:
Similar calculations show that it sufﬁces that
aYXj ¼ Oðj
gÞ with g4
1þ 2að1þ d=2Þ
1
 ad ;
and
aYYj ¼ Oðj
gÞ with g4
1þ ad
1
 ad:
These are very mild decay conditions on the covariance functions of the underlying
processes.
4.2. Derivations
Proof of Theorem 4. With Zi deﬁned in (3.26), let
Zn;iðxÞ :¼ hd=2n ZiðxÞ; Wn :¼
Xn
1
i¼0
Zn;i: ð4:5Þ
Then by (3.27),
ðnhdnÞ1=2QnðxÞ ¼
n
n 
 d þ 1
 1=2
1
ðn 
 d þ 1Þ1=2
Wn
dþ1: ð4:6Þ
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It sufﬁces to show that
1ﬃﬃﬃ
n
p Wn !L Nð0; y2LðxÞÞ: ð4:7Þ
Note that, by Theorem 2, we have
var½Zn;0-y2LðxÞ;
Xn
1
l¼1
jcovfZn;0; Zn;lgj ¼ oð1Þ: ð4:8Þ
We employ the big-block and small-block procedure. Partition the set f0;y; n 
 1g
into 2kn þ 1 subsets with large blocks of size u ¼ un and small blocks of size v ¼ vn
deﬁned in Condition 3 with
k ¼ kn :¼ n
un þ vn
( )
: ð4:9Þ
Deﬁne the random variables
Zj :¼
XjðuþvÞþu
1
i¼jðuþvÞ
Zn;i; 0pjpk 
 1; ð4:10Þ
xj :¼
Xðjþ1ÞðuþvÞ
1
i¼jðuþvÞþu
Zn;i; 0pjpk 
 1 ð4:11Þ
and
zk :¼
Xn
1
i¼kðuþvÞ
; Zn;i: ð4:12Þ
Write
Wn ¼
Xk
1
j¼0
Zj þ
Xk
1
j¼0
xj þ zk ¼: W 0n þ W 00n þ W 000n : ð4:13Þ
We show that as n-N;
1
n
E½W 00n 2-0;
1
n
E½W 000n 2-0; ð4:14aÞ
jE½expðitn
1=2W 0nÞ 

Yk
1
j¼0
E½expðitn
1=2ZjÞj-0; ð4:14bÞ
1
n
Xk
1
j¼0
E½Z2j -y2LðxÞ; ð4:14cÞ
1
n
Xk
1
j¼0
E½Z2j IfjZjj4eyLðxÞ
ﬃﬃﬃ
n
p g-0 ð4:14dÞ
ARTICLE IN PRESS
E. Masry / Journal of Multivariate Analysis 86 (2003) 330–359350
for every e40: Relation (4.14a) implies that W 00n and W
000
n are asymptotically
negligible, (4.14b) shows that the summands fZjg in W 0n are asymptotically
independent, and (4.14c)–(4.14d) are the standard Lindeberg–Feller conditions for
asymptotic normality of W 0n under independence.
The small-block size vn and the large-block size un have already been selected in
Condition 3. Then simple algebra shows that the following properties hold as n-N:
vn=un-0; un=n-0;
un
ðnhdnÞ1=2
-0: ð4:15Þ
We now establish (4.14a).
E½W 00n 2 ¼ var
Xk
1
j¼0
xj
" #
¼
Xk
1
j¼0
var½xj þ
Xk
1
i¼0
Xk
1
j¼0
iaj
covfxi; xjg ¼: F1 þ F2: ð4:16Þ
By stationarity and (4.8),
var½xj ¼ vnvar½Zn;0 þ 2vn
Xvn
1
i¼1
1
 i
vn
 
covfZn;0; Zn;ig
¼ vny2LðxÞð1þ oð1ÞÞ: ð4:17Þ
Thus,
F1 ¼ knvny2LðxÞð1þ oð1ÞÞB
nvn
un þ vnB
nvn
un
¼ oðnÞ; ð4:18Þ
by (4.15). Next consider the term F2 in (4.16). With lj ¼ jðun þ vnÞ þ un; we have
F2 ¼
Xk
1
i¼0
Xk
1
j¼0
iaj
Xvn
1
l1¼0
Xvn
1
l2¼0
covfZn;liþl1;Zn;ljþl2g;
but since iaj; jli 
 lj þ l1 
 l2jXun it follows that
jF2jp2
Xn
un
1
l1¼0
Xn
1
l2¼l1þun
jcov fZn;l1 ; Zn;l2gj:
Since un-N; we can assume that un4d; so that the random vectors appearing
in Zn;l1 and Zn;l2 ; respectively, do not have common components. By stationarity
and (4.8),
jF2jp2n
Xn
1
j¼un
jcov fZn;0; Zn; jgj ¼ oðnÞ: ð4:19Þ
Hence, by (4.16), (4.18) and (4.19), we have
1
n
E½W 00n 2-0 as n-N:
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By a similar argument we ﬁnd, using (4.8) and (4.15),
1
n
E½W 000n 2p
1
n
½n 
 knðun þ vnÞ var½Zn;0 þ 2
Xn
1
j¼1
jcovfZn;0; Zn; jgj
p un þ vn
n
y2LðxÞ þ oð1Þ-0 as n-N: ð4:20Þ
In order to establish (4.14b) we make use of the fact that the processes fYi; Xig are
(jointly) associated and we bound the left-hand side of (4.14b) in terms of the
covariances of these processes. This is the critical and complex part of the proof
which is far more involved than for mixing processes. Write
Jn :¼ E exp itn
1=2
Xk
1
j¼0
Zj
 !" #


Yk
1
j¼0
E½expðitn
1=2ZjÞ
#####
#####: ð4:21Þ
Then
Jnp E exp itn
1=2
Xk
1
j¼0
Zj
 !" #

 E exp itn
1=2
Xk
2
j¼0
Zj
 !" #
E½expðitn
1=2Zk
1Þ
#####
#####
þ E exp itn
1=2
Xk
2
j¼0
Zj
 !" #
E½expðitn
1=2Zk
1Þ 

Yk
1
j¼0
E½expðitn
1=2ZjÞ
#####
#####
p cov expðitn
1=2
Xk
2
j¼0
ZjÞ; expðitZk
1Þ
 !#####
#####
þ E exp itn
1=2
Xk
2
j¼0
Zj
 !" #


Yk
2
j¼0
E½expðitn
1=2ZjÞ
#####
#####:
Repeating this recursive argument for the second term above, we obtain
Jnp
Xk
2
l¼0
cov exp itn
1=2
Xk
2
l
j¼0
Zj
 !
; expðitn
1=2Zk
l
1Þ
 !#####
#####: ð4:22Þ
Denote the jth large block by
Ij :¼ fi : jðu þ vÞpipjðu þ vÞ þ u 
 1g: ð4:23Þ
Then the right-hand side of (4.22) can be written asXk
2
l¼0
cov exp itn
1=2hd=2n
X
iAI0,I1,y,Ik
2
l
HðYdþi; Xiþ1;y; XiþdÞ
 !
;
(#####
exp itn
1=2hd=2n
X
jAIk
l
1
HðYdþj ; Xjþ1;y; XjþdÞ
 !)#####; ð4:24Þ
where we have used (4.5) and the fact that Zi ¼ HðYdþi; X iÞ with Hðy; uÞ ¼
½cðyÞIfjcðyÞjpLg 
 rðuÞChðu 
 xÞ: By (3.37) and (3.38), it is seen that
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H1ðy; uÞ :¼ expðitn
1=2hd=2n Hðy; u1;y; udÞÞ has bounded derivatives
@H1ðy; uÞ
@y
#### ######## ####
N
pconst:jtj 1
ðnhdnÞ1=2
and
@H1ðy; uÞ
@uj
#### ######## ####
N
pconst:jtj 1
ðnhdþ2n Þ1=2
;
uniformly in j ¼ 1;y; d: Hence by Lemma 1 (which is clearly true for complex-
valued functions provided the bound is multiplied by a factor of 4), and (4.24),
Jnp
const: t2
nhdn
Xk
2
l¼0
X
iAI0,I1,y,Ik
2
l
X
jAIk
l
1
jcovfYdþi; Ydþjgj
þ const: t
2
nhdþ1n
Xk
2
l¼0
Xd
q¼1
X
iAI0,I1,y,Ik
2
l
X
jAIk
l
1
jcovfYdþi; Xjþqgj
þ const: t
2
nhdþ1n
Xk
2
l¼0
Xd
q¼1
X
iAI0,I1,y,Ik
2
l
X
jAIk
l
1
jcovfXiþq; Ydþjgj
þ const: t
2
nhdþ2n
Xk
2
l¼0
Xd
q1¼1
Xd
q2¼1
X
iAI0,I1,y,Ik
2
l
X
jAIk
l
1
jcovfXiþq1 ; Xjþq2gj
¼ : Jn;1 þ Jn;2 þ Jn;3 þ Jn;4: ð4:25Þ
We focus our attention on the bounding of Jn;4: By stationarity and the additivity of
the covariance function we have
Jn;4 ¼ const:t
2
nhdþ2n
Xd
q1¼1
Xd
q2¼1
ðk 
 1Þ
X
iAI0
X
jAI1
jcovfXiþq1 ; Xjþq2gj
(
þ ðk 
 2Þ
X
iAI0
X
jAI2
jcovfXiþq1 ; Xjþq2gj
þ
^
þ
X
iAI0
X
jAIk
1
jcovfXiþq1 ; Xjþq2gj
)
¼ const: t
2
nhdþ2n
Xd
q1¼1
Xd
q2¼1
Xk
1
l¼1
ðk 
 lÞ
X
iAI0
X
jAIl
jcovfXiþq1 ; Xjþq2gj:
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Moreover, again by stationarity,
X
iAI0
X
jAI1
jcovfXiþq1 ; Xjþq2gj ¼
Xun
1
i¼0
Xunþvnþun
1
j¼unþvn
jcovfXiþq1 ; Xjþq2gj
¼ unjcovfXq1 ; XðunþvnÞþq2gj
þ ðun 
 1ÞjcovfXq1 ; XðunþvnÞþ1þq2gj
þ
^
þ jcovfXq1 ; XðunþvnÞþun
1þq2gj
¼
Xun
1
m¼0
ðun 
 mÞjcovfXq1 ; XðunþvnÞþmþq2gj:
Similarly,
X
iAI0
X
jAI2
jcovfXiþq1 ; Xjþq2gj ¼
Xun
1
m¼0
ðun 
 mÞjcovfXq1 ; X2ðunþvnÞþmþq2gj
and ﬁnally
X
iAI0
X
jAIk
1
jcovfXiþq1 ; Xjþq2gj ¼
Xun
1
m¼0
ðun 
 mÞjcovfXq1 ; Xðk
1ÞðunþvnÞþmþq2gj:
It follows that Jn;4 is bounded from above by
Jn;4p
const:t2
nhdþ2n
Xd
q1¼1
Xd
q2¼1
Xk
1
l¼1
Xun
1
m¼0
ðkn 
 lÞðun 
 mÞjcovfXq1 ; XlðunþvnÞþmþq2gj:
Again by stationarity and by setting q ¼ q1 
 q2
Jn;4p
const:t2
nhdþ2n
Xd
1
q¼
ðd
1Þ
Xk
1
l¼1
Xun
1
m¼0
ðkn 
 lÞðun 
 mÞjcovfX0; XlðunþvnÞþmþqgj:
ð4:26Þ
Note that the summation over l is over nonoverlapping indices. Hence, setting
j ¼ lðun þ vnÞ þ m þ q; we have
Jn;4p
const:t2
nhdþ2n
Xd
1
q¼
ðd
1Þ
Xun
1
m¼0
ðun 
 mÞ
Xðkn
1ÞðunþvnÞþmþq
j¼ðunþvnÞþmþq
kn 
 j 
 ðm þ qÞðun þ vnÞ
 
jaXXj j:
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Finally,
Jn;4p
const:t2
nhdþ2n
kn
Xd
1
q¼
ðd
1Þ
Xun
1
m¼0
ðun 
 mÞ
Xðkn
1ÞðunþvnÞþmþq
j¼ðunþvnÞþmþq
jaXXj j
p const:t
2
nhdþ2n
knun
XN
j¼un
jaXXj j:
Note that since knun=n-1 as n-N; we have
Jn;4pconst:t2
1
hdþ2n
XN
j¼un
jaXXj j-0 as n-N ð4:27Þ
by Condition 3. Similar arguments show that
Jn;2pconst:t2
1
hdþ1n
XN
j¼un
jaYXj j-0 as n-N; ð4:28Þ
Jn;3pconst:t2
1
hdþ1n
XN
j¼un
jaYXj j-0 as n-N; ð4:29Þ
and
Jn;1pconst:t2
1
hdn
XN
j¼un
jaYYj j-0 as n-N: ð4:30Þ
Relation (4.14b) now follows from (4.25) and (4.27)–(4.30).
Next we establish (4.14c). By stationarity and (4.17), with un replacing vn; we have
var½Zj ¼ var½Z0 ¼ uny2LðxÞð1þ oð1ÞÞ;
so that
1
n
Xkn
1
j¼0
E½Z2j  ¼
knun
n
y2LðxÞð1þ oð1ÞÞ-y2LðxÞ
since knun=n-1:
It remains to establish (4.14d). Using the fact that CðuÞ is bounded (since K has
compact support) and the fact that the functions c and r are bounded, we have
jZn;ijpconst:
h
d=2
n
:
This implies by (4.10) that
max
0pjpk
1
jZj j=
ﬃﬃﬃ
n
p pconst: un
ðnhdnÞ1=2
-0
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by (4.15). Hence when n is large, the set fjZijXyLðxÞe
ﬃﬃﬃ
n
p g becomes an empty set and
thus (4.14d) holds. Consequently, (4.14a)–(4.14d) hold for Wn so that
1
n1=2
Wn !L Nð0; y2LðxÞÞ ð4:31Þ
which completes the proof of Theorem 4. &
5. Discussion
We have considered modiﬁed local polynomial estimators of arbitrary order pX1
for a bounded regression function rðxÞ of (2.2) and its partial derivatives up to a total
order p: The underlying processes fYi; XigNi¼1 were assumed to be associated. We
established the point-wise consistency (with rates) and the joint asymptotic
normality of the estimators of rðxÞ and its partial derivatives as n-N; including
expressions for the bias and covariance matrix (of the asymptotic distribution). As
far as conditions imposed on the underlying associated processes fYi; XigNi¼1; they
are fairly mild: (1) Summability conditions on the covariances of the processes which
are discussed and simpliﬁed in Remark 4 of the paper. (2) Boundedness conditions
on certain joint densities of the process fXigNi¼1: These are common in the context of
local polynomial ﬁtting for dependent data (whether mixing or associated). (3)
Standard assumption of smoothness of the regression function rðxÞ which are
common in the context of local polynomial regression estimation (whether the data
is i.i.d., mixing, or associated). The principal difference between the conditions
assumed for mixing processes versus for associated processes is that for mixing
processes one assumes summability conditions on the mixing coefﬁcients whereas for
associated processes one assumes summability conditions on the covariance function
of the underlying processes. As a consequence, the derivations for associated
processes are considerably more involved as can be seen from the proofs
(particularly that of Theorem 4). A simple example where the conditions of this
paper are satisﬁed is a bivariate stationary Gaussian process fYi; Xig with zero
means and nonnegative covariance sequences faXXj g; faYXj g; and faYYj g satisfying
the mild summability conditions stated in Remark 4. Set cðyÞ ¼ yq for some qX1 on
½
L; L and zero elsewhere. Then it is easy to see that the regression function rðxÞ of
(2.2), given by,
rðxÞ ¼
Z L
L
yqfYd jX0ðyjxÞ dy
is continuously differentiable of arbitrary order since fYd jX0 is normal.
There are several open problems: The use of Bulinski’s lemma in the proofs
requires that the regression function rðuÞ is assumed bounded. This lemma is used
only to bound the term J23 in the proof of Theorem 2 and the term Jn in the proof of
Theorem 4. Naturally one would like to remove this restriction. Suppose now that no
such restriction is imposed and cðyÞ is possibly unbounded. One may then consider
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using a truncation argument. Unfortunately, the usual truncation argument does not
work for associated processes: Indeed deﬁne as in [29]
aLðyÞ :¼ yIfjyjpLg
and the truncated regression function
rLðxÞ :¼ E½aLðcðYdÞÞjX0 ¼ x
and the truncate variables
ZLi :¼ HLðYdþi; X iÞ; HLðy; uÞ :¼ ½aLðcðyÞÞ 
 rLðxÞChðu 
 xÞ:
Then one can apply Bulinski’s lemma to compute covfZLi ; ZL0 g; as we have done in
this paper. Note however that the random variables Zi 
 ZLi remain nonlinear
functions of associated random variables–and thus not necessarily associated—
whose covariances cannot be bounded directly (again, no Davydov’s lemma is
applicable here since the underlying processes are not necessarily mixing). One can of
course assume directly a rate of decay on the covariance covfZ0; Zig in which case
the bounded assumption on rðxÞ can be removed and no use of Bulinski’s lemma is
needed. However, we doubt that such an approach is appropriate or transparent as it
bypasses the entire dependence structure. Another open problem is the data-driven
selection of the bandwidth parameter hn: To the best of our knowledge, the literature
is quite sparse in the context of local polynomial regression estimation: The usual
assumptions made are that the underlying processes are i.i.d. and that the local
polynomial ﬁtting is linear. We mention in particular the papers by Fan and Gijbels
[18], and Ruppert et al. [43], where a variable (respectively global) bandwidth
selection rules were proposed and shown empirically to perform very well. In the
context of this paper, where the underlying processes are dependent and the
polynomial ﬁtting is of arbitrary order pX1; the problem is exceptionally difﬁcult
analytically as far as establishing convergence properties of the corresponding
regression estimators: the cross-validation method appears hopeless; the ‘‘plug-in’’
selection rule, which involves estimating the unknown functionals that appear in the
asymptotically optimal bandwidth (see expression in Remark 3), might be less
formidable analytically. In either case, it is a major undertaking.
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