The solution appraisal component of the inverse problem involves investigation of the relationship between our estimated model and the actual model. However, full appraisal is difficult for large 3-D problems such as electrical resistivity tomography (ERT). We tackle the appraisal problem for 3-D ERT via the point-spread functions (PSFs) of the linearized resolution matrix. The PSFs represent the impulse response of the inverse solution and quantify our parameter-specific resolving capability. We implement an iterative least-squares solution of the PSF for the ERT experiment, using on-the-fly calculation of the sensitivity via an adjoint integral equation with stored Green's functions and subgrid reduction. For a synthetic example, analysis of individual PSFs demonstrates the truly 3-D character of the resolution. The PSFs for the ERT experiment are Gaussian-like in shape, with directional asymmetry and significant off-diagonal features. Computation of attributes representative of the blurring and localization of the PSF reveal significant spatial dependence of the resolution with some correlation to the electrode infrastructure. Application to a time-lapse ground-water monitoring experiment demonstrates the utility of the PSF for assessing feature discrimination, predicting artefacts and identifying model dependence of resolution. For a judicious selection of model parameters, we analyse the PSFs and their attributes to quantify the case-specific localized resolving capability and its variability over regions of interest. We observe approximate interborehole resolving capability of less than 1-1.5 m in the vertical direction and less than 1-2.5 m in the horizontal direction. Resolving capability deteriorates significantly outside the electrode infrastructure.
I N T RO D U C T I O N
The crux of any inverse problem is often considered to be the estimation component, whereby we construct a model estimate to fit our data. However, the credibility of geophysical inversion or tomography suffers from a lack of quantification of the reliability of our model estimates. Although we often cannot establish the true accuracy of our model estimate, the tools of solution appraisal allow for an investigation of the relationship between our estimated model and the actual model.
For small linear problems, solution appraisal is relatively straightforward (e.g. Menke 1989 ). This is not so for non-linear problems, since no formal theory exists to deal with solution appraisal (Oldenburg 1983; Snieder 1998 ). In addition, for large 3-D problems with multiscale model domains, the computational burden of solution appraisal can be prohibitive (Nolet et al. 1999) . The 3-D electrical resistivity tomography (ERT) problem is both non-linear and large with several thousands of data and several hundreds of thousands of model parameters.
Furthermore, the full appraisal problem has both an error propagation aspect and a resolution aspect. Since data noise is an implicit component of the resolving capability, we focus only on the model resolution (Backus & Gilbert 1968; Menke 1989) . Since the ERT problem is non-linear, we employ the linearized form of the resolution. Ultimately, it is unlikely that geophysical inversion will ever exist in absence of an interpreter or decision maker, (Scales & Snieder 2000) and when faced with geophysical images, some pragmatic measure of reliability can only benefit the interpreter.
The discrete linearized resolution matrix has been applied to the 2-D resistivity experiment, primarily in a diagonalized sense (Ramirez et al. 1993 (Ramirez et al. , 1995 , but also in terms of attributes of the full resolution matrix (Friedel 2003) . However, for 3-D problems, computing the full model resolution matrix remains difficult and expensive. Alternatively, Alumbaugh & Newman (2000) compute a decimated model resolution matrix for the 3-D electromagnetic experiment, using a column-wise iterative solution. Following this approach, we implement a column-wise iterative solution of the model resolution matrix for the 3-D ERT experiment. Rather than computing a decimated resolution matrix, we focus on the individual columns of interest, each of which represents a point-spread function (PSF) that quantifies the parameter-specific (localized) model resolution (Parker 1994) .
We first develop a technique for computing individual PSFs for the 3-D ERT experiment. For a synthetic example, analysis of a judicious selection of PSFs demonstrates the truly 3-D character of our resolving capability in a linearized sense. The spatial variability of resolution over the model domain can be quantified via PSF attributes that are indicative of blurring and localization. Application of the PSF to a time-lapse ground-water remediation experiment demonstrates the utility of the PSF and its attributes for judging our abilities of feature discrimination, for predicting artefacts and for identifying model dependence of resolution. Used in such a fashion, the PSF can provide a powerful tool for solution appraisal of 3-D ERT.
M O D E L R E S O L U T I O N
The PSF can be viewed as a component of the model resolution, which can be exactly defined for linear inverse problems (Backus & Gilbert 1968) . In general, resolution of the linearized problem is applied and accepted as the resolution for models that are 'close' to the actual solution (Menke 1989) . Consider the discrete non-linear problem described as f (m) = d where m is the model vector, d is the data vector and f is the forward operator describing the physics. For an overparametrized or underdetermined problem, we construct the regularized least-squares objective function
which has both data and model components related by the trade-off parameter μ. 
where S jk = ∂ f j /∂m k is the sensitivity of the jth datum to the kth model parameter evaluated at the ith model and
To quantify the relationship between the estimated model and the actual model, we realize that the observed data are a function of the actual modelm according to
where e r is the random measurement error and e s is the systematic error due to discretization, incorrect model physics (van Wijk et al. 2002) or experimental errors . In the nonlinear case, Backus & Gilbert (1970) and Alumbaugh & Newman (2000) posit that, at the end of the iterative procedure, the model estimate is linearly close to the actual modelm such that we can writem = m i + m, where m would be the update required to achieve the actual model. Via first-order Taylor expansion of f (m), we have d − f (m i ) = S m + e = Sm − Sm i + e, where we have lumped the error terms including any linearization error. Substitution into the model estimate (eq. 2) yields
which we can write more compactly as
where m b is the unbiased model estimate, n is the noise term, [I − R] is the blurring matrix and R is the linearized resolution matrix defined as
In general, we assume that n is zero-mean and relatively small. Furthermore, Oldenborger et al. (2007b) demonstrate that the blurring term for the ERT experiment is near zero over the volume of investigation, such that m ≈ Rm. As such, the linearized resolution matrix provides a measure of resolving power for models that are linearly close to the actual model. Ideally, the resolution matrix equals the identity matrix and the estimated model is exactly resolved. However, for under-or mixed-determined problems, R departs from the identity and is generally asymmetric for any non-diagonal regularization.
P O I N T -S P R E A D F U N C T I O N S
Consider dividing R into its column vectors p k and row vectors a for an M-parameter model domain:
Since m ≈ Rm, the rules of matrix algebra dictate that m ≈ a m such that the th row of R determines what linear combination of the actual model parameters forms the th estimated parameter. The row a describes the mapping of the actual model to the th estimated parameter and is the equivalent to the averaging function (AF) of Backus & Gilbert (1968) . Conversely, we have
so that the estimated model is a linear combination of columns p k . The kth column of R determines how the kth actual parameter is mapped to the estimated model. In other words, p k represents how a delta function perturbation in the kth actual parameter propagates to our estimated model, as illustrated in Fig. 1 . For this reason, the columns of the resolution matrix are termed the PSFs. The set of all PSFs 'or' AFs comprises the full model resolution matrix and both the PSF and AF are ideally delta-like functions located at the parameter of interest (on the diagonal). It is perhaps for these reasons that there is some conflation of terminology in the geophysical literature regarding AFs versus PSFs. Friedel (2003) computes the AFs, refers to them as PSFs and discusses the results in the context of both parameter averaging and parameter resolution. Alumbaugh & Newman (2000) compute the PSF but refer to it as the AF and interpret results in terms of parameter averaging. However, there is a distinct difference between the PSF and AF as described above. It makes no sense to accept a well-defined average of a poorly-resolved model parameter. Miller & Routh (2007) demonstrate such a situation characterized by a delta-like AF and a flat PSF. That said, some non-regularized inverse formulations result in equivalency of the AF and PSF (e.g. Parker 1994, p. 211) , and generalized inversion methods, such as singular value decomposition, may result in a symmetric resolution matrix. Regardless, given the general asymmetry of R, it is the PSF that provides the parameter-specific resolving capability.
PSF attributes
When describing resolving capability of individual PSFs, we will utilize the concepts of 'blurring' and 'localization'. Blurring refers to the spread of the PSF and is thus a measure of how the inversion routine disperses information. To quantify blurring, we propose the directional 'spread' attribute defined in the x-direction for example as
where r k is the position vector of the kth model parameter and α is some small constant to account for the possibility of zero-energy PSF. The spread attribute is similar to a second spatial moment, but involves the squared PSF to enforce positivity. Although the spread does account for off-centre energy in the PSF, it is important to isolate the degree of localization error, whereby the PSFs attains a maximum value at r max = r k . Non-zero localization error occurs for off-diagonal maxima of R and implies an inability of the inversion routine to accurately position the impulse response. In 2-D, Friedel (2003) implements a 'distortion flag' to indicate offdiagonal maxima of R. We adopt the 3-D measure of the localization error L proposed by Pascual-Marqui (1999) ,
who argues that, regardless of blurring, we cannot have good resolution without good localization. Conversely, correct localization does not necessarily imply good resolution. The localization error is easily cast in a 3-component directional form. Finally, the departure of the PSF from a delta function (hereafter, the 'departure') combines the effects of spread and localization error . The 3-D departure is expressed as
where k (r) = 1, for r = r k , and 0, otherwise. The weighting term w(r) = 1 + |r −r k |/λ penalizes off-diagonal features based on some length scale that we set as λ = 1 m.
PSF computation for 3-D ERT
For large 3-D problems, calculation of the resolution matrix is difficult because the generalized inverse cannot be formed (Nolet et al. 1999) . The inverse problem is solved via iterative methods and, in most cases, this circumvents the need to invert products of the form S T S. For such problems, Alumbaugh & Newman (2000) demonstrate how we can also use iterative methods to calculate individual PSFs or the full R. We start with the definition of the linearized resolution
where we have normalized the sensitivity by the data weighting
As per Alumbaugh & Newman (2000), we isolate the kth column by using the delta-function vector k that is equal to unity at the kth element and zero elsewhere, so that p k = R k and
It is from eq. (14) that we see the model construction nature of the PSF in that p k is our best regularized least-squares estimate of the delta function. Although the effect of noise is not explicit to eq. (14), it is implicit via the weighting of J and the choice of μ.
To avoid explicit inversion of the left-hand side of eq. (14), we recover the PSF via iterative least-squares solution of the system
using conjugate gradients applied to the normal equations (CGLS, e.g. Press et al. 1992; Golub & Van Loan 1996; Routh et al. 2005) .
Within the CGLS algorithm, we require matrix vector products of the form Jv, J T v, W m v and W T m v. The model weighting matrix is sparse so that storage and matrix-vector multiplication of W m are inexpensive. The sensitivity matrix, however, is full. To avoid storage costs, Li & Oldenburg (2000) build and compress J using a wavelet transform. Alternatively, to form Jv element-wise requires only a single row of J at a time and to form J T v element-wise requires only a single column of J at a time. Zhang et al. (1995) utilize this element-wise operation to show that the products Jv and J T v can be formed, each by the solution of a single forward problem. However, solving the matrix-vector products via forward modelling is expensive for any appreciable number of CGLS iterations and is only applicable for constant boundary conditions, not for source-dependent boundary conditions (Zhou & Greenhalgh 2001; Oldenborger & Routh 2006) .
To avoid compression of J or forward modelling within the CGLS algorithm, we form the products Jv and J T v element-wise, using onthe-fly calculation of J. By storing the pole-pole Green's functions for every electrode in an ERT experiment, we are able to build any element of J using an adjoint integral equation similar to that of Park & Van (1991) . The sensitivity with respect to m k = ln(σ k ) is
where G j and G R j are the superposed pole-pole Green's functions and adjoint (reciprocal) Green's functions associated with the jth quadrupole datum with noise estimate η j . The integral is evaluated piecewise over the volume of the kth model parameter with conductivity σ k .
Subgrid reduction
At any given time, in addition to the Green's functions, we need only to hold in memory either a single row or a single column of the sensitivity matrix. According to eq. (16), on-the-fly calculation of a column of the sensitivity matrix involves cycling over all data for a particular model parameter. Similarly, on-the-fly calculation of a row of the sensitivity matrix involves evaluating eq. (16) while cycling over the entire model domain for a particular datum. Forming J T v requires calculation of M rows and forming Jv requires calculation of N columns, all for a single PSF for a single model parameter.
Therefore, although on-the-fly calculation of J is memory efficient, it can be slow for large models. To increase computational speed, the potential exists to farm out the element-wise calculation of Jv and J T v to a system of parallel processors. Alternatively, we implement a form of domain reduction that reduces the number of active model parameters.
The Green's functions for any given model are computed on an expansive numerical grid, using a weak-form finite-volume technique (Dey & Morrison 1979; Oldenborger & Routh 2006) . The expansive grid is necessary to accommodate the boundary conditions assigned to the Green's functions.
However, the adjoint integral calculation of J according to eq. (16) does not require definition of boundary conditions of any sort. As such, J and p k can be computed on a numerical grid of reduced extent. The reduced grid, or subgrid, is simply a subset of the expansive grid with its associated Green's functions; there is no upscaling. The accurately computed Green's functions from the interior of the expansive grid are transferred to the boundary and interior points of the reduced subgrid. This domain reduction introduces no error to the calculation of J that is not inherent to the calculation of the Green's functions.
Even with domain reduction, the amount of information involved in the analysis of the full set of PSFs over the entire model domain is large-a 3-D function (the PSF) for every parameter in the reduced model domain. For characterization of the 3-D nature of the resolving capability, visual analysis of the PSF is necessary, but impractical for the full set of PSFs. Alternatively, we will judiciously select a small set of PSFs at positions that we expect to be informative of the resolution of a particular experiment. These individual PSFs give us an indication of the blurring, the localization, the directional asymmetry and the occurrence of side-lobes. For larger sets of PSFs, we will utilize the attributes of spread, localization error and departure to quantify the spatial variability of the resolving capability.
S Y N T H E T I C E RT E X A M P L E
Our synthetic example is constructed to mimic a 3-D ERT installation in a shallow unconfined alluvial aquifer with a pre-existing (Fig. 3a) . The model is parametrized using a finite-volume mesh comprised of 282 567 conductivity cells (58 × 58 × 84) with 0.25 m cell sizes over the central borehole region. Outside of the borehole region, from ±4 m outward and 18 m downward, the mesh expands by a factor of √ 2 to ±80 m in the horizontal directions and 125 m in depth.
Synthetic ERT data are computed using a circulating skip-3 vertical dipole-dipole survey geometry (Oldenborger et al. 2007a) . The complete data set includes full reciprocals and is comprised of 19 180 quadrupole measurements of potential difference per unit current. Each datum is contaminated with a random value drawn from a zero-mean normal distribution with a standard deviation equal to 4 per cent of the datum. The data are inverted using the 3-D regularized least-squares Gauss-Newton inversion of Li & Oldenburg (2000) . The regularization parameter is determined from a line search and iteration proceeds until the misfit is equal to the level of noise assigned to the data. Fig. 3(b) illustrates the estimated model obtained from the synthetic data.
Synthetic PSFs
The 3-D PSF for a near-borehole target parameter in the northing section at 8 m depth is illustrated in Fig. 4(a) . The character of the PSF is Gaussian-like in shape, but appears flattened in the horizontal directions. The degree of oscillation, or side-lobes, are minimal, although the PSF is observed to spike negative at borehole B1 away from the parameter of interest. The directional spreads for this PSF at 1 m from the borehole are s x = 1.6 m, s y = 1.7 m, s z = 1.3 m, confirming directional dependence of our resolving capability with maximum resolution in the vertical direction. The localization error of 0.35 m associated with this model parameter is confined entirely to the horizontal plane and represents a diagonal offset of one cell to the northwest. For comparison, we consider the PSF for another near-borehole target parameter at the same depth but in the easting section, illustrated in Fig. 4(b) . For this parameter at 1 m from the borehole, we observe increased blurring as demonstrated by the spreads s x = 2.1 m, s y = 1.8 m, s z = 1.7 m. Furthermore, the centre of the PSF tends to be pulled towards the central borehole away from the parameter of interest (Fig. 4b, blue curve) . The localization error of 0.75 m is entirely in x, and there is an asymmetric eastward spreading of the PSF. In contrast, the PSF at the borehole (not shown) exhibits much less blurring and the directional spreads are reduced to s x = 1.1 m, s y = 1.2 m, s z = 1.0 m, with a localization error of 0.25 m in x.
The observations hold generally that the spread s, localization error L and departure d, all increase away from the boreholes and for parameters that are out-of-plane with respect to the borehole infrastructure (i.e. the easting section). This behaviour is summarized in Fig. 5 for the northing and easting directions. In the northing direction (Figs 5a and b) , s, L and d all behave in a similar manner. The attributes are low at the central borehole A1, increase slightly in the interborehole region, decrease at the outer borehole B1 and then increase rapidly outside the borehole infrastructure. Beyond 5 m, the horizontal spreads s x and s y exceed 2 m (Fig. 5a ) and L exceeds 1 m (Fig. 5b) . In the easting direction (Figs 5c and d) , there is only borehole A1 and the attribute behaviour is more complicated. Values of s x and s z oscillate (Fig 5c) , whereas L and d increase away from A1 (Fig. 5d) . Localization error is primarily constrained to the horizontal plane such that x max and y max are pulled towards the borehole infrastructure (Fig. 4b) . In all cases, the attributes along the easting profile (Figs 5c and d) exceed those along the northing profile (Figs 5a and b) . This reduced resolution in the easting direction is manifest as increased smoothing of the target boundary in the recovered conductivity model (Fig. 3b) .
3-D PSF attributes
To examine PSF attributes in 3-D, we consider the small-scale model shown in Fig. 6 , consisting of a conductive target (σ = 30 mS m −1 ) in a resistive background (σ = 1.5 mS m −1 ). The model is comprised of 2584 conductivity cells (13 × 13 × 14) with 1 m 3 cell sizes in the central region and an extent of ±15 m in the horizontal directions and 17 m in depth. The experiment consists of 544 non-reciprocal vertical dipole-dipole data taken over 40 electrodes: 8 per hole, from 2-9 m depth, at 1 m intervals. Inversion and PSF computations are performed as in the previous synthetic example, but in this case, we compute the full set of PSFs.
Given the full set of PSFs, we can build 3-D attribute volumes as illustrated in Fig. 7 (i.e. the PSF attributes for all model parameters). This process is different from and less expensive than building a 3-D attribute volume from a decimated resolution matrix (i.e. sparse PSFs) for the full-size synthetic problem. The 3-D attributes clearly demonstrate the increase in resolution from the x-to y-to z-direction over the entire model domain (Figs 7a-c) . We also see that the localization error is low (below one cell size) within and just outside of the interborehole region. Outside of the core region, both L and d increase rapidly. The 3-D results illustrate that the different attributes are largely consistent and can be used to define some reliable region for the experiment. 
E X P E R I M E N TA L E RT A P P L I C AT I O N
We are interested in applying the PSF to inversion results obtained for ERT data collected during a tracer experiment (Oldenborger et al. 2007a) . The experiment was designed to test the performance of ERT monitoring of a remediation effort for an unconfined aquifer. As a proxy contaminant, a conductive tracer consisting of 3740 L of 8420 ppm potassium bromide (KBr) solution was injected into the central borehole A1 (Fig. 2) . ERT data were collected at pre-injection, post-injection and post-withdrawal stages of the experiment.
The survey geometry is the same as that described in the synthetic example. The numerical mesh is modified slightly and shifted downwards by 0.1 m to account for the measured water table depth of 1.9 m. The experimental data were inverted using the same algorithm as in the synthetic example with the 2-layer aquifer reference model. The experimental data noise is assumed to have a normally distributed component with a standard deviation equal to 2 per cent of each datum, plus the observed reciprocal error (approximately equal to 2 per cent of each datum), plus a constant floor of 0.08 V A −1 . Fig. 8 illustrates cross-sections of the recovered 3-D electrical conductivity model for the pre-injection experimental stage. Geoelectrical interpretation of the background electrical conductivity suggests zones of high electrical conductivity at 2-3 m depth, near 5.5 m depth, and at 11-13 m depth. These features are interpreted as potential preferential flow paths that show up as high porosity signals in thermal neutron logs (Barrash & Clemo 2002) .
Pre-injection PSFs
The experimental PSFs for the northing and easting near-borehole parameters considered in the synthetic case are illustrated in Fig. 9 . Again, the PSFs exhibit a flattened Gaussian-like shapes with some side lobes and asymmetry. Side lobes are more prevalent in the horizontal direction for the northing PSF (Fig. 9a ) and in the vertical direction for the easting PSF (Fig. 9b) . The vertical to horizontal resolving capability is approximately 2 : 1.
The experimental attributes in the northing and easting directions are illustrated in Fig. 10 at 8 m depth. Much like the synthetic example, we have superior resolving capability in the northing section and in the vertical direction. Within the interborehole region, vertical spreads are less than 1 m. The horizontal s x and s y are approximately 1-2 m with s x > s y . Localization errors are typically confined to the horizontal plane with a magnitude less than the diagonal cell width of 0.35 m. These results suggest that we have the capability to resolve metre-scale preferential flow paths that are at least 1 m thick, with 1-2 m of horizontal extent, as observed in the recovered model (Fig. 8) .
The PSFs illustrated in Fig. 9 are representative in character of those obtained over most of the vertical borehole extent. However, we do observe some variation in the PSF attributes with depth as illustrated in Fig. 11 for the directional spreads. This variability is understandable given the variability inherent to experimental data and the heterogeneity of the earth model (Fig. 8) . In general, the observation of s x > s y > s z is consistent with depth, and below 16 m depth, the directional spreads increase significantly.
Although the spread can be used as relative resolution scale with meaningful units, interpretation of the spread as 'the' resolution can be hampered by off-diagonal features such as the asymmetry and oscillation of the PSFs apparent in Fig. 9 (and in other PSFs not shown). Any off-diagonal features of the PSF indicate that the actual model parameter m k at r k is being partitioned to other portions of the model domain according to eq. (9). Such complicated PSF behaviour is often not apparent from attribute analysis alone.
Some of the strongest off-diagonal features and oscillation of the PSFs seem to correlate with the borehole geometry. These borehole spikes and oscillations indicate partitioning of the off-borehole model parameter to near-borehole parameters. In effect, an artefact is being created, and PSF analysis allows for identification of potential artefact-contaminated regions such as the near-borehole region. We observe these vertically oriented borehole artefacts in the recovered pre-injection conductivity model (Fig. 8, northing ) and in the synthetic models (the artefacts are not visible with the colour scale of Fig. 3) . Because the synthetic model does not include fluid filled boreholes, the fact that we observe similar PSF spikes and vertical artefacts for the experimental and synthetic data suggests that the features are more precisely near-electrode artefacts, associated with the very high point sensitivity.
Post-injection PSFs
Recovered models for the post-injection data clearly image the elevated conductivity in the aquifer. For illustrative purposes, the solute plume itself is isolated via post-inversion parameter differencing (Fig. 12) . The plume is clearly visible along the extent of the borehole and appears to have a greater width in the easting direction.
The 3-D post-injection PSFs are very similar to the synthetic PSFs (Fig. 4) , but with more significant off-diagonal features (not shown). Similarly, the 1-D attributes are similar to the synthetic attributes, but with more variability. As illustrated in Fig. 13 for the post-injection attributes, we have the familiar pattern of boreholecontrolled resolving capability. Also similar to the synthetic and pre-injection cases, the attributes for the easting section (not shown) exceed those for the northing section. Although we have no ground truth in the experimental case, the reduced easting resolution may be responsible for over-extent of the tracer boundary in the easting direction, so that the apparent asymmetry of the plume (Fig. 12) may not be entirely real.
Comparision of Fig. 13 with Fig. 10 illustrates the model dependence of the PSF between the post-and pre-injection stages. Although differences in the attributes are due explicitly to the change in the model, we note that the data, the relative noise and the tradeoff parameter have also changed, all of which contribute to p k . Systematic behaviour is hard to identify, but we make the following observations regarding the case-specific model dependence: (1) the post-injection spreads decrease, more so in the northing section; (2) the post-injection localization error increases in the interborehole region and (3) the post-injection departure increases in the interborehole region.
These observations are generally consistent in both the horizontal and vertical directions and have implications for the quantitative applicability of differential models such as Fig. 12 . If the model dependence is significant, the resolution of the pre-and post-change models will be different and model differencing will be unstable (Oldenborger et al. 2007a ). The resultant model change will have some bias that results from that change in resolution, as opposed to the change in model alone. In this fashion, model-dependent resolution may explain some of the inaccuracy of mass estimates obtained from post-inversion model differencing for ERT experiments (Oldenborger et al. 2007a) , and model-dependent resolution should be a consideration for any differential geophysical experiment. 
C O N C L U D I N G D I S C U S S I O N
The resolution component of solution appraisal involves investigating the relationship between our estimated model and the actual model. Determination of the full model resolution is difficult for multiscale 3-D problems due to both the large size of the matrices and matrix products involved and the amount of information generated. Alternatively, computation and analysis of the parameterspecific PSFs are useful for assessing the resolving capability and the reliability of model estimates obtained from 3-D ERT experiments.
The 3-D ERT problem is too large for computation of the entire set of PSFs, but we have shown how small subsets can provide useful information. In particular, examination of interborehole PSFs illustrates the Gaussian-like nature of the PSFs with significant directional asymmetry. The resolving capability of the ERT experiment is observed to be spatially variable and dependent on the electrode infrastructure, which is interpreted as a strong dependence on the geometric component of the sensitivity distribution for the 3-D DC resistivity experiment.
The 3-D PSFs are also characterized by off-diagonal features such as side-lobes and localization error. These off-diagonal effects would remain undetected with appraisal techniques based only on the diagonal of the resolution matrix. Similarly, analysis based solely on attributes will indicate model parameters with low resolution but will not illuminate the potential mapping of those parameters to other portions of model space. It is through examination of the PSF in 3-D that we can identify the near-electrode regions as regions of high resolving capability, but also as recurring zones of off-diagonal PSF energy, which represent the formation of near-electrode (nearborehole) artefacts.
These observations underscore the fact that a single PSF does not describe the final estimated model-it is the impulse response for a single parameter among hundreds of thousands. Although a PSF does tell us how the Earth is locally resolved by the inverse procedure, when taken alone, it does not give us a precise indication of the final reconstructed model. For example, localization errors (primarily in the horizontal plane) are observed to approach the same order as the target dimensions in some cases. Nevertheless, synthetic examples routinely result in estimated conductivity models that are in good agreement with actual model, which suggests that no obvious misplacement of conductivity structure occurs to the extent, or with the pattern indicated by the localization errors. The implication is that localization errors are not so important that our actual models are not reasonably recovered; this sentiment is echoed by the demonstrated success of ERT applications.
In the fashion presented herein, the potential exists to routinely apply the PSF to 3-D ERT experiments as a method of solution appraisal. The PSF can be utilized to answer questions regarding feature discrimination and model reliability. The PSF can also be applied to aspects of the inverse problem such as survey design or to investigate the effects of data noise, regularization or model parametrization. We re-iterate that the PSF presented here is linearized. A such, results are model-specific and some features of the PSF may be a manifestation of the non-linearity of the problem.
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