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Abstract
Positron emission tomography provides quantitative measurements of radio-tracer 
concentrations in vivo to study physiological and molecular processes with radio­
labelled compounds of biological affinity. Its application in Cardiology includes the 
measurement of myocardial blood flow. Quantification of regional blood flow across 
the myocardium may provide insight in the understanding of the physiological 
mechanisms involved in ischaemia. However, such measurements are restricted by 
scanner resolution and sensitivity and the influence of organ motion during data 
acquisition. Significant improvements in sensitivity in 3D mode of acquisition allow 
the exploitation of the inherent spatial resolution of the latest generation of PET 
tomographs. In addition, the acquisition of individual events in list mode makes 
possible the implementation of motion correction schemes.
The problem of obtaining accurate attenuation correction factors, in the absence of 
septa, was addressed by using single photon transmission measurements and an image 
segmentation technique, the Local Threshold Segmentation of the attenuation 
coefficients. This approach was found to provide accurate attenuation coefficients and 
a scheme for generating attenuation correction factors for absolute quantification 
could be defined.
The influence of motion on the spatial resolution on a current generation 3D PET 
scanner was assessed with experimental measurements at typical levels of respiration- 
related motion and was found to be significant for quantitative imaging of the 
myocardium. Simultaneous electrocardiographic and respiratory gating of list-mode 
data was implemented and validated. This dual gating approach can be used in data of 
high counting statistics for the elimination of motion within a single image frame.
For count-limited measurements of myocardial blood flow, a method for 
compensating for respiratory motion, at no loss of total counts, was presented. 
Validation results showed a generally good accuracy and the technique was applied to 
18FDG and ClsO patient data. Improvement in the recovery coefficient for accurate 
tracer concentration assessed against well-counter measurements of blood sample 
tracer concentration was found for the CI50  data.
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Chapter 1 -  Introduction
"However, the basic investigation criteria are still the same as 
those 30 years ago, when hand-held Geiger counters and long- 
lived radioisotopes were used. 'What are the clinical scientific 
questions, and how best can we answer them?' "
Jones, T. (1980). “Radioisotopic Measurements of Regional 
Tissue Function.” MRC Cyclotron Unit Jubilee Report.
1.1 Introduction
Cardiovascular diseases kill more people in Europe and North America than any other 
disease (WHO 2000). According to the World Health Organisation, cardiovascular 
diseases contribute to a third of all global deaths and, by 2010, heart disease is 
expected to be the number one cause of death in developing countries. The economic 
consequences to the health care system have been estimated by the British Heart 
Foundation to a total cost of about £1600 million for the UK only for the year 1996 
(Petersen and Rayner 2002).
Positron Emission Tomography (PET) is an imaging modality that uses positron 
emitting radioisotopes to provide measurements of regional tissue function in vivo. Its 
advantages include the ability to utilise isotopes of elements naturally occurring in 
biological molecules (§ 1.2.4) and its unique property to provide an exact solution to 
the problem of photon attenuation (Chapter 2), thus allowing quantification of 
absolute isotope concentrations. Clinical applications of PET are found in Oncology, 
Cardiology, Neurology and Psychiatry. In the field of Cardiology, measurements of 
tracer concentrations in vivo provide an invaluable tool for the study of cardiac 
physiology and disease.
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1.2 Positrons in Medicine
1.2.1 Early Applications of Positrons in Medicine
The annihilation of positrons was discovered in 1933 by Thibaud and Joliot (Joliot 
1933; Thibaud 1933), two years after the detection of positrons in cosmic radiation by 
Anderson (Anderson 1932). It was subsequently showed that in general two photons 
are simultaneously emitted from an annihilation process (Klemperer 1934) in almost 
exactly opposite directions (Beringer and Montgomery 1942) with a deviation from 
antiparallelism in the order of 0.3° (DeBenetti et al. 1950).
The first use of positrons in medicine appears to be the study by Tobias et al (Tobias 
et al. 1945) of the elimination of nCO from the body, using non-coincidence 
detection of the annihilation photons. However, the detection of positron annihilation 
photons in coincidence for the localisation of radioactive substances in humans was 
first suggested by Wrenn et al (Wrenn et al. 1951) and was used by Brownell and 
Sweet at the Massachusetts General Hospital for the localisation of brain tumours 
(Brownell and Sweet 1953). The benefits of this new concept of coincidence 
detection, as listed by Brownell himself (Brownell et al. 1968), included (i) high 
detection efficiency in the absence of physical collimation, (ii) depth-independent 
response, (iii) the use of a number of very attractive radioisotopes with close affinity 
to biological molecules and (iv) potential for improved localisation based on time-of- 
flight measurements. Other uses of positrons included I502 autoradiography studies of 
murine tumours (Ter-Pogossian and Powers 1957) and 18F bone scanning (Blau et al. 
1962), however, in non-coincidence mode. Early experiments with short-lived 
isotopes had stimulated interest in the area leading to the building of the first hospital- 
based cyclotron dedicated to medical applications, in 1955 at Hammersmith Hospital, 
London. In the late 1950's 1502 and coincidence detection were used at Hammersmith 
Hospital to perform lung ventilation and oxygen metabolism studies in humans 
(Dyson et al. 1958; Dyson 1960). Around the same time the scintillation camera was 
proposed by Anger (Anger 1958) and subsequently the positron scintillation camera 
(Anger 1959) based on coincidence detection, which soon found uses in the 
localisation of brain tumours with 68Ga-EDTA (Anger and Gottschalk 1963). This 
trail of development of tomographs based on large-area detectors was later to be 
resumed with the design of PET systems using multi-wire proportional chambers. In 
the 1960's an early design of a positron camera with 32 Nal(Tl) detectors
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implemented at Brookhaven National Laboratory was reconsidered and the detectors 
rearranged into a circular array to improve spatial resolution (Rankowitz et al. 1962). 
The device was used to measure regional cerebral blood flow with positron emitting 
radiotracers (Yamamoto and Robertson 1966). However, the use of such a device was 
limited at that time by the lack of the appropriate image reconstruction methods which 
were soon to be introduce and accelerate the development of transmission and 
emission tomography.
1.2.2 Positron Emission Tomography
Early work by Kuhl (Ruhl and Edwards 1963) introduced the concept of emission 
reconstruction tomography by providing non-focal plane tomographic images from a 
series of rectilinear scans at a number of discreet angles. This approach was a first, 
non-filtered, analogue version of filtered-backprojection and although the theoretical 
basis had been existed in the area of radio-astronomy (Bracewell 1956), its 
application was restricted by lack of computerised techniques available at the time. 
The concept of positron tomography was introduced by Chesler in the early 1970's 
(Chesler 1971; Chesler 1973) to provide emission, transmission and absorption- 
corrected emission tomographic images with the first "Positron Camera" at the 
Massachusetts General Hospital (Brownell and Burnham 1973), a system based on 
two rotating opposing banks of detectors. The concept of tomographic reconstruction 
was developed in the field of X-ray computed tomography (CT) by Hounsfield 
(Hounsfield 1973) and single-photon emission computed tomography (SPECT) 
(Budinger et al. 1974).
The availability of algorithms for tomographic image reconstruction gave rise to the 
development of a number of PET systems. An early design of a positron emission 
transaxial tomograph (PETT) at the University of Washington, St Louis consisted of a 
hexagonal array of 24 Nal(Tl) crystals where each detector was in coincidence with 
the directly opposite detector (Phelps et al. 1975; Ter-Pogossian et al. 1975). Its later 
design, PETT-III, was a whole-body, single-slice tomograph consisting of 48 Nal(Tl) 
crystals arranged in a hexagonal array (Hoffman et al. 1976) (Phelps et al. 1976). 
Each detector was in coincidence with all opposite detectors achieving increased 
sensitivity compared to earlier versions and it soon found clinical application in 
imaging of the human brain and heart with 13NH3 and nCO-hemoglobin (Phelps et al.
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1976). Initial experience with the PETT series led to the development of the first 
commercial positron tomograph, the ECAT (emission computed axial tomograph) 
developed by the Ortec Company (Oak Ridge, TN) in collaboration with the St Louis 
group (Phelps et al. 1978; Soussaline et al. 1979). An increase in sensitivity compared 
to PETT was achieved by employing 66 detectors with a thicker crystal than the 
prototype system. The design was further modified to include delay circuitry for 
random coincidence subtraction in the ECAT-II model (Williams et al. 1979). A 
modified ECAT-II with the additional feature of a built-in retractable ring source of 
68Ge for transmission scanning for attenuation correction was installed at 
Hammersmith Hospital in 1979 (Jones 1980).
In the meantime, Sokoloff et al (Sokoloff et al. 1977) described the use of 14C- 
deoxylucose to measure local cerebral glucose utilisation and subsequently images of 
18F-fluorodeoxyglucose (FDG), which was to become the most commonly used PET 
tracer, were acquired in SPECT (Kuhl et al. 1977) and PET (Phelps et al. 1978; 
Phelps et al. 1979).
The need to scan over a wider axial field simultaneously led to the development of 
multi-slice tomographs suchs as the PETT-IV (Ter-Pogossian et al. 1978) and the 
PETT-V (Ter-Pogossian et al. 1978b). This series of scanners consisted of a circular 
array of 48 Nal(Tl) detectors. Since fully three-dimensional reconstruction schemes 
and ways to account for scatter were not yet available, slice separation was achieved 
by the use of inter-plane lead shields (septa) and event location within the axial width 
of the detector was based on one-dimensional Anger-type logic. Other features 
included rotational capability of the detector array and 'wobble', a movement of the 
centre of the detector array about a small circle, in order to improve spatial sampling 
(Brooks and DiChiro 1975).
Demand for increased scanner sensitivity stimulated interest in seeking a more 
efficient detector material than Nal(Tl). Bismuth germanate (Bi2Ge3 0 i2, or BGO) was 
suggested as a potential alternative detector in positron tomographs (Cho and Farukhi
1977) due to its higher density and hence, increased photoelectric efficiency and was 
first used in Positome-II at the Montreal Neurological Institute (Thompson et al. 
1979).
The time-of-flight (TOF) capabilities of annihilation coincidence detection were 
explored in a number of systems using alternative detector materials with faster 
resolving times. In TOF systems, the time difference between the detection of the two
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photons was used to determine the approximate location of the annihilation and 
improve spatial resolution by incorporating this information into the reconstruction 
process (Mullani et al. 1980). A number of TOF PET systems were developed 
exploring the timing properties of CsF (Ter Pogossian et al. 1982; Mullani et al. 1983) 
and BaF2 (Mazoyer et al. 1990). However, due to the low density and therefore low 
efficiency of these scintillators, non-TOF PET based on BGO detectors remained the 
dominant design for the commercially available systems.
Another major step in the evolution of PET technology was the development of the 
block detector (Casey and Nutt 1986) where a single BGO crystal cut to smaller 
individual elements was coupled with a light-guide and four PMT's. Anger-type logic 
was used to determine the position of the interaction within the detector block from 
the light shared among the photomultiplier tubes (PMT's). This was a major 
development towards reducing the cost of PET and improving spatial resolution by 
allowing smaller detector size and higher packing ratio. The block detector was first 
introduced in the ECAT 931 tomograph (Spinks et al. 1988) and until now has 
remained the dominant design for commercial scanners.
1.2.3 From 2D to 3D Mode
Despite the obvious benefit in sensitivity by removing the septa and acquiring all 
available data (an acquisition mode referred to as 3D mode), even at the expense of 
increased acceptance of scatter and random coincidences, this was not realised until 
the late 1980's when reconstruction algorithms capable of handling these data became 
available. These reconstruction schemes emerged from work originally developed for 
systems based on large-area detectors. Attempts to explore the use of large-area 
detectors for positron tomographs, a concept originating from Anger's positron 
camera (Anger 1959), were parallel to the development of ring systems based on 
individual detector elements. Muehllehner et al re-introduced the concept of the 
Anger positron camera (Muehllehner et al. 1976). Lim et al (Lim et al. 1975) 
introduced the use of multi-wire proportional chambers (MWPC) which was explored 
by a number of groups (Jeavons et al. 1978; Jeavons et al. 1983; Townsend et al. 
1987; Ott et al. 1988; Charpak et al. 1989; Tavemier et al. 1992). Although large-area 
systems found limited clinical application due to low intrinsic detection efficiency, 
they contributed to the development of 3D PET and low-cost solutions for PET, the
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rotating BGO tomograph ECAT ART (Townsend et al. 1993), and the introduction of 
gamma-camera based PET (Nellemann et al. 1995).
As large-area systems inherently acquired data in 3D mode, work in this area 
stimulated the development of fully 3D reconstruction algorithms (Colsher 1980) 
(Kinahan and Rogers 1989; Townsend et al. 1989). The concept of 3D acquisition 
mode was introduced in multi-ring systems in 1988 when 3D data were acquired on 
the ECAT 931 with the septa physically removed (Townsend et al. 1989). The 
significant improvement in sensitivity in 3D mode led to the development of the first 
commercial scanner with mechanically retractable septa (Spinks et al. 1992) and the 
feature was available in subsequent commercial multi-ring systems (Wienhard et al. 
1992; Wienhard et al. 1994; Brix et al. 1997). The dramatic improvement in 
sensitivity of 3D mode, compared to 2D, was the driving force for advances in 
methodology with developments in 3D image reconstruction (Defrise et al. 1994; 
Defrise et al. 1997) and correction schemes (Grootoonk et al. 1991; Bailey and 
Meikle 1994; Ollinger 1996; Watson et al. 1996) for quantitative measurements 
(Wienhard 1998), especially for low count-rate neurotransmiter, drug binding and 
pharmacokinetic studies or repeat studies (Bailey et al. 1993; Cherry et al. 1993). A 
number of 3D-only, septa-less scanners have been commercially produced, including 
the Nal(Tl) based GE Quest (Karp et al. 1990), the ECAT ART (Townsend et al. 
1993; Bailey et al. 1996) and gamma-camera PET systems. The desire to follow 
regional tissue kinetics of radiolabelled ligands, pharmaceuticals and physiological 
tracer molecules with enhanced sensitivity, spatial resolution and field of view (MRC 
Cyclotron Unit 1994) led to the development of a large axial field-of-view, 3D-only 
multi-ring scanner, the ECAT EXACT3D (Jones et al. 1996).
The experience drawn from existing 3D PET systems and the continuous demand for 
higher sensitivity and resolution have fuelled a quest to explore new detector 
materials (Melcher and Schweitzer 1992; Melcher 2000) and designs (Moses et al. 
1993; Lecomte et al. 1998; Jones et al. 1999; Schmand et al. 1999; Wienhard et al. 
2000) as well as new strategies for data processing and analysis (Badawi et al. 1999; 
Bettinardi et al. 2000; Watson 2000).
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The ability o f P E T  to utilise isotopes o f elements naturally occurring in biological 
molecules (Table 1-1) is a distinct advantage o f the technique. Elements such as 
carbon, oxygen and nitrogen are structural elements o f all biological tissues and 
labelling o f organic compounds with physiological affinity to the biological system 
becomes possible. The use o f positron emitting tracers with P E T  has found numerous 
applications in Oncology (e.g. tumour perfusion and metabolism, pharmacokinetics o f 
anti-cancer drugs, tumour proliferation and tumour response), Cardiology (myocardial 
blood flow and glucose metabolism, cardiac flow reserve, beta adrenergic receptors), 
Neurology (brain activation studies, neurotransmitter studies such as 18F-dopa in the 
investigation o f movement disorders, brain glucose metabolism) and Phychiatry 
(brain activation studies, neuro-receptor studies in schizophrenia and addiction). 
Examples o f radio-labelled compounds used at the M RC  Cyclotron U n it are shown in 
Table 1-2.
1.2.4 Radionuclides in PET
Table 1-1 Properties o f  most commonly used radioisotopes in PET.
Nuclide -‘-'max E m odc tvs, Range in Water(min) E xam ples o f  labelled
(MeV) (MeV) (mins) Max Mean (FWHM) com pounds
llC 0.959 0.326 20.4 4.1 1.1 Precursor for organic molecules 
“ C-HED and "C-CGP -p re -  and 
post-synaptic autonomic 
function llC-MQNB muscarinic 
receptors
13n 1.197 0.432 9.96 5.1 1.5 13n h 3
15q 1.738 0.696 2.03 7.3 2.5 15o 2, h 215o , c 15o , c I5o 2
18p 0.633 0.202 109.8 2.4 0.6 [18F]-DG, 18f
68Ga 1.898 0.783 68.3 8.2 2.9 [68Ga]-EDTA, [68Ga]-PTSM
So
3.40 1.385 1.25 14.1 5.9 82RbCl
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Table 1-2 Examples o f  labelled compounds used at the MRC Cyclotron Unit.
Labelled Compound Clinical Application
l5o2 Oxygen utilisation
cl5o2 Blood flow and tissue function
h 215o Blood flow
c15o Blood volume
11 C-Diprenorphine Opiate receptors (brain)
n C-Raclopride Dopamine D2 receptors (brain)
n C-Flumazenil Central benzodiazepine receptors G ABA a complex (brain)
n C-CGP-12177 Beta adrenoceptor marker (myocardium and lung)
1 ^ -Thym idine Tracer o f cell proliferation (oncology)
I8F-Fluodeoxyglucose Glucose utilisation
18F-L-Dopa Dopamine nerve terminal metabolism
18F-5-Fluorouracil Anti-cancer agent
1.3 Applications of PET in Cardiology
Positron emission tomography has found application in Cardiology in studies o f 
regional myocardial blood flow, metabolism and pharmacology.
Single photon imaging techniques, such as 201T1 imaging with either planar 
scintigraphy or SPEC T, have been used for the assessment o f tissue perfusion 
however, only directional changes o f regional myocardial blood flow could be 
detected. Advances in P E T  methodology and tracer kinetic modelling made it possible 
to use the inherent quantitative ability o f P E T  to measure myocardial blood flow  
(M BF) in absolute terms (ml/min/lOOg o f tissue). A  number o f tracers have been 
employed to measure M B F  with P E T ,  including 150-labelled water (H2150 )  
(Bergmann et al. 1984; Iida et al. 1988; Bergmann et al. 1989; Araujo et al. 1991), 
13N-labelled ammonia (13N H 3) (Schelbert et al. 1979; Krivokapich et al. 1989; Beilina 
et al. 1990; Hutchins et al. 1990), and 82Rb (Herrero et al. 1990). Although there is 
still a discussion about the ideal M B F  tracer (Hutchins 2001), H 2l50  and 13N H 3 are
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most widely used with the former considered theoretically superior as metabolically 
inert, freely diffusable and independent o f myocardial flow rate and metabolism and 
the later providing better image quality (Camici and Spinks 2000). Quantification o f 
M B F  with P E T  made it possible to study cardiac function at rest and stress at the level 
of the coronary microvasculature, previously restricted to investigations o f epicardial 
coronary arteries with other techniques. Measurements o f M B F  with P E T  have 
contributed to study the effects o f age, gender and sympathetic tone on myocardial 
function and to understand the mechanisms o f disease such as coronary artery disease, 
hypertrophic cardiomyopathy and hypertensive heart disease (Camici and Spinks 
2000).
In the area o f myocardial metabolism, P E T  found application in studies o f oxidative 
metabolism and glucose utilisation. A  number o f tracers have been used to study 
myocardial oxidative metabolism. Palmitate labelled with n C has been used to study 
fatty acid metabolism in acute myocardial ischaemia (Schelbert et al. 1983) and UC- 
labelled acetate was used as an indirect marker o f myocardial oxygen consumption 
(Armbrecht et al. 1989). However, due to the complexity o f tissue kinetics no 
appropriate models were established to allow absolute quantification (Camici and 
Spinks 2000). Use o f 150-labelled molecular oxygen to quantify myocardial oxygen 
consumption has been more successful (Iida et al. 1996).
Glucose utilisation by the myocardium can be assessed with [ l8F]-2-fluoro-2- 
deoxyglucose (FDG) (Huang and Phelps 1986) although absolute quantification is 
restricted to measurements under standardised dietary conditions e.g. during insulin 
clamp (Camici and Spinks 2000). P E T  measurement with FD G  have been used to 
study myocardial viability (Marinho et al. 1996), to assess the condition o f patients 
undergoing revascularisation (Fath-Ordoubadi et al. 1999) and, in conjunction with 
M B F  measurements, to study hibernating myocardium (Camici and Spinks 2000).
In the area o f myocardial pharmacology, a number o f ligands have been labelled and 
used in P E T  Cardiology (Syrota 1991; Camici and Spinks 2000). These include 
studies with the p-adrenoceptor antagonist1 ^ -labelled CGP12177 (Choudhury et al. 
1996), and pre-synaptic sympathetic receptor studies with 18F-fluorometaraminol
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(Wieland et al. 1990), 18F-fluorodopamine (Goldstein et al. 1990) and UC- 
hydroxyephedrine (Schwaiger et al. 1990).
1.4 Transmural Myocardial Blood-Flow
There are preliminary studies to suggest that a selective, unbalanced reduction of 
blood flow to the inner (subendocardium) and outer (subepicardium) halves o f the 
myocardium may have functional consequences similar to those in stunning and 
hibernation. Stunning and hibernation both occur in patients with coronary artery 
disease and are secondary to myocardial ischaemia. Experimental data from animal 
studies have shown that during ischaemia there are flow differences between the 
subendocardium and subepicardium and that subendocardial flow is more closely 
related to overall contractile function. The fact that the human subendocardium is 
more susceptible to ischaemic injury than the subepicardium and the observation o f 
significant contractile dysfunction in regions o f the heart that have suffered a 
subendocardial infarction, suggest that there is a difference in subendocardial and 
subepicardial physiology in humans too.
Positron emission tomography can provide accurate, reproducible and noninvasive 
quantification o f M B F, however, spatial resolution remains a major constrain for 
measurements o f transmural (across the myocardium) flow. Th is  has restricted studies 
o f transmural M B F  to patients with myocardial hypertrophy such as those with 
hypertrophic cardiomyopathy (Camici et al. 1997; W ijns et al. 1998; Choudhury et al.
1999). These studies have shown that during stress subendocardial blood flow in such 
patients is less than subepicardial flow.
Measurements o f M B F  across a myocardial wall-thickness o f around 10 mm is a 
challenge to the capabilities o f the current P E T  technology both in terms o f spatial 
resolution and sensitivity. Those two parameters are inevitably linked as improved 
signal-to-noise from higher sensitivity would allow the exploitation o f the inherent 
resolution o f the scanner in the image reconstruction process. High sensitivity is also 
pivotal for rapid dynamic imaging necessary for accurate tracer kinetic modelling o f 
the data. In addition, physiological motion, well documented in other imaging 
modalities (§5.2), poses a significant restriction in high-resolution imaging o f the 
myocardium.
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High-resolution cardiac imaging with minimal influence from physiological motion 
and good quantitative accuracy would be highly desirable in order to study patterns o f 
transmural M B F  and to investigate the clinical questions discussed in § 1.4. The aim 
of this work was to provide methodological improvements for the acquisition o f high- 
resolution data for the quantification o f transmural M B F  and to explore the increased 
sensitivity o f a 3D-only P E T  tomograph and its list-mode capabilities in order to 
achieve data acquisition free o f physiological motion, at the inherent spatial resolution 
o f the system.
In order to realise this, a number o f issues have to be addressed:
• to optimise the acquisition o f dynamic cardiac data in 3D P E T  in terms o f count-
rate seamier performance and influence from activity outside the scanner's field- 
of-view
• to provide accurate correction for photon absorption in 3D P E T
• to provide accurate correction for the increased scatter radiation in 3D P E T
• to implement methods for elimination or correction for physiological motion
• to assess at which levels the increased sensitivity o f 3D P E T  can be exploited for
the benefit o f spatial resolution in cardiac imaging.
Addressing the issues listed above is an enormous task which requires input from 
many areas where the P E T  community has focused upon over the last few years with 
the development o f 3D mode. Contribution to only a number o f these objectives was 
possible through this work, while a number o f others have been undertaken by a team 
o f researchers within the M RC  Cyclotron U n it at Hammersmith Hospital, London. In  
particular, the issue o f accurate 3D attenuation correction in the thorax and 
improvements in resolution through compensation for physiological motion are 
specifically considered in this thesis.
1.5 Aims and Objectives
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The thesis is organised in the following sections:
In Chapter 2, the basic concepts o f P E T  and the processes required for absolute 
quantification are outlined. In Chapter 3, the E C A T EX A C T3 D  tomograph is 
described and the main acquisition parameters for quantitative cardiac P E T  data are 
defined. In Chapter 4, the problem o f accurate attenuation correction in cardiac 3D 
P E T  is discussed, and a process for obtaining accurate attenuation correction is 
defined. In Chapter 5, the influence o f motion to high-resolution cardiac imaging with 
P E T  is discussed and the implementation o f simultaneous electrocardiographic and 
respiratory gating is described. In Chapter 6, a method for reducing the effect o f 
motion at no loss o f total counts is introduced. In Chapter 7, examples o f the 
methodology o f this work on clinical data are presented. A  summary o f the findings 
and conclusions with discussion for future work are given in Chapter 8.
1.6 Organisation of the Thesis
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Chapter 2 -  Background and Basic Principles
2.1 Introduction
The basic concepts and principles o f positron emission tomography are introduced in 
this section. The principle o f annihilation coincidence detection and the types o f 
events detected in P E T  are described. The performance characteristics o f a P E T  
tomograph and the processing steps and corrections required for absolute 
quantification are outlined.
2.2 The Physics of Positron Emission Tomography
2.2.1 Positron Emission
Three phenomena are collectively described by the term beta decay: the emission o f 
an electron from the nucleus ( f t  decay), the emission o f a positron from the nucleus 
( f t  decay) and the capture o f an atomic electron by the nucleus (electron capture, 
EC). Fo r the purposes o f the present work, the {3 particles, and more specifically the 
positrons are o f interest as they are pivotal to the principle o f positron emission 
tomography.
Positrons are positively charged electrons emitted from a proton-rich nucleus as part 
o f its radioactive disintegration. Positron decay was discovered in 1933 by Thibaud 
and Joliot (Joliot 1933; Thibaud 1933), two years after the detection o f positrons in 
cosmic radiation by Anderson (Anderson 1932). The energy spectrum o f the emitted 
beta particles is continuous up to a maximum energy Emax (Figure 2.1). The maximum 
energy Emax is characteristic for the nucleus and the mean energy o f the spectrum is 
about 40% o f Emax- During beta decay another particle o f negligible mass and zero 
charge, called neutrino (v), is emitted carrying away the excess energy, which 
accounts for the difference between the maximum and intermediate energies in the 
spectrum o f the beta particles. The general form o f the positron emission scheme is:
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The excess energy E released by the process is shared between the particles produced. 
The emission o f a neutrino, which was initially proposed by Pauli in 1933 and was 
later detected by the Reines-Cowan experiments, solves the paradox o f the continuous 
energy spectrum o f the beta particles. In many cases, the daughter nucleus Y  returns 
to its stable state and an orbital electron is ejected from the atom producing the 
characteristic X-rays that may be observed superimposed on the continuous spectrum 
o f the positrons.
Energy (MeV)
Figure 2.1 Schematic diagram o f the energy spectrum o f the emitted beta particles 
from a positron emitting isotope.
2.2.2 Positron Annihilation
After emission from the nucleus, the positron continuously loses kinetic energy by 
interactions with surrounding atoms as it passes through matter. The positron loses 
kinetic energy by ionisation events with other atoms or elastic and inelastic scattering 
with atomic electrons or nuclei. In this process the positron is continuously deflected 
from its original path. Due to this, it is difficult to estimate the range o f positrons 
based on their energy alone, and the mean positron range is usually measured 
experimentally in a specific material. The finite range that positrons have to travel 
before annihilation, contributes uncertainty to the localisation o f the originating 
nucleus and is o f interest in positron emission tomography. Th is  imposes a lower lim it 
in the spatial resolution o f the technique. Positron range, and consequently the
21
Chapter 2
uncertainty in spatial localisation associated with it, increases with increasing initial 
energy o f the positron (Table 1-1).
The positron eventually combines with an electron when both are essentially at rest. A  
metastable intermediate species called positronium may be formed by the positron 
and electron combining. Positronium is a non-nuclear, hydrogen-like element 
composed o f the positron and electron that revolve around their combined centre of 
mass. It has a mean life o f around 10'7 seconds. Although formation o f positronium 
has a high probability in gases and metals, it only occurs in about one-third o f cases in 
water or tissue where direct annihilation o f the electron and the positron is more 
favourable.
The positron and electron eventually combine and annihilate emitting two photons o f 
0.511 MeV (the rest-mass equivalent o f each particle). The two photons are emitted at 
180° to each other in order to conserve momentum. The emission o f three photons has 
also a small probability to occur (<1% probability).
In many cases a non-zero momentum before the annihilation results in the photon pair 
not to be emitted strictly at 180°. Th is  contributes a further uncertainty to the 
localisation o f the nuclear decay event o f 0.5° FW H M  from strictly 180°, which can 
degrade resolution by a further 1.5mm (dependent on the distance between the two 
coincidence detectors). Th is  effect, and the finite distance travelled by the positron 
before annihilation, places a fundamental lower lim it o f the spatial resolution that can 
be achieved in positron emission tomography.
Figure 2.2. Schematic diagram o f positron annihilation.
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In general, high energy photons interact with matter via a number o f mechanisms, 
depending on their energy, which include: the photoelectric effect, the Compton 
effect, coherent (Rayleigh) scattering, pair production and photo-disintegration. For 
the energy o f 511 keV o f the photons produced by positron annihilation, Compton 
scattering is the dominant mechanism o f interaction with materials o f interest in P E T  
(such as detector crystal, human tissue and shielding). These are the main mechanisms 
involved both with the detection o f the annihilation photons in P E T  as well as the 
problems o f attenuation and scatter which are discussed later.
2.2.3.1 Photoelectric absorption
In the photoelectric effect, a photon interacts with an atomic electron, usually from an 
inner atomic shell. In  this event, the photon disappears transferring its energy to the 
electron (referred to as photoelectron), which is ejected by the atom with energy E e:
Ee = h v -E b
where v is the photon frequency, h the Plank constant and Eb the binding energy o f the 
photoelectron in its original atomic shell. The vacancy o f the ejected electron is filled 
by an electron from an outer shell causing the emission o f characteristic X-rays that 
represent the difference in the binding energy o f the two shells. The probability o f 
photoelectric interaction (r) increases with increasing atomic number (Z) o f the 
absorber material and decreases with increasing energy o f the photons (Er) in a 
manner approximated empirically by (Knoll 1988):
2.2.3 Photon Interactions with Matter
E f
where n takes values between 4 and 5 depending on the energy region o f the photons. 
At the energy o f 511 keV the probability o f photoelectric absorption is negligible in 
water and human tissue.
23
Chapter 2
In Compton scattering a photon interacts with a loosely bound or free electron. The 
incoming photon is deflected from its original direction transferring part o f its energy 
to the recoiling electron. The energy o f a photon scattered through an angle 6 from its 
original direction is given by the Compton equation (Knoll 1988):
hv
2.2.3.2 The Compton Effect
hv' =
1 + —-V (l -  cos 0)
m0c
(2-2)
where hv is the energy o f the incident photon, hv' is the energy o f the scattered photon 
and mac2 is the rest mass o f the electron (511 keV). Fo r example, the energy o f an 
annihilation photon scattered at 30° w ill be approximately 450 keV representing only 
a 12% loss o f its original energy. The probability o f Compton scattering depends on 
the atomic number o f the scattering target and the energy o f the incident photons and,
in the form o f the differential cross section per atom, is given by the Klein-
dQ.
Nishina formula (Knoll 1988) :
d a
dQ
= Zr: 1 Y  i + cos2 $ Y
1^ + a(l -  cos 0) ;
1 + a 2(l -  cos0 )‘ (2-3)
\  (1 + cos2 <9)[1 + a( 1 -  cos <9)]
where a= hv/m0c2 and rQ is the classical electron radius. Th is  distribution presents a 
strong tendency for forward scattering at high photon energies such as the 511 keV o f 
the annihilation photons.
2.2.3.3 Photon Attenuation
Equations 2-1 and 2-3 express the probability o f interaction (cross-section) per atom 
in units o f cm2/atom or barns/atom (lbarn =10"24cm2). The total atomic cross-section 
<Ttot o f interaction o f photons through matter w ill be given by the sum o f cross- 
sections <Ji o f all the individual processes (Hubbell 1969):
°7« = Z <Tf (2~4)
where o? in general refers to processes such as the photoelectric effect, Compton 
scattering and coherent scattering, as applicable.
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The probability of interaction of photons with matter per unit distance through the 
absorber is referred to as linear attenuation coefficient (p) of the absorber. It 
expresses a macroscopic measure of the probability of interaction and it is related to 
the atomic cross-section by:
M = (2-5)Aw
where NA is Avogadro’s number (Na=6.022x1023 mole'1), p is the density and Aw the
Natomic weight of the absorber and p —-  expresses the number of target atoms per
Aw
unit volume of the absorber. The linear attenuation coefficient is expressed in units of 
(length)'1 and it is a function of the atomic number Z of the absorber and the energy of 
the incident photons. Linear attenuation coefficient values for some absorbers 
commonly found in PET are listed in Table 2-1.
Table 2-1. Narrow-beam linear attenuation coefficients o f some materials common in 
PET at 511 keV (data collated from (Hubbell 1969; Sorenson and Phelps 1987; 
Bailey 2002) )
Absorber Linear attenuation coefficient (cm'1) 
at the energy of 511 keV
Water 0.095
Soft tissue 0.096
Perspex (1.1 g/cm3) 0.104
Bone (cortical) 0.173
Bismuth Germanate (BGO) 0.95
Sodium Iodide (Nal) 0.34
Lead 1.83
As a photon beam passes through matter, each of the interactions that take place 
removes photons from the beam either by absorption or scattering. For a well- 
collimated beam (narrow-beam geometry) the attenuation of a mono-energetic photon 
beam through matter is described by an exponential function:
I(x) = I0e-/a (2-6)
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where IQ is the intensity of the unattenuated photon beam and I(x) is the intensity of 
the photon beam measured at a thickness x through an absorber of linear attenuation 
coefficient p=p(Z,E) at the energy E. The attenuation coefficient is often expressed as 
mass attenuation coefficient (p/p) where p  is the density of the absorber. The mass 
attenuation coefficient of a compound or mixture of elements is given by (Knoll 
1988):
where wt represents the relative weight fraction of the z'-th element in the mixture.
For the more realistic case where the recording of scattered photons is not restricted 
(broad-beam geometry), equation 2-6 can be extended to account for the additional 
detection of scattered photons (Sorenson and Phelps 1987):
I ( x ) ^ I 0B(x,E)e’^  (2-8)
The increase in the transmission in broad-beam conditions relatively to narrow-beam 
geometry is expressed in a simple multiplicative correction by the build-up factor B, 
which depends on the energy of the photons and the specific geometry of the 
measurement.
2.3 Data Acquisition in PET
2.3.1 Annihilation Coincidence Detection
The fundamental measurement in PET is the detection of the two (almost) antiparallel 
photons that emerge from a positron annihilation event. This relies in the principle of 
annihilation coincidence detection (ACD) (Figure 2.3). ACD takes advantage of the 
fact that the two annihilation photons are emitted in opposite directions and emerge 
simultaneously from the same event. Therefore if two photons are detected by two 
opposing detectors simultaneously (i.e. within a narrow time interval), their 
originating positron annihilation event is placed along the volume defined by the two 
detectors which is referred to as a line o f response (LOR).
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Figure 2.3. Schematic diagram o f coincident detection in PET.
Since ACD defines the annihilation event within a specific LOR without the use of 
physical collimation, it is often described as an electronic collimation technique. 
Unlike single-photon detection where physical collimation is used to provide 
positional information, electronic collimation allows the detection of events for each 
detector in coincidence with multiple opposing detectors. This results in a significant 
increase in sensitivity of 10 - 20 times in 2D mode and -150 times in 3D compared to 
single-photon detection such as in SPECT (Sorenson and Phelps 1987; Bailey et al. 
1994b). Since, with electronic collimation, the position of the annihilation event is 
confined within the LOR between the two detectors involved, another consequence of 
ACD is the uniform spatial response in PET. This is demonstrated by the point spread 
function (PSF), the count rate profile of a point source as a function of position, which 
remains fairly constant within the field of view of the two detectors, unlike single­
photon detection where the PSF is significantly position-dependant (Phelps et al. 
1975).
2.3.2 Types of Coincidence Events
The detection of events in PET relies on the two photons being detected within the 
coincidence timing window and subsequently being both within a defined energy 
window and forming a LOR within acceptable geometry. Those events that satisfy the 
above criteria are usually referred to as prompt events. The aim of PET is to record 
true coincidence events, formed by the two photons of an annihilation which are 
detected within the coincidence timing window without having undergone any 
interaction with matter. However, not all prompt events are true coincidence events; 
they can also correspond to scattered, random or multiple coincidences.
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Scattered coincidences occur when one or both of the photons have undergone at 
least one Compton scattering prior to being detected within the coincidence timing 
window (Figure 2.4). Since the direction of the photon is changed after Compton 
scattering, the detected scattered coincidence will result in the event being wrongly 
registered outside the originating LOR (Figure 2.4). This also includes the assignment 
of a false LOR due to a photon originating from outside the field of view of the 
tomograph. Due to the low energy loss in forward scattering and the relatively poor 
energy resolution of most detectors used in PET, scattered events cannot be 
distinguished electronically on the basis of their energy. Scattered coincidences 
contribute a low frequency background to the final image, resulting in decreased 
contrast and compromised quantification. The exact distribution of scatter, for a 
specific activity distribution and geometry of the tomograph, depends on the 
distribution of the attenuation coefficients. In order to improve signal-to-noise and 
recover accurate quantification, corrections for scattered coincidences (§2.6) must be 
applied, at the expense of increased noise.
Random coincidences occur when two photons from different annihilation events are 
accidentally detected within the coincidence timing window (Figure 2.4). Since the 
detected photons originate from spatially unrelated annihilation events, the 
corresponding LOR will be wrongly assigned to the acquired data. This may also 
include the assignment of a false LOR due to at least one of the photons originating 
from outside the field of view of the tomograph. The random coincidence rate (Rab) 
between two detectors A and B, is closely related to the detection rate of single 
photons (S a  and SB) and the resolving time of the coincidence circuit (2f)\
R ab ~ 2tS aS b (2-9)
Usually the singles event rate is fairly uniform across the detectors of the tomograph 
(Sa-  Sb=S), therefore the random coincidence rate varies proportionally to the square 
of the singles event rate.
The detection of random coincidences contributes a uniform background to the final 
image, resulting to decreased contrast and overestimation of activity concentrations. 
Random coincidences can be corrected by subtracting an estimate from the prompt 
events for each LOR (at the expense of added noise). Estimates of random events are
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often obtained during acquisition using a delayed window or calculated from the 
singles or prompt rates (§2.6.1).
Multiple coincidences occur when three photons from different annihilation events are 
detected within the coincidence timing window. Due to the ambiguity in assigning a 
LOR, multiple coincidences are simply discarded from the prompt events.
True Coincidence Scattered Coincidence Random Coincidence
Figure 2.4. Types o f coincidence events
2.4 The Imaging Model
PET data can be acquired on a variety of systems with different geometrical 
configuration of the detectors, however, the majority of PET systems are organised as 
a stack of rings of individual detectors. In the present, although the discussion might 
not be specific to a design, we refer to ring PET systems using block-type detectors. 
Whenever possible, the terminology and symbols established in the most common 
textbooks and publications have been retained.
2.4.1 Geometry and Coordinate System
The geometry and co-ordinate system most frequently used to describe a PET camera 
of the type of detector ring systems is shown in Figure 2.5. The x- and y-axis 
correspond to the horizontal and vertical axes of the transverse plane defined by a 
single detector ring while the z-axis is defined by the central axis of the detector 
cylinder. The angle formed by the x-z plane with the y-axis is referred to as azimuthal
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angle <f>. The angle formed by the y-z plane and the x-axis is referred to as polar angle 
0.
Figure 2.5. Scanner geometry and coordinate system.
2.4.2 Acquisition of PET Projection Data
The fundamental measurement in PET is the number of coincidence events p detected 
along a line of response which, assuming that effects such as scatter, randoms and 
attenuation are not present or have been corrected for, is proportional to the integral of 
the activity concentration along the LOR:
p = c \ f ( s )d s  (2-10)
L,
where f(s) is the distribution of activity concentration and c is a parameter related to 
detection efficiency accounting for the expression of counts in units of activity 
concentration. The collection of such line integrals for all LORs over a period of time, 
during which the activity distribution is assumed unchanged, comprises the volume of 
coincidence data required for the formation of the image. Coincidence events can be 
recorded individually, event-by-event as they are detected, in a mode of acquisition
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called list mode, and subsequently histogrammed or re-binned into the corresponding 
line integrals. However, most commonly the detected events are histogrammed on­
line, as they are detected, into a pre-allocated memory array. This mode of acquisition 
is often called frame mode. The hostogramed data are usually organised into sets of 
line integrals parallel to a specific direction referred to as a projection. The process of 
histogramming individual events into projection data often involves some sort of data 
averaging or compression (§2.4.7) resulting in some loss of positional information. 
Depending on the count density of a study one mode of acquisition might be 
preferable to the other in terms of data storage efficiency. List mode usually provides 
more economical data storage for low count-rate studies, such as ligand studies, and 
generally 3D studies. In addition, list mode offers high temporal resolution, as each 
event can be defined within a very short time interval, typically in the order of msec, 
which can potentially be used for physiological gating and motion correction of the 
data.
2.4.3 The rotated coordinate system for PET projection data
The most common representation of projection data in PET makes use of the rotated 
coordinate system (Defrise and Kinahan 1998), which is illustrated in (Figure 2.6a). 
Consider a single ring of detectors recording lines-of-response from a transverse slice 
through the tracer distribution/(x,y). A LOR formed by events in the detectors dA and 
dB is described by the parameters (xr,yr) rotated from (x,y) by the azimuthal angle 0. 
The line integral p  along the LOR (also referred to as raysum in general imaging 
terms) is given by:
oo
p{xr ></))= \ dy rf ( x>y) (2-ii)
—00
where the rotated coordinates (xr,yr) are related to (x,y) by:
cos (j) -s in  (j) "*r"
_y_ sin 0 cos 0 y>_
In the rotated coordinate system, the line integrals p(xr, <j>) along a LOR can be stored 
in a 2D array with the vertical axis corresponding to the azimuthal angle (f) and the 
horizontal axis to the spatial coordinate xr. This array is called sinogram as the
31
Chapter 2
histograming of all LORs through a point source will form a sinusoidal pattern 
(Figure 2.7). A  parallel projection being associated to a specific azimuthal angle 0 
will be represented in the sinogram by a single row (Figure 2.8). Only data 
corresponding to 0 < 0 < n  are stored in the sinogram as, from Eq.2-12, there is a 
symmetry for p(xr, 0+^)=p(xr, <f>).
A
(a) (b)
Figure 2.6. (a) The coordinate system for projection data in 2D PET. (b) 
Histograming o f 2D projection data in a sinogram.
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Figure 2.8. A set o f parallel LORs corresponding to a row in the sinogram.
Figure 2.7. The sinusoidal pattern o f a point source in the sinogram.
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If the effect of attenuation is included in Eq. 2-11, the expression relating the number 
of coincidence events pt detected along a line of response to the integral of the activity 
concentration along the LOR becomes (Kouris et al. 1982):
2.4.4 The Attenuation Problem
The two integrals in Eq. 2-13 are analytically separable. This is not generally the case 
in emission tomography, where attenuation depends on the position of the origin of 
photons, hence no analytical correction for attenuation is available. In PET, the line 
integral of attenuation ju(x,y) for each LOR is independent of where the annihilation 
occurred along the line. The significance of the above is that if the attenuation raysum 
across the LORs is known the system of equations comprised by Eq.2-13 becomes:
-  j a y r n y x , y )  _ o0
the solution of which is reduced to the problem of image reconstruction from 
projections (§2.4.8). The analytical solution to the problem of attenuation in PET is 
one of the fundamental advantages of the modality since it is essential for absolute 
quantification.
The attenuation raysums can be derived either by calculations, assuming a distribution 
of p(x,y) (Huang et al. 1981) when this is fairly uniform across the object, or, most 
commonly, by transmission measurements (Phelps et al. 1975) (§4.2). With 
transmission measurements an external source is used to measure the counts 
transmitted through the object (in the absence of injected activity). The attenuation 
raysums are obtained according to Eq. 2-6 as the ratio of the un-attenuated counts 
measured with no object in the field of view, to the counts transmitted through the 
object. Figure 2.9 demonstrates that the attenuation raysum through a LOR is 
independent of the position of the source along the LOR. The attenuation along the 
measured LOR through the object will be:
-  \dyrju(x,y)
(2-13)
—00
(2-14)
-  ]d y ffx ,y )
e — =  e - r x e -M (D -x) _  e ~pD (2-15)
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assuming constant linear attenuation coefficient p  within the object. Thus, the integral 
is independent of the position of annihilation along the detected LOR. This property is 
utilised to correct for photon attenuation in PET by transmission measurements with 
sources outside the body. The issues of transmission measurements and attenuation 
correction are discussed in more detail in Chapter 4.
< ------
detector A
Figure 2.9. Attenuation through an object in coincidence detection.
2.4.5 Parameterisation of Projection Data in 3D PET
2.4.5.1 The rotated coordinate system in 3D PET
Projections in 3D PET are 2D sets of parallel line-integrals defined by the azimuthal 
angle (j) and the co-polar angle 0 (Figure 2.10). Extending the expression of projection 
data in the rotated coordinate system, Eq.2-11 in 3D becomes (Defrise and Kinahan 
1998):
oo
P(xr, y rf t ’6)= Jdzrf ( x , y , z ) (2-16)
where the rotated coordinates (xr,yr,zr) are related to the Cartesian ("scanner") 
coordinates by:
X -sin  0 -  cos 0 sin# COS 0 cos# ~xr ~
y - COS 0 -  sin 0 sin# sin 0 cos# yr (2-17)
z 0 cos# sin# _Zr_
detector B
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Generally, the range of the parameters is to 0 <0 < /rand to -ti/2 < 0 < ji/2, however, 
in practise the range of the polar angle is restricted by the geometry of the tomograph 
and the acquisition parameters to a maximum angle referred to as maximum 
acceptance angle.
Figure 2.10. Parameterisation o f 3D projection data in the rotated coordinate system. 
2.4.5.2 Discretisation of the formulae
In practise, due to scanner geometry constructed of discrete detectors, p(xr,yr,<p,6) 
is measured only at specific points and the projection data are described by the 
discrete form p ijkl where i,j,k and / are integer indices in the discrete form of the
variables:
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x r =iAxr
y r =
0 = kA(f> 
6 = IAQ
(2-18)
Projections measured in 3D PET are stored in four dimensional arrays indexed by i,j,k 
and /. Two different formats, corresponding to different order of the indices, are 
commonly used and often referred to as oblique sinogram mode, shown in Figure 
2.11a and view or planagram mode, shown in Figure 2.11b.
fo r  0 = 0 i
Figure 2.11. The two modes fo r storing projection data in 3D PET: (aj oblique 
sinogram mode and (b) projection or planagram mode, both shown fo r  a specific 
value o f 6.
2.4.5.3 Parameterisation of 3D PET Projection Data Using "ring difference"
A slightly different selection of the parameters used to describe the projection data 
forms a coordinate system closer to the geometry of a cylindrical tomograph (Defrise 
and Kinahan 1998; Thielemans 1999). In this coordinate system the ring difference 8 
is defined as the absolute difference |z, -  z 21 of the z-coordinate of the intersections
(xi,yi,zi) and (x2.y2.z2)  of the LOR with the detector cylinder (Figure 2.12). The set of 
parameters that describe the projections becomes (S,(f>,xnm) instead of (xr,yr,(f>,9) in the 
rotated coordinate system, with:
m -  y r V1 + tan2 6 and 8 = 2 ^ R 2 - x r2 tan 6 (2-19)
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where m and 8 are defined by the intersections of the LOR with the detector cylinder
as:
m — ■Zl- ^ - 2 and £ = | z , - z 2| (2-20)
In the general case an infinitely long cylinder should be considered in order to 
describe all possible projections. However, for the limits defined by the scanner 
geometry all measured projections can be described.
^ ----------------
z
Figure 2.12. Parameterisation o f 3D projection data using ring difference..
2.4.6 Data Sampling
Data sampling is determined by the geometrical arrangement of the detectors in the 
tomograph. In the present work, the data sampling pattern of the type of cylindrical 
multi-ring tomographs is considered.
In a cylindrical multi-ring tomograph, sampling in the transverse direction is based on 
each detector element being in coincidence with the opposite detectors, forming a fan- 
beam sampling pattern (Figure 2.13a) with the LORs spaced at equal angles 
(Townsend and Defrise 1993; Defrise and Kinahan 1998).
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Although the fan-beam sampling scheme has been extensively used in image 
reconstruction (Herman et al. 1979), in practice PET projections are usually treated as 
parallel-beam data (Figure 2.13b). In parallel-beam sampling parallel LORs are 
approximately equally spaced. In fact, due to the geometry of the detectors in the ring, 
the actual spacing (Axr) of parallel LORs increases towards the centre (Defrise and 
Kinahan 1998) and is given by:
Ax = Ad.Jl - (x. V
J
(2-21)
where Adt is the transverse detector spacing and Rd is the radius of the detector ring. 
Due to this pattern, projection data have to be interpolated into a grid of uniform 
spacing in a process referred to as arc correction (§2.6.2). Projections shifted by half 
detector spacing are treated as adjacent parallel projections in order to achieve slightly 
higher sampling (Natterer 1986; Townsend and Defrise 1993). A small circular 
movement of the detector ring around its centre, called wobble, has also been 
employed (Ter-Pogossian et al. 1978b) in order to increase sampling and improve 
spatial resolution, however, at the expense of image noise.
£
%%
\
/
(a) (b)
Figure 2.13. Fan-beam (a) and parallel-beam (b) sampling in transverse direction.
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Data reduction in 3D PET is often necessary in order to handle the sheer volume of 
projection data and reduce processing and reconstruction times to practical levels. A 
3D study on a typical 24-ring PET scanner produces approximately 150 Mb of data 
for a single time frame. Considering that for tracer kinetic studies multiple time 
frames are acquired (typically over 20 time frames, some as short as 5 sec, for a single 
myocardial blood flow study), it is evident that 3D PET challenges the limits of 
current technology in terms of data handling and image reconstruction times. A 
number of data reduction schemes have been proposed in order to reduce the size of 
3D data fast and with minimal loss of resolution, while maintaining signal-to-noise. 
These schemes include angular compression and rebinning algorithms.
2.4.7.1 Angular Compression
Angular compression or mashing refers to the reduction of the number of angular 
samples by averaging adjacent rows in the sinogram which correspond to almost 
parallel LORs. As the maximum spatial frequency that can be recovered from the data 
is constrained by statistical noise to a cut-off frequency, angular compression can be 
applied to a certain extent with no significant loss in image resolution (Defrise and 
Kinahan 1998). The reduced number of angles N<j> is related to the original number of 
angular samples Afy by:
N'P = N , -  2m (2-22)
where m=l,2,... is an integer referred to as mashing factor.
2.4.7.2 Single Slice Rebinning
Single slice rebinning (SSRB), initially proposed by Daube-Witherspoon and 
Muehllenher (Daube-Witherspoon and Muehllenher 1987), estimates an equivalent 
2D data set from a given 3D projection data set. In SSRB the polar angle 0 is reduced 
by rebinning oblique LORs into the transaxial plane half-way between the coincident 
detectors. Although it has been shown that SSRB can produce clinically aceptable 
results when the object lies close to the axis of the scanner (Sossi et al. 1994), the
2.4.7 Data Reduction in 3D PET
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accuracy of the technique degrades with the radial distance from the centre of the axis 
(Kinahan and Karp 1994) (Defrise et al. 1994) (Defrise and Kinahan 1998).
2.4.7.3 Variable Axial Rebinning
A hybrid between 3D and SSRB, variable axial rebinning (VARB) has been proposed 
as a technique that reduces data size while maintaining resolution close to that 
achieved with no rebinning (Casey et al. 1995b) (Bruckbauer et al. 1995). In VARB 
oblique LORs are combined into a single LOR on the basis of their polar angle (or, 
the ring difference of the detectors in coincidence). A schematic diagram, called 
Michelogram after its originator (Michel 1989), is used to illustrate the way adjacent 
LORs are merged in VARB. In a Michelogram (Figure 2.14) all accepted LORs are 
plotted in the intersection of the row and column of the detector rings involved. Lines 
connecting individual points (LORs) in the Michelogram indicate that those LORs are 
merged into a single projection.
In effect, oblique sinograms of approximately similar polar angle 0 are grouped 
together into the same mean polar direction. The resulting group of projections for a 
particular polar direction is referred to as segment. The angular step AO of the 
resulting projections, expressed in terms of detector elements, is called span and can 
be also expressed as the sum of oblique LORs added in odd and even planes per 
segment. In frame-mode VARB is automatically applied to the sinograms on-line as 
they are acquired unlike list-mode, where LORs are reported individually.
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segment+1
0 1 2 3 4 5 6 7 8 9  10 11
detector ring A
segment 0
segment -1
Figure 2.14. Michelogram illustrating the VARB scheme fo r a 12-ring tomograph 
with a maximum acceptance angle equivalent to ring difference o f 7 and a span o f 5. 
Each point in the graph corresponds to a measured sinogram while connecting lines 
describe averaged sinograms. Sinograms o f the same polar orientation are referred 
to as a segment, which is addressed by number from +(max.ring difference-(span- 
l)/2)/span to -(max.ring difference-(span-l)/2)/span.
2.4.7.4 Fourier Rebinning
Fourier rebinning (FORE) (Defrise et al. 1997) works by relating the 2D Fourier 
transform of an oblique sinogram to the 2D Fourier transform of its equivalent 
sinogram at 0° polar angle or direct sinogram. Briefly, the algorithm calculates the 
Fourier Transform of the oblique sinograms and estimates the equivalent transaxial 
location at each frequency in the Fourier space based on the frequency-distance 
relationship (Edholm et al. 1986). After incrementing at the new locations in the
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Fourier space and accounting for the variable number of contributions at each 
frequency, the rebinned data are obtained as the inverse Fourier Transforms. FORE 
offers an accurate and robust rebinning scheme for axial apertures of up to at least 35° 
(Matej et al. 1998). FORE can be applied on projections once the full data set has 
been acquired and usually after all corrections, such as for attenuation, scatter and 
detector efficiency, have been applied to the data.
2.4.8 image Reconstruction
The problem of image reconstruction from projections has received much attention in 
parallel to the development of transmission and emission tomography (§ 1.2.2) and its 
application to PET has been extensively reviewed (Herman et al. 1979; Townsend and 
Defrise 1993; Defrise and Kinahan 1998). In 2D YET, filtered back-projection (FBP) 
is commonly used, while recently, iterative methods, such as the maximum likehood - 
expectation maximisation (ML-EM) (Shepp and Vardi 1982) and the ordered subsets 
- expectation maximisation (OSEM) (Hudson and Larkin 1994), have increasingly 
drawn interest due to their superior properties in terms of signal-to-noise and the 
ability to incorporate a priori information about the system to guide reconstruction. 
FBP can be extended to 3D if all the projections, over all azimuthal and polar angles, 
are available. However, in the case of 3D PET, measurement of projections are 
constrained within the physical limits of the scanner and some of the measured 2D 
projections are bound to be partially truncated. As a result, the requirement of FBP for 
shift invariant response does not further hold. A solution to the problem is provided 
by the reprojection algorithm (3DRP) (Kinahan and Rogers 1989) by completing the 
unmeasured projections from estimates from 2D reconstructions of a subset of the 3D 
data. Other approaches include the reduction of the problem from 3D to 2D by 
rebinning techniques such as single slice rebinning (Sossi et al. 1994), multi-slice 
rebinning (Lewitt et al. 1994) and Fourier rebinning (Defrise et al. 1997). The 
implementation of iterative methods in 3D PET remains limited due to the computer 
memory requirements to store a large transition matrix. However, attempts have been 
made to implement 3D iterative techniques in parallel processor systems (PARAPET 
Project).
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2.4.9 Systems Theory Approach to PET Imaging
It is often useful to describe a PET system in terms of a generalised imaging system, 
for example when characterising its spatial resolution, by an operator T by which 
input/is transformed to output g (Kouris et al. 1982):
g = Tf (2-23)
or, as a tomographic section g(x',y) through a 3D object f(x,y,z) (Figure 2.15):
g (x \y ' )  = Tf(x,y,z)  (2-24)
A PET system is (generally) considered to be a linear system, satisfying the linearity 
criterion that output is linearly dependant on the input:
S i + g 2 = n A + c f 2) (2-25)
where gi=Tfj, g2 ~Tf2 and c is an arbitrary constant. Linear systems follow the 
principle of superposition, hence, since an input can be represented as the sum of its 
elementary constituent inputs, the output can be expressed as the sum of the 
corresponding elementary outputs. Consequently, a linear system can be characterised 
by its response to a point, referred to as point spread function (PSF). Representing a 
point by a 6-function, the point spread function is expressed as:
h(x' ,y ' ,x,y,z)  = TS(xiy,z)  (2-26)
and according to the principle of superposition:
g(x' > / )  = J j Jdxdydzf (x, y, z)h(x' , y \ x , y , z )  (2-2 7)
Similarly to the PSF, the line spread function (LSF) and edge spread function (ESF) 
can be defined as the response of the system to a line and edge source (or input) 
respectively. From Eq. 2-13, the LSF l(xy,x'y'z) and ESF e(x'y',x,y,z) of a system are 
related by:
d e (x \y \ x ,y , z )
dx
l ( x \ y ' , x , y , z ) (2-28)
The response of a system is often described in the spatial frequency domain by the 
modulus of the Fourier transform of the PSF, called modulation transfer function 
(MTF). Due to the cascading property of the MTF (Kouris et al. 1982; Phelps et al.
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1986), the result of its individual components (MTFj), such as the intrinsic detector 
response and the operation of the image reconstruction, at a frequency co is given by:
The generalised image system approach and the concept of PSF are often used to 
characterise a PET system in terms of spatial resolution (Chapters 3 and 4).
Figure 2.15. Generalised imaging system.
2.5 Performance Characteristics
Although various geometries and types of detectors have been employed in the 
development of PET systems, a number of fundamental properties define the 
performance of a tomograph for PET imaging. Generally, a PET system with high 
spatial resolution, a low contribution from scatter or mechanisms to account for it and 
high true coincidences detection sensitivity over a wide dynamic range of count rates 
is desirable. However, depending on the clinical applications different priorities might 
be set or additional features might be required. Standard protocols for characterising a 
PET system have been defined (Guzzardi et al. 1991; Karp et al. 1991; NEMA 1993) 
and are periodically amended (NEMA 2000).
2.5.1 Spatial Resolution
Spatial resolution refers to the ability of the PET system to spatially distinguish two 
impulses (or points) in close proximity and it is characterised by the response of the 
system to an impulse, the point spread function (§2.4.9). Spatial resolution is 
expressed in terms of the full width at half maximum (FWHM) and full width at tenth 
maximum (FWTM) of the PSF (Guzzardi et al. 1991; NEMA 1993), often by fitting a
MTF(co) = MTF(co)x x MTF{g>)2 x ... x MTF(co)n (2-29)
f ( x ,y p
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Guassian function to the PSF, or in terms of its MTF (Hoffman et al. 1979b; Phelps et 
al. 1986). The spatial resolution is usually measured at a number of axial and 
transaxial positions using a point or line source of activity of dimension sufficiently 
smaller than the expected resolution of the system. Different sampling patterns, 
including rebinning schemes, for transverse and oblique LORs will result in 
differences in spatial resolution axially and transaxially (Sossi et al. 1994; Matej et al. 
1998).
A number of factors affect the spatial resolution of a PET system (Phelps et al. 1986; 
Webb 1995; Bailey 1996b; Levin and Hoffman 1999):
• the inherent properties of positron range and non-collinearity of the annihilation 
photons
• the dimensions of the detector elements
• the light output of the detectors
• the distance between the detector elements and the geometry of septa if present
• the stopping power of the detector material
• the incident angle of the photons in the detectors, affected by the detection 
geometry
• the data sampling pattern
• potentially, any data reduction schemes.
In addition to the inherent properties of the PET system, the image reconstruction 
parameters, such as filters and matrix size, will affect the resolution of the final 
image.
It should be noted here that improvements in resolution should be accompanied by 
approximately a cubic improvement in sensitivity in order to maintain signal-to-noise 
levels (Hoffman et al. 1979b).
2.5.2 Energy Resolution
Energy resolution refers to the accuracy of the PET system to measure the energy of 
the detected photons and it is defined as the ratio of the FWHM of the photopeak of 
the energy spectrum divided by the energy at the maximum of the photopeak (Knoll 
1988). A typical energy spectrum for a BGO system is shown in Figure 2.16. The 
photopeak is centred at 511 keV for the annihilation photons and the Compton 
continuum, formed by the energy distribution of the scattered photons, can be 
observed. The energy resolution of a system depends on the properties of the detector
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elements. Increasing the effective atomic number of the detector material increases 
the possibility of incident photons depositing all their energy within the detector 
element, improving the definition of the photopeak. Increasing the size of the detector 
elements will have a similar effect, however, at the expense of spatial resolution. 
Typically, energy resolution of -20% and -10% at 511 keV is observed in BGO and 
Nal(Tl) based systems respectively (Bailey 2002).
Good energy resolution is desirable for better discrimination of scattered photons, 
especially for 3D PET. However, due to the poor energy resolution of most BGO- 
based PET systems, direct elimination of scatter is not feasible and a broad acquisition 
energy window is defined around the photopeak, typically between 350 - 850 keV.
keV
Figure 2.16. The energy spectrum fo r  single annihilation photons o f  a 68Ge line 
source in a 20cm diameter water-filled cylinderfor a BGO PET system (adapted from  
(Bailey 2002)).
2.5.3 Scatter Fraction
Scatter fraction is a measure of the relative sensitivity of the PET system to photons 
scattered in the object or off the components of the tomograph such as side-shielding 
and the detectors. The scatter fraction is defined as the ratio of scattered to total 
coincidences (scattered plus un-scattered) for a given object and activity distribution. 
The NEMA (US National Electrical Manufacturers' Association) standard definition 
of scatter fraction refers to measurements with a line source inserted axially into a 20
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cm diameter water-filled cylinder (Karp et al. 1991; NEMA 1993). Count profiles 
through the sinograms are analysed and the scatter component is defined by 
integrating the counts under the "wings" of the profile (Bergstrom et al. 1982). 
Measurements at three radial positions of the line source are weighted by the annular 
area at each position to give an average scatter fraction.
The measurement of scatter fraction in the reconstructed images has also been 
proposed by the EEC Task Group (Guzzardi et al. 1991). In this case, the same 
analysis is performed on the reconstructed images rather than on the sinogram data. 
The values of scatter fraction measured in this way tend to be lower than the intrinsic 
scatter fraction on the sinograms as they reflect the influence of filtering during 
reconstruction. As an attempt to avoid assumptions about the shape of the scatter 
"wings" under the profile peak, an alternative method for measuring scatter fraction 
has been proposed based on the knowledge of narrow-beam attenuation of the object 
(Bailey and Meikle 1994). In this method, data are acquired with a line source 
inserted in the water-filled cylinder and, at the same position, in air. The true un­
scattered measurement is estimated by artificially attenuating the measurement in air 
using the narrow-beam attenuation factors of the water-filled cylinder. The scatter 
component is then calculated by the subtraction of the attenuated air measurement 
form the measurement in the cylinder. This method tends to give lower values 
compared to the standard NEMA scatter fraction, especially away from the scanner's 
centre, as it accounts only for scatter from the object ignoring scatter in the scanner 
itself (Bailey 1996b).
For a given object, scatter fraction depends upon the acquisition energy window, the 
scanner geometry, the presence of septa and side-shielding. Typically, scatter fraction 
is around 10% in 2D while in 3D, due to the increased acceptance of scatter in the 
absence of septa, it increases to around 35% (Spinks et al. 1992). Although numerous 
scatter correction schemes have been developed (§2.6), a low contribution from 
scatter into the raw data, demonstrated by a low scatter fraction, is always more 
desirable for a PET system.
It should be noted here that the definition of scatter fraction described in this section 
is not applicable to transmission data as it would be equivalent to the contradicting 
concept of measuring the build-up factor for an impulse (or point) of attenuation. A 
measure for quantifying scatter in transmission measurements is proposed in §4.4.4.
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Due to the fact that all detection systems have a limit on the maximum rate for 
processing events, some of the coincidence events reaching the detectors at relatively 
high rates will not be registered. This detector dead-time, which refers to the system's 
inability to respond to a new event for a short time after the detection and processing 
of a proceeding event, is ascribed to both limitation in the detector itself (i.e. the 
scintillation crystal) and in the pulse-processing electronics. The resulting dead-time 
losses become significant at higher count-rates and it is therefore important to 
measure them as a function of activity levels. This is done over a range of activity 
concentrations in order to characterise the count-rate performance of the system at a 
wide range of scanning conditions. The true and random event rates are measured 
over the entire field-of-view for an initially high activity concentration of a short-lived 
radionuclide until it decays to negligible levels of randoms and dead-time.
Figure 2.17 shows the measured true and random event rates for the 3D-only 
tomograph ECAT ART (Bailey et al. 1996) measured with an elliptical phantom 
simulating an average human head. The standard protocol for count-rate 
measurements is defined by NEMA on a 20 cm diameter cylinder (Karp et al. 1991; 
NEMA 1993). The percent dead-time (DT) is expressed as a function of activity a by:
%DT(a) = l -T (a ) /T extrp(a) (2-30)
where T is the true event rate after subtracting scatter from scatter fraction 
measurements and T^-p is the expected trues rate obtained from extrapolating a linear 
fit at the low count-rate levels. The activity concentration levels corresponding to the 
peak true rate, the 50% dead-time and the point where randoms equal the trues are 
reported. The peak of the true rate determines the dynamic range of the system within 
which the response in terms of true coincidences increases monotonically. It is 
important that the acquisition protocols are carefully designed to make optimum use 
of the scanner's count-rate capabilities within its dynamic range. Due to the strong 
dependence of the count-rate behaviour on the object activity distribution, count-rate 
measurements for other configurations, simulating conditions of cardiac and 
abdominal imaging, have been proposed by the EEC Task Group (Guzzardi et al. 
1991).
2.5.4 Count-rate Performance
49
Chapter 2
Count rates - LLD = 350 keV
activity concentration (kBq/ml)
Figure 2.17. Count-rate performance of the ECAT ART 3D scanner for an elliptical 
(19x15 cm) phantom with 18F (Livieratos 1995).
Count-rate measurements cannot be directly related to signal-to-noise in the final 
image simply on the basis of true and random event rates. Furthermore, comparison of 
performance for different scanners, or different acquisition conditions on the same 
scanner, are difficult to make due to the strong dependence of count rates on the 
physical parameters of the system. For these reasons, the concept of noise equivalent 
counts (NEC) was proposed by Strother (Strother et al. 1990), as an extension of the 
'effective' counts proposed earlier by Derenzo (Derenzo 1980), in order to provide a 
more objective means for performance evaluation related to image quality. Noise 
equivalent counts express the counts of a perfect, scatter-free and randoms-free 
system that would result in the same image signal-to-noise as the system being 
assessed. The NEC rate is defined as:
where Ttotai is the total (scattered and unscattered) trues rate, T, S and R are the 
unscattered trues, scattered trues and randoms rates, respectively and/  is the fraction 
of the tomograph's projection subtended by the object. The factor of 2 in the 
denominator refers to the additional variance due to correction for randoms by 
subtraction of delayed window measurements from the prompt counts. Since the 
scatter fraction (SF) is the fraction of scattered to total true coincidences, the NEC can 
be expressed as:
NEC = 7 mat ~ SF)) (2 y
TIM +2fR
Noise equivalent counts have been used to evaluate count-rate performance in 2D and 
3D mode on the same scanner (Bailey et al. 1991) and its application has been 
extended to patient data in order to assess gains from 2D to 3D mode in brain 
activation studies (Bailey et al. 1993) and in imaging of the torso (Badawi et al. 
1996). The use of NEC allows inter-comparison of PET systems (Wienhard et al. 
1993) as well as comparison with other imaging modalities (Bailey et al. 1994b).
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Influence o f out-of-field activity
Count-rate performance, dominated by random and scattered coincidences and dead­
time, is strongly dependent on scanner geometry. Due to the removal of interplane 
septa in 3D PET and the trend for larger axial FOV to increase sensitivity, the 
influence from activity from outside the scanner's direct FOV has become critical 
through an extended exposure to single events. As a result of increased single photon 
flux, the detectors will experience increased dead-time, random coincidence rate and 
scatter from outside the FOV. The influence of out-of-field activity on the ECAT 
ART is shown in Figure 2.18. Data were acquired with a 20cm cylinder of constant 
activity in the FOV adjacent to a 20cm cylinder of 18F outside the FOV. It is apparent 
that out-of-field activity affects the count-rate performance of the scanner. This means 
that for real scanning conditions in patient studies, the contribution of randoms, 
scatter and dead-time will vary temporally with the relative distribution of the tracer 
in the body. It is important to take these effects into consideration when optimising 
the acquisition parameters for a scanning protocol, especially for cardiac blood flow 
studies, which portray a rapid uptake of the tracer through the heart before it is 
distributed through the body, requiring a wide scanner dynamic range. At the level of
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scanner design, the influence of out-of-field activity can be minimised by reducing the 
exposure of the detectors to single photons with shielding (Daube Witherspoon et al. 
1998; Spinks et al. 1998). However, the effectiveness of shielding is limited in cardiac 
imaging where a combination of wide scanner aperture and activity in the brain and 
the liver significantly influence count-rate performance.
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Figure 2.18. Influence o f out-of-field activity. Count-rate measurements on the ECAT 
ART 3D scanner with constant activity f 8Ge) in the FOV and decaying activity (18F) 
outside the FOV, at different lower energy-window settings. The effect o f increased 
out-of-field singles rates is predominant at higher energy thresholds while acceptance 
o f scatter becomes more important as the energy-window widens (Livieratos 1995).
2.5.5 Temporal Resolution
The term temporal resolution is used here to refer to the ability of the PET system to 
distinguish the exact time of an event through the time course of the acquisition. 
Although not an inherent measure of the performance of the tomograph, it is 
important for tracer kinetic studies where dynamic imaging is used to follow the time 
course of the tracer in the body. High temporal resolution is also related to the 
potential to monitor and correct for patient motion.
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The sensitivity of a PET tomograph, expressed as the unscattered true coincidence 
count-rate per unit activity concentration, depends on a number of parameters 
(Guzzardi et al. 1991; Bailey 1996b) such as the detector material, size and packing 
fraction, the geometry of the detector ring and interplane septa, the energy window 
and the maximum acceptance angle. Traditionally, scanner sensitivity is defined as 
the count-rate per unit activity concentration for a 20cm diameter cylinder after 
subtraction of scatter and measured at count levels where randoms and dead-time are 
considered negligible (Karp et al. 1991) (Guzzardi et al. 1991). The slice sensitivity or 
the sum of all tomographic slices, volume sensitivity, is quoted. Figure 2.19 shows 
schematically the axial variation of sensitivity for a tomograph with 15 detector rings 
in 2D and 3D acquisition mode. In 2D mode, direct planes are formed from the 
combination of 3 oblique LORs and therefore have lower sensitivity than cross 
planes, which are formed by the combination of 4 oblique LORs. In 3D mode the 
axial variation of sensitivity reflects the sampling pattern, which determines the 
number of oblique LORs combined for the formation of each plane.
The above definition of sensitivity depends on the attenuation and scattering 
properties of the object and is confined to low levels of counts for which the effects of 
randoms and dead-time can be considered negligible. In order to overcome some of 
these limitations, an alternative definition of absolute sensitivity in air has been 
proposed by Bailey et al (Bailey et al. 1991b) and has been recently adopted as a 
standard by NEMA (NEMA 2000). The aim of this approach is to provide sensitivity 
measurements free of the influence of scatter and attenuation. Measurements are 
performed using a line source of known activity with concentric aluminium sleeves 
successively added to it. Absolute sensitivity is derived by the count-rate versus 
aluminium thickness curve as the extrapolation to zero attenuation.
Absolute sensitivity of BGO-based PET systems varies between 0.004 cps/Bq in 2D 
mode and 0.058 cps/Bq in 3D (Table 3-1).
2.5.6 Sensitivity
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slice number
Figure 2.19. Schematic diagram o f axial sensitivity variation fo r  a 15 ring tomograph 
in 2D and 3D mode (adapted from(Karp et al. 1991)).
2.5.7 Accuracy of Attenuation Correction
A number of experimental measurements have been proposed to measure the 
accuracy of attenuation correction (Guzzardi et al. 1991; Karp et al. 1991; NEMA 
2000). However, these measurements are based on the emission data after all 
corrections have been applied and therefore tend to evaluated attenuation correction 
indirectly, with no distinction from the overall corrections scheme. Due to the nature 
of attenuation and scatter, inaccuracies in both corrections may balance each other in 
the final image. For example, underestimation of attenuation may be counter-balanced 
by an under-correction of scatter. However, due to (i) the recent use of scatter 
correction schemes which rely on the attenuation distribution for the calculation of 
scatter (Ollinger 1996; Watson et al. 1996), (ii) the increasing use of segmentation of 
the attenuation maps (Xu et al. 1991; Meikle et al. 1993; Yu and Nahmias 1996; 
Bettinardi et al. 1999) and (iii) the potential use of attenuation maps for the 
calculation of physiological parameters such as the extravascular volume in cardiac 
studies (Iida et al. 1991), direct evaluation of the accuracy of the attenuation maps 
becomes important. A number of experimental measurements used in this work to 
evaluate the accuracy of attenuation maps derived from single photon transmission 
measurements are described in Chapter 4.
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The performance characteristics of a PET system will ultimately be defined by its 
geometiy and the physical properties of the detectors. The characteristics of an ideal 
scintillator include (Melcher 2000):
• high detection efficiency, which requires high effective atomic number and 
high density for large cross-section of interaction,
• short decay constant, for good coincidence timing accuracy, low dead-time and 
high count-rate capabilities,
high light output, for high spatial resolution and packing ratio of the detector
elements with PMTs or other photodetectors,
good energy resolution, for the discrimination of scattered events,
refraction index similar to that of the optical coupling of the photodetector
(usually near 1.5) for optimal transmission of the scintillation light,
• good mechanical and physical properties such as radiation hardness, non- 
hydroscopic properties and ruggedness to allow fabrication of small crystals.
The physical properties of some of the scintillator materials used in PET are listed in 
Table 2-2. Despite the investigation of a large number of scintillators for PET, only 
BGO and Nal(Tl) have been widely used. BGO has become the dominant detector for 
commercial PET systems, mainly due to its high detection efficiency, while new 
materials with shorter decay times, like LSO (Melcher and Schweitzer 1992), are 
being introduced with the aim to improve the count-rate performance of the current 
PET systems. Recent developments also include the combination of scintillator 
materials in the same detector, like the combination of layers of LSO and Nal(Tl) 
(Melcher et al. 2000) and LSO and YSO (Dahlbom et al. 1998) for both PET and 
SPECT capability in the same system.
2.5.8 Detector Scintillators
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Table 2-2 Physical properties o f some o f the detector materials used in PET (collated 
from (Moses et al. 1994; Melcher 2000; Bailey 2002))
Sodium Bismuth Cerium-doped Cerium-doped Cesium Barium
Iodide Germanate Lutetium Gadolinium Fluoride Fluoride
{Nal(Tl)} {BGO} Orthosilicate
{LSO}
Orthosilicate
(GSO)
(CsF) (BaF2)
Effective
Atomic
Number
51 75 65 59 52 53
Density (g/cc) 3.7 7.1 7.4 6.71 4.64 4.88
Scintillation 
efficiency 
(% of Nal(Tl))
100 15 75 25 5 5
Peak
Wavelentgh
(nm)
410 480 420 440 390 225,310
Scintillation 
decay time 
(nsec) 230 300 40 5 6 ,6 0 0 5 0.8, 620
Hygroscopic ?
yes no no no yes no
2.6 Quantification in PET
The possibility o f P E T  to provide quantitative measurements o f tracer concentration 
in vivo is, together with the chemical affinity o f many positron emitters to common 
biological molecules, the main advantage o f the technique and the prime reason it has 
become an important research tool. The ability o f P E T  for absolute quantification lies 
fundamentally in the separable property o f the two integrals in Eq. 2-13 which makes 
analytical correction for attenuation possible. However, apart from attenuation, 
absolute quantification in P E T  is realised through a number o f other corrections, 
which are described in this section.
Quantification in 3D P E T  is subject to increased influence from scatter events, 
random coincidences and dead-time, in the absence o f septa (Bailey et al. 1998). In 
3D P E T  imaging outside the brain the challenge is even greater due to the extended 
field-of-view o f single photons (Bailey et al. 1998; Spinks et al. 1998) as a result o f
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the open geometry and reduced side-shielding to accommodate body imaging. 
However, the advantage of increased sensitivity has motivated methodological 
developments in the field that have led to quantitative studies in the brain (Rakshi et 
al. 1996; Trebossen et al. 1996; Wienhard 1998) and in the thorax (Wienhard 1998; 
Schafers et al. 2002; Rajappan et al. 2002b).
2.6.1 Randoms Correction
Random coincidences occur because of the finite width of the time window used in 
coincidence detection. Narrowing the coincidence time window would reduce the 
number of detected random events, however, at the expense of detected true 
coincidences unless a faster detector was to be used. Random coincidences contribute 
a fairly uniform background, resulting in decreased contrast and overestimation of 
activity concentrations and therefore, in order to achieve quantification, it is necessary 
to estimate and remove them from the data. A number of schemes have been used for 
randoms correction.
The most commonly used method estimates randoms using a delayed coincidence 
circuit (Dyson 1960). A second circuit, parallel to the coincidence detection, is 
employed with a delay well beyond the coincidence resolving time (typically, 
coincidence resolving time of ~12 nsec, delay window of 50-100 nsec) thus no true 
coincidences will be registered. The randoms are then estimated by the coincidence 
rate at this delayed circuit and can be subtracted on-line from the prompt events or 
stored separately for later processing. The method of the delayed coincidence circuit 
has the advantage of detecting accurately the randoms at the same count-rate/dead- 
time conditions as for the prompts. However, the statistical noise in the randoms 
estimate is added back to the data through the subtraction from the prompts, 
effectively doubling the noise related to random events (reflected also by the factor of 
2 in the expression of NEC, Eq. 2-32
Randoms rates can also be calculated from the single event rates of the individual 
detectors, Sa and SB and the resolving time 2 t  , as:
Rab—2tSaS b (2-9)
The advantage of this method is a better statistical quality as the singles count-rates 
are generally two orders of magnitude higher than the randoms rate. However, for the 
same reason, detector dead-time due to singles is higher and differences with random 
event rates need to be accounted for.
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A number of randoms variance reduction schemes have been proposed in order to 
reduce the statistical noise associated with randoms correction. This is especially 
important when, as in cardiac 3D PET, random coincidences form a significant 
proportion of the data. Randoms variance reduction schemes rely on smoothing the 
data obtained from the delayed coincidence circuit. However, due to some high 
frequency components in randoms distribution, which arise from differences in the 
efficiency of adjacent detectors, care must be taken in the definition of the spatial 
properties of smoothing in order to avoid introducing high frequency distortions to the 
data (Hoffman et al. 1981). A spatially consistent smoothing scheme, proposed by
Casey and Hoffman (Casey and Hoffman 1986), relies on the fact that, for a dataset of
2 ♦ • • •N  LORs formed by N  detectors in coincidence with N  other detectors, there are only
2N components of randoms, corresponding to the possible pairs SaSb of Eq. 2-9 Due
to the significant subtraction of randoms in wide aperture scanners for 3D body
imaging, the implementation of randoms variance reduction has been recently
reconsidered (Badawi et al. 1999; Miller 2000).
2.6.2 Normalisation
LORs acquired within a data set have different efficiency due to a number of reasons, 
including detector efficiency variations i.e. due to position of element within block, 
physical variations in crystal and variation in PMT gains, geometric effects, such as 
variations in spacing and width of LORs, detection solid angle and incident angle of 
photons and sampling pattern due to data averaging. Other effects, such as structural 
alignment of the detectors or shadowing from the septa may also cause variations in 
the efficiency of the LORs. Correction for these effects is important in order to avoid 
image artefacts and inaccuracies in quantification. The process of correcting for these 
differences in the efficienciy of the LORs is called normalisation. There are two main 
strategies for calculating normalisation factors: direct and component-cased methods. 
In direct normalisation methods, detector efficiencies are calculated from the inverse 
of the LOR counts from uniform irradiation with a planar, ring or rotating line source 
(Hoffman and Phelps 1986). Direct normalisation relies on (i) long scan times, 
typically several hours, for adequate statistical quality since low activity levels must 
be used to avoid dead-time effects, (ii) uniform activity distribution of the source and 
(iii) assumes no variation due to scatter and count-rate conditions.
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In an attempt to improve the statistical properties of normalisation, with the practical 
consequence of reducing acquisition times, a method based on modelling 
normalisation coefficients into a series of individual components, each reflecting a 
particular source of detector non-uniformities, has been proposed by Casey et al 
(Casey et al. 1995). This approach is referred to as component-based normalisation. 
Individual components are derived by two measurements, a blank scan with a rotating 
line source and a scan of a cylinder of uniform activity. Geometric effects are 
calculated from the line source measurements and crystal efficiencies are derived 
from the cylinder scan. An advantage of this method in 3D PET is the ability to 
provide normalisation coefficients for all different acquisition and sampling 
conditions, i.e. for different combinations of maximum acceptance angle, mashing or 
axial rebining parameters.
In general for 3D PET, although direct methods make no assumptions about the 
nature of variations of LOR efficiencies, the count-rate limitations imposed by the 
need to minimise dead-time effects makes these methods impractical for routine use. 
Component-based methods offer a practical way for detector normalisation in 3D PET 
and have been incorporated in commercial scanners. However, concerns with regard 
to introduction of radial artefacts and central axis streaks, visible in high statistical 
quality images of uniform activity, have been expressed (UK-PET Special Interest 
Group 1998; Bailey 1998d). This has lead to the proposal of a hybrid approach to 
normalisation (Bailey 1998d), where geometric factors are derived from direct 
measurements with a low-scatter uniform source and detector efficiencies from 
component-based methods. Furthermore, the extension of component-based schemes 
to account for efficiency variations at different count-rates and between true and 
scatter events has been proposed (Badawi and Marsden 1999).
It should be noted here that, in order to avoid image artefacts and inaccuracies in 
quantification, geometric and detector efficiencies need to be accounted for before 
any spatial re-organisation of the LORs is attempted (Chapter 6).
59
Chapter 2
2.6.3 Dead-time correction
Dead-time correction usually relies in an empirical model that estimates the system 
dead time from the total (single) events. Two separable components are often 
identified, referred to as paralysable and non-paralysable components (Cranley et al. 
1980; Daube Witherspoon and Carson 1991). The paralysable component refers to 
processes where the detection of an event during the processing of a proceeding event 
would result in a further increase of the dead time of the system. The non-paralysable 
component refers to processes where the detection of an additional event during 
processing by the system would result in the current event to be ignored with no 
further effect to the dead time of the system.
2.6.4 Attenuation Correction
The property of analytically separable attenuation integral in PET, which enables 
accurate attenuation correction, is a significant advantage of the technique. A number 
of strategies exist for providing attenuation integrals along LORs including 
transmission measurements with external sources in coincidence (Phelps et al. 1975; 
Derenzo et al. 1981) or single photon mode (deKemp and Nahmias 1994; Kaip et al. 
1995; Yu and Nahmias 1995), segmentation of post-injection or simultaneous 
emission/transmission measurements (Meikle et al. 1993; Xu et al. 1994; Bettinardi et 
al. 1999), attenuation calculated from object boundaries (Huang et al. 1981), 
attenuation based on emission data consistency criteria (Welch et al. 1998) and the 
use of X-ray CT data (Kinahan et al. 1998; Beyer 1999). Attenuation correction in the 
thorax with single photon transmission measurements is further discussed in Chapter 
4.
2.6.5 Scatter Correction
While in 2D PET scatter is typically less than 15%, scattered coincidences in 3D PET 
may contribute 50% or more to the total detected events (Bailey 1998b). For accurate 
quantification of tracer concentrations, scattered events must be estimated and 
subtracted from the recorded data. A number of scatter correction schemes have been 
proposed for use in 3D PET, including:
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energy window manipulation methods, such as the dual energy window scatter 
correction (Grootoonk et al. 1991; Grootoonk et al. 1996), where scatter in the 
photopeak is estimated by the relative countrate in an auxiliary energy window,
• pre-reconstruction filtering and/or subtraction operations, such as the 
convolution-subtraction method (Bailey and Meikle 1994), where scatter is 
estimated by convolution of the emission projection data with a scatter spread 
function,
• model-based scatter correction, where the contribution of scatter is calculated 
from analytical formulae from the emission and transmission data (Ollinger 
1996; Watson et al. 1996),
• methods based on Monte Carlo calculations to estimate scatter (Levin et al.
1995).
The first three approaches have been implemented and used on the 3D scanners at the 
MRC Cyclotron Unit at Hammersmith Hospital. Although the first two methods 
might be limited to less complex activity distributions, such as in brain imaging, the 
model-based method has been also found to provide accurate estimates of scatter 
outside the brain (Watson et al. 1997; Spinks et al. 2000). Although model-based 
correction is computationally intensive, a new faster implementation has been shown 
to provide a more practical and efficient approach (Watson 2000).
2.6.6 Calibration
After all required corrections have been applied to the PET data, calibration allows 
reconstructed pixel values to be related to the reading of a well-counter (icross- 
calibration) or to absolute units of activity concentration (absolute calibration). In 
clinical applications where only relative measurements are required, linear response to 
activity concentration over the image may be sufficient. However, calibration allows 
image pixel values to be related to blood sample measurements, as is often required 
for tracer kinetic studies. Cross-calibration is performed using data from a phantom of 
uniform activity concentration with all required corrections applied and by comparing 
the derived pixel values to the well-counter reading of an aliquot taken from the 
phantom. Absolute calibration can be achieved by dividing the image pixel values, 
after all corrections have been applied, by the absolute sensitivity of the scanner 
(Bailey and Jones 1997c).
61
Chapter 2
Anderson, C. D. (1932). Science 76: 238.
Badawi, R. D. and Marsden, P. K. (1999). “Developments in component-based normalization for 3D 
PET.” Phys Med Biol 44(2): 571 -94.
Badawi, R. D., Marsden, P. K., Cronin, B. F., Sutcliffe, J. L. and Maisey, M. N. (1996). “Optimization 
of noise-equivalent count rates in 3D PET.” Phys Med Biol 41(9): 1755-76.
Badawi, R. D., Miller, M. P., Bailey, D. L. and Marsden, P. K. (1999). “Randoms variance reduction in 
3D PET.” Phys Med Biol 44(4): 941-54.
Bailey (2002). Background and Introduction. Physics and Instrumentation in PET. B. Valk, Karp, in 
press.
Bailey, D. L. (1996b). Quantification in 3D Positron Emission Tomography. Department of Physics. 
Guildford, University of Surrey.
Bailey, D. L. (1998b). Quantitative Procedures in 3D PET. The Theory and Practice o f  3D PET. B. 
Bendriem and D. W. Townsend. Dordrecht, Kluwer Academic. 1: 55-109.
Bailey, D. L. (1998d). Investigation of 3D Normalisation Efficacy. London, MRC Cyclotron Unit.
Bailey, D. L. and Jones, T. (1997c). “A method for calibrating three-dimensional positron emission 
tomography without scatter correction.” Eur JNucl Med 24(6): 660-4.
Bailey, D. L., Jones, T. and Spinks, T. J. (1991b). “A method for measuring the absolute sensitivity of 
positron emission tomographic scanners.” Eur JNucl Med 18(6): 374-9.
Bailey, D. L., Jones, T., Spinks, T. J., Gilardi, M. C. and Townsend, D. W. (1991). “Noise equivalent 
count measurements in a neuro-PET scanner with retractable septa.” IEEE Trans Med Imag 10(3): 256- 
60.
Bailey, D. L., Jones, T., Watson, J. D. G., Schnorr, L. and Frackowiak, R. S. J. (1993). Activation 
studies in 3D PET: evaluation of true signal gain. Quantification o f Brain Function: Tracer Kinetics 
and Image Analysis in Brain PET. K. Uemera, N. Lassen, T. Jones and I. Kanno, Excerpta Medica: 
341-350.
Bailey, D. L. and Meikle, S. R. (1994). “A convolution-subtraction scatter correction method for 3D 
PET.” Phys Med Biol 39(3): 411-24.
Bailey, D. L., Miller, M. P., Spinks, T. J., Bloomfield, P. M., Livieratos, L., Young, H. E. and Jones, T. 
(1998). “Experience with fully 3D PET and implications for future high- resolution 3D tomographs.” 
Phys Med Biol 43(4): 777-86.
Bailey, D. L., Young, H., Bloomfield, P. M., Meikle, S. R., Glass, D., Myers, M. J., Spinks, T. J., 
Watson, C. C., Luk, P., Peters, A. M. and Jones, T. (1996). “ECAT ART - a continuously rotating PET 
camera: performance characteristics, initial clinical studies, and installation considerations in a nuclear 
medicine department.” Eur JNucl Med 24(1): 6-15.
Bailey, D. L., Zito, F., Gilardi, M. C., Savi, A. R., Fazio, F. and Jones, T. (1994b). “Performance 
comparison of a state-of-the-art neuro-SPET scanner and a dedicated neuro-PET scanner.” Eur J  Nucl 
Med 21(5): 381-7.
Bergstrom, M., Eriksson, L., Greitz, T., Litton, J. and Widen, L. (1982). “A Procedure for Calibrating 
and Correcting Data to Achieve Accurate Quantitative Values in Positron Emission Tomography.” 
IEEE Trans Nucl Sci NS-29(1): 555-557.
Bettinardi, V., Pagani, E., Gilardi, M., Landoni, C., Riddell, C., Rizzo, G., Castiglioni, I., Belluzzo, D., 
Lucignani, G., Schubert, S. and Fazio, F. (1999). “An automatic classification technique for attenuation 
correction in positron emission tomography.” Eur JNucl Med 26(5): 447-58.
Beyer, T. (1999). Design, Construction and Validation of a Combined PET/CT Tomograph for Clinical 
Oncology. Physics Department. Guildford, University of Surrey.
Bruckbauer, T., Wienhard, K., Hansen, S. B., Eriksson, L., Blomquist, G., Dahlbom, M. and Casey, M.
(1995). “Evaluation of the ECAT EXCAT HR with ACSII for clinical routine 3D measurements.” 
(95ch35898).
2.7 References
62
Chapter 2
Casey, M. E., Gadagkar, H. and Newport, D. (1995). A Component Based Method for Normalization in 
Volume PET. 3rd International Conference on Three-Dimensional Image Reconstruction in Radiology 
and Nuclear Medicine, Aix-les-Bains.
Casey, M. E. and Hoffman, E. J. (1986). “Quantitation in positron emission computed tomography: 7. 
A technique to reduce noise in accidental coincidence measurements and coincidence efficiency 
calibration.” J  Comput Assist Tomogr 10(5): 845-50.
Casey, M. E., Newport, D. F., Swain, W. T., Eriksson, L., Wienhard, K. and Brubaker, T. (1995b). 
Variable Axial Rebinning. Technical Report. Knoxville, TN, CTI/Siemens.
Cranley, K., Millar, R. and Bell, T. (1980). “Correction for deadtime losses in a gamma camera data 
analysis system.” Eur JNucl Med 5: 377-382.
Dahlbom, M., MacDonald, L. R., Schmand, M., Eriksson, L., Andreaco, M. and Williams, C. (1998). 
“A YSO/LSO phoswich array detector for single and coincidence photon imaging.” IEEE Trans Nucl 
Sci 45(3): 1128-32.
Daube Witherspoon, M. E., Belakhlef, A., Green, S. L. and Zanzi, I. (1998). “Design of patient 
shielding to reduce the effects of out-of-field radioactivity in 3D PET.” IEEE Nuclear Science 
Symposium Conference Record)98ch36255)
Daube Witherspoon, M. E. and Carson, R. E. (1991). “Unified deadtime correction model for PET.” 
IEEE Trans MedImag 10(3): 267-75.
Daube-Witherspoon, M. E. and Muehllenher, G. (1987). “Treatment of axial data in three-dimensional 
PET.” JNucl Med 28(11): 1717-1724.
Defrise, M., Geissbuhler, A. and Townsend, D. W. (1994). “A performance study of 3D reconstruction 
algorithms for positron emission tomography.” Phys Med Biol 39(3): 305-20.
Defrise, M. and Kinahan, P. E. (1998). Data Acquisition and Image Reconstruction for 3D PET. The 
Theory and Practice o f 3D PET. B. Bendriem and D. W. Townsend. Dordecht, The Netherlands, 
Kluwer Academic: 167.
Defrise, M., Kinahan, P. E., Townsend, D. W., Michel, C., Sibomana, M. and Newport, D. F. (1997). 
“Exact and approximate rebinning algorithms for 3-D PET data.” IEEE Trans Med Imaging 16(2): 145- 
58.
deKemp, R. A. and Nahmias, C. (1994). “Attenuation correction in PET using single photon 
transmission measurement.” Med Phys 21(6): 771-8.
Derenzo, S. E. (1980). “Method for optimizing side shielding in positron-emission tomographs and for 
comparing detector materials.’W m c/ Med 21(10): 971-7.
Derenzo, S. E., Budinger, T. F., Huesman, R. H., Cahoon, J. L. and Vuletich, T. (1981). “Imaging 
properties of a positron tomograph with 280 BGO crystals.” IEEE Trans Nucl Sci 28(1): 81-9.
Dyson, N. A. (1960). “The Annihilation Coincidence Method of Localizing Positron-emitting Isotopes, 
and a Comparison with Parallel Counting.” Phys Med Biol 4: 376-390.
Edholm, P. R., Lewitt, R. M. and Lindholm, B. (1986). Novel properties o f  the Fourier decomposition 
o f the sinogram. Inti Workshop on Physics and Engineering of Computerised Multidimensional 
Imaging and Processing, Proc of the SPIE.
Grootoonk, S., Spinks, T. J., Jones, T., Michel, C. and Bol, A. (1991). “Correction for scatter using a 
dual energy window technique with a tomograph operated without septa.” IEEE Nuclear Science 
Symposium and Medical Imaging Conference Proceedings 3: 1569-1573.
Grootoonk, S., Spinks, T. J., Sashin, D., Spyrou, N. M. and Jones, T. (1996). “Correction for scatter in 
3D brain PET using a dual energy window method.” Phys Med Biol 41: 2757-2774.
Guzzardi, R., Beilina, C. R., Knoop, B., Jordan, K., Ostertag, H., Reist, H. W., Spinks, T. J. and 
Vacher, J. (1991). “Methodologies for performance evaluation of positron emission tomographs.” Nucl 
Med Biol 35:141-157.
Herman, G. T., Lewitt, R. M., Rowland, S. W., Bracewell, R. N., Altschuler, M. D., Budinger, T. F., 
Gullberg, G. T., Huesman, R. H., Wood, E. H. and al, e. (1979). Image Reconstruction from 
Projections, Springer-Verlag.
63
Chapter 2
Hoffman, E. J., Huang, S. C. and Phelps, M. E. (1979b). “Quantitation in positron emission computed 
tomography: 1. Effect of object size." J  Comput Assist Tomogr 3(3): 299-308.
Hoffman, E. J., Huang, S. C., Phelps, M. E. and Kuhl, D. E. (1981). “Quantitation in positron emission 
computed tomography: 4. Effect of accidental coincidences.” J  Comput Assist Tomogr 5(3): 391-400.
Hoffman, E. J. and Phelps, M. E. (1986). Positron Emission Tomography: Principles and Quantitation. 
Positron Emission Tomography and Autoradiography. Principles and Applications fo r the Brain and 
Heart. M. E. Phelps, J. C. Mazziotta and H. R. Schelbert. New York, Raven Press: 237-286.
Huang, S. C., Carson, R. E., Phelps, M. E., Hoffman, E. J., Schelbert, H. R. and Kuhl, D. E. (1981). “A 
boundary method for attenuation correction in positron computed tomography.” J  Nucl Med 22(7): 
627-37.
Hubbell, J. H. (1969). Photon Cross Sections, Attenuation Coefficients, and Energy Absorption 
Coefficients From 10 keV to 100 GeV, National Bureau of Standards , US Dept of Commerce.
Hudson, H. M. and Larkin, R. S. (1994). “Accelerated image reconstruction using ordered subsets of 
projection data.” IEEE Trans Med Imag MI-13(4): 601-609.
Iida, H., Rhodes, C. G., de Silva, R., Yamamoto, Y., Araujo, L. I., Maseri, A. and Jones, T. (1991). 
“Myocardial Tissue Fraction - Correction for Partial Volume Effects and Measure of Tissue Viability.” 
JNucl Med 32: 2169-2175.
Joliot, F. (1933). “Preuve experimentale de l'annihilation des electons positifs.” C R Acad Sci 197: 
1622-1625.
Karp, J. S., Daube-Witherspoon, M. E., Hoffman, E. J., Lewellen, T. K., Links, J. M., Wong, W. H., 
Hichwa, R. D., Casey, M. E., Colsher, J. G., Hitchens, R. E. and et al. (1991). “Performance standards 
in positron emission tomography.” JNucl Med 32(12): 2342-50.
Karp, J. S., Muehllehner, G., Qu, H. and Yan, X. H. (1995). “Singles transmission in volume-imaging 
PET with a 137Cs source.” Phys Med Biol 40(5): 929-44.
Kinahan, P. E. and Karp, J. S. (1994). “Figures of merit for comparing reconstruction algorithms with a 
volume-imaging PET scanner.” Phys Med Biol 39: 631-642.
Kinahan, P. E. and Rogers, J. G. (1989). “Analytic 3D image reconstruction using all detected events.” 
IEEE Trans Nucl Sci 36(1): 964-8.
Kinahan, P. E., Townsend, D. W., Beyer, T. and Sashin, D. (1998). “Attenuation correction for a 
combined 3D PET/CT scanner.” Med Phys 25(10): 2046-53.
Knoll, G. F. (1988). Radiation Detection and Measurement. New York, John Wiley and Sons.
Kouris, K., Spyrou, N. M. and Jackson, D. F. (1982). Imaging with Ionizing Radiations. Surrey, Surrey 
University Press.
Levin, C. S., Dahlbom, M. and Hoffman, E. J. (1995). “A Monte Carlo Correction for the Effect of 
Compton Scattering in 3-D PET Brain Imaging.” IEEE Trans Nucl Sci NS-42(4): 1181-1185.
Levin, C. S. and Hoffman, E. J. (1999). “Calculation of positron range and its effect on the 
fundamental limit of positron emission tomography system spatial resolution.” Phys Med Biol 44(3): 
781-99.
Lewitt, R. M., Muehllehner, G. and Karp, J. S. (1994). “Three-dimensional image reconstruction for 
PET by multi-slice rebinning and axial image filtering.” Phys Med Biol 39(3): 321-39.
Livieratos, L. (1995). Evaluation of optimal imaging parameters for neurological investigations on a 
new rotating PET scanner. Physics Department. University of Surrey.
Matej, S., Karp, J. S., Lewitt, R. M. and Becher, A. J. (1998). “Performance of the Fourier rebinning 
algorithm for PET with large acceptance angles.” Phys Med Biol 43(4): 787-95.
Meikle, S. R., Dahlbom, M. and Cherry, S. R. (1993). “Attenuation correction using count-limited 
transmission data in positron emission tomography.” J  Nucl Med 34(1): 143-50.
Melcher, C. L. (2000). “Scintillation crystals for PET.” JNucl Med 41(6): 1051-5.
Melcher, C. L., Schmand, M., Eriksson, M., Eriksson, L., Casey, M., Nutt, R., Lefaucheur, J. L. and 
Chai, B. (2000). “Scintillation properties of LSO:Ce boules.” IEEE Trans Nucl Sci 47(3): 965-8.
64
Chapter 2
Melcher, C. L. and Schweitzer, J. S. (1992). “Cerium-doped Lutetium Oxyorthorthsilicate: A Fast, 
Efficient New Scintillator.” IEEE Trans Nucl Sci 39(4): 502-505.
Michel, C. (1989). Oral Presentation. CTI Users Meeting.
Miller, M. (2000). Optimisation of Instrumentation and Data Analysis from Whole Body 3D PET 
Cameras. Physics Department. Guildford, University of Surrey.
Moses, W. W., Derenzo, S. E. and Budinger, T. F. (1994). “PET detector modules based on novel 
detector technologies.” Nucl Instr Meth Phys Res A353: 189-194.
Natterer, F. (1986). The Mathematics o f Computerized Tomography. New York, Tuebner-Wiley.
NEMA (1993). Performance Measurements of Positron Emission Tomographs. Washington, National 
Electrical Manufacturers Association.
NEMA (2000). Performance Measurements of Positron Emission Tomographs. Washington, National 
Electrical Manufacturers Association.
Ollinger, J. M. (1996). “Model-based scatter correction for fully 3D PET.” Phys Med Biol 41(1): 153- 
76.
PARAPET Project “Esprit Project 23493.” http://www.brunel.ac.uk/~masrppet/.
Phelps, M. E., Hoffman, E. J., Mullani, N. A. and Ter-Pogossian, M. M. (1975). “Application of 
annihilation coincidence detection to transaxial reconstruction tomography.” JNucl Med 16(3): 210-24.
Phelps, M. E., Mazziotta, J. C. and Shelbert, H. R. (1986). Positron Emission Tomography and 
Autoradiography. Principles and Applications for the Brain and Heart. New York, Raven Press.
Rajappan, K., Rimoldi, O. E., Dutka, D. P., Ariff, B., Pennell, D. J., Sheridan, D. J. and Camici, P. G. 
(2002b). “Mechanisms of coronary microcirculatory dysfunction in patients with aortic stenosis and 
angiographically normal coronary arteries.” Circulation 105(4): 470-6.
Rakshi, J., Bailey, D. L., Morrish, P. K. and Brooks, D. J. (1996). Implementation of 3D Acquisition, 
Reconstruction and Analysis of Dynamic Fluorodopa Studies. Quantification o f Brain Function Using 
PET. R. Myers, V. J. Cunningham, D. L. Bailey and T. Jones. San Diego, Academic Press: 82-87.
Schafers, K. P., Spinks, T. J., Camici, P. G., Bloomfield, P. M., Rhodes, C. G., Law, M. P., Baker, C. 
S. R. and Rimoldi, O. (2002). “Absolute quantification of myocardial blood flow with water and 
positron emission tomography using the ECAT EXACT3D: Experimental validation.” J  Nucl Med 
accepted for publication.
Shepp, L. A. and Vardi, Y. (1982). “Maximum likelihood reconstruction for emission tomography.” 
IEEE Trans Medlmag MI-1: 113-122.
Sorenson, J. A. and Phelps, M. E. (1987). Physics in Nuclear Medicine. Orlando, Florida, Grune & 
Straton.
Sossi, V., Stazyk, M., Kinahan, P. and Ruth, T. J. (1994). “The performance of the single-slice 
rebinning technique for imaging the human striatum as evaluated by phantom studies.” Phys Med Biol 
39:369-380.
Spinks, T. J., Jones, T., Bailey, D. L., Townsend, D. W., Grootoonk, S., Bloomfield, P. M., Gilardi, M.
C., Casey, M. E., Sipe, B. and Reed, J. (1992). “Physical performance of a positron tomograph for 
brain imaging with retractable septa.” Phys Med Biol 37(8): 1637-55.
Spinks, T. J., Jones, T., Bloomfield, P. M., Bailey, D. L., Miller, M., Hogg, D., Jones, W. F., Vaigneur, 
K., Reed, J., Young, J., Newport, D., Moyers, C., Casey, M. E. and Nutt, R. (2000). “Physical 
characteristics of the ECAT EXACT3D positron tomograph.” Phys Med Biol 45(9): 2601-18.
Spinks, T. J., Miller, M. P., Bailey, D. L., Bloomfield, P. M., Livieratos, L. and Jones, T. (1998). “The 
effect of activity outside the direct field of view in a 3D-only whole-body positron tomograph.” Phys 
Med Biol 43(4): 895-904.
Strother, S. C., Casey, M. E. and Hoffman, E. J. (1990). “Measuring PET scanner sensitivity: relating 
countrates to image signal-to-noise ratios using noise equivalent counts.” IEEE Trans Nucl Sci 37(2): 
783-788.
65
Chapter 2
Ter-Pogossian, M. M., Mullani, N. A., Hood, J. T., Higgins, C. S. and Ficke, D. C. (1978b). “Design 
considerations for a positron emission transverse tomograph (PETT V) for imaging of the brain.” J  
Comput Assist Tomogr 2(5): 539-44.
Thibaud, J. (1933). “L'annihilation des positrons au contact de la matiere et la radiation qiu en resulte.” 
CR Acad Sci 197: 1629-1632.
Thielemans, K. (1999). Coordinates for projection space (PARAPET Project), MRC Cyclotron Unit, 
Hammersmith Hospital, London.
Townsend, D. W. and Defrise, M. (1993). Image reconstruction methods in positron emission 
tomography. Lecture notes. CERN.
Trebossen, R., Bendriem, B., Fontaine, A., Frouin, V. and Remy, P. (1996). Quantitation of the 
[18F]Fluorodopa Uptake in the Human Striatum in 3D PET with the ETM Scatter Correction. 
Quantification o f Brain Function Using PET. R. Myers, V. J. Cunningham, D. L. Bailey and T. Jones. 
San Diego, Academic Press: 88-92.
UK-PET Special Interest Group (1998). Comparison of 3D reconstructions from different canners and 
sites. http://www-pet.umds.ac.uk/UKPET.
Watson, C. C. (2000). “New, faster, image-based scatter correction for 3D PET.” IEEE Trans Nucl Sci 
47(4): 1587-94.
Watson, C. C., Newport, D. and Casey, M. E. (1996). A Single Scatter Simulation Technique for 
Scatter Correction in 3D PET. Three-Dimensional Image Reconstruction in Radiology and Nuclear 
Medicine. P. Grangeat and J.-L. Amans. Dordrecht, Kluwer Academic. 4: 255-268.
Watson, C. C., Newport, D., Casey, M. E., deKemp, R. A., Beanlands, R. S. and Schmand, M. (1997). 
“Evaluation of simulation-based scatter correction for 3-D PET cardiac imaging.” IEEE Trans Nucl Sci 
44(1): 90-7.
Webb, S. (1995). The Physics o f Medical Imaging, Institute Of Physics.
Welch, A., Campbell, C., Clackdoyle, R., Natterer, F., Hudson, M., Bromiley, A., Mikecz, P., Chillcot,
F., Dodd, M., Hopwood, P., Craib, S., Gullberg, G. T. and Sharp, P. (1998). “Attenuation correction in 
PET using consistency information.” IEEE Trans Nucl Sci 45(6): 3134-41.
Wienhard, K. (1998). Applications of 3D PET. The Theory and Practice o f 3D PET. B. Bendriem and
D. W. Townsend. Dordrecht, Kluwer Academic. 1: 133-167.
Wienhard, K., Dahlbom, M., Eriksson, L., Michel, C. and Heiss, W. D. (1993). Comparitive 
performance evaluation of the ECAT EXACT and ECAT EXACT HR positron cameras. 
Quantification o f Brain Function: Tracer Kinetics and Image Analysis in Brain PET. K. Uemera, N. 
Lassen, T. Jones and I. Kanno, Excerpta Medica: 363-369.
Xu, E. Z., Mullani, N. A., Gould, K. L. and Anderson, W. L. (1991). “A segmented attenuation 
correction for PET.” JNucl Med 32(1): 161 -5.
Xu, M., Luk, W. K., Cutler, P. D. and Digby, W. M. (1994). “Local threshold for segmented 
attenuation correction of PET imaging of the thorax.” IEEE Trans Nucl Sci 41(4): 1532-1537.
Yu, S. K. and Nahmias, C. (1995). “Single-photon transmission measurements in positron tomography 
using 137Cs.” Phys Med Biol 40(7): 1255-66.
Yu, S. K. and Nahmias, C. (1996). “Segmented attenuation correction using artificial neural networks 
in positron tomography.” Phys Med Biol 41(10): 2189-206.
66
Chapter 3
3.1 Introduction
In order to realise the scope of this work for high-resolution cardiac imaging with 
minimal influence of motion, data acquisition was performed on a fully 3D 
tomograph, designed for high spatial and temporal resolution and increased 
sensitivity. The ECAT EXACT3D (model 966, CTI, Knoxville, TN) (Jones et al.
1996) is a prototype designed with the above features in mind, in collaboration with 
the MRC Cyclotron Unit, to facilitate recording of human dynamic PET data for 
tracer kinetic analysis. In the present Chapter, the design features of the tomograph 
and the issues related to data acquisition and processing for quantitative imaging are 
discussed.
Chapter 3 -  Data Acquisition
Figure 3.1 The ECATEXACT3D with the covers open.
3.2 Tomograph Design
The design of the ECAT EXACT3D has followed a trail of PET scanner development 
which has led to recent designs with the standard feature of retractable septa being 
altogether dispensed (Karp et al. 1990; Townsend et al. 1993). This has been
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motivated by the desire to use the higher sensitivity of PET in 3D and the simplicity 
of mechanical design. The ECAT EXACT3D is the first full ring BGO-based scanner 
to operate only in 3D with the largest axial field-of-view and the highest sensitivity. 
The complexity of the mechanical design is significantly reduced by the absence of 
moving parts for retractable septa and transmission rod sources. Its design is based on 
the high-resolution BGO detector block used in the commercial model ECAT 
EXACT HR+ (Brix et al. 1997). The detector crystal in each block is sectioned in 8 x 
8 elements of 4.39 x 4.05 x 30 mm3 each (Figure 3.2). Due to the inter-crystal gap, 
the centre-to-centre spacing of each element is 4.85mm x 4.51mm (Spinks et al.
2000). Each detector block is optically coupled to 2 x 2 photo-multiplier tubes. Each 
ring consists of 72 blocks (576 elements) and there are 6 blocks axially making 48 
crystal rings (27,648 elements in total) which cover an axial field-of-view of 23.4 cm. 
In order to facilitate maintenance, detectors are arranged in axially removable groups 
of 12 (2 transaxial x 6 axial) blocks coupled with associated electronics; a unit 
referred to as "a bucket". Lead annuli of 25mm thickness and width of 8 cm shield the 
end sides of the scanner. Additional shielding can be manually added for brain 
imaging (Spinks et al. 1998).
All coincidence processing electronics are contained in the gantry and can support 
both frame and list mode of acquisition. The acquisition system (ACS II) includes a 
256 Mbyte buffer memory, a 34 Gbyte RAID disk for storage of the acquired data and 
a 32 Mbyte list mode memoiy partitioned into two buffers to avoid overflow and 
delays while writing on the disk.
3.3 Data Acquisition
3.3.1 Acquisition of Emission Data
Emission data are acquired in the energy window of 350 - 650 keV with a maximum 
acceptance angle corresponding to maximum ring difference of 40 (i.e. only events 
involving detectors not further than 40 crystal rings apart will be registered in the data 
set). In frame mode, a time frame definition which best suits the kinetics of the tracer 
used, is specified at the beginning of the acquisition. This is by-passed in list mode as 
data can be arranged in frames post-acquisition, often using the data themselves to 
optimise this process (Bloomfield et al. 1996).
Chapter 3
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Figure 3.2 The H R + detec tor b lock o f  the E CAT EXACT3D.
3.3.1.1 Data Size and Data Reduction
A c q u i s i t i o n  o f  d a t a  o n  t h e  E C A T  E X A C T 3 D  w i t h  a  m a x i m u m  r i n g  d i f f e r e n c e  o f  4 0  
w o u l d  r e s u l t  i n  1 8 6 , 4 5 8 , 1 1 2  p o s s i b l e  L O R s  i n  a  t o t a l  o f  2 2 4 8  ( o b l i q u e  a n d  d i r e c t )  
s i n o g r a m s .  W i t h  t h e  n o r m a l  s t o r a g e  r e q u i r e m e n t s  o f  2  b y t e s  p e r  s i n o g r a m  e n t r y  t h e r e  
w o u l d  b e  o v e r  3 5 5  M b  r e q u i r e d  f o r  t h e  s t o r a g e  o f  a  s i n g l e  f r a m e  o f  d a t a .  A n g u l a r  
c o m p r e s s i o n  ('m ashing) a n d  V a r i a b l e  A x i a l  R e b i n n i n g  ( V A R B )  a r e  u s e d  t o  r e d u c e  
d a t a  s i z e  w h i l e  m a i n t a i n i n g  s p a t i a l  s a m p l i n g  c l o s e  t o  t h a t  a c h i e v e d  f o r  i n d i v i d u a l  
L O R s .  V A R B  w i t h  a n  a n g u l a r  s t e p  e q u i v a l e n t  t o  s p a n = 9  r e d u c e s  t h e  t o t a l  n u m b e r  o f  
s i n o g r a m s  t o  5 5 9  r e s u l t i n g  i n  a  s i n g l e  f r a m e  o f  8 8 . 4 M b .  A n g u l a r  c o m p r e s s i o n  b y  a  
m a s h i n g  f a c t o r  o f  o n e  f u r t h e r  r e d u c e s  d a t a  s i z e  t o  4 4 . 2 M b .  T h e  a x i a l  c o m p r e s s i o n  
s c h e m e  i s  o u t l i n e d  b y  t h e  M i c h e l o g r a m  i n  F i g u r e  3 . 3  f o r  t h e  d e f a u l t  p a r a m e t e r s  o f  t h e  
E X A C T 3 D .  S i n o g r a m s  i n  f r a m e - m o d e  a r e  a u t o m a t i c a l l y  r e b i n n e d  i n  t h i s  w a y  w h i l e  i n  
l i s t  m o d e  d a t a  r e d u c t i o n  i s  p e r f o r m e d  b y  s o f t w a r e  a s  p a r t  o f  t h e  h i s t o g r a m m i n g  
p r o c e s s .
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Figure 3.3. M ichelogram  describing the Variable Axial Rebinning f o r  a 48 ring  
scanner fo r  maximum ring difference o f  40 and span o f  9 (default param eters fo r  the 
ECATEXACT3D). Each connecting line describes an averaged  sinogram  plane.
3.3.2 Acquisition of Transmission Data
A t t e n u a t i o n  c o r r e c t i o n  i s  p e r f o r m e d  u s i n g  S i n g l e  P h o t o n  T r a n s m i s s i o n  m e a s u r e m e n t s  
( d e K e m p  a n d  N a h m i a s  1 9 9 4 ;  K a r p  e t  a l .  1 9 9 5 ;  Y u  a n d  N a h m i a s  1 9 9 5 ) .  T r a n s m i s s i o n  
d a t a  a r e  a c q u i r e d  u s i n g  a  s i n g l e  p h o t o n  p o i n t  s o u r c e ,  w h i c h  t r a v e l s  v i a  a  h y d r a u l i c  
s y s t e m  t h r o u g h  a  h e l i c a l  g u i d e  i n  f r o n t  o f  t h e  d e t e c t o r s .  T h e  s o u r c e  c o n s i s t s  o f  1 5 0
137
M B q  o f  C s  ( E ) , = 6 6 2 k e V ,  t i / 2 = 3 0 . 2 y r )  c o n t a i n e d  i n  a  s m a l l  p e l l e t .  D a t a  a r e  a c q u i r e d  
i n  s i n g l e  p h o t o n  d e t e c t i o n  m o d e  a n d  a  L O R  i s  f o r m e d  b e t w e e n  t h e  d e t e c t e d  e v e n t  a n d  
t h e  p o s i t i o n  o f  s o u r c e ,  m o n i t o r e d  v i a  f o u r  s c i n t i l l a t i n g  f i b r e s  e q u a l l y  s p a c e d  a r o u n d  
t h e  s c a n n e r  r i n g .  T h e  n e e d  t o  m e a s u r e  3 D  a t t e n u a t i o n  f a c t o r s  t o g e t h e r  w i t h  i m p r o v e d  
c o u n t i n g  s t a t i s t i c s  a n d  t h e  s i m p l i c i t y  o f  d e s i g n  h a v e  l e d  t o  singles m ode  o f  a c q u i s i t i o n  
o f  t r a n s m i s s i o n  d a t a .  T r a n s m i s s i o n  d a t a  a r e  a c q u i r e d  i n  t h e  e n e r g y  w i n d o w  o f  5 0 0  -  
8 0 0  k e V  w i t h  a  m a x i m u m  a c c e p t a n c e  a n g l e  c o r r e s p o n d i n g  t o  m a x i m u m  r i n g
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d i f f e r e n c e  o f  2 2 .  A n  a x i a l  c o m p r e s s i o n  s c h e m e  w i t h  a n  a n g u l a r  s t e p  c o r r e s p o n d i n g  t o  
s p a n = 7 ,  o u t l i n e d  i n  F i g u r e  3 . 4 ,  i s  u s e d .
0  1 0  2 0  3 0  + 0
R i n g  A
Figure 3.4 M ichelogram  describing VARB fo r  a 48 ring scanner, maximum ring  
difference o f  22 and span o f  7  (default param eters fo r  transm ission data acquisition  
on the EXACT3D).
3.4 Performance Characteristics
T h e  p h y s i c a l  p e r f o r m a n c e  c h a r a c t e r i s t i c s  o f  t h e  s c a n n e r  h a v e  b e e n  r e p o r t e d  i n  v a r i o u s  
p u b l i c a t i o n s  ( J o n e s  e t  a l .  1 9 9 6 ;  S p i n k s  e t  a l .  1 9 9 6 ;  B a i l e y  e t  a l .  1 9 9 8 ;  S p i n k s  e t  a l .  
1 9 9 8 ;  B a i l e y  e t  a l .  1 9 9 8 c ;  S p i n k s  e t  a l .  2 0 0 0 ) .  A n  o v e r v i e w  o f  t h e  p h y s i c a l  
c h a r a c t e r i s t i c s  p i v o t a l  t o  t h e  a c q u i s i t i o n  o f  c a r d i a c  d a t a  i s  g i v e n  b e l o w .
3.4.1 Energy Resolution
E n e r g y  s p e c t r a  f o r  " m T c ( 1 4 1 k e V ) > m I ( 3 6 5 k e V ) ,  6 8 G a ( 5 1 1 k e V ) ,  , s F ( 5 1 1 k e V )  a n d
137 •
C s ( 6 6 2 k e V )  i n  s m a l l  v o l u m e s  ( ~ l m l )  w e r e  a c q u i r e d  i n  b i n s  o f  2 0 k e V  i n  t h e  r a n g e  
o f  1 0 0  t o  8 5 0  k e V  ( S p i n k s  e t  a l .  1 9 9 6 ;  S p i n k s  e t  a l .  2 0 0 0 ) .  A  g o o d  c o r r e l a t i o n  w a s
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f o u n d  b e t w e e n  t r u e  a n d  m e a s u r e d  p h o t o p e a k  p o s i t i o n s  w i t h  m e a n  a c c u r a c y  o v e r  t h e  
r a n g e  w i t h i n  8k e V .  T h e  e n e r g y  r e s o l u t i o n  ( F W H M )  a t  5 1 1 k e V  w a s  f o u n d  t o  b e  
1 1 5 k e V  ( 2 3 % ) ,  a  t y p i c a l  v a l u e  f o r  m o s t  B G O  s y s t e m s .
3.4.2 Spatial Resolution
T r a n s a x i a l  s p a t i a l  r e s o l u t i o n  w a s  m e a s u r e d  u s i n g  a  g l a s s  c a p i l l a r y  t u b e  ( 0 = 1  m m )  
w i t h  1 8 F  i n  a  2 0 c m  w a t e r - f i l l e d  c y l i n d e r  a t  v a r i o u s  r a d i a l  a n d  t a n g e n t i a l  p o s i t i o n s  b y  
S p i n k s  e t  a l  ( S p i n k s  e t  a l .  2 0 0 0 ) .  D a t a  w e r e  r e c o n s t r u c t e d  w i t h  t h e  r e p r o j e c t i o n  
a l g o r i t h m  ( K i n a h a n  a n d  R o g e r s  1 9 8 9 ;  T o w n s e n d  e t  a l .  1 9 9 1 )  a n d  w i t h  m e a s u r e d  
a t t e n u a t i o n  c o r r e c t i o n .  R e s o l u t i o n  w a s  f o u n d  t o  b e  f a i r l y  u n i f o r m  o v e r  t h e  c e n t r a l  
p l a n e s  o f  t h e  s c a n n e r  w i t h  s o m e  d e t e r i o r a t i o n  t o w a r d s  t h e  e d g e s ,  a  c h a r a c t e r i s t i c  o f  
t h e  r e p r o j e c t i o n  a l g o r i t h m  t h a t  h a s  b e e n  p r e v i o u s l y  r e p o r t e d  ( S p i n k s  e t  a l .  1 9 9 2 ) .  T h e  
F W H M  i n  t h e  c e n t r a l  p l a n e s  a t  1 c m  o f f - c e n t r e  w a s  4 . 8 ± 0 . 2  m m  w i t h  t h e  r a m p  f i l t e r  
a n d  6 . 7 ± 0 . 1  m m  w i t h  a  H a n n  w i n d o w  a p p l i e d  ( N y q u i s t  c u t - o f f  f r e q u e n c y ) .  A t  1 0 c m  
o f f - c e n t r e  r e s o l u t i o n  w o r s e n s  b y  a  f a c t o r  o f  1 . 2 8  r a d i a l l y  a n d  1 . 0 8  t a n g e n t i a l l y  w i t h  
t h e  r a m p  f i l t e r  ( 1 . 1 6  a n d  1 . 0 2  r e s p e c t i v e l y  w h e n  a  H a n n  w i n d o w  w a s  
a p p l i e d ) . A n g u l a r  c o m p r e s s i o n  ('mashing') w a s  n o t  f o u n d  t o  s i g n i f i c a n t l y  a f f e c t  
r e s o l u t i o n .  R e s o l u t i o n  m e a s u r e d  i n  a i r  w a s  f o u n d  t o  b e  o n  a v e r a g e  0 . 2 m m  b e t t e r  t h a n  
i n  s c a t t e r i n g  m e d i u m .
A x i a l  r e s o l u t i o n ,  m e a s u r e d  u s i n g  a  c e r a m i c  b e a d  ( 0 = 1  m m )  s o a k e d  i n  18F ,  w a s  f o u n d  
t o  b e  4 . 8 ± 0 . 5  m m  ( F W H M )  f o r  t h e  d e f a u l t  a c q u i s i t i o n  p a r a m e t e r s  ( S p i n k s  e t  a l .  
2 0 0 0 ) .  S p i n k s  e t  a l  h a v e  a l s o  m e a s u r e d  a x i a l  r e s o l u t i o n  w i t h  d i f f e r e n t  a x i a l  
c o m p r e s s i o n  s t e p  ( s p a n = 3 )  a n d  w i t h  F o u r i e r  R e b i n i n g  ( F O R E )  ( D e f r i s e  e t  a l .  1 9 9 7 ) .  
N o  s i g n i f i c a n t  d i f f e r e n c e  i n  F W H M  w a s  r e p o r t e d  f o r  t h e  d i f f e r e n t  V A R B  s c h e m e s  
w i t h i n  t h e  c e n t r a l  p a r t  o f  t h e  f i e l d - o f - v i e w ,  w h i l e  a  0 .8m m  d e g r a d a t i o n  a t  10  c m  o f f -  
c e n t r e  ( 1 . 2 m m  a t  2 0  c m )  w a s  f o u n d  w i t h  t h e  F O R E  a l g o r i t h m  ( S p i n k s  e t  a l .  2 0 0 0 ) .  A n  
a v e r a g e  s l i c e  t h i c k n e s s  o f  4 . 3 ± 0 . 4  m m  w a s  r e p o r t e d  ( S p i n k s  e t  a l .  1 9 9 6 ;  S p i n k s  e t  a l .  
2000).
3.4.3 System Sensitivity
T o t a l  s y s t e m  s e n s i t i v i t y ,  m e a s u r e d  b y  S p i n k s  e t  a l  ( S p i n k s  e t  a l .  1 9 9 6 ;  S p i n k s  e t  a l .  
2 0 0 0 )  o n  a  2 0 c m  c y l i n d e r  w i t h  1 8 F  s o l u t i o n  a t  l o w  c o u n t - r a t e s  a n d  w i t h  s c a t t e r  
c o r r e c t i o n ,  w a s  6 9  c p s / B q / m l .  A x i a l  v a r i a t i o n  o f  s e n s i t i v i t y ,  m e a s u r e d  w i t h  a  s t e p p i n g  
1 8 F  p o i n t  s o u r c e  i n  a i r  f o r  d i f f e r e n t  a x i a l  c o m p r e s s i o n  p a r a m e t e r s ,  p e a k e d  t o w a r d s  t h e
Chapter 3
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a x i a l  c e n t r e  w i t h  i n c r e a s i n g  m a x i m u m  a c c e p t a n c e  a n g l e  w h i l e  t h e  a x i a l  s e n s i t i v i t y  
p r o f i l e  w a s  m o r e  f l a t  a t  l o w e r  v a l u e s  o f  m a x i m u m  a c c e p t a n c e  a n g l e  ( S p i n k s  e t  a l .  
1 9 9 6 ;  S p i n k s  e t  a l .  2 0 0 0 ) .  A b s o l u t e  s e n s i t i v i t y  ( § 2 . 5 . 6 ) ,  m e a s u r e d  w i t h  a  1 8 F  l i n e  
s o u r c e  a n d  i n t e r l e a v e d  a l u m i n i u m  s l e e v e s  ( B a i l e y  e t  a l .  1 9 9 1 b ) ,  w a s  5 . 8 %  ( S p i n k s  e t  
a l .  2 0 0 0 ) .  F i g u r e s  f o r  v a r i o u s  B G O  P E T  s c a n n e r s  a r e  g i v e n  i n  T a b l e  3 - 1  f o r  
c o m p a r i s o n  w i t h  t h e  E X A C T 3 D .
Table 3-1
Sensitivity figu res f o r  various B G O  P E T  tom ographs .
Tomograph Axial FOV 
(cm)
Ring Diameter 
(cm)
Total System 
Sensitivity 
(cps/Bq/ml)
Absolute
Sensitivity
(cps/Bq)
EXACT3D 23.4 82.7 69 0.058
HR+ (3D) 15.5 82.7 27.7 ?
HR+ (2D) 15.5 82.7 5.7 ?
NeuroECAT 953B (3D) 10.8 76.5 2.9 0.028
NeuroECAT 953B (2D) 10.8 76.5 13.8 0.0052
ECAT ART (3D) 16.2 82 11.4
(data not scatter corrected)
0.017
ECAT 931 (2D) 10.8 102 2.5 0.0039
Data collated from (Spinks et al. 2000), (Brix et al. 1997), (Spinks et al. 1992), (Bailey et al. 1996), 
(Spinks et al. 1988)
3.4.4 Scatter Fraction
T h e  s c a t t e r  f r a c t i o n  w a s  m e a s u r e d  a c c o r d i n g  t o  N E M A  s p e c i f i c a t i o n s  b y  S p i n k s  e t  a l  
( S p i n k s  e t  a l .  1 9 9 6 )  f o r  a  2 0 c m  c y l i n d e r  a t  t h e  e n e r g y  w i n d o w  o f  3 5 0  -  6 5 0  k e V  a s  
4 0 ± 2  %  ( 4 7 ± 2  %  f o r  t h e  e n e r g y  w i n d o w  o f  2 5 0  -  6 5 0  k e V ) .
T h e  s c a t t e r  f r a c t i o n  i n  t h e  E E C  c h e s t  p h a n t o m  ( G u z z a r d i  e t  a l .  1 9 9 1 )  ( F i g u r e  3 . 5 )  w a s  
m e a s u r e d  u s i n g  t h e  m e t h o d  o f  i n t e g r a t i n g  t h e  c o u n t  u n d e r  t h e  p r o f i l e  “ w i n g s ”  
( § 2 . 5 . 3 ) .  M e a s u r e m e n t s  w i t h  a  l i n e  s o u r c e  i n s e r t e d  i n  t h e  p h a n t o m  a t  d i f f e r e n t  r a d i a l  
p o s i t i o n s  w e r e  a c q u i r e d .  A n  a v e r a g e  f i g u r e  o f  s c a t t e r  f r a c t i o n  w a s  d e r i v e d  b y  
w e i g h t i n g  t h e  m e a s u r e m e n t s  a t  e a c h  p o s i t i o n  b y  t h e  a r e a  t r a n s p o s e d .  A n  a v e r a g e  
s c a t t e r  f r a c t i o n  o f  6 2 . 0 2  ± 2 . 1 7  %  w a s  f o u n d  ( F i g u r e  3 . 6 ) ,  w h i c h  c o m p a r e s  w e l l  w i t h  
t h e  r e p o r t e d  s c a t t e r  f r a c t i o n  ( 6 0 . 0 6  ±  1 . 4 5  % )  f r o m  t h e  c o r r e c t i o n  m e t h o d  a p p l i e d  
d u r i n g  r e c o n s t r u c t i o n  o f  t h e  d a t a  ( W a t s o n  e t  a l .  1 9 9 6 )  ( § 3 . 5 . 4 ) .  T h u s ,  o n  a n  a v e r a g e  
c a r d i a c  s t u d y ,  m o r e  t h a n  5 0 %  o f  t h e  d e t e c t e d  t r u e  c o i n c i d e n c e s  a r e  s u b t r a c t e d  f r o m  
t h e  d a t a  a s  c o r r e s p o n d i n g  t o  s c a t t e r e d  e v e n t s .
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Figure 3.5 D raw ings o f  the E EC chest phantom  (G uzzardi et al. 1991) (dim ensions in 
mm).
scatter fraction scatter fraction
position weights_________ measured________ reported from sc. correction
A 0 .672779 60 .39 58.96
B 0 .290866 65.14 63.12
C 0.036581 66.69 55.67
Average Weighted 62.02 ± 2.17___________ 60.06 ± 1.45
Figure 3 .6  Schem atic diagram  o f  the E EC chest phantom  with the position s where the 
line source was inserted. The m easured and reported  from  the sca tter correction  
p rocess values o f  sca tter frac tion  (%) a t each position  are shown.
3.4.5 Count-Rate Performance
A  c o n s e q u e n c e  o f  t h e  d e s i g n  o f  t h e  E X A C T 3 D ,  a n d  p a r t i c u l a r l y  t h e  o p e n  g e o m e t r y  
a n d  t h e  l o n g  a x i a l  d i m e n s i o n ,  i s  i t s  e x t e n d e d  s i n g l e s  f i l e d - o f - v i e w  w h i c h  r e s u l t s  t o  
i n c r e a s e d  i n f l u e n c e  f o r m  o u t - o f - f i e l d  a c t i v i t y .  T h i s  d i r e c t l y  a f f e c t s  t h e  s c a n n e r ’ s  
c o u n t - r a t e  p e r f o r m a n c e  b y  i n c r e a s i n g  t h e  d e t e c t e d  r a n d o m  c o i n c i d e n c e  r a t e  a n d  
d e t e c t o r  d e a d - t i m e .  T h e  i s s u e  h a s  b e e n  i n v e s t i g a t e d  b y  S p i n k s  e t  a l  ( S p i n k s  e t  a l .  
1 9 9 8 )  a n d  B a i l e y  e t  a l  ( B a i l e y  e t  a l .  1 9 9 8 ) .  A n  a t t e m p t  w a s  m a d e  t o  a d d r e s s  t h e  
p r o b l e m  o f  o u t - o f - f i e l d  a c t i v i t y  i n  c a r d i a c  s t u d i e s  b y  i m p l e m e n t i n g  a  b o d y  l e a d  s h i e l d  
( S p i n k s  e t  a l .  1 9 9 8 ;  M i l l e r  2 0 0 0 ) ,  h o w e v e r ,  t h e  i m p r o v e m e n t s  i n  c o u n t - r a t e  
p e r f o r m a n c e  w e r e  n o t  f o u n d  t o  o f f s e t  t h e  p r a c t i c a l  d i f f i c u l t i e s  a s s o c i a t e d  w i t h  t h e  u s e  
o f  s u c h  d e v i c e s  i n  r o u t i n e  a c q u i s i t i o n  o f  p a t i e n t  d a t a .
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A  n u m b e r  o f  e x p e r i m e n t a l  m e a s u r e m e n t s  o n  a  n o r m a l  v o l u n t e e r  w e r e  p e r f o r m e d  w i t h  
v a r i o u s  d o s e s  o f  H 2150  i n  o r d e r  t o  d e t e r m i n e  t h e  o p t i m u m  d o s e  f o r  c a r d i a c  M B F  
s t u d i e s .  I n j e c t e d  d o s e  w a s  c a l i b r a t e d  a g a i n s t  a  w e l l - c o u n t e r  a n d  t h e  c o u n t - r a t e s  o f  
p r o m p t  a n d  d e l a y e d  c o i n c i d e n c e s  w e r e  r e g i s t e r e d .  N o i s e  e q u i v a l e n t  c o u n t s ,  c a l c u l a t e d  
f o r  a  s c a t t e r  f r a c t i o n  o f  6 0 %  ( § 3 . 4 . 4 )  a n d  a  p r o j e c t i o n  f r a c t i o n  ( / )  o f  0 . 4 5  a s  e v a l u a t e d  
b y  t r a n s m i s s i o n  d a t a ,  a r e  s h o w n  i n  F i g u r e  3 . 7  f o r  v a r i o u s  i n j e c t e d  d o s e s  o f  a c t i v i t y  f o r  
t h e  f i r s t  1 2 0  s e c  o f  t h e  a c q u i s i t i o n .  T h e  r a t i o  o f  t r u e  t o  r a n d o m  c o i n c i d e n c e  r a t e s  o n  
t h e  s a m e  d a t a  i s  p l o t t e d  i n  F i g u r e  3 . 7 .  A  h i g h  d e p e n d e n c e  o f  t h e  p e r f o r m a n c e  o f  t h e  
s c a n n e r  t o  t h e  a c t i v i t y  i n  t h e  f i e l d - o f - v i e w  i s  o b s e r v e d .  T h i s  i s  e s p e c i a l l y  i m p o r t a n t  f o r  
c a r d i a c  M B F  s t u d i e s  i n  3 D  P E T  w i t h  B G O  s y s t e m s ,  a s  t h e  m a j o r i t y  o f  t h e  i n j e c t e d  
a c t i v i t y  w i l l  p a s s  t h r o u g h  t h e  F O V  a n d ,  t h e r e f o r e ,  d o s e  w i l l  b e  r e s t r i c t e d  b y  t h e  
l i m i t e d  d y n a m i c  r a n g e  o f  t h e  s c a n n e r .  F u r t h e r m o r e ,  t h e  a c c u r a c y  i n  d e l i v e r i n g  t h e  
c o r r e c t  d o s e ,  u s u a l l y  b y  o n - l i n e  d e l i v e r y  s y s t e m s ,  b e c o m e s  s i g n i f i c a n t  i n  t h e s e  l i m i t e d  
d y n a m i c  c o n d i t i o n s .  O n  t h e  b a s i s  o f  m a x i m u m  N E C s  a n d  t r u e  c o i n c i d e n c e  r a t e s  o v e r  
r a n d o m s ,  t h e  d o s e  o f  9 2  M B q  ( 2 . 5  m C i )  w a s  f o u n d  t o  c o r r e s p o n d  t o  o p t i m a l  i m a g i n g  
c o n d i t i o n s  o n  t h e  E X A C T 3 D  a n d  w a s  i n c o r p o r a t e d  i n  t h e  r o u t i n e  p r o t o c o l  f o r  c a r d i a c  
M B F  s t u d i e s .  T h e  d o s e  d e l i v e r y  s y s t e m ,  t y p i c a l l y  s e t  t o  d e l i v e r  a l m o s t  a n  o r d e r  o f  
m a g n i t u d e  h i g h e r  H 2150  d o s e s  w i t h  t h e  p r e v i o u s  g e n e r a t i o n  o f  P E T  s c a n n e r s  i n  2 D  
( t y p i c a l l y  6 5 0 M B q  o n  t h e  E C A T  9 3 1 ) ,  w a s  c a l i b r a t e d  t o  l o w e r  d o s e  l e v e l s .
3.4.6 Dose Optimisation
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time (sec)
F igure 3 .7  N E C  rates o f  card iac H f tO  scans on a norm al volunteer a t various doses 
o f  activity.
time (sec)
F igure 3.8 R atio o f  true to random  coincidence rates in cardiac H f t O  scans on a 
norm al volunteer a t various doses o f  activity.
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T h i s  s e c t i o n  o u t l i n e s  t h e  p r o c e s s i n g  s t e p s  a n d  c o r r e c t i o n s  w h i c h  a r e  a p p l i e d  t o  t h e  
a c q u i r e d  d a t a  i n  o r d e r  t o  o b t a i n  q u a n t i t a t i v e  i m a g e s .
3.5.1 Correction for Random Coincidences
R a n d o m  c o i n c i d e n c e s  a r e  e s t i m a t e d  b y  t h e  d e l a y e d  w i n d o w  t e c h n i q u e  a n d  a r e  
s u b t r a c t e d  f r o m  t h e  p r o m p t  c o i n c i d e n c e  d a t a .  D u e  t o  t h e  w i d e  f i e l d - o f - v i e w  o f  
a c c e p t a n c e  f o r  s i n g l e  e v e n t s  o n  t h e  E X A C T 3 D ,  r e s u l t i n g  i n  h i g h  d e l a y e d  c o i n c i d e n c e  
r a t e s ,  t h e  s u b t r a c t e d  r a n d o m s  f o r m  a  l a r g e  f r a c t i o n  o f  t h e  p r o m p t  d a t a .  I n  o r d e r  t o  
r e d u c e  t h e  s t a t i s t i c a l  n o i s e  a s s o c i a t e d  w i t h  t h i s  p r o c e s s ,  t h e  C a s e y  a n d  H o f f m a n  
r a n d o m s  v a r i a n c e  r e d u c t i o n  m e t h o d  ( C a s e y  a n d  H o f f m a n  1 9 8 6 )  w a s  i n v e s t i g a t e d  
( M i l l e r  2 0 0 0 ) .  A n  o v e r a l l  i m p r o v e m e n t  o f  m o r e  t h a n  1 0 %  i n  t h e  c o e f f i c i e n t  o f  
v a r i a t i o n  o f  t h e  r a n d o m  c o i n c i d e n c e  d a t a  w a s  d e m o n s t r a t e d  i n  h i g h  c o u n t - r a t e  s t u d i e s  
( M i l l e r  2 0 0 0 ) .  H o w e v e r ,  t h e s e  i m p r o v e m e n t s  d i d  n o t  r e f l e c t  i n t o  t h e  r e c o n s t r u c t e d  
e m i s s i o n  d a t a  a n d  t h e  m e t h o d  w a s  n o t  i m p l e m e n t e d  i n t o  t h e  r o u t i n e  d a t a  a c q u i s i t i o n  
d u e  t o  u n j u s t i f i a b l e  p r a c t i c a l  l i m i t a t i o n s  a n d  e x t e n s i v e  p r o c e s s i n g  t i m e s .
3.5.2 Attenuation Correction
S i n g l e  p h o t o n  t r a n s m i s s i o n  d a t a  a r e  a c q u i r e d  a s  d e s c r i b e d  i n  § 3 . 3 . 2 .  L o c a l  t h r e s h o l d  
i m a g e  s e g m e n t a t i o n  ( X u  e t  a l .  1 9 9 4 )  o f  a t t e n u a t i o n  c o e f f i c i e n t  m a p s  i s  u s e d  t o  
c o m p e n s a t e  f o r  t h e  i n f l u e n c e  o f  s c a t t e r  i n  t h e  t r a n s m i s s i o n  d a t a  ( B a i l e y  e t  a l .  1 9 9 7 ;  
L i v i e r a t o s  a n d  B a i l e y  1 9 9 7 ;  L i v i e r a t o s  e t  a l .  1 9 9 7 b ) .  S e g m e n t e d  a t t e n u a t i o n  
c o e f f i c i e n t  m a p s  a r e  f o r w a r d - p r o j e c t e d  t o  m a t c h  t h e  a c q u i s i t i o n  p a r a m e t e r s  o f  t h e  
e m i s s i o n  d a t a  ( m a x i m u m  a c c e p t a n c e  a n g l e  o f  4 0 ,  s p a n  o f  9 )  a n d  e m i s s i o n  p r o j e c t i o n s  
a r e  m u l t i p l i e d  b y  t h e  c o r r e s p o n d i n g  e x p o n e n t i a l  a t t e n u a t i o n  c o r r e c t i o n  f a c t o r .  F u r t h e r  
i s s u e s  r e l a t e d  t o  t h e  a c q u i s i t i o n  o f  t r a n s m i s s i o n  d a t a  a n d  a c c u r a t e  a t t e n u a t i o n  
c o r r e c t i o n  a r e  d i s c u s s e d  i n  C h a p t e r  4 .
3.5.3 Detector Normalisation
A  c o m p o n e n t - b a s e d  s c h e m e  ( C a s e y  e t  a l .  1 9 9 5 )  i s  u s e d  f o r  d e t e c t o r  n o r m a l i s a t i o n .  
I n d i v i d u a l  c r y s t a l  e f f i c i e n c y  f a c t o r s  a r e  m e a s u r e d  u s i n g  a  u n i f o r m  6 8 G e  c y l i n d e r .  
G e o m e t r i c  e f f i c i e n c y  f a c t o r s  a r e  m e a s u r e d  u s i n g  a  r o t a t i n g  6 8 G e  r o d  s o u r c e  a n d  s i n c e  
t h e s e  r e m a i n  c o n s t a n t ,  t h i s  s t e p  c a n  b e  e x c l u d e d  f r o m  r o u t i n e  n o r m a l i s a t i o n  p r o c e s s .  
T h e  c o m p o n e n t - b a s e d  a p p r o a c h  o f f e r s  a  t e c h n i q u e  i n d e p e n d e n t  o f  t h e  a x i a l  a n d
3.5 Data Processing and Image Reconstruction
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a n g u l a r  d a t a  r e d u c t i o n  s c h e m e s  a n d  c a n  t h e r e f o r e  b e  a p p l i e d  t o  d a t a  a c q u i r e d  w i t h  
d i f f e r e n t  p a r a m e t e r s  s u c h  a s  s p a n  a n d  m a x i m u m  a c c e p t a n c e  a n g l e .  H o w e v e r ,  i t  i s  a  
r e l a t i v e l y  s l o w  p r o c e s s  a n d  i t  h a s  b e e n  c r i t i c i s e d  f o r  r a d i a l  r i n g  a r t e f a c t s  a n d  l a c k  o f  
p r o v i s i o n  t o  a c c o u n t  f o r  c o u n t - r a t e  d e p e n d e n c e  ( § 2 .6 .2 ) .
3.5.4 Scatter Correction
T h e  s c a n n e r  m a n u f a c t u r e r ' s  i m p l e m e n t a t i o n  o f  a  m o d e l - b a s e d  s c h e m e  ( O l l i n g e r  1 9 9 6 ;  
W a t s o n  e t  a l .  1 9 9 6 )  i s  u s e d  f o r  s c a t t e r  c o r r e c t i o n  o f  t h e  d a t a .  S c a t t e r  i s  c a l c u l a t e d  f r o m  
t h e  K l e i n - N i s h i n a  e q u a t i o n  ( § 2 . 2 . 3 )  u s i n g  t h e  i n i t i a l  e m i s s i o n  a n d  t h e  s e g m e n t e d  
t r a n s m i s s i o n  d a t a .  N a r r o w - b e a m  a t t e n u a t i o n  f a c t o r s  f o r  t h e  c a l c u l a t i o n s  a r e  o b t a i n e d  
f r o m  t h e  t r a n s m i s s i o n  d a t a ,  w h i c h  i n c r e a s e s  t h e  s i g n i f i c a n c e  o f  a c c u r a t e  t r a n s m i s s i o n  
m e a s u r e m e n t s .  C a l c u l a t i o n  o f  s c a t t e r  i s  r e s t r i c t e d  t o  r a y s  t h r o u g h  t h e  o b j e c t  a s  t h i s  i s  
d e f i n e d  b y  s i m p l e  t h r e s h o l d i n g  o f  t h e  a t t e n u a t i o n  m a p s  a n d  a c c o u n t s  o n l y  f o r  s i n g l e  
s c a t t e r  ( a p p r o x i m a t e l y  7 5 - 8 0 %  o f  a l l  s c a t t e r e d  e v e n t s  ( O l l i n g e r  1 9 9 6 ) ) .  T h e  m e t h o d s  
h a s  b e e n  v a l i d a t e d  f o r  c a r d i a c  3 D  P E T  i m a g i n g  ( W a t s o n  e t  a l .  1 9 9 7 )  a n d  i t s  
p e r f o r m a n c e  o n  t h e  E X A C T 3 D  w a s  a s s e s s e d  w i t h  v a r i o u s  p h a n t o m  a r r a n g e m e n t s  b y  
t h e  H a m m e r s m i t h  g r o u p  ( S p i n k s  e t  a l .  1 9 9 8 ;  B a i l e y  e t  a l .  1 9 9 8 c ;  M i l l e r  2 0 0 0 ;  S p i n k s  
e t  a l .  2000 )  a n d  w a s  f o u n d  s a t i s f a c t o r y  f o r  b r a i n  a n d  c h e s t  i m a g i n g .
3.5.5 Image Reconstruction
R e c o n s t r u c t i o n  o f  e m i s s i o n  d a t a  w a s  p e r f o r m e d  u s i n g  t h e  m a n u f a c t u r e r ' s  
i m p l e m e n t a t i o n  o f  t h e  3 D  r e p r o j e c t i o n  a l g o r i t h m  ( K i n a h a n  a n d  R o g e r s  1 9 8 9 ;  
T o w n s e n d  e t  a l .  1 9 9 1 ) .  R e c o n s t r u c t i o n  o f  t r a n s m i s s i o n  d a t a  w a s  d o n e  w i t h  s t a n d a r d  
2 D  f i l t e r e d - b a c k p r o j e c t i o n  a f t e r  S i n g l e  S l i c e  R e b i n n i n g .
3.5.6 Dead-time Correction
D e a d - t i m e  i s  c a l c u l a t e d  f r o m  t h e  s i n g l e  p h o t o n  r a t e s  (Csingles) w i t h  a n  e m p i r i c a l  
p o l y n o m i a l  e q u a t i o n  w h i c h  c o m p r i s e s  a  p a r a l y s i n g  a n d  a  n o n - p a r a l y s i n g  c o m p o n e n t :  
D etector dead-tim e =  1  +  aC singles + b C 2ngles E q .  3 - 1
w h e r e  a  a n d  b  a r e  t h e  p a r a l y s i n g  a n d  n o n - p a r a l y s i n g  c o m p o n e n t s ,  r e s p e c t i v e l y ,  f o r  
e a c h  a x i a l  c r y s t a l .  S i n g l e  p h o t o n  c o u n t s  a r e  p o l l e d  e v e r y  2  s e c o n d s  a n d  a r e  a v e r a g e d  
o v e r  4  d e t e c t o r  b l o c k s  ( 2  a x i a l l y  x  2  t r a n s a x i a l l y ) .  D e a d - t i m e  c o r r e c t i o n  f a c t o r s  h a v e  a  
m a x i m u m  o f  a b o u t  3 5 %  a t  m a x i m u m  t r u e s  r a t e  ( S p i n k s  e t  a l .  1 9 9 6 )  a n d  a r e  a c c u r a t e  
t o  w i t h i n  3 %  u p  t o  t h e  c o u n t  s a t u r a t i o n  p o i n t  ( S p i n k s  e t  a l .  1 9 9 6 ;  S p i n k s  e t  a l .  2 0 0 0 ) .
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3.5.7 Calibration
P i x e l  v a l u e s  o f  t h e  r e c o n s t r u c t e d  i m a g e s ,  w i t h  a l l  c o r r e c t i o n s  a p p l i e d ,  a r e  c a l i b r a t e d  t o  
u n i t s  o f  k B q / m l .  C a l i b r a t i o n  f a c t o r s  i n  k B q / m l / c p s / p i x e l  a r e  p e r i o d i c a l l y  d e r i v e d  f r o m  
s c a n s  o f  a  u n i f o r m  c y l i n d e r  o f  k n o w n  a c t i v i t y  c o n c e n t r a t i o n ,  a s  m e a s u r e d  b y  a l i q u o t s  
o n  a  w e l l - c o u n t e r .
3.6 Summary
A  d e s c r i p t i o n  o f  t h e  m a i n  t o m o g r a p h  u s e d  f o r  d a t a  a c q u i s i t i o n  a n d  a n  o u t l i n e  o f  i t s  
p h y s i c a l  p e r f o r m a n c e  c h a r a c t e r i s t i c s  w e r e  d i s c u s s e d  i n  t h i s  C h a p t e r .  P h y s i c a l  
p e r f o r m a n c e  c h a r a c t e r i s t i c s  c e n t r a l  t o  t h e  a c q u i s i t i o n  o f  h i g h - r e s o l u t i o n  d y n a m i c  
c a r d i a c  d a t a  w e r e  o u t l i n e d ,  s u c h  a s  t h e  s p a t i a l  r e s o l u t i o n ,  s y s t e m  s e n s i t i v i t y ,  s c a t t e r  
f r a c t i o n  a n d  c o u n t - r a t e  p e r f o r m a n c e .  T h e  i s s u e s  o f  i n f l u e n c e  f r o m  a c t i v i t y  o u t s i d e  t h e  
d i r e c t  f i e l d - o f - v i e w  a n d  c o u n t - r a t e  p e r f o r m a n c e ,  w i t h  r e s p e c t  t o  d o s e  o p t i m i s a t i o n ,  
w e r e  o u t l i n e d .  F i n a l l y ,  a  s y n o p s i s  w a s  g i v e n  o f  t h e  p r o c e s s i n g  s t e p s  a n d  c o r r e c t i o n s  t o  
o b t a i n  q u a n t i t a t i v e  i m a g e s .
------------------------------------------------------
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Chapter 4 -  Attenuation Correction in Cardiac 3D PET
4.1 Introduction
Attenuation correction is a fundamental aspect of quantification in positron emission 
tomography. Transmission measurements with external sources are used to obtain the 
separable attenuation integral in the exponential factor of the basic equation of 
coincidence detection:
Attenuation correction factors (ACF), calculated as the ratio of the transmission 
projection data with and without the object in the field-of-view, are directly applied in 
a multiplicative manner to the emission projection data to account for photon 
attenuation. While attenuation correction factors in the brain range typically from 1 to 
6 (Figure 4.1), attenuation at chest level is significantly higher, represented by 
correction factors as high as 120 -150 for some projections that include the arms 
(Figure 4.2). This highlights the magnitude of correction required in the body to 
ensure accurate quantification of the tracer distribution. Furthermore, although 
attenuation correction factors in the brain are fairly homogeneous and can be 
estimated based on object boundaries (Huang et al. 1981), or by consistency criteria 
(Welch et al. 1998) from the emission data, a similar approach has not found 
application for attenuation correction in the thorax due to the substantial variation in 
object shape, size and attenuation coefficients in the different types of tissue. 
Traditionally, transmission measurements are performed in coincidence detection 
mode using a ring or rod positron emitting source. Transmission measurements with 
single photon emitting sources have been recently introduced, making use of higher 
photon flux. In this work we exploit the use of a single photon transmission system as 
the only alternative within the limitation of the mechanical design of a 3D full-ring 
tomograph, such as the EXACT3D, with the aim to accurately measure 3D 
attenuation correction factors in the thorax. This is of major importance for 
quantitative cardiac imaging not only due to the magnitude of attenuation correction
-  ]dyrfj(x ,y)
(4-1)
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in the thorax but also because the scatter correction scheme relies on accurate 
attenuation coefficients (§3.5.4).
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Figure 4.1 . Profile o f attenuation correction factors for parallel projections through 
the centre o f the brain.
4.2 Designs for Transmission Measurements in PET
Early PET tomographs used a positron emitting rod source of 68Ge-68Ga (half-life of 
parent 68Ge, ti/2=270.8d) that was extended in front of the detectors during 
transmission scanning (Phelps et al. 1975). Annihilation events are recorded in 
coincidence mode between the detectors close to the source and the opposing 
detectors (Figure 4.3a). In later designs the ring source was replaced by a rotating rod 
source (Derenzo et al. 1981) (Figure 4.3b) in a geometry which remained common 
through to the current generation of PET tomographs. This geometry allowed the 
electronic masking or windowing (Carroll et al. 1983; Thompson et al. 1986; 
Huesman et al. 1988) of the data to restrict acceptance of those events that
Horizontal Profile 
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Figure 4.2 . Profile o f attenuation correction factors for parallel projections through 
an average-sized torso.The projection plane shown has sagital orientation and 
intersects through both arms.
were collinear with the position of the source. This technique reduced the acceptance 
of scatter and random events and allowed post-injection transmission (Carson et al. 
1988; Daube-Witherspoon et al. 1988; Hooper et al. 1996) and simultaneous 
emission-transmission scanning (Thompson et al. 1989; Thompson et al. 1991) for 
increased patient throughput. In partial-ring systems the rotating source geometry was 
adapted by fixing the source on the edge of the partial ring to acquire data in 
coincidence with the opposing bank of detectors (Figure 4.3c).
In coincidence mode the transmission source is close to at least one of the two 
detectors involved in the detection of the event. The proximity of the source to the 
detectors results in high dead time losses. This imposes limitations on the source 
strength and consequently, on the signal-to-noise ratio in the transmission 
measurements. Noise in the transmission measurements will propagate into the 
attenuation corrected emission data (Huang et al. 1979; Dahlbom and Hoffman 1987;
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Meikle et al. 1993). Although adequate signal-to-noise ratio can be achieved with 
longer transmission scans, in practice shorter duration for clinical scans is highly 
desirable.
The use of single photon detection for transmission measurements was first suggested 
by Derenzo et al (Derenzo et al. 1975) and was later implemented in a number of 
systems (deKemp and Nahmias 1994; Karp et al. 1995; Yu and Nahmias 1995) 
mainly because of the dramatic increase in count rate compared to coincidence 
transmission measurements. Count rates in singles mode can be more than a factor of 
10 higher compared to coincidence mode for the same source activity (Karp et al. 
1995). The fact that the detectors close to the source are not involved in the detection 
of the events eases the limitations related to dead time. This enables the use of 
stronger sources for higher photon flux to further improve the quality of the 
transmission measurements and reduce acquisition times. Other advantages are related 
to the half-life, cost and availability of radioisotopes suitable for transmission sources.
(C) (d)
Figure 4.3 . Schematic diagrams o f system designs for transmission measurements in 
PET. Positron emitting ring source (a), rotating rod source (b) and fixed rod source 
on a rotating partial-ring system (c) in coincidence mode. Rotating single photon 
point source (d) in single photon transmission mode. Redrawn from (Bailey 1998).
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Transmission measurements on the ECAT EXACT3D are performed using a 137Cs 
(ti/2=30.2yrs, Ey=662keV) point source. The source consists of 148MBq of 137Cs 
contained in a small pellet which is driven by a hydraulic system in a stainless steel 
helical tubing through the FOV (Figure 4.4) at a speed of approximately lm/s. A 
single pass of the source through the entire FOV takes approximately 150s. 
Transmission data are acquired during any integer number of passes of the 
transmission source through the FOV. The position of the source is monitored by 4 
scintillating fibres placed 90° apart around the scanner cylinder. Each scintillating 
fibre has a light coupling optic fiber at one end that carries the light to one of the two 
available photomultiplier tubes (PMTs). Pulses from the PMTs are read every 
millisecond by the Point Source Controller, a microprocessor-based control board. 
The position of the point source between the scintillating fibres is estimated using the 
velocity from prior fibre readings with accuracy of approximately one detector width. 
A line-of-response is formed between the current position of the transmission source 
and the detector where the photon has been detected. Projections from transmission 
scans are histogrammed by the Singles Converter into the same sinogram as for the 
coincidence projections. Since the diameter of the point source orbit (0=8Ocm) and 
the diameter of the detector ring (0=82cm) are not exactly the same, the point source 
fan beam geometry will not be identical to that of the detectors fan beam. Spatial 
resampling of the transmission sinograms into the coincidence sinogram space can be 
used to avoid any object magnification due to sinogram sampling differences 
(deKemp and Nahmias 1994). In the data acquisition system of the EXACT3D the 
issue is addressed by combining pairs of adjacent projections at certain locations in 
the sinogram (Figure 4.5). The same spatial sampling is used for both the transmission 
and blank scan, thus no further re-sampling of the data is necessary during data 
processing for obtaining attenuation correction factors.
4.3 Single Photon Transmission Scanning on the ECAT EXACT3D
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Figure 4.4 . Schematic diagram o f the single photon transmission system o f the ECAT 
EXACT3D (Jones et al. 1995).
Measured Re-Sampled (Count Averaging)
Figure 4.5 Sinogram o f transmission data from the EXACT3D (left) with the 
characteristic pattern o f horizontal lines at the positions o f summed projections. The 
same data set is shown after re-sampling by count averaging (right).
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4.4 Characterisation of Attenuation Correction with Single Photon 
Transmission Measurements
Aspects of the performance of single photon transmission system in relation to its 
ability to provide accurate attenuation correction for cardiac data are discussed in the 
section.
4.4.1 Reconstructed Attenuation Coefficients
A 20cm uniform water-filled cylinder was initially used to test the accuracy of the 
single photon transmission measurements on the ECAT EXACT3D. The cylinder was 
centred in the FOV and acquisition was performed at the energy window of 500-800 
keV. A blank scan (no object in the FOV) at the same energy window was acquired. 
The logarithm of the ratio of the two scans was calculated for every projection and the 
data were reconstructed using filtered back-projection with a ramp filter and a Hann 
window at the Nyquist frequency, to obtain images of linear attenuation coefficients 
per pixel. A similar data set with the same test object was acquired for comparison 
with a coincidence transmission system in 2D mode on the ECAT 931 (Spinks et al. 
1988) using a 68Ge ring source (waterp5iikev=0.095 cm'1). A typical profile through the 
centre of the cylinder is shown in Figure 4.6 for the two data sets. An underestimation 
of the overall reconstructed values of attenuation coefficients for water (water p662kev = 
0.087 cm'1) can be observed in the 3D single photon transmission mode. The 
underestimation of the attenuation coefficients severely increases towards the centre 
of the object presenting a characteristic decrease at the centre of the profile.
Pixel Pixel
(a) (b)
Figure 4.6. Profiles across a transmission image o f a 20cm water-filled cylinder. 
Data were acquired in 3D single photon transmission mode on the EXACT3D (a) and 
2D coincidence mode on the ECAT 931 (b).
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Figure 4.7 shows the histograms of attenuation coefficients at the level of the chest in 
approximately equivalent data sets from a 3D single photon transmission (ECAT 
EXACT 3D) and 2D coincidence transmission mode with a 68Ge ring source (ECAT 
931) on the same patient. Note that the two data sets correspond to systems of 
different spatial resolution. A typical histogram of attenuation coefficients at 511 keV 
at the chest level features the ‘background’ peak centred around 0 cm'1, the continuum 
of the lung region covering a range of values up to 0.035 -  0.040 cm'1 and the soft- 
tissue peak around 0.095 cm"1. The location of the soft-tissue peak in the histogram of 
the single photon data is shifted by a factor of approximately 1.6 towards the lower 
values and the overall numerical range of the attenuation coefficients in singles mode 
is narrower. This only partly reflects the differences in the attenuation coefficients for 
water at the two energies (waterp662kev=0.087 cm"1, waterp5iikev=0.095 cm"1, ratio 
waterp,5i ikev / walerp662kev = 1.1). The values and spatial distribution of the reconstructed 
attenuation coefficients suggest, as a possible explanation, the contribution of 
secondary photons scattered into the measured projection, an effect collectively 
included as the “build-up” factor (Knoll 1988) in the equation of exponential 
attenuation of photons through matter (§2.2.3).
M- (cm 1)
Figure 4.7 Histograms o f attenuation coefficients o f equivalent data sets at the level 
o f the chest from approximately equivalent data sets in 3D single photon transmission 
and 2D coincidence transmission mode on the same patient.
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4.4.2 Effect of detector dead-time in Single Photon Transmission 
measurements
Single photon count rates measured per group of 2x2 detector blocks during a blank 
scan (no object in the FOV) and a transmission scan through a 20cm water-filled 
cylinder are shown in Figure 4.8. Acquisition time was 60 min for both scans. An 
average decrease of ~13% is observed in the singles count rates encountered by the 
detectors when the object is present in the FOV compared to the blank scan. The 
variation of singles count-rate with the radial position of the transmission source is 
accounted to variations of the velocity of the source through its helical orbit.
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Figure 4.8 Single photon count rates during blank and transmission scans through a 
20cm water-field cylinder.
Detector dead-time was calculated for both the blank and cylinder transmission scans 
(Figure 4.8) from the empirical formula:
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DT(r,b) = 1 + a(r)Csingles(r,b) + fi(r)Cs2ing/es(r,b) Eq. 4-1
where: DT(r,b) is the fractional dead-time for detector i of the axial ring r and bucket 
b, Csjngies(r,b) is the single photon count-rate for detector i. The polynomial factors for 
the axial detector ring r, a(r) and (3(r), correspond to the paralysing and non­
paralysing components of dead-time respectively used in detector normalisation 
(§3.5.3). Dead-time in the blank scan is 5.2% (average over all detector buckets) 
higher than the transmission scan of the cylinder. These differences in dead-time 
losses between the blank and transmission scans may lead to an underestimation of 
the attenuation correction factors in high-attenuation regions. The use of a dead-time 
correction scheme based on measurements with a decaying source has been proposed 
(deKemp and Nahmias 1994) to address the issue. However, the observed dead-time 
differences in the single photon transmission system of the EXACT3D cannot fully 
account for the underestimation of the attenuation coefficients suggesting that the 
effect of build-up of broad-beam scatter is dominant.
Figure 4.9 Calculated dead-time correction factors from single photon count rates for 
blank and transmission scan through a 20cm water-field uniform cylinder.
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The energy spectrum of the 137Cs point source on the ECAT EXACT3D is shown in 
Figure 4.10. The source was stopped at the centre of the field-of-view and the energy 
spectrum was acquired for the detector block directly opposite the position of the 
source. The average of the signals from the four photo-multiplier tubes is plotted. The 
energy spectrum was acquired with no object present (blank scan) and with a 20cm 
water-filled uniform cylinder centred in the FOV. Acquisition time for both spectra 
was 30s.
4.4.3 Energy Spectrum of Transmission Source
Channel
200 400 600 800
Energy (keV)
Figure 4 .10  Energy spectrum  o f  the 137Cs p o in t source through the a ir  and a 20  cm  
w ater-filled  cylinder.
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Since no physical or electronic collimation is present, both the effects of attenuation 
and scatter can be observed in the energy spectrum. For the energy spectrum with the 
cylinder in the FOV, the amplitude of the photopeak is reduced compared to the 
photopeak of the unattenuated measurement as a result of the attenuation of 
unscattered and low-angle scattered photons (narrow-beam attenuation) through the 
object. The photopeak ratio of the attenuated to the unattenuated measurements is 
approximately 3 while the narrow-beam attenuation, calculated for a 20cm water-filed
cylinder, is: e ^ ‘{x)xdx -  e°-m cm 'x2o«» _ 5 53  _ The scatter-to-photopeak ratio increases 
for the attenuated spectrum indicating increase of scattered photons when the object is 
present in the FOV. These observations suggest that more photons are scattered into 
the measured projection between the transmission source and the detector than those 
scattered out. This is also supported by results from Monte Carlo simulations of single 
photon transmission measurements on the EXACT3D (Wegmann et al. 1999).
4.4.4 Characterisation of Scatter in Single Photon Transmission 
Measurements
The effect of scattered photons into the measured projection in single photon 
transmission is demonstrated by low values and spatial distribution in the 
reconstructed attenuation coefficients and the energy spectra of blank and 
transmission scans. However, in order to understand and quantify this effect, a more 
basic measure of scatter in transmission measurements was sought. The definition of 
scatter fraction in emission data would not be applicable to transmission 
measurements as it would be equivalent to the contradicting concept of measuring the 
build-up factor for an impulse (or point) of attenuation. A measure of scatter was 
obtained in this work by comparing the measured transmission data with the expected 
values calculated from the blank data and narrow-beam attenuation factors.
Figure 4.11 shows the projection profiles for measured blank and transmission scans 
of a 20cm water-filled cylinder. Profiles are averaged over all projections. The 
theoretical profile for narrow-beam geometry is also shown in the graph. The 
theoretical projection profile calcp  for narrow-beam attenuation was calculated by 
attenuating the blank projections blankp  with attenuation factors calculated from 
narrow-beam attenuation coefficients p  along each projection Lt :
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ca,cp(xr^ )= blankp(xr,j>)e L‘ (4-2)
A transmission scatter fraction hr,- was calculated from the measured measp  and 
calculated projection data as:
meas __ cal° n
T^r = ^ 7 1  (4-3)
- 1dyrn { x , y )
The transmission scatter fraction calculated for the 20cm water-filled cylinder on the 
EXACT3D is shown in Figure 4.12. Scatter fraction was averaged over all 
projections. Transmission scatter fraction increases towards the centre of the object, 
reflecting the built-up effect, to a peak value of about 50%. The measure of scatter 
described in this section can be used to compare the performance of different 
transmission systems or assess transmission measurement protocols with respect to 
the influence of scatter in the accuracy of attenuation correction factors.
Projection Bin
Figure 4.11 Averaged projection profiles for measured blank and transmission scans 
o f a 20cm water-filled cylinder on the ECAT EXACT3D with the calculated profile for 
narrow-beam attenuation.
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Projection Bin
Figure 4.12 Averaged projection profiles for measured blank and transmission scans 
and calculated scatter fraction for a 20cm water-filed uniform cylinder in single 
photon transmission mode on the ECATEXACT3D.
4.4.5 Spatial Resolution in Transmission Measurements
The matching of spatial resolution of the transmission data with that of the emission 
data becomes important to the quantification of tracer kinetics in cardiac PET. Apart 
from the use of transmission data for attenuation correction, reconstructed attenuation 
maps may be used for corrections for partial volume or the estimation of tissue 
density (Iida et al. 1991) and the definition of anatomical regions-of-interest 
(Hermansen et al. 1998) as part of the tracer kinetic analysis. Therefore, an estimate 
of the spatial resolution of the transmission data is essential.
In transmission tomography the direct measurement of the Line Spread Function is 
not practically feasible as this would require the construction of an object with 
measurable density but negligible dimensions. Measurements of spatial resolution of
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the single photon transmission system on the EXACT3D were based on the Line 
Spread Functions (LSF) obtain as follows: A 17.5 cm x 5 cm x 5 cm aluminium 
(alunV662kev=0.197cm"1) block was scamied at the centre of the field-of-view placed 
horizontaly along the axial direction. Reconstructed (filter-backprojection and a Hann 
window applied at 0.3 of the Nyquist cut-off) attenuation maps were produced by the 
transmission projection data and blank projection data acquired both at the energy 
window of 500 -  800 keV. Transaxial and axial profiles were extracted from the 
attenuation maps. An example of vertical transaxial profile is shown in Figure 4.13. 
The corresponding Line Spread Functions (Figure 4.14) were obtained from the 
profiles along the aluminium block (Edge Spread Functions) as the first derivative, 
based on the property of linear imaging systems (Kouris et al. 1982).
A gaussian function was fitted to the LSF and the Full Width at Half Maximum 
(FWHM) was calculated. The results of the FWHM across the axial extent of the 
object are shown in Figure 4.15. An average FWHM of 6.8 ± 0.5 mm was measured 
across the axial extent of the object (-7.0 to 7.0 cm from the axial centre of the FOV).
transaxial distance from centre of FOV (cm)
F igure 4.13 Vertical p ro file  through a transaxial p lan e o f  the attenuation map 
p rovid in g  the E dge Spread Function f o r  single photon  transm ission m easurem ents on 
the ECATEXACT3D .
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transaxial distance (cm) transaxial distance (cm)
Figure 4.14 Left and right Line Spread Functions obtained from single photon 
transmission measurements across an edge.
axial distance (cm)
( a )  ( b )
Figure 4.15 (a) Coronal view o f the attenuation map o f the aluminium block which 
provided the Edge Spread Function for the spatial resolution measurements and (b) 
spatial resolution on the transmission measurements plot along the axial FOV. Solid 
line shows average over axial extent and dashed lines indicate ±1 standard deviation.
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4.5 Compensation for Scatter in Single Photon Transmission 
In uncollimated single photon transmission measurements with the EXACT3D, the 
underestimation of attenuation factors, as a result of broad-beam scatter build-up, will 
impair absolute quantification of tracer concentrations. It is therefore necessary to 
account for these effects and provide an accurate correction scheme. Various 
strategies that have been explored in order to obtain accurate attenuation correction 
factors from single photon transmission measurements (Bailey et al. 1997), are 
described in this section.
4.5.1 Effect of Maximum Acceptance Angle and Varying the Lower Lever 
Descriminator (LLD)
Limiting the maximum acceptance angle and/or raising the lower level descriminator 
provide a means of restricting the acceptance of wide-angle scattered photons. Figure 
4.16 shows the combined effect of limiting the maximum acceptance angle and 
raising the lower threshold of the energy window in the reconstructed attenuation 
coefficients measured on the ECAT EXACT3D for a 20 cm water-filled uniform 
cylinder. Values are averaged over all planes for a large circular region-of-interest 
centred in the cylinder. Limiting the maximum acceptance angle and raising the LLD 
both result in a measurement closer to the narrow-beam attenuation coefficient. The 
value closer to the narrow-beam attenuation coefficient is measured for LLD of 600 
keV and acceptance angle of 0°. However, the peak count-rate at these conditions was 
143 kcps compared to 1700 kcps with LLD of 600 keV and max. acceptance angle of 
7.5° and 2100 kcps with LLD of 500 keV and max. acceptance angle of 7.5°. The 
reduction in count-rate of over an order of magnitude offsets to a large extent one of 
the main reasons for using single photon transmission mode, namely the high photon 
flux, with implications in signal-to-noise or the duration of acquisition of transmission 
data.
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Figure 4.16. Effect o f Maximum Acceptance Angle and Lower Level Energy 
Discriminator on the reconstructed attenuation coefficients in single photon 
transmission on the ECAT EXACT3D for a 20 cm water-fdled cylinder. Error-bars 
show the standard deviation and solid line indicates the narrow-beam value.
4.5.2 Scaling of Attenuation Coefficients
Digby and Hoffman (Digby and Hoffman 1989.) examined scatter in 2D PET 
transmission measurements with ring sources of 68Ge where scatter constitutes only 
10-15% of the transmission events. A single scaling factor was applied to the 
attenuation correction factors to rescale the data to narrow-beam values. The 
applicability of this approach to 3D transmission measurements in single photon 
mode was investigated. Measured (measACF) and calculated narrow-beam (calcACF) 
attenuation factors for a 20cm water-filled cylinder were used to estimate the 
regression between (°alcACF-1)/(neasACF-1) against measACF, as described by Digby 
and Hoffman. Figure 4.17 shows the measured and calculated profiles and the 
regression plot for the 20cm water-filled cylinder. A trend for overestimation of 
attenuation with increasing path-length through the object is observed, with 
underestimation of the lower end of attenuation factors. Although the method may be 
acceptable for brain transmission data, the variability of attenuation in the thorax 
cannot be simply addressed by a single scaling factor (Digby and Hoffman 1989.). 
Furthermore, the extended axial FOV of the ECAT EXACT3D means that the
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applicability of the method is questionable even for brain studies as a number of 
features, such as sinuses and bone structures, are now included in the field of view.
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Figure 4.17 (a) Profile o f attenuation correction factors for a 20cm uniform water- 
filled cylinder as measured in single photon mode (Meas) and calculated for narrow- 
beam attenuation (Calc), (b) Regression plot o f the attenuation coefficients for the use 
o f a single scaling factor for a 20cm cylinder.
4.5.3 Energy-Based Transmission Scatter Correction
Energy-based corrections for scatter in emission data give reasons to investigate the 
potential of a similar approach in single photon transmission measurements (Yu and 
Nahmias 1995). In order to investigate this approach, data were acquired in two 
energy windows: 250 -  500 keV and 500 -  800 keV, both for blank scan and a 20 cm 
water-filled cylinder. The maximum polar acceptance angle was 6.5°. The 
corresponding profiles, averaged over all projections, for the two energy windows are 
shown in Figure 4.18. The data in the lower energy window appear to be very 
strongly correlated with the object boundaries and virtually overlay with the 
photopeak data within the object. This is not encouraging for an energy-based scatter 
correction of the transmission data as these techniques have been applied for 
(emission) data that show a more loose spatial correlation with the object (Grootoonk
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et al. 1996). Simulations of single photon transmission mode in the body have also 
shown strong object dependence of scatter and concluded in favour of analytical 
methods as a possible solution for transmission scatter correction (Miyaoka et al. 
1995).
Projection Bin
Figure 4.18 Summed projection profiles for blank and transmission data for a 20cm 
water-filled uniform cylinder in single photon transmission mode in the energy 
window o f500-800 keV and 250-500 keV.
4.5.4 Physical Collimation
In certain scanner designs, the solution of using a collimated single photon source for 
transmission measurements is feasible. The ECAT ART (Townsend et al. 1993; 
Bailey et al. 1996) is a continuously rotating partial-ring scanner. The mechanical 
design allows a well-collimated 137Cs point source to be mounted on the rotating ring 
while data are acquired on the opposing bank of detectors (Bailey et al. 1997b) in a 
mode similar to that of X-ray spiral CT. Reconstructed attenuation coefficients from 
transmission data acquired in this mode on the Hammersmith ECAT ART at the 
energy window of 500 - 800 keV and duration of 5min are shown in Figure 4.19. 
Profiles through the data indicate accurate measurement of attenuation coefficients 
with good signal-to-noise at clinically practical acquisition times. However, the
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mechanical design of the ECAT EXACT3D prohibits the solution of physical 
collimation of the source for accurate transmission measurements.
Horizontal Profile
Pixel
Figure 4.19 Reconstructed attenuation coefficients from single photon transmission 
measurements with a physically collimated I37Cs source on the ECAT ART for a 
human thorax (energy window 500-800 keV).
4.5.5 Image Segmentation
Image segmentation has been previously suggested as a suitable method for poor 
signal-to-noise attenuation images (high variance, low bias), such as from short 
transmission scans with positron emitting sources (Huang et al. 1981; Xu et al. 1991; 
Meikle et al. 1993; Xu et al. 1994; Yu and Nahmias 1996; Bettinardi et al. 1999). In 
the present work, the feasibility of an image segmentation approach for use with 
uncollimated 3D single photon transmission data (low variance, high bias) was 
investigated.
Local threshold segmentation (LTS) was introduced for attenuation correction in the 
thorax with short transmission scans performed post-injection with positron emitting 
sources (Xu et al. 1994). It was later extended for attenuation correction in whole- 
body imaging (Xu et al. 1994 b). It makes use of the Otsu criterion (Otsu 1979) for
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optimal selection of thresholds between the classes of voxels in the attenuation maps, 
namely air/background, lung, soft-tissue and bone. The algorithm is applied 
sequentially to separate one voxel class at each operation i.e. to separate 
air/background from the rest of the body, then lung from soft-tissue etc. The threshold 
is applied locally in the histogram of the remaining voxels after separation of each 
proceeding class. After all classes have been identified, narrow-beam attenuation 
values are assigned to the voxels of each class. Post-segmentation, regionally 
weighted averages of the segmented and the original images are calculated to identify 
any small regions not segmented inside the body contour and help restore the 
continuum of values in the lung. Spatial filtering is applied onto the images to avoid 
sharp edges between segmented classes. The method has been implemented for the 
single photon transmission data from the ECAT EXACT3D (Livieratos and Bailey 
1997; Livieratos et al. 1997b) with a pre-segmentation scaling of the voxels to 
account for differences in the attenuation coefficients between 511 keV and 662 keV.
4.5.6 Performance of Local Threshold Segmentation on Single Photon 
Transmission Data
In order to assess the ability of Local Threshold Segmentation to accurately recover 
attenuation coefficients from the scatter-contaminated single photon transmission 
measurements on the ECAT EXACT3D a number of data sets where acquired and 
processed with this method.
An anthropomorhic phantom (Alderson et al. 1962) with realistic distribution of 
attenuation, commonly used for dosimetry measurements in Radiotherapy and 
referred to as the RANDO phantom, was used to assess the performance of the 
segmentation algorithm. Reconstructed attenuation maps from these data are shown in 
Figure 4.20. Equivalent slices of the RANDO phantom from data acquired on the 
ECAT 931 in 2D coincidence transmission mode are shown for comparison. 
Attenuation coefficient values are recovered with segmentation to narrow-beam 
levels. The images after segmentation are spatially filtered to avoid inconsistencies 
from sharp edges between the segmented classes of tissue.
The application of LTS on a large number of patient data has also demonstrated the 
recovery of attenuation coefficients to narrow-beam values. An example from data of 
an average size patient are shown in Figure 4.21. Attenuation coefficients for the lung,
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soft-tissue and bone structures after segmentation match the expected values for 
narrow-beam attenuation.
3D Singles Mode - M easured 3D Singles Mode - Segmented 2D Coincidence Mode - Segmented
( D
Figure 4.20 Attenuation maps and profiles from chest level equivalent planes o f the 
RANDO phantom from measured and segmented single photon transmission in 3D 
mode (ECAT EXACT 3D) and coincidence transmission measurements in 2D mode 
(ECAT 931) with spatial filtering. (Note change in scale ofy-axes)
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The impact of segmentation in the attenuation correction factors, which are directly 
applied as multiplication factors to the emission data, is shown in Figure 4.22. 
Transmission data at the chest level of an average sized normal volunteer were used to 
derive attenuation correction factors with Local Threshold Segmentation. The derived 
factors are plotted against the attenuation factors from the original transmission data 
without segmentation. The graph demonstrates the impact on the attenuation factors 
from relatively small differences in the attenuation coefficients, due to their 
calculation by integration along projections through the body.
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Pixel
Figure 4.21 Attenuation maps and profiles from single photon transmission in 3D 
mode (EXACT3D) in the thorax before and after segmentation.
0 10 20 30 40 50
Original Attenuation Correction Factors
Figure 4.22 Segmented (Local Threshold Segmentation) versus measured attenuation 
correction factors at chest level.
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1Since spatial filtering is used as part of the LTS method, the effect on the spatial 
resolution of the segmented images of attenuation coefficients was investigated. The 
method described in §4.4.5 was used. The results show an average FWHM of 7.9 ± 
0.3 mm, which is comparable to the spatial resolution of the emission data.
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4.5.7 Spatial Resolution in Segmented Attenuation Maps
-7  -6 -5  -4 -3 -2 -1 0 1 2 3 4 5 6 7
axial distance (cm)
(a) (b)
Figure 4.23 (a) Coronal view o f the segmented attenuation map o f the aluminium 
block which provided the Edge Spread Function for the spatial resolution 
measurements and (b) spatial resolution on the transmission measurements after 
Local Threshold Segmentation along the axial FOV. Solid line shows average over 
axial extent and dashed lines indicate ±1 standard deviation
4.6 Attenuation Correction Scheme on the ECAT EXACT3D
With the use of Local Threshold Segmentation of the attenuation maps, the complete 
scheme for attenuation correction on the ECAT EXACT3D is shown in Figure 4.24. 
High statistics blank data are acquired regularly (at least weekly) over 60 minutes in 
the energy window of 500-800 keV with maximum ring difference of 22 (axial 
compression step of 7). Transmission scans are acquired with the same parameters 
and for four complete passes of the source through the axial FOV (a duration of 
approximately 10 minutes). The logarithm of the ratio of blank over transmission 
projections is reconstructed, after single slice rebinning, with filter-backprojection and 
a Hann window applied at 0.3 of the Nyquist cut-off. Reconstructed attenuation maps 
are segmented (LTS) and forward-projected into sinograms to match the emission
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acquisition parameters (max. ring difference of 40, span of 9). The resulting data are 
used for attenuation correction and scatter correction of the emission data. The 
process has been successfully used on a large number of cardiac (Rajappan et al. 
2002; Schafers et al. 2002; Rajappan et al. 2002b) as well as brain studies (Bailey et 
al. 1998c).
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Figure 4.24 Schematic diagram o f the process for generating attenuation correction 
factors with single photon transmission data on the ECATEXACT3D.
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Accurate measurement of 3D attenuation correction factors is essential for the aims of 
this work. The use of single photon transmission measurements was discussed in this 
Chapter. Uncollimated single photon transmission measurements are the only solution 
to fit to the practical limitations of the mechanical design of a 3D-only scanner, such 
the ECAT EXACT3D. The advantage of single photon mode is the high photon flux 
that can provide high quality transmission measurements in short acquisition times. 
However, the increased acceptance of scatter in an uncollimated source geometry may 
have implications with regards to quantification if it is not accounted for. Potential 
solutions include restriction of the maximum acceptance angle or energy window 
manipulations, however, at the cost of signal-to-noise or prolonged acquisition times. 
Image segmentation of the attenuation maps was implemented as a practical solution 
and has provided accurate narrow-beam attenuation factors. The method has been 
successfully applied in over a thousand scans in the thorax and brain to date.
4.7 Summary
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5.1 Introduction
Over the last two decades the spatial resolution of the PET tomographs has been 
dramatically improved. While the resolution of the first scanners was over 15 mm 
(Hoffman and Phelps 1986), in modem PET systems capable for cardiac imaging a 
resolution of 4 - 5 mm can be achieved (Brix et al. 1997; Spinks et al. 2000). Recent 
advances in instmmentation and detector materials have brought PET systems for 
brain imaging with spatial resolution close to 2 mm (Wienhard et al. 2000). Similarly, 
PET methodology has evolved in parallel offering significant improvement in data 
acquisition and quantification such as 3D data acquisition and improved attenuation 
and scatter corrections as well as better reconstruction schemes. All these advances 
make it possible to fully exploit the available high intrinsic spatial resolution at better 
signal-to-noise levels.
However, unlike imaging of the brain, where advances in scanner spatial resolution 
could directly be exploited, cardiac imaging remains subject to inherent physiological 
motion, both periodic and random, with associated artefacts. Cardiovascular and 
respiratory motion as well as peristaltic motion and voluntary and involuntary 
muscular motion, all contribute additively to the degradation of image resolution. This 
constitutes an inevitable problem, to a varying extent, for all imaging modalities. A 
categorisation of physiological motion involved in chest imaging according to 
frequency is shown in Figure 5.1 after Alfidi et al (Alfidi et al. 1976). Cardiovascular 
motion consists of frequencies in the range of 50 - 150 cycles/min while respiration 
contributes with motion components of lower frequencies (<30 cycles/min).
In this chapter, the simultaneous cardiac and respiratory gating of list-mode PET data 
on the ECAT EXACT3D, implemented as a potential solution to motion related 
artefacts and the influence on quantification, is described.
Chapter 5 - Simultaneous Respiratory and Cardiac Gating of
PET Data
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Figure 5.1. The spectrum o f physiological motion involved in chest imaging (after 
Alfidi et al. 1976).
5.2 Influence of Motion in Cardiac Imaging
The effects of cardiac and respiratory motion in PET imaging have been recognised 
from the very early development of PET. Hoffman et al (Hoffman et al. 1979) 
implemented electrocardiographic (ECG) gating on the ORTEC ECAT scanner in 
order to minimise errors in the quantification from the averaging of all phases of the 
cardiac cycle and to study tracer distribution (nCO, 18FDG and 13NH3) in greater 
physiological detail. The authors demonstrated that electrocardiographic gating 
improved image quality in PET by eliminating artefacts related to the motion of the 
heart throughout the cardiac cycle while at the same time raised the issue of errors in 
quantification due to respiratory motion.
Ter-Pogossian et al (Ter-Pogossian et al. 1982) found quantitatively significant 
degradation of the reconstructed tracer distribution in cardiac PET, due to both 
cardiac and respiratory motion of the heart. As a solution to this problem, the authors 
suggested that gating with respect to both the cardiac function and respiration should 
be employed or short scan times during breath-holding should be considered 
whenever instrument sensitivity permits this in the future.
Susskind et al studied the effects of respiratory motion in the quantitative accuracy of 
PET in the lung (Susskind et al. 1985) by measuring 68Ga-microsphere lung activity
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on anaesthetized dogs with experimentally created emboli at different levels of 
respiration as well as at post-mortem. The normal-to-defect activity ratios during fast 
breathing at small tidal volumes and on post-mortem studies was found to be similar 
and approximately 17% higher than in the studies during slow breathing (15 
cycles/min). The results suggested the need for some means of motion correction for 
the quantitative analysis of regional lung activity. High-frequency ventilation at small 
tidal volumes was suggested by the authors as a means of minimising motion effects, 
however, only applicable to animal studies.
Since the introduction of electrocardiographic gating in PET imaging, this feature has 
appeared in most commercial PET scanners. However, despite the early recognition 
of the problem of motion as a source of artefacts in cardiac PET (Hoffman et al. 1979; 
Ter-Pogossian et al. 1982; Susskind et al. 1985), the issue received little further 
attention probably due to the practical limitations of PET methodology, such as long 
scan duration and limited signal-to-noise conditions. Nevertheless, the topic has been 
extensively studied in cardiac imaging with other modalities such as y-camera 
Nuclear Medicine, X-ray CT and MRI.
5.2.1 Influence of Motion in Radioisotope Imaging
In gamma-camera imaging, Zaret et al (Zaret et al. 1971) and Strauss et al (Strauss et 
al. 1971) described a prototype method for cardiac gating during radionuclide imaging 
with a scintillation camera and " mTc-labelled albumin. The method made use of both 
the R and T waves of the ECG signal to provide end-systolic and end-diastolic images 
for the calculation of left-ventricular ejection fraction. The method showed good 
correlation with contrast cine-angiography and was therefore proposed as a non­
invasive alternative for the measurement of ejection fraction without cardiac 
catheterization.
The method was further improved by the use of high-resolution low-energy 
collimators which enhanced image resolution and consequently improved delineation 
of the ventricular borders, particularly in the definition of the aortic, mitral and 
diphragmatic margins of the left-ventricle which were difficult to discern with 
previous radio-isotopic imaging techniques (Berman et al. 1975) . In addition, the use 
of phonocardiography for the determination of the end-systolic phase, instead of the
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previously used electrocardiographic determination of the T-wave, improved the 
timing accuracy of the method (Line et al. 1980).
Multiple views over the subject using an Anger camera triggered by the 
electrocardiographic signal were used to provide the first gated transverse images of
17Q oniradionuclide ( Cs and Tl) distribution in the human and canine heart (Budinger et 
al. 1977). The data were acquired in list-mode as 2D projections together with the 
recorded R-wave trigger from the ECG signal to provide, after post-acquisition re­
organisation and reconstruction, sets of transverse images each corresponding to 100 
ms intervals of the cardiac cycle. Furthermore, Moore et al (Moore et al. 1980) 
introduced the use of electrocardiographic triggering to gate the acquisition of 
tomographic cardiac images in SPECT using a dual-head y-camera and " mTc- 
albumin-labelled red blood cells. The method made use of beat-tagging for encoding 
information in the 16-bit list-mode events with post-acquisition reorganisation of the 
data into the appropriate view and gate. This offered improved functionality and 
flexibility, however, the authors discussed the limitations of the method due to the 
maximum event rate that could be handled by list-mode acquisition and stressed the 
need for higher capacity for data collection and storage. In fact, a method employed 
by the authors to make optimal use of the restricted count rate capabilities of the 
system was masking the detectors with lead to allow data from only a rectangular 
region of interest to be acquired.
The problem of respiration related artefacts in radio-nuclide imaging was also 
recognised since the very early days (Harper et al. 1965) as a factor degrading image 
quality and affecting spatial resolution and image contrast. Quantitative phantom 
studies with simulated normal resting respiration reported a loss of resolution by a 
factor of two (factor of three for a high-resolution scanning system) compared to the 
resolution measured with no motion (Gottschalk et al. 1966). Receiver operator 
characteristic experiments reported that clinicians using images not corrected for 
motion require 50% greater contrast to detect a 2 cm diameter lesion (Baimel and 
Bronskill 1978). As the resolution of scintillation cameras continued to improve, 
respiratory motion was perceived as a limitation of increasing importance (Baimel 
and Bronskill 1978).
Several methods have been employed to reduce respiratory excursions, such as 
abdominal binders and vagus blocks (Harper et al. 1965) but were characterised as
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either ineffective or undesirable. Most attempts have been focused on liver 
scintigraphy while respiratory motion artefacts in cardiac imaging have attracted less 
efforts, probably due to the added complexity of heart motion in that area.
In liver scintigraphy, although edge distortion caused by respiration was for long a 
well recognised feature, Gottschalk et al (Gottschalk et al. 1966) re-emphasised the 
problem and attempted to quantify it using a moving platform simulating normal 
resting respiration (1.5 cm amplitude, 16 cycles/min frequency) and a multiple slice 
phantom for resolution measurements. They reported a loss of resolution by a factor 
of two (factor of three for a high-resolution scanning system) compared to the 
resolution measured with no motion. As a solution, the authors proposed "stop 
motion" acquisition during breath-holding and suggested respiration synchronised 
acquisition. In rectilinear liver scanning, "data blending" or "multiple overlapping" 
which was based on the use of larger light spots and close spacing of the scan lines, 
was suggested as a means of reducing motion artefacts (Atkins et al. 1968).
In general, the techniques that have been employed to address respiratory motion 
artefacts fall into two main categories:
• Gating techniques 
and
• Data-driven techniques, implemented as either
■ Analogue-circuit or
■ Computer methods
In gating techniques, a means of respiration monitoring is used to synchronise data 
acquisition to specific phases of the respiratory cycle. A number of different devices 
have been employed, including the use of signal from a pneumogram for monitoring 
diaphragmatic motion (Smith et al. 1969), a Teflon tape surrounding the patient for 
monitoring chest expansion (DeLand and Mauderli 1972) and heated 
pneumotachometer transducers fitted with nose clips (Line et al. 1980) for monitoring 
air flow. The advantages of the gating methods include the ability to acquire data only 
at specific phases of respiration and simplicity however, at reduced count statistics. 
Other methods for reducing respiration motion artefacts fall in the group of data- 
driven corrections, such as centroid-based correction or direct on-line shift of the x 
and y coordinate signals of the Anger camera. Methods based on centroid detection
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(Oppenheim 1971) subdivide the study into a number of intervals, short enough to 
include minimal movement, which are then shifted so that their centroids coincide and 
sum to form the final image corrected for motion. Oppenheim has demonstrated 
significant reduction of motion artefacts using liver and thyroid phantoms with 
simulated respiratoiy motion. A five-fold reduction in respiratory artefacts was 
claimed, when 0.25 sec intervals are used for the acquisition of 128 x 128 matrix for 
normal patient breathing. Similar corrections could be applied directly on the x and y 
coordinate signals of an Anger camera to reverse the effect of motion on-line (Hoffer 
et al. 1972). These analogue-circuit methods can use different weighting algorithms to 
calculate the correction shift applied on the coordinate signal of the camera, such as 
linear interpolation or exponential weighting (Baimel and Bronskill 1978).
5.2.2 Influence of Motion in Other Modalities
In X-ray CT, Alfidi et al (Alfidi et al. 1976) identified and categorised the effects of 
biological motion. The authors studied the effects of motion in animal in vivo data and 
phantom data with machine simulated motion, demonstrating image degradation in 
both contrast and spatial resolution as a result of motion. The generation of stellate or 
linear artefacts originating from moving high or low attenuation structures in the field 
of view was also described. Short scan periods were suggested in order to eliminate 
combined (muscular, respiratory and peristaltic) motion artefacts, with ideal scan 
periods of 2 sec or shorter when advances in imaging technology permit (the fastest 
prototype scanner available at that time provided scan times as short as 4.8 sec). 
Furthermore, the use of ultra-short scan times in the future was speculated to “stop” 
cardiovascular motion.
Ter-Pogossian et al (Ter-Pogossian et al. 1976) showed that X-ray CT imaging of the 
still heart in dogs, unlike imaging of the beating heart, provided clear identification of 
the myocardium and cardiac chambers even without administration of contrast agent. 
The findings encouraged the authors to speculate on the potential clinical usefulness 
of gated CT imaging via synchronisation with the cardiac cycle. Similar data using 
PET and n C-palmitate showed that cardiac motion was less problematic due to the 
poor spatial resolution of the PET system. The authors indicated that cardiac gating 
was practically more feasible in emission tomography because of the longer 
acquisition times however, at the consequent cost of respiration blurring. Finally, the
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group developed a prospective gating technique and implemented it on an existing CT 
system (Sagel et al. 1977). Moore et al (Moore et al. 1983) used prospective ECG 
gated CT to demonstrate that a 10% window of the cardiac cycle was adequate to stop 
the motion of the heart at the end-diastolic and end-systolic phases. The maximum 
error in the attenuation measured through the heart in dogs with a single non-gated 
scan was 50-60 Hounsfield units (3% of the attenuation in water) compared to the 
gated data. The approach of post data-acquisition synchronisation of the projection 
data with the cardiac cycle has also been employed to address motion artefacts (Harell 
et al. 1977).
Magnetic Resonance Imaging (MRI), has significantly contributed to the 
understanding of motion during cardiac imaging and especially respiration related 
motion (Table 5-1). Numerous studies have reported on the issue (Runge et al. 1984; 
Korin et al. 1992; Taylor et al. 1997) and established that the motion of the heart due 
to respiration is approximately a global translation dominated by cranio-caudal 
movement (Wang et al. 1995). Various techniques have been proposed in order to 
exclude motion influence without the need of the, often undesirable or not applicable, 
breath-holding. These techniques include: retrospective respiratory gating (Bohning et 
al. 1990; Li et al. 1993), breath-holding with patient feedback (Wang et al. 1995), 
sequencies targeting diaphragmatic motion such as navigator echo controlled imaging 
(accept-reject algorithm) (Sachs et al. 1994), and data re-organisation in the 
frequency domain such as in respiratory ordered phase encoding (ROPE) (Bailes et 
al. 1985), centrally ordered phase encoding (COPE) (Haacke and Patrick 1986) and 
hybrid ordered phase encoding (HOPE) (Jhooti et al. 1998).
The influence of respiration has also been studied in ultrasound imaging (Suramo et 
al. 1984; Davies et al. 1994) and recently in Radiotherapy, where synchronisation of 
respiration with irradiation has been introduced (Ohara et al. 1989; Tada et al. 1998).
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Table 5-1. Respiratory motion in cardiac imaging.
Reference Technique
cranio-caudal motion (*)
normal respiration deep respiration 
(mm) (mm)
(Wade and Gilson X-ray 18 93
1951) (N=10) (15-23) (75-17)
(Korin et al. 1992) MRI 13 39
(N=15)
(Davies et al. 1994) Ultrasound 12 43
(N=9) (7-28) (25-52)
(Taylor et al. 1997) MRI 14 -
(N=10) (4-52)
(*) m easured at dome o f  right hemi-diaphragm
5.3 Influence of Motion on the ECAT EXACT3D
In order to measure the effect of motion on the spatial resolution of the ECAT 
EXACT3D, a 68Ge line source (0=2 mm) was attached to a moving holder. One side 
of the holder was fixed to the scanner bed while the free side was moved in the axial 
and transaxial vertical directions (Figure 5.2) driven by electric motors. The motion in 
each direction was independent and its extent was separately set by the distance of 
two pairs of magnetic switches. The direction of the movement was reversed by the 
magnetic switches thus controlling the amplitude of the peristaltic motion. The line 
source was positioned horizontally along the X-axis at the axial centre of the scanner. 
A set of motion parameters was applied to the line source and data were acquired for 
30 min, a time which is much longer than the period of the line source movement 
(approximately O.lcycles/sec). The motion parameters applied were in the range of 0 
-1 0  mm axially and 0 - 5  mm in the transaxial vertical direction, reflecting moderate 
estimates of heart movement during cardiac imaging ((Korin et al. 1992; Wang et al. 
1995) and Table 5-1). The data were reconstructed with filter-backprojection and a 
ramp filter, with and without a Hann window at the Nyquist cut-off. The Point Spread 
Function (PSF) was measured on the reconstructed images and the Modulation 
Transfer Function (MTF) was derived.
Figure 5.3 shows the axial (defined by the Y- and Z-axis of the scanner) Point Spread 
Function measured at 2.5 cm off centre on the reconstructed data with a ramp filter 
(Nyquist cut-off). The equivalent PSF for the line source moving with an extent of 10 
mm motion in the axial direction is shown in Figure 5.4. One-dimensional profiles 
through the centre of the PSF are shown in Figure 5.5 together with the derived
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Modulation Transfer Function. A degradation in resolution is reflected in an increase 
of the FWHM by a factor of ~2 (from 5.2 mm to 10.2 mm) and the FWTM by a factor 
of 1.5 (from 11.0 mm to 16.6 mm) in the axial direction compared to the stationary 
source measurement. This translates to a loss of approximately half of the dynamic 
range of spatial frequencies in the Modulation Transfer Function. With the Hann 
window, the effect of motion is an increase of the FWHM by a factor of -1.5 (from 
7.3 mm to 10.8 mm) and the FWTM by a factor of 1.5 (from 11.2 mm to 16.7 mm) in 
the axial direction compared to the stationary source measurement. This translates to a 
loss of approximately half of the dynamic range of spatial frequencies in the 
Modulation Transfer Function. Profiles of the Point Spread Function for other motion 
parameters of the line source are shown in Figure 5.7. In the light of these 
experimental findings, the spatial resolution in the presence of respiratory motion only 
can be estimated to 9.6 mm (from 4.7 mm) on data reconstructed with the ramp filter, 
and 10.05 mm (from 6.7 mm) with the Hann window. Considering an average 
myocardial thickness of 10 mm in normals, effective resolution becomes comparable 
with the object size, which may affect the recovery of accurate activity concentrations 
(Hoffman et al. 1979b). Therefore, for accurate tracer quantification, some means of 
compensation for motion should be employed. The MTF measurements could 
potentially be useful in image-based methods for spatial resolution recovery if some a 
priori information about the extent of motion is known. In this work, physiological 
gating of the data has been implemented as means of reducing the effect of motion.
-----
Z
Figure 5.2 Schematic diagram o f the orientation o f the line source in the scanner 
FOV. The axes o f axial (Z) and vertical transaxial motion (Y) are shown.
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Figure 5.3. Point Spread Function (axial plane) o f stationary source on the ECAT 
EXACT3D (graph axes indicate arbitrary position in cm).
Figure 5.4. Point Spread Function (axial plane) o f moving source on the ECAT EXACT3D 
(graph axes indicate arbitrary position in cm).
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Figure 5.5. The Point Spread Function (a,c) and Modulation Transfer Function (b,d) 
of a stationary (solid line) and a moving (dashed line) source placed axially in the 
field-of-view o f the ECAT EXACT3D. The extent o f motion was 2 mm in the vertical 
transaxial direction and 10 mm in the axial direction. One-dimensional profiles 
transaxial (a,b) and axial (c,d) are shown.
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Figure 5.6. The Point Spread Function (a,c) and Modulation Transfer Function (b,d) 
o f a stationary (solid line) and a moving (dashed line) source placed axially in the 
field-of-view o f the ECAT EXACT3D. The extent o f motion was 10 mm in the axial 
direction. One-dimensional profiles transaxial (a,b) and axial (c,d) are shown.
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Figure 5.7. Axial and transaxial profiles o f the Point Spread Function from the line 
source data reconstructed with a ramp filter (Nycquist cut-off).
5.4 Physiological Gating of PET Data on the ECAT EXACT3D
Initial consideration of the experience with cardiac PET imaging, and the reported 
influence of motion in cardiac imaging with other modalities, suggested that tracer 
quantification in the heart with PET would require compensation for both cardiac and 
respiratoiy motion to ensure accuracy at high-resolution imaging conditions. For this 
reason, the list-mode acquisition capability of the ECAT EXACT3D was exploited in 
order to implement simultaneous electrocardiographic and respiratory gating of 
cardiac data.
5.4.1 System Hardware
A block diagram of the acquisition hardware (ACS II) of the EXACT3D is shown in 
Figure 5.8. Acquisition of list-mode data is enabled by a 32 Mbytes RAM memory 
and a 34 Gbyte RAID hard-disk in the ACS II (Bloomfield 1997). Data flow and 
communication within the ACS II is based on a VME-Bus while communication 
between the Read/Write Controller and the List-Mode RAM is supported by VSB- 
Bus architecture. Real-time sorting of the coincidence events into sinograms in the 
VSB Sorter is by-passed during list-mode acquisition. Double buffering of the data 
from the List-Mode RAM to the RAID disk is supported by the Read/Write 
Controller; data are stored on one half of the List Mode RAM while the contents of 
the other half are written to the disk from where they are available to the local 
network. The reported write access rate to the RAID disk is 14 Mbytes/sec, however,
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after low-level software adjustments an access rate of ~18 Mbytes/sec can be reached. 
The above hardware configuration can achieve transfer rates of 4.5 Mevents/sec (18 
Mbytes/sec x 4 bytes/event) which is above the count rate limit of the EXACT3D 
(Spinks et al. 1996).
Figure 5.8. Block diagram o f the ACS II o f the ECAT EXACT3D.
5.4.2 Data Format
The ACS II supports 32-bit data acquisition. List mode words are 32 bit long and can 
describe either a coincidence event (prompt or delayed) or a timing event. The first bit 
of the list mode word (also referred to as “tag”) is used to distinguish those two types 
of list-mode information. The “tag” bit being set (Figure 5.9a) corresponds to a timing 
list-mode word which stores the time since the beginning of the acquisition in 
milliseconds (bits 0-26, maximum timing capacity 227ms or, approximately, 37.2h). 
Timing “tag” words are inserted in the flow of list-mode events every millisecond.
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The remaining bits (bits 27-30) take values from the four TTL input channels of the 
Gating Input Board which is found in the Gantry Entrance Panel of the scanner. 
Channel “1” is represented by the least-significant bit (bit 27) and channel “4” by the 
most-significant bit (bit 30), thus allowing information about the state of each channel 
("on" or "off) to be inserted into the stream of data every millisecond.
a) T=1
3130* ► 27 26 <.........   ►Q
T Gating Event Timing
b) T=0
31 30  <«------------------ ------ ►18 17 * ---------------------------------- ►Q 8 * ----------------------------------------► o
T Event Type Sinogram Element Sinogram Angle
Event Type:
•Prom pt/Delayed (bit 18)
•Detector A (bits 19-21)
•Detector B (bits 22-24)
•Ring A (bits 25-2 7)
•Ring B (bits 28-30)
Figure 5.9. List-mode word structure for timing (a) and coincidence (b) events.
The “tag” bit is not set for list-mode word describing a coincidence event (Figure 
5.9b). In coincidence list-mode words, bits 9-17 and 0-8 store the sinogram element 
and angle respectively. Sinogram element and angle are given with respect to a 512 x 
288 padded array and a -256-element shift has to be applied in order to obtain the 
actual sinogram address (Figure 5.10). Bit 18 indicates a delayed event when set to 1, 
or a prompt event otherwise. The remaining four 3-bit fields store the detector and 
ring pairs involved in the detected event.
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0 287
256 element shift element —►
<-------------
Figure 5.10. Addressing of sinogram element and view by the ACS II in list-mode 
acquisition (left). Values are reported with a 256-element shift to the actual sinogram 
address (right).
Single photon counts are stored in a separate file for use for dead-time correction. 
Since detectors blocks on the ECAT EXACT3D are arranged in groups of 12 (2 
transaxial x 6 axial) or buckets, with their associated electronics, singles are available 
at bucket level. There are three entries per bucket i.e. an entry per 2 axial x 2 
transaxial detector blocks, in 2 sec sampling intervals. Singles data are stored on a 
separate file which is organised in sequential 512-byte blocks where the data are 
stored as 4-byte entries (maximum capacity: 128(512-^4) available entries). The first 
entry of each block holds the polling time in milliseconds. Next is the number of 
samples (108 for the ECAT EXACT3D) followed by the actual singles counts.
5.4.3 Gating Hardware
A schematic diagram of the hardware set-up used for cardiac and respiratory gating is 
shown in Figure 5.12 (Livieratos et al. 1999; Livieratos et al. 1999 b). The analogue 
signal from a standard 3-lead ECG monitor (SIRECUST 341, Siemens) is used by a 
dedicated device (Model No 45270801EH417-Siemens, designed for use with the 
SIRECUST 34 lx series) to produce a trigger pulse at each R-wave. A typical trigger 
pulse is shown in Figure 5.17a.
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Respiration is monitored using an inductive plethysmograph (RespiTrace R250, 
Studley Data Systems, Oxford), a device that monitors respiration based on the 
changes of inductance of a fine flexible wire incorporated into an elasticised belt 
placed around the patient’s chest. Changes in the length of the wire or the area 
enclosed by the formed coil will result in changes of the inductance which are 
translated into an analogue output at the range of 0-5 V. A typical signal measured at 
the level of the chest at rest respiration is shown in Figure 5.11.
Figure 5.11. Example o f respiration signal obtained with Respitrace R250 at the level 
of the chest during rest respiration.
An in-house designed electronic circuit was constructed for use as an interface 
between the (ECG and respiration) monitoring devices and the Gating Input Board of 
the scanner. The four TTL input channels of the Gating Input Board act as digital 
switches which can give in total up to 16 (24) different combinations (gating states). 
The two physiological signals (ECG R-wave trigger and respiration signal) are used to 
define the gating state at each time. An analogue-to-digital converter in the interface 
electronic circuit samples the analogue output from the respiration monitor into 15 
discrete values (gating states 0-14). The presence of an R-wave trigger pulse sets the 
16th gating state. The current gating state formed at the interface circuit is “injected”
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into the stream of data via the TTL input channels of the Gating Input Board and 
registered into the timing list-mode words every millisecond.
E X A C T
3 D
Figure 5.12. Block diagram o f the gating hardware set-up for simultaneous cardiac 
and respiratory gating o f list-mode data on the EXACT3D.
5.4.4 Data Sorting
Histogramming (sorting) of the coincidence events from list-mode data streams into 
sinograms for further processing (i.e. scatter correction, reconstruction) can be 
achieved post-acquisition by:
i) using the Real Time Sorter (RTS) of the ACSII where a memory look-up table 
relates the details (detector A, detector B, ring A, ring B) of the acquired 
events to a sinogram address where the events are represented as projection 
data. This method offers a fast solution for sorting list-mode data as sinogram 
addresses are saved in the memory thus avoiding time-consuming on-the-fly 
calculations. Additionally, the use of fast buses for data transfer within the 
ACSII offers a significant advantage in terms of time performance. However, 
gating is not possible in the RTS as no relevant functions are included in the 
firmware of the ACSII.
ii) using purpose written software for data sorting on an off-line computer. The 
function of the RTS is replaced by the CPU of the off-line computer. The issue 
of data transfer becomes important as it might severely affect the speed of the 
sorting process. This is especially important when the data are accessed via a 
network connection. However, software histogramming offers increased
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flexibility in determining data parameters such as time frames or data 
reduction schemes and the option to include physiological gating.
Purposed-written software was developed for this work for list-mode data sorting as 
the only option to include physiological gating with the currently available 
instrumentation. The software was developed in standard C (C89 1989; C90 1990) 
and implements the functions of:
• interrogation of raw list-mode data to extract initial information such as count- 
rates as a function of time or the physiological gating signals. These information is 
used to decide on the sorting parameters e.g. the definition of the exact frame 
breakdown and gating,
• sorting the list-mode data into (dynamic) gated sinograms.
The main module of the sorting software consists of a number of different steps that 
can be grouped into several distinct blocks e.g. parameter initialisation, cardiac and 
respiratory gate definition, 3D sinogram definition, memory management and data 
sorting. The data sorting block is a main component of the software where individual 
four-byte words read from the list-mode data stream, are interpreted as either 
timing/gating events or as coincidence (prompt or delayed) events. During this 
process the sinogram data are updated accordingly as detected events from the data 
stream are encountered. A flow-chart describing the main steps involved in the data 
sorting module is shown in Figure 5.13.
The current cardiac and/or respiratory gate is defined by a look-up table according to 
the time (cardiac) or the gating byte (respiratory) of the list-mode word. The plane of 
the 3D sinogram that corresponds to the current LOR is specified by the ring pair of 
the event according to the predefined Michelogram (§3.3.1.1).
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Parameter Definition,
Decode Time 
Decode Gating Information 
Determine ECG Gate 
Determine Respiratory Gate
Sinogram Data 
to disk
Decode Event Type 
Determine Detector A, B 
Determine Ring A, B 
Determine Sinogram Address
Increase by one at 
Sinogram Address
Decrease by one at 
Sinogram Address
Update Other Variables 
e.g. Total Prompts 
Total Delayed...
Figure 5.13. Simplified flow-chart o f the data-sorting module o f the software.
5.4.5 Gate Definition
I n  t h e  p r o c e s s  o f  d a t a  s o r t i n g  t h e  c u r r e n t  c a r d i a c  a n d  r e s p i r a t o r y  g a t e s  a r e  s p e c i f i e d  b y  
a  l o o k - u p  t a b l e  a c c o r d i n g  t o  t h e  p h a s e  o f  t h e  c a r d i a c  c y c l e  ( c a r d i a c  g a t i n g )  a n d / o r  t h e  
s t a t e  o f  t h e  d i g i t i s e d  r e s p i r a t i o n  s i g n a l  ( r e s p i r a t o r y  g a t i n g )  o f  t h e  l i s t - m o d e  w o r d .  T h e  
c u r r e n t  c a r d i a c  a n d / o r  r e s p i r a t o r y  g a t e s  a r e  s p e c i f i e d  e v e r y  t i m e  a  t i m i n g  l i s t - m o d e  
e v e n t  i s  d e t e c t e d  i n  t h e  s o r t i n g  l o o p  ( i . e .  e v e r y  m i l l i s e c o n d )  o n  t h e  b a s i s  o f  l o o k - u p  
t a b l e s  t h a t  h a v e  b e e n  p r e - d e f m e d .
T h e  l o o k - u p  t a b l e  w h i c h  g o v e r n s  c a r d i a c  g a t i n g  i s  c a l c u l a t e d  b y  f i r s t  e x t r a c t i n g  t h e  
t i m e - p o i n t s  o f  t h e  R - w a v e  t r i g g e r  f r o m  t h e  l i s t - m o d e  f i l e .  E a c h  c a r d i a c  c y c l e  i s  
d i v i d e d  i n t o  n ( e . g .  n=16) i n t e r v a l s ,  e a c h  a s s i g n e d  t o  a  s p e c i f i c  g a t e  a c c o r d i n g  t o  a
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p r e - d e f i n e d  l i s t .  T h i s  p r o c e s s  c r e a t e s  a  m a p p i n g  o f  t i m e  ( m s )  i n t o  g a t e  n u m b e r  
d e s c r i b e d  b y  a  l o o k - u p  t a b l e .  T w o  e x a m p l e s  o f  c a r d i a c  g a t i n g  d e f i n i t i o n  a r e  s h o w n  i n  
F i g u r e  5 . 1 4 .  F i g u r e  5 . 1 4 a  d e m o n s t r a t e s  a  s i m p l e  d e f i n i t i o n  o f  1 6  e q u a l  c a r d i a c  g a t e s .  
I n  F i g u r e  5 . 1 4 b  a n  “ e n d  d i a s t o l i c ” , a  “ m i d  d i a s t o l i c / m i d  s y s t o l i c ”  a n d  a n  “ e n d  s y s t o l i c
gate
definition
file
Figure 5.14. Examples o f cardiac gating definition, (a) Definition o f 16 equal cardiac 
gates, (b) Definition o f an “end diastolic”, a “mid diastolic/mid systolic” and an 
“end systolic gate.
F o r  r e s p i r a t o r y  g a t i n g  a  g a t e  n u m b e r  i s  a s s i g n e d  t o  e a c h  o f  t h e  d i f f e r e n t  s t a t e s  o f  t h e  
d i g i t i s e d  s i g n a l  ( f r o m  0 - 1 4 )  i n  t h e  l i s t - m o d e  w o r d .  E a c h  o f  t h e  g a t i n g  s t a t e s  0 - 1 4  
c o r r e s p o n d s  t o  a  d i f f e r e n t  r e s p i r a t o r y  p h a s e  a s  i t  d e s c r i b e s  t h e  d e g r e e  o f  e x p a n s i o n  o f  
t h e  e l a s t i c i s e d  b e l t  a r o u n d  t h e  p a t i e n t ’ s  c h e s t .  T h e  a s s i g n m e n t  o f  g a t e  n u m b e r s  i s  d o n e  
t h r o u g h  a  s e p a r a t e  t w o - c o l u m n  l o o k - u p  t a b l e .  T h e  f i r s t  c o l u m n  l i s t s  a l l  p o s s i b l e  g a t i n g  
s t a t e s  w i t h  t h e  a s s i g n e d  g a t e  n u m b e r  i n  t h e  s e c o n d  c o l u m n .  A n  e x a m p l e  o f  d e f i n i t i o n  
f o r  r e s p i r a t i o n  g a t i n g  i s  s h o w n  i n  F i g u r e  5 . 1 5 .  T h e  r e s p i r a t i o n  p a t t e r n  ( g a t i n g  s t a t e s  0 -  
1 4 )  i s  p l o t  f o r  t h e  f i r s t  1 0  s e c o n d s  o f  a  H 2 1 5 0  s c a n  o f  a n  a r t i f i c i a l l y  v e n t i l a t e d  p i g .  
G a t i n g  s t a t e s  0 - 7  a r e  g r o u p e d  i n t o  a n  “ e n d - e x p i r a t i o n ”  g a t e ,  g a t i n g  s t a t e s  1 1 - 1 4  a r e  
g r o u p e d  i n t o  a n  “ e n d - i n s p i r a t i o n ”  g a t e  w h i l e  t h e  i n t e r m e d i a t e  s t a t e s  d e f i n e d  a s  
s e p a r a t e  g a t e s .  G a t i n g  s t a t e  1 5  i s  r e s e r v e d  f o r  t h e  R - w a v e  t r i g g e r  u s e d  f o r  c a r d i a c  
g a t i n g  a n d  i s  t h e r e f o r e  e x c l u d e d  b y  b e i n g  g i v e n  a  g a t e  n u m b e r  o f  0 .
g a t e  a r e  d e f i n e d  b y  a s s e m b l i n g  d i f f e r e n t  p h a s e s  o f  t h e  c a r d i a c  c y c l e .
(a) Cardiac kcycle
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Figure 5.15. Gating states 0-14 plot for the first 10000 ms o f a H ffO  scan on a 
ventilated pig. The example o f respiration gate definition shown here will result into 
an “end-expiration ”, an “end-inspiration ” and intermediate gates.
5.4.6 3D Sinogram Definition
D a t a  r e d u c t i o n  i s  p e r f o r m e d  d u r i n g  l i s t - m o d e  s o r t i n g  a c c o r d i n g  t o  a  V a r i a b l e  A x i a l  
R e b i n n i n g  s c h e m e ,  a s  d e s c r i b e d  i n  § 3 . 3 . 1 . 1 .  D i f f e r e n t  s c h e m e s  f o r  d a t a  r e d u c t i o n ,  
s u c h  a s  v a r i o u s  m a x i m u m  r i n g  d i f f e r e n c e s ,  a x i a l  o r  a n g u l a r  c o m p r e s s i o n  f a c t o r s ,  c a n  
a l s o  b e  a p p l i e d  d u r i n g  l i s t - m o d e  s o r t i n g  a f t e r  t h e  a c q u i s i t i o n  o f  t h e  d a t a .
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5.5.1 Signal Response of the Gating Input Board
T h e  r e s p o n s e  o f  t h e  G a t i n g  I n p u t  B o a r d  t o  v a r y i n g  i n p u t  w a s  t e s t e d  u s i n g  a  v o l t a g e  
g e n e r a t o r .  I n p u t  s i g n a l  w a s  m o n i t o r e d  o n  a n  o s c i l l o s c o p e  w h i l e  t h e  r e s p o n s e  w a s  r e a d  
f r o m  t h e  s t r e a m  o f  l i s t - m o d e  e v e n t s  ( F i g u r e  5 . 1 6 ) .  I t  w a s  f o u n d  t h a t  a  l i n e a r  r e s p o n s e  
o f  t h e  g a t i n g  a c q u i s i t i o n  p a r a m e t e r  t o  v a r y i n g  i n p u t  w a s  c o r r e c t l y  r e g i s t e r e d  i n t o  t h e  
d a t a .
5.5 System Performance
i n p u t  ( V )
Figure 5.16 . Response o f the Gating Input Board o f the ECAT EXACT3D acquisition 
system to varying input from the gating interface.
5.5.2 Electrocardiographic Signal Response
F i g u r e  5 . 1 7  s h o w s  a  t y p i c a l  R - w a v e  t r i g g e r  s i g n a l  f r o m  t h e  E C G  m o n i t o r  w i t h  t h e  
c o r r e s p o n d i n g  r e s p o n s e  a s  r e c o r d e d ,  t h r o u g h  t h e  G a t i n g  I n t e r f a c e  c i r c u i t ,  i n t o  t h e  l i s t ­
m o d e  d a t a .  T h e  e l e c t r o c a r d i o g r a p h i c  t r i g g e r  p u l s e  h a s  a  d u r a t i o n  o f  a p p r o x i m a t e l y  1 0  
m s  a n d  i s  r e c o r d e d  i n t o  t h e  d a t a  f o r  t y p i c a l l y  1 1  s u c c e s s i v e  t i m i n g  l i s t - m o d e  w o r d s .
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a)
b)
tag=l 
tag=0
Figure 5.17. (a) Electrocardiographic trigger signal and (b) typical response encoded 
in the list-mode data for the Siemens Sirecust 341 ECG monitor with attached 
Siemens 4527081EH417 signal adapter.
5.5.3 Respiratory Signal Linearity
A b s o l u t e  m e a s u r e m e n t  o f  t h e  e x p a n s i o n  o f  t h e  c h e s t  i s  n o t  o f  i n t e r e s t  i n  t h e  p r e s e n t  
a p p l i c a t i o n .  H o w e v e r ,  a  l i n e a r  r e s p o n s e  o f  t h e  r e s p i r a t i o n  m o n i t o r  i s  i m p o r t a n t  i n  
o r d e r  t o  e n s u r e  t h a t  d i f f e r e n t  p h a s e s  o f  r e s p i r a t i o n ,  r e p r e s e n t e d  b y  v a r y i n g  d e g r e e s  o f  
t h e  e x p a n s i o n  o f  t h e  c h e s t ,  a r e  r e g i s t e r e d  a s  s e p a r a t e  g a t e s .  T h e  r e s p o n s e  o f  t h e  
r e s p i r a t i o n  m o n i t o r  R e s p i T r a c e  R 2 5 0  w a s  m e a s u r e d  t o  v a r y i n g  e x t e n s i o n  o f  t h e  c o i l  
t r a n s d u c e r  F i g u r e  5 . 1 8 .  T h e  i n s t r u m e n t ’ s  s e n s i t i v i t y  h a s  t o  b e  a p p r o p r i a t e l y  a d j u s t e d  
f o r  e a c h  i n d i v i d u a l  s u b j e c t  t o  f i t  t o  t h e  s p e c i f i c  m e a s u r e m e n t  c o n d i t i o n s  r e l a t e d  t o  
p a t i e n t  s i z e ,  p o s i t i o n i n g  a n d  m o d e  o f  b r e a t h i n g .  I n a p p r o p r i a t e  s e t t i n g s  o f  s e n s i t i v i t y  
m a y  r e s u l t  i n  s a t u r a t i o n  o f  t h e  r e s p i r a t i o n  s i g n a l .  A n  e x a m p l e  o f  s i g n a l  s a t u r a t i o n  i s  
s h o w n  i n  F i g u r e  5 . 1 9 .  S a t u r a t i o n  w a s  s i m u l a t e d  b y  s t r e t c h i n g  t h e  t r a n s d u c e r  c o i l
time
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a r o u n d  a  s t a b l e  f r a m e  a n d  f u r t h e r  i n t r o d u c i n g  w e d g e s  o f  f i x e d  w i d t h  w h i l e  m e a s u r i n g  
t h e  i n s t r u m e n t ’ s  o u t p u t  a t  d i f f e r e n t  s e n s i t i v i t i e s .  U n d e r  c o r r e c t  s e t t i n g s ,  t h e  r e s p o n s e  
o f  t h e  r e s p i r a t i o n  m o n i t o r  w a s  f o u n d  t o  b e  l i n e a r l y  r e l a t e d  t o  t h e  e x t e n s i o n  o f  t h e  c o i l  
t r a n s d u c e r .  T h e  p a t i e n t  d e p e n d e n c e  s e n s i t i v i t y  a n d  s a t u r a t i o n  o f  t h e  r e s p i r a t o r y  s i g n a l  
m a y  b e  a d d r e s s e d  i n  t h e  f u t u r e  b y  i n c o r p o r a t i n g  o n - l i n e  p r o c e s s i n g  o f  t h e  s i g n a l  i n  
o r d e r  t o  d e t e r m i n e  o p t i m a l  s e t t i n g s  f o r  e a c h  p a t i e n t .  O p t i m a l  s e t t i n g s  c o u l d  b e  d e f i n e d  
f r o m  a n  i n i t i a l  a c q u i s i t i o n  o f  t h e  r e s p i r a t o r y  s i g n a l  b e f o r e  t h e  b e g i n n i n g  o f  P E T  
s c a n n i n g .
5.5.4 Time Response of Gating Interface
I n  o r d e r  t o  t e s t  f o r  a n y  p o s s i b l e  t i m e  d e l a y s  i n  t h e  p u l s e  p r o c e s s i n g  o f  t h e  g a t i n g  
i n t e r f a c e  c i r c u i t  a  t r i g g e r  s i g n a l  w a s  s i m u l t a n e o u s l y  a s s e s s e d  d i r e c t l y  t o  t h e  
o s c i l l o s c o p e  a n d  a f t e r  p a s s i n g  t h r o u g h  t h e  p r o c e s s i n g  c i r c u i t .  T h e  s i g n a l  o f  a n  E C G  
p u l s e  g e n e r a t o r  ( E C G  S i m u l a t o r  2 0 2 ,  R i g e l )  w a s  d i r e c t l y  f e d  i n t o  a n  o s c i l l o s c o p e .  
T h e  s a m e  s i g n a l  w a s  f e d  s i m u l t a n e o u s l y  t h r o u g h  t h e  g a t i n g  i n t e r f a c e  c i r c u i t  i n t o  a  
s e c o n d  c h a n n e l  o f  t h e  o s c i l l o s c o p e .  T h e  t w o  s i g n a l s  w e r e  c o m p a r e d  t o  i d e n t i f y  a n y  
d e l a y s  ( F i g u r e  5 . 2 0 ) .  A  t i m e  i n t e r v a l  o f  l e s s  t h a n  7 p s  w a s  o b s e r v e d  b e t w e e n  t h e  r i s e  
o f  t h e  t r i g g e r  s i g n a l  a n d  t h e  t i m e  w h e n  t h e  i n t e r f a c e  r e s p o n s e  i s  e s t a b l i s h e d .  T h e  
o b s e r v e d  t i m e  d i f f e r e n c e  i s  n o t  s i g n i f i c a n t  i n  t h e  c o n t e x t  o f  t h e  p r e s e n t  a p p l i c a t i o n  a s  
t h e  t i m e  r e s o l u t i o n  o f  t h e  a c q u i s i t i o n  i s  1  m s .
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Figure 5.18 . Output signal from RespiTrace R250 respiration inductance monitor as 
a function o f the extension o f the coil transducer measured at two different sensitivity 
settings.
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Figure 5.19 . Linear and saturated signals measured on RespiTrace R250 at two 
different sensitivity settings with the same experimental set-up.
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Tek JL [El Auto M Pos: 1,200jus
Figure 5.20. Direct electrocardiographic signal (A) and indirect signal through the 
Gating Interface circuit (B) measured simultaneously in response to signal from an 
electrocardiographic generator.
5.5.5 Time Response of Gated Acquisition
In order to identify any potential delays in the overall process of acquisition of gated 
data, a line source rotating in the field-of-view was scanned in list-mode with gating 
information. A 68Ge-68Ga line source was firmly attached to one end of a plastic arm 
rotating around its axis by an electromagnetic motor. The radius of rotation was 15 
cm from the centre of the field-of-view. The rotation speed was controlled by 
adjusting the voltage supplied to the motor. The device (source, arm and motor) was 
mounted on a metal base fitted to the holding brackets of the neuro-shield of the 
scanner (Figure 5.21). A magnet attached to the other end of the rotating arm could 
trigger a magnetic switch fitted on the metal base. In this way, a 2 ms pulse was 
produced every time the magnet was passed through the switch. The trigger pulse was 
fed to an input channel of the Gating Input Board of the scanner from where it was
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registered into the stream of data. The speed of rotation was monitored via the display 
of the trigger pulse signal on an oscilloscope. Emission data were acquired at several 
rotation frequencies (60 - 240 rpm). The data were sorted post-acquisition into gated 
sinograms and reconstructed. A total of 24 gates were extracted from the list-mode 
raw data. The mean duration of each gate varied from 41.6ms at 60 rpm to 10.4ms at 
240 rpm. This corresponds to an arc of 39.4 mm per gate at the rotation radius of the 
source and approximately 11 pixels (transaxial voxel dimensions: 3.43 mm x 3.43 
mm) at a reconstruction zoom of 1.5. Figure 5.22 shows central plane images of the 
gated data (a), the sum of all gates (b) and the ungated data set (c), derived from the 
rotating source measurements at 240 rpm. Unlike real-time gating systems (Klein et 
al. 1998), no discontinuities in the tracking of the data from one gate to the next were 
found. Similar results were observed for rotation of the source at 60 rpm and 120 rpm.
(a) (b)
Figure 5.21. (a) Experimental set-up for the rotating source measurements, (b) First 
gate after triger signal from the rotating source data set. The slice shown includes the 
stationary source indicating the position o f the magnetic switch (CCW direction o f 
rotation).
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a b c
Figure 5.22. Images from the rotating source experiment (central transaxial plane): 
a) gates number 1, 9, and 17 displayed on the same image, b) add image o f all gates 
and c) reconstructed image o f the ungated data set.
5.5.6 Preservation of Counts
A 20cm cylinder containing 3.69 kBq/ml of 68Ge/68Ga was scanned in list-mode with 
the parallel acquisition of the R-wave trigger from the ECG monitor responding to an 
ECG pulse generator (ECG Simulator 202, Rigel) at 60 bpm. The list-mode data were 
transferred from the RAID disk to an off-line workstation (ULTRASparc 1, 256 
Mbytes RAM, Sun Microsystems) where they were sorted into sinograms with the 
previously described software. The same list-mode data set was sorted into (a) an 
ungated sinogram and (b) gated sinograms corresponding to 8 equal fractions of the 
cycle as defined by the electrocardiographic trigger. The total number of events in the 
gated and ungated sinograms is listed in Table 5-2.
Table 5-2
Counts per data set from the validation experiment o f gating constant activity.
Duration Duration Prompt Delayed True
(ms) To Last R-Trigger 
(ms)
Events Events Events
Gate 1 104233 104110 46058157 10546149 34718955
Gate 2 104234 104110 46055286 10561336 34699337
Gate 3 104234 104110 46056296 10547782 34714121
Gate 4 104219 104110 46074708 10547769 34731789
Gate 5 104110 104110 46014838 10538882 34682412
Gate 6 104110 104110 46022080 10534382 34693841
Gate 7 104110 104110 46015685 10539774 34681981
Gate 8 110750 110750 48946331 11204951 36896948
Sum Gates 1-8 840000 839520 371243381 85021025 279819384
Ungated Data 840000 — 371243381 85021025 279819384
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The total number of events (prompts, randoms, trues) is preserved by the gating 
software. As the total duration of acquisition (840 sec) does not include an integer 
number of cycles, data up to the last R-trigger within the frame, occurred at 839521
msec from start, are listed in Table 5-2. The last gate is also prolonged compared to
the other gates as a result of rounding in the integer division of the duration of each 
cycle (R-R interval) with the number of cardiac cycle intervals i.e. the duration of 
each gate is:
Dtj = mi*T)/ i = l...g-l
Dt, = mj'Dt + mod i -  g
8 -  number of gates per cycle
n = number of intervals to divide entire cycle
m\ = number of intervals assigned to gate I
DT = duration of cycle (R-R interval)
Dt = quotient of integer division DT / n
mod -  modulus of integer division DT / n ,
5.5.7 Computing Requirements and Data Size
The computer time and data size issues involved with the processing of list-mode data 
were initially thought to represent a significant burden in the application of 
simultaneous cardiac and respiratory gating. Processing times with the current 
standard computer technology are at levels that permit the application of the technique 
in a research environment. Processing time for histograming list-mode data into 
gating sinograms using a Sparc ULTRA 10 (Sun Microsystems) was around 2 
ms/Mevent (Table 5-3) which translates to an average time of ~20 min for a typical 
C150  study. With respect to data size issues, although storage of list-mode data for a 
high-count studies, such as ClsO and 18FDG studies, may impose logistical issues in 
terms of disk space and data transfer, for low-count studies, such as cardiac H2150  
studies, it may actually provide an effective means of data compression preferable to 
sinogram format (Figure 5.23). In any case, data size issues are within manageable 
levels within a research environment. Rapid improvement in computer technology
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may also provide the means for handling and processing of list-mode data in a routine 
environment.
Table 5-3
Processing time o f various list mode data-sets on a Sparc ULTRA 10.
CPU time 
(s)
Total events 
(prompt + delayed)
CPU time per event 
(s)
1711 8.57E+08 2.00E-06
586 2.70E+08 2.17E-06
1258 6.21 E+08 2.03E-06
1247 6.21 E+08 2.01 E-06
1467 7.37E+08 1.99E-06
1466 7.37E+08 1.99E-06
972 4.76E+08 2.04E-06
Average CPU time :| 2.03 s/Mevents
Figure 5.23 . Data size o f typical H ftO  and CI50  study in sinogram and list mode.
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The influence of motion on the spatial resolution of the ECAT EXACT3D was found 
to be significant for accurate tracer quantification in the myocardium. A degradation 
of the spatial resolution in the axial direction by a factor of 1.5 (Hann window) to 2 
(ramp filter) in the FWHM was observed in experimental measurements simulating 
respiratory motion of the heart. As a means of accounting for cardiac motion, a 
method for simultaneous gating of data acquisition, both for electrocardiographic 
trigger and respiration, was implemented and validated. The performance of the 
system, which makes use of the list-mode capabilities of the scanner, was found to be 
appropriate for the application of dual gating in cardiac studies.
5.6 Summary
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6.1 Introduction
The limited signal-to-noise properties of the gated images, even with the increased 
sensitivity in 3D and a large axial field-of-view, restrict the applicability of 
simultaneous electrocardiographic and respiratory gating for motion-free cardiac 
images. Especially in the case of dynamic image acquisition to follow tracer kinetics, 
the requirements for sensitivity and accuracy, in the absence of motion, push the 
limits of current PET technology. In this chapter the methodology for compensation 
for the rigid-body components of motion, without affecting the total counts, is 
discussed and details about its implementation with validation results are presented. 
The problem has been discussed previously with respect to corrections for head 
movement as applied to SPECT (Fulton et al. 1994) and PET (Menke et al. 1996; 
Fulton et al. 1999; Fulton et al. 2000). Certain limitations in the acquisition process of 
the data have restricted these methods to corrections of large numbers of events 
summed as individual frames during the course of dynamic image acquisition. The 
current work describes the correction for motion at the level of individual events prior 
to image reconstruction.
The general strategy (Figure 6.1) is to develop a methodology which allows 
compensation for respiration-related motion associated with rigid-body components 
(Korin et al. 1992; Wang et al. 1995; Budinger et al. 1996) while allowing the 
acquisition of electrocardiographically gated data. ECG gated images can be 
reconstructed and analysed or potentially be processed to compensate for the elastic 
motion associated with the cardiac cycle to further improve signal-to-noise. A number 
of models have been proposed for elastic summing of cardiac data (Klein et al. 1997; 
Klein and Huesman 2000) however, the applicability of such methods for quantitative 
PET imaging remains to be investigated.
Chapter 6 -  Motion Compensation for Cardiac PET Data
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Figure 6.1 Strategy for compensation o f rigid-body motion in simultaneous 
electrocardiographic and respiratory gated cardiac PET.
6.2 Rigid-Body Transformation of 3D PET Projection Data
In this section, the equations describing rigid-body transformation of 3D projection 
data are derived. Given LOR coordinates and a set of transformation parameters the 
corresponding parameters of the transformed LOR are required. A number of options 
in the selection of the parameterisation of the formulae are possible depending on the 
type of the problem and the implementation that is required.
Figure 6.2 Scanner geometry and coordinate system.
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The geometry and co-ordinate system used to describe a multi-ring PET camera 
(Figure 6.2) has been described in Chapter 2. The horizontal and vertical axes of the 
transverse plane and central axis of the detector cylinder and the azimuthal angle (0) 
and polar angle (0) are used to describe the projection data. The rotated co-ordinate 
system and the parameterisation of the projection data in 3D PET have been described 
in §2.4. Data sampling and data reduction issues in 3D have been discussed in §2.4.6 
and §2.4.7.
6.2.1 Geometry and Coordinate System
6.2.2 Vector Description of Rigid-Body Transformations in 3D
Assume a three-dimensional distribution p and a point r of the distribution 
represented as a vector by:
r = Eq. 6-1
A point in the distribution p ? related to p by 3D transformations (rotations, 
translations and scaling) will be described as a vector by:
r' = Eq. 6-2
Then the two vectors will be related by (Webb 1993):
r' = SRr + b Eq. 6-3
where R is a 3x3 rotation matrix, S is a 3x3 scaling matrix and b is the translation 
vector. The rotation matrix R is the product of the separate components Rx((px), of the 
rotation by cpx about the x-axis, Ry(cpy), of the rotation by <py about the y-axis and
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R z(<pz), of the rotation by (pz about the z-axis. Given a specific order of sequential 
application of rotations, the matrix R can be described as:
R = Rz(0ORy(Py)R,(P*) Eq. 6-4
where:
' 1 0  0 
0 cos (px sin cpx 
0 -sin$>v cos^A
Eq. 6-5
cos (py 0 sin q>
R , (<p,) = 0 1 0
-  sin (py 0 cos (py
cos (pz sin (pz 0
-  sin (pz cos (pz 0
oo
1
Eq. 6-6
Eq. 6-7
Given sx, sy and sz the scaling factors for the x- y- and z-axis, the scale matrix S takes 
the form:
S =
0 0
y
0
0 Eq. 6-8
In the case of isotropic scaling where sx=sy=sz=s the scale matrix takes the form S=sl 
where I is the 3x3 identity matrix.
The translation vector b is expressed by the translations bx, by and bz translations 
along the x-, y- and z-axis as:
b = Eq. 6-9
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Combining Eq. 6-3 to 6-9 the equation expressing the relation of r  and r ’ becomes:
r  =
m, i Wn mn X K
/ = m 2 j m22 m23 y + b,
z ’_ _m3l m32 m33_ z K
Eq. 6-10
where:
mu "*12 '**13
M = ™ 2i m22 ***23
***32 ***33
sx cos <pz cos <py sx sin (pz cos <px -  sx cos <pz sin <py sin (px sx sin <pz sin <px + sx cos <pz sin <py cos <px
-  sy sin <pz cos <py sy cos <p. cos <px + sy sin <pz sin <py sin (px sy cos fpz sin <px -  sy sin <pz sin <py cos <px
- sz sin<py - szsm.(pxcos(py szcos<pysos(px
Eq. 6-11
Equation Eq. 6-10 expresses the coordinates of all points of distributions p* and p 
related to each other by 3D rigid-body transformations.
A 4-element vector description of the transformation process can also be used to 
express all matrix operations into a single multiplicative vector. In this case the 
position vectors are described as:
X
y and r = y
z z
_ 1 _ 1
and equation 6-10 takes the form: 
r - 4T-4 S-4 R, ( q>yR R , f o )  -r
where the translation matrix 4T is:
1 0  0 h
Eq. 6-12
T =
0 1 0  6,
0 0 1 b2
0 0 0 1
and the scaling and rotation matrices now take the form:
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0
0
0
0 0 0 1
and 4R =
R
0 0 0 1
Thus, in the 4-vector notation both rotations and scaling and translations are realised 
by a single matrix.
6.2.2.1 Alternative Representation of Rigid-Body Transformations
The methodology for spatial transformation of individual projection data described in
this chapter can be applied for correction of head movement in brain imaging
(Bloomfield et al. 2002) where a different representation of parameters may be used.
Commercially available devices for monitoring head movement using quaternions
(Altmann 1986) to represent rotation parameters have been described (Fulton et al.
2000; Bloomfield et al. 2002). Although this representation is not used in the present
work, the following conversion of a quaternion q - w + x x  + yy + zz to a rotational
matrix R  is provided for reasons of compatibility and completeness:
x 2 - y 2 ~ z 2+w 2(xy + zw) 2(xz-yw)
R =  2(xy-zw)  ~ x 2 + y 2 ~ z 2 +w 2(yz + xw) Eq. 6-13
2(xz + yw) 2(yz -  xw) - x2 -  y 2 + z 2 + w
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6.2.3 Vector Transformation of Projection Data in the Rotated Coordinate 
System
Given a projection with coordinates (xr , y r , 0,#), the coordinates (x’r ,y\. ,0 ',# ') of
the projection transformed by the set of rigid-body parameters (px, (py, (pz,bx,by and bz 
will be (Eq. 6-10):
mn mn mi3_' xrm V
y'r = m2l m22 m23 y  r + by Eq. 6-14
*'r. «31 m32 ^33 _ J r . b,
where:
z r =z rzr = z,.(cos0cos#r + sin0cos#p + sin6£) Eq. 6-15
which is derived by Eq. 2-17. Eq. 6-14 is valid for 0<(|)<7i and in practice there will be 
a maximum angle ® associated with the geometrical attributes of the scanner beyond 
which projection data cannot be measured, therefore | 9 | <©. The above equations 
can be used to calculate the coordinates of projections after a set of transformation 
parameters has been applied on the original projection data.
Given a projection with coordinates (xr,y r,(/>,0) , the vector r(x,y,z) that will describe 
the projection in the Cartesian coordinate system will be (§2.4.5):
X -s in 0 -  cos (j) sin 0 COS 0 cos 6 ~xr~
y - COS (j) -  sin 0  sin 6 sin 0 cos 0 yr Eq. 6-16
z 0 cos 0 sin# J r .
The projection transformed by a set of rigid-body parameters will be described in the 
Cartesian system by r^x’fyjZ') where, using Eq. 6-10, will be:
Eq. 6-17
V -s in 0 -  cos0 sin# COS0 cos# mn mn ~xr~ V
/ = COS 0 -  sin 0 sin # sin 0 cos # m2\ m22 m23 y  r + b y
_z'_ 0 cos# sin# _m2 j m32 m33_J r . A .
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The above equation can be used to calculate the coordinates of projections after a set 
of transformation parameters has been applied. However, in practice zr has no 
practical substance and has to be calculated indirectly by (xr, yr, <j>, 0) using Eq. 6-15.
6.2.4 Transformation of Projection Data in Cylindrical Scanner Geometry
In the previous section we derived the equations that provide a direct mapping of a set 
of projections through a distribution before and after its transformation in space. This 
might be especially useful when the whole set of projections is available in the form 
of /?(*,.,y,.,0,#) (or p ijkl in the discrete form) as described in §2.4.5.2. In practice,
due to issues related to the implementation of histograming of acquired events in 3D 
PET, for example the processes of axial and angular compression (’mashing) used for 
data reduction, the direct calculation of the coordinates of a transformed projection 
using the equations from §6.2.3 is not always applicable. Furthermore, the direct 
transformation of the rotated coordinates would have to address issues related to the 
discrete form of the projection data acquired in practice. This would mean setting 
criteria for the interpolation of the transformed coordinates onto the discrete system of 
coordinates used in practice and this process would require some knowledge of the 
geometry of the detection system. Instead, a model closer to the geometry of the 
scanner would be more practicable.
In this section we assume that a model of the geometry of the scanner is available and 
therefore detected events can be associated to LORs described by a pair of points in 
the Cartesian coordinate system. Given two points ri and r2 on the LOR (for example 
the detectors associated with the LOR) the transformed LOR can be described by r'i 
and r'2 ,from§6 .2 .2 , as: 
r.'= Rr. + b
, ' . Eq. 6-18
r2 = Rr2 +b
where R is the rotation matrix, b is the translation vector and we assume no scaling. 
The LOR associated with r’i and rf2 will be defined by x ',  y'r and z'r where: 
z '= z ;z 'r Eq. 6-19
and
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-r riz, = ~~ Eq. 6-20
For any point p (x ',y ') in  the projection.plane defined by the direction vector zj. will 
be:
p = x 'X  + y'rf r = (px'r )x'r + (py'r)y'P Eq. 6-21
or, in different notation: 
x'r -  P * 'r/, Eq. 6-22yr = pyr
Since x'r and y'r are orthogonal to z ' : 
px' =(p + /z')x’r
a /  /  j/\f \ * fpyr =(p+/z'r)y'r
where p + li'r describes any point along the LOR, therefore:
A f I A / tpxr = r.x,. = xr
Eq. 6-24A f I A # I T.pyr =riyr
Therefore, using equations 6-18, 6-20 and 6-24, the rotated
coordinates (x'r,y'r,(f)',O') of an LOR defined by any two of its points r'i and r'2, can be 
calculated.
6.2.5 Intersection of LOR with the Detector Cylinder
As discussed in §6.2.4, in practice it might be preferable to re-assign the LOR defined 
by any two points r’i and r’2 into a new set of coordinates (x ',_)/,0',#') using the 
geometrical model of the scanner. Consider the line defined by r\(xi\yitA t) and 
r’2(x2,y2',z2) as
r = r ;+ /(r ' - r / )  Eq. 6-25
for any / defining a point along the LOR. The intersection v (x ,y  ,z  ) of the LOR
with the detector cylinder should satisfy both equations of the line and the cylinder:
rp = r , '+ /(r ' -r ,')  Eq. 6-26
and
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|rp | = i? , |rpz| < w Eq. 6-27
for a cylinder of radius R and height w centred around the origin of the Cartesian 
coordinate system.The above equations can also be written as:
Xp = x[ +l(x2 -*[)
y P =y[+Ky' 2 -y' i)  Eq. 6-28
z. =z[ + l(z2 -z[)
p
; p
: P
and
xp2 + y p2 - R 2 =0 , - w < , z p <w  Eq. 6-29
Solving the last two equations for / we have an equation of the form: 
al2 +bl + c = 0 Eq. 6-30
where:
a = (x ' - x [ ) 2 + ( / 2 ~y[)2 
b = 2x[(x2 -x[)  + 2y[(y2 -  y [) 
c = x[2 + y ,2- R 2
The solution of the binomial equation:
-  f  Eq. 6-31
- b ± y b 2 +4 ac
2 a
provides the points in Eq. 6-25 where the LOR intersects with the detector cylinder.
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6.3 Implementation of Transformation of Projection Data on the ECAT 
EXACT3D 
6.3.1 The Transformation Process for List-Mode Events
Individual events from the stream of list-mode data are assigned to LORs defined by a 
pair of points in the Cartesian space. A geometrical model of the scanner is used to 
assign each detector element pair to a LOR (x],yj,zi,X2,y2,Z2). Each point defining an 
LOR is then spatially transformed as described in the previous section. All spatially 
transformed lines (x'i,y'i,zj,x'2,y '2,z'2)  are then projected onto the scanner cylinder and 
are re-assigned to detector pairs to form a new LOR. Lines that do not intersect with 
the scanner cylinder after transformation are rejected. The process of defining a new 
sinogram address and histogramming the data is the same as described in Chapter 5. 
Pre-corrections for detection efficiency, dead-time and attenuation may also be 
included in the process.
6.3.2 Geometric Model of Scanner Cylinder
The assignment of a geometrical line to a detector pair is based on a simple model of 
the cylindrical arrangement of the detectors of the scanner. Each LOR was assigned to 
the centre of the detector elements involved in the detection of the event: 
xt =Rcos(dr 2 n / N d'ts)
y t = R sin(di • 2n  / Ndcts) Eq. 6-32
zi =(ri +- ) -Dz
2
for each element defined by the detector ring n and its incremental position di in the 
ring. R is the scanner radius, Dz is the axial dimension of the detector elements and 
Ndets is the number of detector elements per ring.
6.3.3 Addressing of Oblique Segments in ACS II
Due to the electronics of the Advanced Computer System (ACS II) which controls the 
acquisition of the data on the ECAT EXACT3D, as well as on other series of the 
ECAT scanners, parts of the oblique segments of the sinograms are initially stored in 
reverse order. This feature of the ACS II is referred to as "comer-swapping (CTI,
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personal communication) as it results in the comers of opposite oblique segments of 
the sinogram to be swapped (Figure 6.3). Addressing this issue by properly re­
arranging the swapped parts of the sinograms normally takes place during image 
reconstruction, before the stage of normalisation for detector efficiencies. 
Alternatively, modified acquisition software has recently been developed to address 
this issue (Bloomfield 2001) however, this addresses the problem only for currently 
acquired data and has not been generally available on all scanners with ACS II. The 
solution employed in this implementation was to initially correct for "comer- 
swapping" and restore the feature, after applying transformations, for consistency 
with the reconstruction process, in order to avoid image artefacts (Figure 6.4).
segment 4 segment -4
Figure 6.3. Example of sinograms from opposite oblique segments (segments 4 and -4 
on the Michelogram Figure 3.3) of a cylinder with uniform activity. The parts of the 
sinogram which are swapped by the ACS II are shown highlighted.
■ V '
• i • A
Figure 6.4 The effect o f corner-swapping on transformed projection data: Residual 
image for the central transaxial plane o f the EXACT3D showing differences between 
a 20cm uniform cylinder being rotated by 10° around the X-axis with and without 
pre-correction for corner-swapping. Profdes at two horizontal levels are shown. 
Overall difference was less than 0.5% over the whole data set with a maximum local 
difference o f 37.3%.
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6.3.4 Pre-Correction for Geometric Factors and Detectors Efficiency
Spatial transformation of projection data may lead to LORs being assigned to new 
positions of different detector or geometric efficiency to the initial detection. 
Similarly, spatially transformed LORs may fall outside the group of detector elements 
associated with an entry of single photon count rates and therefore result to wrongly 
assigned dead-time correction factors. In order to maintain quantitative accuracy and 
avoid potential artefact, detection normalisation (Casey et al. 1995) was implemented 
at the level of histogramming, or re-sorting, of the list-mode data. The normalisation 
factor nijkl was calculated for each projection p ijkl before any transformations were
applied to the data. Each projection element p VjW of the transformed data set will be
the sum of each LOR that falls into (i'j',k',l) after transformation, weighted by the 
normalisation factor at (i,j,k,l) :
P r j v r  = Z n( i , j , kJ )p( i ' J ' , k \ l ' ) Eq. 6-33
The set of normalisation factors nijkl for each (i,j,k,l) is calculated for each time frame
of the data as, although detector efficiency and geometric factors remain unchanged in 
the Casey algorithm, dead-time correction is dependent on the single photon count- 
rates during the acquisition interval.
6.3.5 Pre-Correction for Photon Attenuation
Pre-correction for attenuation can be included in a similar way to detector 
normalisation, in order to avoid potential artefacts from the misalignment of the 
emission and transmission data. Each projection element p rj>kT of the transformed
data set will be the sum of each LOR that falls into (V,j',k\l) after transformation, 
after being multiplied by the attenuation correction factor (ACF) at (i,j,k,l) :
Pi'fkr = Y j ACF^ j J J ) p ( i \ j \ k \ l ' )  Eq. 6-34
In the case of cardiac data, it has been reported that pre-correction for attenuation is 
not required at different electrocardiographic gates (Klein et al. 1998) and it is not 
necessary as the cardiac ventricles, the myocardium and the surrounding tissue have 
attenuation coefficients practically indistinguishable at the energy of 511 keV.
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After list-mode data have been histogramed into sinograms with spatial 
transformations applied to compensate for rigid-body motion, they are reconstructed 
with the reprojection algorithm (Kinahan and Rogers 1989; Townsend et al. 1991). 
Corrections applied during histograming/spatial transformation were excluded at the 
level of reconstruction. Other corrections, such as correction for scatter, were applied 
as described in Chapter 3.
6.4 Validation of Transformation Process
Data from a point source in the scanner's FOV were used to validate the technique of 
applying spatial transformations to the list-mode data. The aim was to measure the 
spatial transformation of the point source in the reconstructed images and compare it 
with the parameters used as input to the transformation process.
6.4.1 Accuracy of Transformation Process
A ceramic ball of diameter approximately 1 mm soaked in 18F solution was placed 10 
cm off the transaxial centre and at the axial centre of the FOV of the scanner. Over 20 
million true counts were acquired in list-mode and the data were transferred to an off­
line workstation for processing. A set of transformation parameters were applied to 
the raw data using the process described in the previous section and the resulting 
sinograms were reconstructed with the ramp filter at the Nyquist cut-off frequency. 
After reconstruction, the centroid of the point source was calculated for every set of 
transformation parameters. A data set with no transformations was used to obtain the 
initial position of the source. The resulting transformations were estimated from the 
centroid co-ordinates based on equations 6-10.
The results for the different parameters applied are shown in Figure 6.5. A good 
correlation is observed for all applied transformations with negligible residual values 
for the other transformation parameters. A good agreement between the applied and 
measured transformation parameter is shown, with a slight underestimation of the 
parameters especially for transaxial translations. Generally this may be related to the 
discrete geometry of the scanner cylinder where the position of the LORs after 
transformation is rounded to the nearest physical detector element. In the case of 
transaxial translations, the additional effect of the increase of size of the projection
6.3.6 Reconstruction of Transformed Projection Data
160
Chapter 6
elements towards the centre of the scanner, which is not accounted for in the 
geometric model, may result in a further underestimation of the transformation 
parameters. Additional correction for this effect can easily be implemented if the 
variation of the projection bin size, as a function of distance from the centre of the 
FOV, is known for the particular scanner from experimental measurements.
6.4.2 Preservation of Counts
The total number of coincidence counts in the sinograms of the point source data is 
plotted in Figure 6.6 against the transformation parameters applied during re-binning 
of the raw data. It is demonstrated that the number of counts is preserved for 
transformations that do not result in LORs being placed outside the limits of the 
scanner cylinder. For transformations such as rotations about the X- and Y-axis and 
translations along the axial direction, a number of LORs will be rejected as they will 
fall outside the geometrical limits of the scanner. This holds for LORs of either direct 
or oblique projections. For example, in the case of translations along the axial 
direction, although the vast majority of direct projections will be within the range of 
displacement of the point source, a number of oblique projections will be rejected.
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Figure 6.5 Spatial transformations o f the point source in the reconstructed images 
against input parameters in the transformation process. Translation o f the point 
source in the x-, y- and z- direction (bx, by, and bz) and rotation about the x-, y- and 
z-axis (fx, fy  and fz  respectively) were calculated from the position o f the source in the 
reconstructed images after spatial transformation o f the list-mode projection data. 
The horizontal axis o f the graphs shows the input parameter in the transformation 
process.
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Figure 6.6 Coincidence counts as a function o f applied transformation parameters for 
point source in the field-of-view. The horizontal axis o f the graphs shows the input 
parameter in the transformation process.
6.4.3 Timing Performance and Computing Requirements
Processing times of list-mode data on a Sun BLADE workstation (Sun 
Microsystems), with and without spatial transformations, are shown in Figure 6.7 for 
data-sets of various count levels. The application of spatial transformations increases
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processing time by over a factor of 2, however, total processing time still remains 
within practicable levels, well comparable to reconstruction times (approximately 45 
min per time frame, including scatter correction, on a Sun BLADE workstation).
Figure 6.7 Timing performance o f list-mode data histograming with and without 
spatial transformations.
6.5 Estimation of Spatial Transformation Parameters
In the present chapter, the methodology for compensation for non-elastic components 
of motion was described. For the application of such methods in cardiac imaging the 
parameters of motion need to be identified. This is a particularly challenging task as, 
unlike brain imaging where a number of devices exist for monitoring head movement 
based on radio-frequency (Daube Witherspoon et al. 1990), optical (Lopresti et al. 
1999; Fulton et al. 2000) or mechanical methods (Fulton et al. 1999), parameters of 
motion of the heart have to be indirectly estimated from the data. In this section, the 
feasibility of image-based estimation of motion parameters from cardiac PET data is 
investigated. The aim is to demonstrate the applicability of such methods on the 
specific data rather than study the problem in detail. The derivation of motion 
parameters from a model of the heart movement can alternatively be exploited.
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6.5.1 Feasibility of Image-Based Estimation of Spatial Transformation 
Parameters in Cardiac Data
In order to investigate the applicability of image-based estimation of motion 
parameters on cardiac H2150  data, a number of patient data-sets were used to assess 
the suitability of the most established voxel similarity measures as cost functions for 
image registration. A voxel similarity measure should describe the degree to which 
two images have spatially related intensity distributions. An ideal voxel similarity 
measure should monotonically increase (or decrease) towards the solution of optimal 
spatial match of the two images. Such measures can be used as a cost function to 
drive the optimisation of spatially aligning two images (Hill et al. 2001). The optimal 
transformation parameters between images at different phases of respiration can be 
used with the methodology described above to compensate for motion.
A set of H21sO images consisting of the sum of all time frames of a typical MBF 
study, were used to calculate the following voxel similarity measures (Hill et al. 2001) 
after various translations were applied to the images:
Mean Square Difference o f Image Intensities
The mean of squared intensity differences (MSD) between images A and B is 
calculated within the overlap domain Q as:
Pearson Product-Moment Cross Correlation
The normalised cross-correlation (CC) between images A and B is calculated as:
where A and B are the mean voxel values in overlap volume Q .
Pattern Intensity
Pattern intensity (PI) is calculated on the basis of the difference image 
D(x) = A(x) -  XB(x) between A and B with a scaling factor X, within the overlap 
domain Q, as:
MSD = I j l \ A ( x ) - B ( x f
A *60
Eq. 6-35
Eq. 6-36
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a 2
PI"  = Eq. 6-37
xeQ u,v &  +  (x9(.X ) D \ U , V ) )
where (u,v) refer to pixels in the neighbourhood of x within a radious r, and or is a 
factor controlling the sensitivity of the measure.
Ratio Image Uniformity
The Ratio Image Uniformity (RIU) between two images A and B is defined, within 
the overlap domain Q of N  voxels, as:
RIU = 2—   Eq. 6-38
R 4
where R(x) = — and R = — ^ R ( x )  for every x e Q .
8 ( x )  N  xen
Entropy o f the Difference Image
The entropy (H) of the difference image A-B is calculated within the overlap domain 
Q as:
H ( A - B )  = -]T )/V j(*)log /V * Eq- 6-39
A'eO
where pa-b is the marginal probability distribution of the difference image.
Mutual Information
The mutual information I(A,B) between two mages A and B is expressed as 
I(A,B) = H(A) + H(B) -H( A,B)  = ' £  Z p m ( x a , x b )  log P / X f ’Xfi  Eq. 6-40
XA XB P a \ x a ) P b \ x b )
where pAB is the joint probability density function of A and B and pa and pB are the 
marginal probability distributions.
Normalised Mutual Information
An expression of mutual information normalised for the effect of strong dependence 
to changing overlap volume Q is:
j  M = i M t l
H(A,B) H(A,B) 4
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Figure 6.8 Voxel Similarity measures for H f  5 O cardiac data. ClocJcwise from top left: 
mean square difference, Pearson cross-correlation, ratio image uniformity, mutual 
information, normalised mutual information, entropy o f difference image and pattern 
intensity. Similarity measures were calculated for the image against each o f the 
translated versions o f it.
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The results of the above similarity measures for a typical cardiac study are shown in 
Figure 6.8. With the exception of pattern intensity, all other measures provide a 
relatively well-defined maximum or minimum around the position of optimal spatial 
alignment of the images. Local minima and maxima in the entropy of difference 
image may restrict the applicability of the measure as a cost function for the 
registration of these images. Similar difficulties may occur with the use of mean 
squared differences due to its smooth shape around the minimum. All other measures 
present a monotonic function, free of local minima or maxima and with a sufficiently 
defined extreme value around the optimum solution and could therefore be used as a 
cost function for the estimation of motion parameters on these data.
b d
Figure 6.9 Central plane image (a) and direct sinogram (b) o f a line source rotating 
about the z-axis in the field-of-view and corresponding image (c) and sinogram (d) o f 
the same data with modelled correction for motion.
6.5.2 Model-based Motion Correction
An alternative to image-based estimation of motion parameters is to assume a model 
of cardiac motion during the histograming of the list-mode data. A simple example of 
model-based correction for motion is demonstrated in Figure 6.9. List-mode data of
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an axially rotating line source (§5.5.5) were histogramed using a simple model of the 
motion:
x' =  XCOS (pz
y =  ysm.(p2 Eq. 6-42
z'= z
In the case of respiratory and electrocardiographic gating, where the extremes of a 
course of motion are recorded, model-based approaches might be feasible. A number 
of methods for tracking the motion of the heart have been proposed (Bardinet et al. 
1996; Ruckert 1997; Klein and Huesman 2000) and the models extracted could 
potentially be implemented during list-mode histograming to eliminate artefacts at no 
cost of counting statistics.
6.6 Summary
A method for reducing the dimensions of dual gated data, while compensating for 
motion at no loss of total counts, was presented. The technique, which relies on the 
observation that respiration-related motion of the heart is approximated by rigid-body 
parameters, implements rigid-body spatial transformations at the level of individual 
list-mode projection events. Validation results with point source data were showed a 
generally good accuracy. A linear response to the input spatial transformation was 
measured in the reconstructed images with negligible residual errors. Lower accuracy 
for certain types of transformations was attributed to the position dependence of 
projection bin size. Finally, initial assessment of various voxel similarity measures 
suggests the feasibility of schemes that make use of image-derived transformation 
parameters for respiratory motion correction of cardiac data.
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7.1 Introduction
In this section, the applicability of the methods described earlier in this work to 
patient data is demonstrated by means of example. Respiratory and ECG gating 
signals were acquired in list mode as an extra feature in clinical studies not primarily 
intended and designed for the evaluation of the present work. Although the clinical 
motivation and aim of this work was the optimisation of the acquisition of H2150  data 
for the quantification of MBF, a number of data-sets with other tracers are presented 
as methodological evaluation with H2isO data is significantly limited by the poor 
imaging properties of this tracer.
In all cases the guidelines and regulations for the administration of radioactive 
substances (ARSAC) and ethical approval from the appropriate Research and Ethics 
Committees, for the acquisition of the experimental data, were followed.
7.2 Electrocardiographic Gating of Blood-Pool Data
Electrocardiographic gating of list-mode data on the ECAT EXACT3D was 
performed on a number of scans as part of a clinical study where MRI was also 
available on the same subjects. These data are described here as a demonstration of 
the applicability of physiological gating of list-mode data from the EXACT3D.
Data from nine patients who were undergoing ClsO PET and Cardiovascular 
Magnetic Resonance (CMR) imaging, performed within 1 ± 2 days of each other, as 
part of a separate study were retrospectively analysed. Cardiovascular magnetic 
resonance provides an accurate (Rehr et al. 1985; Sechtem et al. 1987), and 
reproducible (Semelka et al. 1990; Semelka et al. 1990b; Pattynama et al. 1993) 
assessment of cardiac structure and function through the acquisition of tomographic 
images of high spatial and temporal resolution. For parameters of left ventricular (LV) 
and right ventricular (RV) function including end diastolic volume (EDV), end 
systolic volume (ESV) and ejection fraction (EF), CMR is now recognised as the 
reference standard (Higgins 1992).
Chapter 7 -  Clinical Application
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The PET C150  studies were performed on an ECAT EXACT3D with the acquisition 
and processing procedures described in Chapter 3. All subjects were positioned on the 
bed so that the left ventricle lay as close as possible to the centre of the scanner field- 
of-view. Initially a transmission scan was performed followed by inhalation of ClsO 
thus labelling of red blood cells occurs through the formation of 150- 
carboxyhaemoglobin, which remains limited to the intravascular space. The C150  gas 
(1.5MBq/ml) was delivered at a constant rate of 500ml/min via a face-mask for 4 
minutes and acquisition of data in list-mode was commenced immediately and 
continued for 11 minutes. The R-wave electrocardiographic trigger and respiratory 
signals were simultaneously acquired with the list-mode data. Data were 
retrospectively sorted into gated sinograms and reconstructed as described earlier. For 
this study, only the electrocardiographic gating signal was accounted for and the 
respiratory information was bypassed. Data were assigned to 8 cardiac gates of equal 
proportion of the cardiac cycle.
Analysis of the PET images was performed using the method published by Boyd et al 
(Boyd et al. 1996). In this method, noise reduction by singular value decomposition 
(SVD) and rejection of lower-end components is used to facilitate recognition of the 
ventricles. Gated images were summed to provide a static blood pool image, which 
was used to define short-axis reslice parameters (Cerqueira et al. 2002). Both the 
static and gated images were then resliced to the short-axis view, which was used for 
the rest of the analysis. Ventricular volume was determined on a plane-by-plane basis 
at end diastole and end systole with an interactive threshold-based edge detection 
technique (Boyd et al. 1998) (Figure 7.1). This allowed the calculation of EDV, ESV, 
SV and EF.
CMR was performed on a Picker Edge 1.5 T scanner (Picker, Cleveland, OH), using 
the body coil and electrocardiographic triggering. A diastolic image at end-expiration 
on the horizontal long axis (HLA) provided the reference image on which the short 
axis (SA) slices were positioned. A breath-hold cine acquisition of an average of 12 
cardiac gates was used for each of the contiguous 10 mm short axis slices (Rajappan 
et al. 2002). An average of 10 short axis slices was needed to encompass the entire 
left ventricle. Image Analysis was performed with purpose-developed software 
(CMRtools, Imperial College) where end-diastolic and end-systolic images were used 
as the maximal and minimal cross-sectional areas. Endocardial borders were manually 
traced for each slice and endocardial volumes were calculated from the area within
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the contours. Ejection fraction (%) was calculated as the ratio of LV stroke volume to 
the LV end-diastolic volume expressed as a percentage. The reproducibility of the 
technique has been previously published and the interstudy percentage variability was 
2.5% for EDV, 3.1% for ESV, and 4.8% for EF (Bellenger et al. 2000; Bellenger et al. 
2000b).
A good correlation between PET and CMR was found with a generally good 
agreement for both LV and RV volumes (EDV, ESV, SV) (Rajappan et al. 2002). 
Significant differences were observed only in the SV ( S V cmr = 69 ± 16 ml, S V pet = 
59 ± 14 ml) and LV EF (EFCmr= 68+14 %, EFPEt = 64 ± 13 %) and were attributed 
to the indirect calculation of the measures from other parameters, discrepancies in the 
definition of the most basal plane in both techniques and the use of different number 
of cardiac gates in PET and CMR. The findings were conclusive about the ability of 
the PET technique to measure accurately parameters of ventricular function and 
volumes with reference to CMR as the established clinical standard.
V *  _  _  I
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(a) (b)
Figure 7.1 Short axis PET images before (a) and after (b) threshold-based 
segmentation. Classification o f pixels as part o f the blood pool is further refined by 
user-defined ROIs on the thresholded images.
174
Chapter 7
100-.
+2 SD
♦ ♦ 12%
♦ Mean
4%
♦
♦ -2 SD 
-4%
0 -150 25 50 75 100 30 40 50 60 70 80 90
Average of CMR and PET EFCMR EF (%)
Figure 7.2 Scatter gram (left) and Bland-Altman plot (right) o f the left-ventricular EF 
measured with PET and CMR, from (Rajappan et al. 2002). The line-of-identity is 
shown on the scattergram (dashed line).
7.3 Image Quality of H2150  Data
PET images with H2150  used for MBF quantification present characteristically low 
signal-to-noise properties and often 13NH3, although inferior as a tracer of MBF 
(Camici and Spinks 2000; Hutchins 2001), is used as an alternative tracer with better 
image quality. An example of cardiac H2150  is shown in Figure 7.3 together with 
transmission images for comparison. The emission images in Figure 7.3 correspond to 
the entire time course of the acquisition (6 minutes). Individual time frames from a 
single image plane of the data are shown in Figure 7.4. Due to lack of structural 
information, tracer quantification relies on data-driven segmentation of the dynamic 
images into classes of pixels that correspond to tissue or (left and right ventricular) 
blood pool. This is done using factor analysis (Hermansen and Lammertsma 1996; 
Hermansen et al. 1998) or a combination of cluster and factor analysis (Ashbumer et 
al. 1996; Schafers et al. 2002). The definition of regions-of-interest (ROIs) over the 
myocardium is then possible on the segmented images (Figure 7.4). Alternatively, a 
combination of images, such as the transmission and the blood pool ClsO images, 
may be used to facilitate ROI definition. ROIs are then applied to the dynamic H2I50  
images to obtain the time-activity curves (TACs) which are fitted to a single 
compartment model (Yamamoto et al. 1992; Hermansen et al. 1998) to obtain values 
of regional and global MBF.
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Although the methodology described in this work is equally applicable to H21?0  data, 
any attempt for evaluation on the basis of these data would be significantly difficult 
due to lack of structural information by direct means from the H2150  images. 
Therefore, the application of the methodology in this work is demonstrated by means 
of examples of clinical data with other tracers (Cl50  and l8FDG) with more 
appropriate image qualities.
Figure 7.3 Transaxial images o f H fO  cardiac PET data (top row) and transmission 
data (bottom row) at the same level Data were acquired on the ECAT EXACT3D. 
Emission data shown correspond to a single time frame o f 6 minutes following the 
injection o f 90MBq o f HXO. Data were reconstructed with a Hann window at the 
Nyquist frequency after attenuation and scatter correction. Transmission data were 
acquired in single photon mode and were segmented (Local Threshold Segmentation) 
after reconstruction.
163 -  168 sec 1 7 3 -  178 sec 1 8 8 -  193 sec 208 -2 1 8  sec factor image
Figure 7.4 Examples o f individual time frames from a single image plane at the level 
o f the heart from Hf C)  data (left) and short-axis plane o f tissue image (right) derived 
from the dynamic data with factor analysis.
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It is generally difficult to evaluate the degree of motion involved in cardiac PET 
imaging from patient data designated for tracer quantification, mainly due to the 
statistical properties of such data and the usually non-stationary distribution of the 
tracer in the body with time. PET data with C150  may provide a more accessible 
means of evaluating the global motion of the heart as the resulting images have 
relatively good structural information and the tracer remains limited to the 
intravascular space.
PET data with C150  were acquired as described in the previous section. Signal from 
the respiration monitor from the level of the chest was acquired with the list-mode 
data. Data were retrospectively sorted into gated sinograms according to the 
respiratory signal and reconstructed as described earlier. A total of 6 respiratory gates 
were defined as shown in Figure 7.5. The first gate, as defined in Figure 7.5, had a 
limited number of counts and was excluded from the data. The reconstructed images 
from the different gates were visually assessed for motion. Significant changes only in 
the cranio-caudal position of the heart could be observed. Motion was easily observed 
in the cine displays of the sagital and coronal views of the data. An attempt to 
quantify the degree of motion was based in the definition of the inferio-apical border 
of the left ventricle on the gated images. Figure 7.6 shows a sagital view of the data 
for the respiratory gates with the inferio-apical position of the left ventricular border 
indicated in the cranio-caudal direction. An average exclusion of 22.1 ±2.5 mm was 
observed across the gates in the data set.
7.4 Respiratory Motion in Patient Data
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Figure 7.5 Digitised respiratory signal /gating state) as registered in the list-mode 
data from a C,50  study on a normal volunteer shown for the first 250 s o f the scan. 
The grouping o f the data from different phases o f respiration into gates is shown on 
the right.
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Figure 7.6 Sagital views o f respiratory gated C,50  data. The same sagital view is 
shown, from left to right, for respiratory gates 2 to 6 (gate 1 not shown). The position 
o f the inferio-apical border o f the heart is shown in the cranio-caudal direction.
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of the cardiac blood pool from four available data sets was calculated at each 
respiratory gate as:
As a global measure of the excursion of the heart during respiration the centroid ( cu )
N
7=1
where m is the voxel value, u! is the voxel coordinate for each axis i=x,y,z and N is 
the number of voxels in the image volume. The end planes (axial extent of 25mm) on 
either side of the imaged volume were excluded from the assessment of the centroid 
of the blood pool images to avoid the influence from activity in other organs. The 
difference in the centroid between gates at end-expiration and end-inhalation for four 
subjects is shown in Figure 7.7. An excursion of 5.1 to 16.5 mm (mean 10.2+5.2 mm) 
in the cranio-caudal direction is observed during respiration. More limited excursion 
in the transverse plane of 1.1 to 7.0 mm (mean 3.0 ±2.7 mm) in the horizontal (x) 
direction and 1.3 to 3.7 mm (mean 2.6 ±1.0 mm) in the vertical (y) direction, is 
observed.
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Figure 7.7 Differences in the centroid calculated over the entire image between end- 
expiration and end-inspiration gates. Images from subject I are shown in Figure 7.6.
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PET data with l8FDG on a patient volunteer were acquired on the EXACT3D at the 
end of a clinical research protocol. The research protocol involved dynamic imaging 
on a 2D scanner (ECAT 931) immediately after the injection of 18FDG for the 
quantification of glucose metabolic rate. Transmission scanning on the EXACT3D 
was performed pre-injection and care was taken to position the patient in the same 
way for the emission. The activity in the patient was estimated from decay only as 
100 MBq at the beginning of the emission scan on the EXACT3D. Both 
electrocardiographic and respiratory signals were recorded with the list-mode data. 
The duration of the acquisition was 15 minutes. The data were retrospectively gated 
independently for the electrocardiographic and respiratory signals. Image counts 
permitted the use of eight electrocardiographic gates while five respiratory gates were 
defined to achieve gates of similar duration. Data were corrected for attenuation with 
the segmented pre-injection transmission data and were scatter corrected and 
reconstructed as previously described. Myocardial movement during the cardiac cycle 
could be observed in the cine display of the short-axis gated images. Short-axis 
images from the electrocardiographic gates are shown in Figure 7.8. Global 
movement of the myocardium is observed in the respiratory-gated images and was 
especially visible in image planes around the borders of the myocardium. Examples 
from coronal, transaxial and sagital planes across the respiratory-gated data are shown 
in Figure 7.9.
7.5 Electrocardiographic and Respiratory Gating of 18FDG Data
gate 1 gate 2 gate 3 gate 4
gate 5 gate 6 gate 7 gate 8
Figure 7.8 Short-axis images from retrospective electrocardiographic gating o f 
patient 18FDG list-mode data on the EXACT 3D. Each gate corresponds to 1/8-th o f 
the cardiac cycle with gate 1 starting at the R-wave trigger.
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Figure 7.9 Coronal, transaxial and sagital images from retrospective respiratory 
gating o f patient I8FDG list-mode data on the EXACT3D. Images are shown from 
end-expiration (left) to end-inspiration (right). Images at each plane are globally 
scaled across gates.
7.6 Effect of Respiratory Motion Outside the Heart
to
PET data with FDG from an Oncology patient study were retrospectively gated with 
the respiratory signal that was acquired in parallel to the clinical study. Acquisition of 
a 16-minute data set following the injection of 220 MBq of 18FDG (dose not 
optimised for the EXACT3D) was performed in list-mode. The data were 
retrospectively gated into five respiratory gates and reconstructed as previously 
described with attenuation and scatter correction. The axial (cranio-caudal direction) 
movement of a structure of increased focal uptake is observed across the gated 
images. Transaxial images across respiratory gates are shown in Figure 7.10.
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gate 1 gate 2 gate 3 gate 4 gate 5
to
Figure 7.10 Transaxial plane o f respiratory gated FDG. The data correspond to a 
time frame o f 16 minutes following the injection o f 220 MBq o f 18FDG under dietary 
restricted (low glucose) conditions.
7.7 Compensation for Respiratory Motion with Image-Based Parameter 
Estimation
The cardiac FDG list-mode data (§7.5) were further used to demonstrate the 
applicability of the motion compensation technique described in Chapter 6.
As a global measure of the motion of the heart during respiration, the centroid of the 
image was calculated for each individual respiratory gate, reconstructed as described 
in §7.5. The end planes (axial extent of 25mm) on either side of the imaged volume 
were excluded from the calculations to avoid influence from non cardiac structures. 
The differences in the centroid of the image with respect to end-inspiration for each 
respiratory gate (x-translation: 2.7 - 2.1 mm, y-translation: 11.1 -  2.2 mm, z- 
translation: 19.2 -  2.3 mm) were applied as transformation parameters on the list­
mode data, as described previously, to correct for respiration-related motion. 
Transaxial images from the corrected and un-corrected data sets are shown in Figure 
7.11. There are evident differences in the tracer uptake in the two data sets. Uptake in 
the myocardium appears more confined in the uncorrected images, with higher 
maximum pixel values, while a more uniform uptake is observed in the motion- 
corrected images. Uncorrected images appear spatially smoothed compared to the 
corrected images; this might be due to motion averaging during respiration. 
Differences in the tracer uptake in the myocardium can also be observed in the short- 
axis images (Figure 7.12). Differences in the tracer distribution can be attributed to 
the averaging of the data at different positions of the heart during respiration in the 
uncorrected images and the effect of mis-aligned transmission data with the emission
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data. However, no conclusions with regard to the accuracy of the two images can be 
deduced from this data set.
/ AFigure 7.11 Transaxial images o f the cardiac FDG study with no motion correction 
(top row o f each panel) and with motion correction (bottom rows). Both un-corrected 
and motion-corrected images were reconstructed with same parameters. Pixel values 
are scaled to the global minimum and maximum value.
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Figure 7.12 Short-axis images o f the cardiac 18FDG study (from left to right: base to 
apex) with no motion correction (top row) and with motion correction (bottom rows). 
Both un-corrected and motion-corrected images were reconstructed and resliced to 
short-axis orientation with same parameters.
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The C,sO patient data set used in §7.4 offers the potential to quantitatively assess the 
effect of correction for respiratory motion on the accurate recovery of tracer 
concentration since blood samples were taken every two minutes during the course of 
the acquisition. Blood samples were counted in a calibrated well-counter to obtain 
activity concentration in absolute units of kBq/ml. Mean values from regions-of- 
interest on the PET images (with all corrections and calibration been applied) could 
then be compared to the activity concentration in the blood. The ROI was defined on 
the left ventricle over a number of central planes (Figure 7.13). Mean ROI values 
across the respiratory gates and the sum image of all gates with and without motion 
correction are shown in Figure 7.14. The ratio of the known activity concentration to 
the measured value, often referred to as recovery coefficient (Hoffman et al. 1979b), 
could then be calculated. A mean ROI value of 34.59 kBq/ml on the summed un­
corrected image and 36.04 kBq/ml on the motion-corrected summed image was 
measured. The mean blood sample counts over the time frame of the data was 38.53 
kBq/ml. The corresponding recovery coefficients were 89.7% for the un-corrected and 
93.5% for the motion-corrected data. An improvement of —4% was observed. The 
residual difference in the recovery of the activity concentration can be attributed 
mainly to the effect of the contraction of the heart during the cardiac cycle, which was 
not accounted for in the present data set.
7.8 Quantitative Assessment of Respiratory Motion Correction
Figure 7.13 Summed image o f all respiratory gates indicating the left-ventricular ROI 
defined over six image planes.
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Figure 7.14 Mean ROI values across respiratory gated images o f a cardiac C,50  
study. The mean value o f the same ROI applied to the sum image o f all gates with and 
without motion correction is indicated together with the mean counts in the blood 
samples.
7.9 Summary and Discussion
Examples from application in patient data of the methodology for simultaneous 
electrocardiographic and respiratory gating and motion correction of PET list-mode 
data were shown in this Chapter. Electrocardiographic and respiratory gating was 
demonstrated by examples of C150  and 18FDG data and a validation study of ejection 
fraction derived from C150  blood pool images against a standard method (CMR). 
Although the motivation of this work was primarily improvement in the quantification 
of MBF, examples of H2I50  data were not included due to lack of any direct 
evaluation with this particular type of images.
The effect of respiratory motion was evaluated by the changes in the global position 
of Cl30  cardiac images on a limited number of patient data. A global upwards shift in 
the cranio-caudal direction of 5.1 to 16.5 mm (mean 10.2±5.2 mm) from the end- 
expiration to end-inspiration was found, with smaller changes transaxially in the
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horizontal (1.1 to 7.0 mm, mean 3.0 ±2.7 mm) and vertical (1.3 to 3.7 mm, mean 2.6 
±1.0 mm) directions. The observed motion is significant for the accurate tracer 
quantification in the myocardium as it is comparable to the myocardial thickness.
The application of motion correction was demonstrated with 18FDG data with 
parameters derived from respiratory-gated images. Differences in the distribution of 
the tracer could be observed between the motion corrected and un-corrected images 
however, no further evaluation can be deduced from the data with regard to the 
accuracy of the correction. The approach of using a global measure such as the pixel 
weighted centroid of the images, to derive correction parameters may be partly 
justified by previous observations about the nature of respiration-related motion. 
However, global measures are fairly simplistic and more sophisticated image 
registration techniques can be used in the future. In this respect, correction for head 
movement in brain imaging using the core methodology described in Chapter 6, was 
more straight-forward due to the direct means of monitoring motion (Bloomfield et al. 
2002). Nevertheless, quantitative assessment of the technique on the basis of the 
recovery of left-ventricular tracer concentration on C150  images showed an 
improvement in the recovery coefficient from 89.7% in the un-corrected images to 
93.5% with motion correction. A further improvement in accurate tracer concentration 
recovery should be expected with electrocardiographically gating when appropriate 
counting statistics permit this. A large number of patient data, ideally with additional 
anatomical images such as from MRI, would be required for a detailed evaluation of 
the methodology.
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Chapter 8 -  Conclusions and Future Directions
8.1 Summary
Positron emission tomography and its applications in Cardiology were introduced in 
Chapter 1. The clinical background for the study of the transmural myocardial blood- 
flow were outlined and the aims and objectives for acquisition of high-resolution 
quantitative cardiac 3D PET images were defined.
In Chapter 2, the basic principles and the physics of positron emission tomography 
were discussed. In particular, the issues of detection, scatter and attenuation of 
photons, scanner performance, absolute quantification and data sampling and 
reduction were outlined.
In Chapter 3, the features and performance characteristics of the ECAT EXACT3D 
PET tomograph were described and the processing and corrections of the data for 
absolute quantification were outlined. The issues of out-of-field activity and count- 
rate performance, with respect to cardiac MBF studies, were discussed and its critical 
influence for the optimal performance of the scanner was demonstrated based on 
noise equivalent count (NEC) measurements.
In Chapter 4, the problem of obtaining accurate attenuation correction factors, in the 
absence of septa, was discussed. The problem of scatter in single photon transmission 
measurements was demonstrated and quantified with the use of a transmission scatter 
fraction measure. Strategies for compensation of scatter, such as the restriction of the 
maximum acceptance angle, scaling of the attenuation factors and energy-based 
approaches, were discussed. Finally, an image segmentation approach, the Local 
Threshold Segmentation of the attenuation coefficients, was implemented and 
evaluated. It was found to provide accurate attenuation coefficients and a scheme for 
generating attenuation correction factors for absolute quantification was defined.
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In Chapter 5, issues related to the problem of motion, with regard to high spatial 
resolution cardiac imaging, were discussed. The influence of motion on the spatial 
resolution on the EXACT3D was assessed with experimental measurements at typical 
levels of respiration-related motion and was found to be significant for quantitative 
imaging of the myocardium. The implementation of simultaneous 
electrocardiographic and respiratory gating of list-mode PET data, as an attempt to 
reduce the effect of motion, was described. Validation results of the technical 
performance of the gating methodology were presented.
In Chapter 6, a method for reducing the dimensions of dual gated data, while 
compensating for motion at no extra cost in counting statistics, was presented. The 
idea for the technique, which has been suggested before for brain imaging (Menke et 
al. 1996; Fulton et al. 1999), emerged from the need to confine motion in high- 
resolution cardiac PET at no loss of counts and was applied here by exploiting the 
high temporal resolution in list-mode. Validation results with point source data were 
presented and a generally good accuracy was found. Lower accuracy for certain types 
of transformations was attributed to the position dependence of projection bin size. 
Finally, schemes for incorporating the technique for motion correction of cardiac data 
were suggested.
In Chapter 7, examples from the application of the methodology of this work in 
patient data were presented. Due to the poor image quality of H2150  images, examples 
with other tracers were included. Patient data with C150  acquired in list-mode with 
physiological gating information were processed to obtain gated blood-pool images 
for the extraction of ventricular function parameters, which were used for inter­
modality validation. Respiratory gating of patient C150  and 18FDG data was 
demonstrated. The parameters of motion extracted from blood pool data were in 
agreement with findings from other modalities and significant for accurate tracer 
quantification in the myocardium. An example of an 18FDG patient scan was used to 
demonstrate the applicability of the motion compensation technique on patient data. 
Finally, the motion compensation technique applied on C150  blood pool images 
revealed an improvement of the recovery of accurate tracer concentration from 89.7% 
to 93.5% against blood sample tracer concentration.
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8.2 Conclusions
The main conclusions from the present work are:
• It is possible to obtain accurate attenuation correction factors in the thorax, in the 
absence of septa, at high counting statistics.
• It is technically feasible to acquire and process PET data simultaneously gated for 
cardiac and respiratory function.
• It is possible to accurately apply spatial transformations on list-mode projection 
data to correct for motion.
• Respiratory motion correction of cardiac data can improve the recovery of 
accurate tracer concentrations.
8.3 Discussion and Future Work
At the beginning of the thesis, the aims and objectives for the acquisition of high- 
resolution quantitative cardiac 3D PET images were defined as:
the optimisation of acquisition of dynamic cardiac data in 3D PET in terms of 
count-rate scanner performance and influence from activity outside the 
scanner's field-of-view,
• accurate correction for photon absorption in 3D PET,
• accurate correction for the increased scatter radiation,
• elimination or correction for physiological motion
• assessment of strategies to exploit the increased sensitivity of 3D PET for the 
benefit of spatial resolution in cardiac imaging.
Progress in terms of accurate attenuation correction and the problem of motion has 
been made in this work. The issue of optimal acquisition of dynamic cardiac data has 
also been discussed. However, a number of issues remain to be addressed in the 
future.
The EXACT3D is a 3D tomograph with a large axial field-of-view and unprecedented 
sensitivity. The advantage in sensitivity and high spatial resolution gave rise to 
considering clinical applications in Cardiology with quantitative dynamic imaging 
across the myocardium. This work has demonstrated that physiological gating is 
feasible at great detail by exploiting high temporal resolution data acquisition in list­
mode. Other issues, such as long processing and reconstruction times and the
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complexity of issues such as scatter and attenuation correction, which were initially 
considered prohibitive for quantitative imaging in 3D outside the brain, seem to be 
resolved (Miller 2000; Spinks et al. 2000). However, the restricted dynamic range in 
3D PET, as a result of the limited count-rate capabilities of BGO as the currently 
dominant detector material, still poses a great burden for 3D dynamic PET imaging of 
the heart. Especially for MBF studies, performed with the administration of a bolus of 
H2150 , the first-pass of the entire injected activity through the field-of-view is a 
challenge for the count-rate performance of the scanner. Furthermore, the attractive 
benefit of lower patient dose can easily be outbalanced by the difficulty associated 
with obtaining these levels of activity concentrations for tracers such as H2150  with 
acceptable accuracy. However, the benefit of higher sensitivity in 3D in order to 
exploit the inherit spatial resolution capabilities of the latest generation of PET 
scanners still forms a very attractive case for high resolution cardiac imaging in 3D 
acquisition mode.
New scintillation materials such as the LSO (Melcher and Schweitzer 1992) with five­
fold increase in light yield and approximately ten-fold faster decay compared to BGO, 
have been proposed for the next generation of PET scanners (Wienhard et al. 2000). 
Probably the most dramatic impact of the use of new faster scintillation materials will 
be in the area of cardiac 3D PET as it can benefit enormously from lower dead-time 
and randoms in terms of count-rate performance. Developments in the back-end 
electronics of the next generation of PET scanners should be equally advanced to 
benefit from the faster properties of the detector materials.
Specifically to MBF measurements with H2150 , alternative dose administration 
schemes such as infusion of the tracer over longer time might provide adequate results 
within the limited dynamic range of the current 3D PET scanners. Additional 
improvements in signal-to-noise might be possible to come from exploiting iterative 
image reconstruction schemes which have recently become more accessible in terms 
of overall processing time (PARAPET Project).
Single photon transmission measurements provide an efficient way to obtain accurate 
attenuation correction factors in 3D. Influence from increased acceptance of scattered 
photons in transmission measurements without physical collimation, such as on the 
EXACT3D, can be addressed with various approaches. In this work, Local Threshold
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S e g m e n t a t i o n  h a s  p r o v i d e d  a c c u r a t e  a t t e n u a t i o n  c o r r e c t i o n  f a c t o r s .  H o w e v e r ,  
p h y s i c a l l y  c o l l i m a t e d  s i n g l e  p h o t o n  m e a s u r e m e n t s  ( B a i l e y  e t  a l .  1 9 9 7 b )  c u r r e n t l y  
p r o v i d e  t h e  o p t i m u m  s o l u t i o n  f o r  a c c u r a t e  h i g h  q u a l i t y  t r a n s m i s s i o n  d a t a  w i t h  n o  
r e q u i r e m e n t  f o r  f u r t h e r  i m a g e  p r o c e s s i n g  a n d  s h o u l d  b e  a d o p t e d  w h e n  s c a n n e r  d e s i g n  
p e r m i t s  it.
L i s t - m o d e  h a s  p r o v i d e d  t h e  m e a n s  t o  i m p l e m e n t  s i m u l t a n e o u s  e l e c t r o c a r d i o g r a p h i c  
a n d  r e s p i r a t o r y  g a t i n g .  T h i s  f e a t u r e  w i l l  b e  i m p o r t a n t  f o r  f u t u r e  w o r k  i n  h i g h -  
r e s o l u t i o n  c a r d i a c  i m a g i n g  i n  t h e  a b s e n c e  o f  t h e  i n f l u e n c e  o f  m o t i o n .  C e r t a i n l y  3 D  
P E T ,  t o g e t h e r  w i t h  l i s t - m o d e ,  h a v e  p r o v i d e d  t h e  m e a n s  t o  i m p l e m e n t  m o t i o n  
c o r r e c t i o n  s c h e m e s  w h i c h  o t h e r w i s e ,  d u e  t o  n o n - c o n t i n u o u s  s a m p l i n g  i n  2 D  m o d e ,  
w o u l d  n o t  b e  f e a s i b l e  a t  t h e  s a m e  l e v e l s  o f  a c c u r a c y .  T h e  p r e s e n t  w o r k  h a s  s h o w n  t h a t  
i t  i s  p o s s i b l e  t o  a p p l y  t h e s e  t e c h n i q u e s  t o  a c c o u n t  f o r  m o t i o n  i n  p a t i e n t  d a t a .  S u c h  
m e t h o d s  m i g h t  b e  e a s i e r  a p p l i e d  i n  b r a i n  i m a g i n g  ( B l o o m f i e l d  e t  a l .  2 0 0 2 )  w h i l e  t h e  
v a l i d a t i o n  o f  t h e i r  a c c u r a c y  o n  c a r d i a c  d a t a  i s  a  m o r e  c o m p l e x  a n d  d e m a n d i n g  t a s k .  
F u t u r e  w o r k  s h o u l d  b e  u n d e r t a k e n  w i t h  a  l a r g e  n u m b e r  o f  a p p r o p r i a t e  p a t i e n t  d a t a  f o r  
v a l i d a t i o n  p u r p o s e s .  I n  t h i s  d i r e c t i o n ,  a  r e s e a r c h  p r o j e c t  t h a t  i n c l u d e s  t h e  a c q u i s i t i o n  
o f  C 1 5 0  a n d  1 8 F D G  P E T  d a t a  a n d  n a v i g a t o r - e c h o  M R I  d a t a  h a s  b e e n  p r o p o s e d  a t  t h e  
M R C  C y c l o t r o n  U n i t .  T h e  m e t h o d o l o g y  f o r  d u a l  g a t i n g  a n d  m o t i o n  c o r r e c t i o n  o f  l i s t ­
m o d e  d a t a  m i g h t  a l s o  b e  a p p l i c a b l e  i n  o t h e r  a r e a s  w e r e  r e s p i r a t i o n  h a s  b e e n  r e p o r t e d  
a s  a  l i m i t i n g  f a c t o r ,  s u c h  a s  i n  c o m b i n e d  P E T / C T  i m a g i n g  ( B l o d g e t t  e t  a l .  2 0 0 2 ) .
T h e  d i r e c t i o n  o f  m o t i o n  c o r r e c t i o n  o f  c a r d i a c  d a t a  i s  n o t  i n d e p e n d e n t  o f  t h e  
d e v e l o p m e n t s  i n  s c a n n e r  s e n s i t i v i t y  a n d  c o u n t - r a t e  p e r f o r m a n c e  a s  h i g h  q u a l i t y  d a t a  
w o u l d  b e  r e q u i r e d  f o r  d a t a - d r i v e n  m o t i o n  c o r r e c t i o n  s c h e m e s .  W i t h  t h e  a b o v e  
o b s e r v a t i o n s  i n  m i n d ,  t h e  c h a r a c t e r i s t i c s  o f  a n  i d e a l  P E T  s c a n n e r  f o r  h i g h  r e s o l u t i o n  
c a r d i a c  i m a g i n g  w o u l d  i n c l u d e :  t h e  a b i l i t y  t o  a c q u i r e  d a t a  i n  3 D  m o d e  f o r  h i g h  
s e n s i t i v i t y ,  f a s t  d e t e c t o r s  a n d  e l e c t r o n i c s  f o r  i n c r e a s e d  c o u n t - r a t e  p e r f o r m a n c e  a n d  t h e  
a b i l i t y  t o  a c q u i r e  d a t a  i n  l i s t - m o d e  a n d  t o  i n c o r p o r a t e  p h y s i o l o g i c a l  s i g n a l s  f o r  f u r t h e r  
p r o c e s s i n g .  I n  p a r a l l e l  t o  t h e  d e v e l o p m e n t s  i n  P E T  s c a n n e r  t e c h n o l o g y ,  t h e  
d e v e l o p m e n t  a n d  v a l i d a t i o n  o f  r o b u s t  a n d  e f f i c i e n t  t e c h n i q u e s  f o r  d a t a - d r i v e n  
e s t i m a t i o n  o f  t h e  c a r d i a c  m o t i o n  w i l l  b e  i m p o r t a n t  f o r  q u a n t i t a t i v e  h i g h - r e s o l u t i o n  
c a r d i a c  i m a g i n g  w i t h  P E T .
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8.4 References
194
E r r a t a
pg 3, paragr. 1: introdued
pg 4, paragr. 2: deoxyglucose
pg 7, paragr. 1: Psychiatry
pg 8, Table 1-2: Fluorodeoxyglucose
pg 9, paragr. 1: latter
pg 9, paragr. 2: PET measurements...
pg 16, paragr. 1: oxyorthosilate
pg 23, paragr. 1, line 3 : For the energy of 511 keV of the 
photons produced by positron annihilation, Compton 
scattering is the dominant mechanism of interaction in 
human tissue.
pg 27, paragr. 1, last sentence changed to: ...remains 
fairly constant within the field of view of the two detectors, 
unlike single-photon detection where the PSF is significantly 
depth-dependant
pg 28, paragr. 3: resulting in
pg 29, §2.4: In the present... changed to In
this thesis...
pg 31, line 4: histogrammed
pg 34, line 4: p,- changed to p
pg 34, Equation 2-14: exp term missign from left side
of equation
pg 37, Equation 2-19: R is the scanner radius 
pg 39, Equation 2-21: Rd changed to RD 
pg 40, paragr. 3: Muehllehner 
pg 43, paragr. 2: ...does not longer hold... 
pg 44, line before Eq.2-28: LSF l(x',y',x’,y ’,z )  
changed to LSF l(x',y',x,y,z) 
pg  44, Equation 2-25: gi + g2 changed to g/ + cg2 
pg 48, paragr.2: ...attenuated air measurements from  
the measurement... 
pg 45, 53, 54, 65: NEMA 2000 changed to NEMA 
2001
pg 54, line. 4: ...tend to evaluate attenuation... 
pg 56, Table 2-2: wavelength 
pg 57, paragr. 3:). missing at the end of paragraph 
pg 58, paragr. 2: efficiency (line 9) and component- 
based (line 10) 
pg 59, paragr. 1: rebinning
pg 60, paragr. 1: ... relies on ... and ...further effect 
o n ...
pg 62, reference Beyer et al: PhD Thesis
pg 62, reference Bailey et al: changed to Bailey (2002). 
Background and Introduction. In: Physics and Instrumentation 
in PET. Valk, Bailey, Townsend and Maisey (editors), in press.
pg 71, Figure 3.4, caption: span o f  7
pg 74, paragr. 1: ... extended singles field-of-view 
which results in increased influence from out-of- 
field activity 
pg 81, reference Miller 2000: PhD Thesis
pg 84, Figure 4.2, caption: sagittal
pg 90, last line: Figure 4.8 changed to Figure 4.9
pg 93, paragr. 1, line 7: filled
pg 93, paragr. 1, line 4: horizontally
pg 93, paragr. 1, line 8, p(x)x dx changed to
p(ju(x)dx
pg 97, Figure 4.14, caption: The measurement could 
benefit from smaller pixel size (via reconstruction 
zoom). Smaller profile width can partially be explained 
by the nature o f spatial resolution in transmission 
imaging.
pg 98, paragr. 2, line 7: The value closest to... and 
7.5° changed to 6.5° 
pg 102,Figure 4.19, caption: y-axis in units o f cm'1 
pg 124,Figure 5.7,caption: Nyquist and x-axis in cm 
pg 130, paragr.2: purpose-written and These 
information a re .. 
pg 133, Figure 5.15, caption: results in 
pg 141, §5.5.7, line 8: ...data fo r  high-count 
studies...
pg 151,: primes missing from second expression r ’=f 
x ’, y ’, z ’I
pg 170, reference Bloomfield et al: Bloomfield, p. M., 
Spinks, T. J., Reed, J., Schnorr, L., Westrip, A. M., Livieratos, 
L„ Fulton, R. and Jones, T. (2002). The Development o f  a 
Motion Correction System in Neurological PET using List 
Mode Data Acquisition and a Polaris Tracking System. Brain 
Neuro-Receptor Mapping
pg 169, §6.6, line 4: ...data showed... 
pg 177 and pg 178, Figure 7.6, caption: sagittal 
pg 181, Figure 7.9, caption: sagittal 
pg 193, paragr. 2, line 14, ...other areas where 
respiration...
