We describe a practical algorithm for computing representatives of the conjugacy classes of maximal subgroups in a finite group, together with details of its implementation for permutation groups in the MAGMA system. We also describe methods for computing complements of normal subgroups and minimal supplements of normal soluble subgroups of finite groups.
Introduction
The principal aim of this paper is to describe an algorithm for computing representatives of the conjugacy classes of maximal subgroups of a finite group G, together with our implementation of this algorithm for finite permutation groups within the MAGMA system for computational algebra [2] . It is not a complete algorithm for solving this problem, because it depends on the availability of certain information about the finite nonabelian simple groups, including a detailed knowledge of their maximal subgroups. It can only be applied to groups G for which this information is already available or readily computable for each nonabelian composition factor of G. The precise extent to which it is currently applicable will be discussed later in Section 5.
We shall call a finite group a TF-group if it has no nontrivial soluble normal subgroup. (This is because such groups have trivial Fitting subgroups.) The socle of a TF-group is a direct product of nonabelian simple groups. In particular, a group G is called almost simple if its socle is a nonabelian simple group S, and in this case G is isomorphic to a subgroup of the automorphism group Aut(S) of S. More generally, if S is a simple factor of the socle of a TF-group G, then N G (S)/C G (S) is an almost simple group associated with G.
The first step in our maximal subgroups algorithm is to find the maximal subgroups of the TF-group G/L, where L is the largest soluble normal subgroup of G, and the bulk of the description will concern this first step. Computing the maximal subgroups of G from those of G/L is done by a relatively straightforward process of lifting through elementary abelian layers of L, and is the same process as that described for all subgroups in our previous paper [6] , but is much easier when only maximal subgroups of G are required.
In the mid 1980's two independent descriptions of procedures were given that aimed to reduce the problem of describing the maximal subgroups of arbitrary finite groups to questions concerning almost simple groups, the first by Aschbacher and Scott in [1] and the second by Kovács in [19] . To handle the TF-case, we needed to translate the descriptions in [1] and [19] into practical algorithms. In fact we have used only the second of these, but this was a more or less arbitrary choice on our part.
Algorithms for computing the maximal subgroups of a finite soluble group defined by a PC-presentation are described in Section 1.6 of [12] and in [8] . An algorithm for computing maximal subgroups of permutation groups that uses basically the same approach as ours is proposed by Eick and Hulpke in [13] . However their algorithm has not yet been fully implemented. They use a rather more refined method, involving the lower central series of the soluble radical L of G, to reduce to the trivial-Fitting case. Then they use the O'Nan-Scott Theorem (see [1] or Chapter 4 of [5] ) to handle the trivial-Fitting case, and so the major part of our description, which is based on [19] , is disjoint from theirs. Furthermore they have not yet attempted to handle the so-called twisted wreath product case, which we deal with in Subsection 3.6 below.
This paper also contains descriptions of fairly straightforward algorithms for finding representatives of conjugacy classes of complements of normal subgroups and of minimal supplements of soluble normal subgroups in finite groups. (A supplement of a normal subgroup N of a group G is a subgroup H of G that satisfies N H = G. A supplement is called minimal if it does not contain any other supplement of N in G as a proper subgroup.) For the case of complements of insoluble normal subgroups, we sometimes use the maximal subgroups routine as a first step.
We shall assume that the reader has some basic familiarity with algorithms for computing in finite permutation groups, including the theory of bases and strong generating sets. See [4] or [21] , for example.
Theoretical remarks on maximal subgroups
The description in [19] can be applied, in particular, to the conjugacy classes of maximal subgroups of a finite group having no soluble normal subgroup. In order to turn this description into an algorithm for finding representatives of these conjugacy classes, we need to make parts of it more explicit, and we shall do that in this section. Section 3 of [19] begins with a hypothesis ( * ) involving four groups G, M, K, N , which we shall repeat here, and we shall assume throughout this section that it holds. In general, we define x g to be g −1 xg, where x is an element or subset of a group G and g ∈ G.
( * ) We have K M G and N = N G (K). It is assumed that the natural homomorphism σ from M onto the direct product t∈T M/K t is an isomorphism, where T is a right transversal of N in G.
Although it is not assumed in [19] that G is finite, we shall assume that here. We shall also assume that T is a fixed transversal of N in G that contains the identity element 1 of G. We denote the inverse image of M/K t under σ by S t for each t ∈ T . Then M is the direct product of the subgroups S t , and each S t is the intersection of all but one of the conjugates in G of K. Hence the S t are themselves permuted transitively under conjugation by G, and N = N G (S 1 ).
We shall be concerned in this paper with two specific instances of this configuration, and it might be helpful for the reader to focus their attention on these special cases. In both cases, M is the direct product of d ≥ 1 nonabelian simple groups, all of which are conjugate in G. In the first and basic situation, the groups S i are just the simple direct factors of M , and K is the direct product of all of these factors except for S 1 .
The second situation is a generalization of the first, in which each S i is a direct product of some number e > 1 of the simple factors of M , where e is a proper divisor of d. The simple factors in any particular S i form a block of imprimitivity of the action of G by conjugation on the set of all simple factors of M . The group K is the direct product of those simple factors which are not subgroups of S 1 , and N = N G (S 1 ) is the stabilizer in G of the block of imprimitivity corresponding to S 1 .
High supplements
The following definition is from [19] .
or if H and its intersections with M , K and N satisfy the condition ( * ).
According to Theorem 3.01 of [19] , there is a one-one correspondence between the set of conjugacy classes of supplements C/K of M/K in N/K and the set of conjugacy classes of high supplements H of M in G. Furthermore, we can choose the conjugacy class representatives C and H such that 
for some m ∈ M , and since M is the direct product of the groups S t , we can choose m = m t ∈ S t . But then the element t∈T m t conjugates t∈T D t 1 to L. In Subsections 3.4 and 3.5 below, we shall be constructing maximal subgroups H of G of this kind in situations where D 1 is known and is not normal in S 1 . The following proposition justifies the method that we shall use to compute a representative of the conjugacy class of maximal subgroups that contains H. Proposition 2.3. Let H be a maximal subgroup of G which is a high supplement of M in G, and let
Proof. Since D 1 is not normal in S 1 , L is not normal in G, and maximality of H in G implies that H = N G (L). The result now follows from the lemma, which says that L and L 0 are conjugate.
Diagonal-type subgroups
We first digress to describe a general construction in group theory. This description is taken from Section 2 of [14] . Let N be any subgroup of any group G, and let T be a right transversal of N in G that contains the identity element of G. For g ∈ G, we shall denote the unique element in N g ∩ T by g. Let α : G → P be the permutation representation of G acting by right multiplication on the right cosets of N in G. We can regard P as acting on the set T . Let W = N P be the wreath product using this action of P on T . Then the base group Y of W is the set N T of functions from T to N , where the action y → y p of P on Y is given by y p (t) = y(tp −1 ) for y ∈ Y, p ∈ P and t ∈ T . Then there is a monomorphism π : G → W defined by π(g) = α(g)y for g ∈ G, where y ∈ Y is defined by y(t) = tg −1 gt −1 for t ∈ T . In particular, we have:
Definition 2.5. We call π : G → W = N P defined above the wreathed monomorphism induced by N and T .
We now return to our groups G, M, K, N satisfying ( * ). Throughout this subsection, we shall make the additional assumption that Z(M/K) = 1 (and hence that Z(M ) = 1), and identify M/K with the subgroup Inn(M/K) of Aut(M/K). In fact the material to be described in this subsection will only be applied in the situation in which M/K ∼ = S 1 is a nonabelian simple group.
We describe another type of subgroup of G, which we shall call a diagonal-type subgroup. These groups are minimal instances of a type of subgroup that is called full in [19] , and the interested reader should consult [19] for the general definition of full subgroups. Their intersection with M which, as we saw earlier, is a direct product of the factors S t , is a diagonal subgroup of this direct product.
The information summarized here, which is unavoidably technical, has been extracted from the proof of Theorem 3.03 of [19] , which itself depends on Theorem 4.1 of [14] .
Let ψ : N → Aut(M/K) be the homomorphism induced by conjugation in N/K. As above, let α : G → P be the permutation representation of G on the right cosets of N in G, let π : G → N P be the wreathed monomorphism induced by N and our fixed transversal T , and let ρ : G → Aut(M/K) P be the composite of π and the map N P → Aut(M/K) P induced by ψ. Lemma 2.6. We have ker(ρ) = C G (M ), and ρ maps M isomorphically onto the subgroup
Proof. Clearly ker(ρ) ≤ ker(α), and also, since α is equivalent to the conjugation action of G on the direct factors S t of M , C G (M ) ≤ ker(α). If g ∈ ker(α) then, by Remark 2.4, we have
and so ker(ρ) = C G (M ).
We have seen earlier that M is the direct product of the groups S t = S t 1 for t ∈ T . By definition of the wreath product, X is the direct product of the groups (M/K) t for t ∈ T . We shall prove the lemma by showing that ρ maps each S t isomorphically onto (M/K) t . Now ψ maps S 1 isomorphically onto Inn(M/K), which we have already identified with M/K, so we can identify S 1 and M/K, and then ψ(h) = h for h ∈ S 1 . If t ∈ T \ {1}, then tht −1 ∈ K, and so ψ(tht −1 ) = 1. Hence, by Remark 2.4, ρ(h) is the element x ∈ X with x(1) = h and x(t) = 1 for t ∈ T \ {1}. More generally, for t ∈ T , ρ(h t ) = x ∈ X with x(t) = h and x(u) = 1 for u ∈ T \ {t},
so ρ maps S t isomorphically onto (M/K) t , as claimed.
where Out(M/K) is the outer automorphism group of M/K. Suppose that ψ can be extended to a homomorphism ψ : G → Out(M/K). Thenψ can be used to construct a subgroup of G which, according to results proved in [19] , is a representative of a conjugacy class of full subgroups of G, as follows.
Let G * be the pullback ofψ and the natural map µ :
For each t in the transversal T of N in G, lett be some fixed element of Aut(M/K) for whichψ(t) = µ(t). Then T * = {(t,t) | t ∈ T } is a transversal of N * in G * in one-one correspondence with T . If α * is the permutation representation of G * on the right cosets of N * with image acting on the set T * then, by making this identification between T and T * , we have α * (g, h) = α(g), where im(α) = im(α * ) = P . Let π * : G * → N * P be the wreathed monomorphism induced by N * and T * , as defined in Definition 2.5 above. Let τ : G * → Aut(M/K) be the natural projection of G * onto the second component of its elements, and let τ N * be the restriction of τ to N * . Finally, let ρ * : G * → Aut(M/K) P be the composite of π * and the map
Lemma 2.7. With the above notation, let
Proof. By definition of ρ, we have ρ(g) = α(g)y, where y(t) = ψ(tg −1 gt −1 ). By definition of ρ * , we have ρ * (g, h) = α * (g, h)y = α(g)y , where y (t) is the second component z 2 of the element
, and by ( † †) above, we have ψ(z 1 ) = µ(z 2 ). In other words, y(t) and y (t) map onto the same element of Out(M/K) for all t ∈ T , and since X = (M/K) T = Inn(M/K) T , this proves the lemma.
By Lemma 2.6, we have X = ρ(M ) ≤ im(ρ), and so im(ρ * ) ≤ im(ρ).
Definition 2.8. For a given extensionψ :
Strictly speaking, this subgroup E is not well-defined, because it depends on the choice of the elementst, but it follows easily from Proposition 2.9 below, that a different choice oft leads to a conjugate subgroup E, and we are only interested in representatives of the conjugacy classes of subgroups of G.
The following proposition shows that E intersects M in a diagonal subgroup of M , which explains the name. It will be used to justify our algorithm for computing subgroups of this type described in Subsection 3.5 below
Furthermore, L ∼ = S 1 , and each element of L has the form t∈T (ht −1 ) t for an element h ∈ S 1 , where S 1 has been identified with M/K.
Proof. Let g ∈ G, and choose some h ∈ Aut(M/K) with (g, h) ∈ G * . By Lemma 2.7, ρ * (g, h) = ρ(g)x for some x ∈ X and so, by Lemma 2.6, ρ * (g, h) = ρ(gm) for some m ∈ M , so gm ∈ E and hence EM = G.
From the equation ( †) above, we see that x = ρ(m), where m = t∈T (ht −1 ) t , and M/K has been identified with S 1 . By Lemma 2.6, m is the unique element of M with ρ(m) = x, and so L is a diagonal subgroup of M and is isomorphic to S 1 .
It is straightforward to show that a diagonal subgroup of a direct product of isomorphic groups with trivial centre is self-normalizing. Hence L = N M (L), and it follows from G = EM that E = N G (L).
Some results from the Kovács paper
For the convenience of the reader, we shall now state two results from [19] which we shall make frequent use of in the algorithm to be described in the next section. These are Theorem 4.3 and Lemma 5.1 of [19] . We have made some minor alterations in the notation in order to agree with ours. Note also that, although we are assuming throughout this section that G is a finite group, in [19] Theorem 2.10 assumes only that |G : N | is finite, whereas Theorem 2.11 does not assume finiteness of G. 
(ii) b is the cardinality of the set of conjugacy classes in N/K of maximal subgroups of N/K which neither avoid nor contain M/K. Notice that the statement of this theorem refers only to cardinalities of the classes of maximal subgroups. The construction of the subgroups themselves is described in detail in Section 3 of [19] , and it is the details of this construction that we have attempted to summarize in Subsections 2.1 and 2.2.
Let us call the maximal subgroups counted in a, b and c the a-type subgroups, the b-type subgroups and the c-type subgroups, respectively.
The b-type subgroups are the maximal subgroups of G which are high supplements of M in G with respect to K, as defined in Subsection 2.1, and which intersect M nontrivially. Our algorithm to construct them will be described in Subsection 3.4 below. Although we are not making any direct use of the O'Nan-Scott Theorem, the reader might be interested to know that the corresponding primitive permutation groups are of product type.
The c-type subgroups are also high supplements of M in G, but they intersect M trivially. Our algorithm to construct them will be described in Subsection 3.6 below. The corresponding primitive permutation groups are of twisted wreath product type. The smallest example of a group having a maximal subgroup of this type is A 5 A 6 .
The a-type subgroups are more complicated in general. They are the maximal full subgroups, as defined in [19] , but our algorithm to construct them, which will be described in Subsection 3.5 below, uses a combination of the techniques discussed above in Subsections 2.1 and 2.2. For each minimal overgroup D/M of N/M in G/M , we first construct the maximal subgroups of D of diagonal type, and then construct corresponding maximal subgroups of G from these as supplements of M which are high with respect to the (unique) normal complement of
We shall also use the following result from [19] to help us handle the case when G has two isomorphic nonabelian minimal normal subgroups.
Theorem 2.11. Let M 1 and M 2 be nontrivial normal subgroups of a group G, and let µ i be the natural homomorphisms
Then G has corefree maximal subgroups if and only if the following conditions hold.
(i) M 1 and M 2 are nonabelian.
Moreover, if conditions (i) and (ii) hold, then the set of all corefree maximal subgroups of G is equivalent to the set of all such isomorphisms φ in such a way that the subgroups corresponding to φ, φ are conjugate if and only if φ = φ ρ, where ρ is an inner automorphism of G/M 2 induced by an element of
3 The algorithm for finding maximal subgroups
Reduction to the TF case
Let L be the largest soluble normal subgroup of G, and let N i (0 ≤ i ≤ r) be normal subgroups of G such that
and each N i /N i−1 is an elementary abelian chief factor of G. As in [7] , we use the algorithm described in [22] for computing L, and the N i are then found by calculating the derived series of L and refining it into elementary abelian layers. Unlike in [7] , where it was necessary for the N i to be characteristic subgroups of G, we refine the series until the factors N i /N i−1 are all irreducible as G/N i -modules.
As in [6] , we first find representatives of the conjugacy classes of maximal subgroups of G/N r = G/L, and then lift through the elementary abelian layers, finding the maximal subgroups of G/N i−1 from those of G/N i for i = r, r−1, . . . , 1. However, the situation is much simpler than in [6] , where we were looking for all subgroups of G. Since we have chosen the series such that each factor
So the only computation that needs to be done during the lifting process is to find representatives of the conjugacy classes of complements of the elementary abelian section N i /N i−1 in G/N i−1 . This is handled by a cohomological calculation that is described in detail in Section 5 of [6] . The same method has also been described for finite soluble groups in [10] , and it was probably first proposed by Zassenhaus in [23] . In the maximal subgroups algorithm presented in [13] , an improved version of this method that uses the lower central series of L is described.
It remains to describe the computation in the TF-group G/L. So, for the remainder of this section, we shall assume that G is a TF-group; that is, that L = 1. In an implementation for permutation groups, this presents no difficulty, because a faithful permutation representation of G/L of degree at most that of G, together with the corresponding epimorphism G → G/L can be constructed; see, for example, [11] or [16] .
The homomorphisms into wreath products
The material in this section is very similar to that in Section 3 of our paper [7] that describes a method for the computation of automorphism groups of finite groups, so we shall just give a brief outline here.
In a TF-group G, the socle M of G is the direct product of its minimal normal subgroups M 1 , M 2 , . . . , M r , where each M i is a direct product of the isomorphic nonabelian simple groups S i1 , S i2 , . . . , S id i . The socle factors S ij are permuted under the action of conjugation in G, and the orbits under this action are precisely the sets of factors of M i for 1 ≤ i ≤ r. (The notation M for socle was chosen to be consistent with the notation used in [19] .) The first step is to compute M and its factors S ij , and to identify the isomorphism types of the S ij as abstract simple groups.
We need to assume at this stage that, for each isomorphism type of nonabelian finite simple group, we can construct fixed permutation groups S and A, where S ≤ A, S is simple of the given isomorphism type, and A ∼ = Aut(S), where the action of A as the automorphism group of S is given by conjugation in A. We also need to be able to set up an explicit isomorphism between an arbitrary permutation group isomorphic to a subgroup B of A containing S and B itself. This is a special case of the problem of black box recognition of finite almost simple groups, which is currently a very active area of research in computational group theory. See, for example, [18] . In principal, we can expect that effective methods for solving this problem will eventually become available for all finite nonabelian simple groups.
We shall discuss how we are handling this problem in our implementation of the maximal subgroups algorithm in Section 5. We are of course not currently able to do it for all finite simple groups, and so our implementation will fail if M has nonabelian composition factors which we are unable to handle.
For 1 ≤ i ≤ r, let S i and A i be the fixed permutation groups with
As described in detail in Section 3 of [7] , we construct the conjugation-action homomorphisms ψ i : N i → A i that restrict to isomorphisms S i1 → S i and have kernels C G (S i1 ).
We
, which is isomorphic to Aut(M i ). Let P i be the image of the permutation representation of G on the right cosets of N i , let T i be a fixed right transversal of N i in G i , and let π i : G → N i P i be the wreathed monomorphism induced by N i and T i , as defined in Definition 2.5. Then ρ i is defined to be the composite of π i and the map
So ρ i is virtually the same as the map ρ defined in Subsection 2.2, but with the M i in place of M . The only difference is that we have enlarged the codomain of the map from A i P i to A i Sym(d i ). By Lemma 2.6, the kernel of ρ i is C G (M i ). Hence the intersection of all of these kernels is C G (M )
It is convenient to carry out some parts of our computations of the maximal subgroups of G within the images of the ρ i in W i and then to pull the results back to G.
Note that
, which has a faithful permutation representation of degree |A i /S i |d i . The fact that |A i /S i | is small in comparison with S i means that a reasonably small degree permutation representation of W i /Soc(W i ) can be computed. The point of this is that, for TF-groups G, we can compute effectively in G/Soc(G). See Section 2.3 of [9] for the details of this construction. It is also possible to find a workable permutation representation of G/ M i | i ∈ I for any subset I of {1, . . . , r}. Such a quotient can be constructed as a subdirect product of G/M and the groups {im(ρ i ) | i ∈ I}.
The different types of maximal subgroups
The maximal subgroups of G that contain the socle M correspond to the maximal subgroups of G/M , so we find these by solving the problem recursively in G/M .
Let H be a maximal subgroup of G not containing M , and let Z be the core of H in G. Then G/Z is isomorphic to a primitive permutation group, and its socle is nonabelian, because it contains M Z/Z. It is well-known (see Theorem 4.4 of [5] , where this result is described as 'folklore') and not hard to prove that G/Z has either one or two minimal normal subgroups and, in the latter case, they are isomorphic.
If G/Z has a unique minimal normal subgroup, then Z must contain all of the M i except one. By Theorem 2.10, the maximal subgroups in this category fall into three different types, which we called the a-type, the b-type and the c-type, and we shall deal with these in detail in the following three subsections.
If G/Z has two minimal normal subgroups, then Z either contains all M i except one, or it contains all M i except two. The first possibility can occur, for example, in A 5 × (A 5 A 5 ), where Z is the base group of the wreath product, and maximal subgroups arise from diagonal subgroups of the quotient G/Z ∼ = A 5 × A 5 . To handle this case, for each k, we work recursively in G/M k , where M k is the direct product of all of the M i except M k , and look for maximal subgroups of this 'two minimal normal subgroup' type whose core does not contain the image of M k in G/M k . Otherwise, Z contains all M i except for two of them, M k and M l , say, where M k and M l must be isomorphic. Then Z contains ker(ρ k ) ∩ ker(ρ l ) = C G ( M k , M l ), and so we can carry out our computations within the image of (ρ k , ρ l ) in W k × W l . This situation is dealt with in Theorem 2.11, and we describe the associated algorithm in the final subsection of this section.
Unique minimal normal subgroup, first type
In this and the following two subsections, the cores of the maximal subgroups that we are looking for contain all of the M i except one, which we may as well take to be M
. Let T be a fixed right transversal of N in G containing the identity. Then each socle factor S i occurs as S t 1 for a unique t ∈ T , and we shall also denote S t 1 by S t . The notation has been chosen to correspond with that used in the hypothesis ( * ) defined in Section 2. The subgroup K used in ( * ) is the direct product of all of the S i except for S 1 .
The maximal subgroups of the first type are those of b-type, as defined after the statement of Theorem 2.10. They are the maximal subgroups H of G which are high supplements of M in G with respect to K, as discussed in Subsection 2.1 above, and which satisfy H ∩ M = 1.
By Theorem 2.10, the conjugacy classes of subgroups of this type correspond to the conjugacy classes of maximal subgroups C of N that neither avoid nor contain S 1 . Since the normal subgroups S 1 and C G (S 1 ) of N have trivial intersection, such subgroups C must contain C G (S 1 ), and then C/C G (S 1 ) is a maximal subgroup of N/C G (S 1 ) ∼ = im(ψ) which does not contain the image of S 1 .
As explained in Subsection 3.2, we have already computed the map ψ : N → A with kernel C G (S 1 ), and im(ψ) is a subgroup of A containing S. At this stage, we have to assume that we have available or are able to compute easily a list of the conjugacy classes of maximal subgroups of B not containing S, for all groups B with S ≤ B ≤ A. We shall discuss how this is currently achieved in our implementation in Section 5 below. Of course, in practice, we are not able to do this for all simple groups S, and so our algorithm will fail in some cases.
For each such maximal subgroup E of im(ψ), we compute the inverse image under ψ of D := E ∩ S. This inverse image is D 1 × C G (S 1 ), where D 1 is the subgroup of S 1 corresponding to D < S, and D 1 can be computed from D 1 × C G (S 1 ) by projecting onto the first direct factor of M .
Let L be the direct product of the subgroups D t = D t 1 of S t for t ∈ T . Then, by Proposition 2.3, H := N G (L) is a representative of the conjugacy class of maximal subgroups of G corresponding to the class of C in N . We have H ∩ M = L and HM = G, so H has index |S 1 :
Unique minimal normal subgroup, second type
These are the maximal subgroups of a-type, as defined after Theorem 2.10. In general, they are constructed by using a combination of the constructions of diagonaltype maximal subgroups and of high supplements, discussed in Subsections 2.1 and 2.2, respectively. They do not occur when N = G, so we shall assume that N < G; that is, that d > 1.
From the definition of the number a in Theorem 2.10, it is clear that, in order to find representatives of the conjugacy classes of maximal subgroups of G in this class, we first have to find the minimal overgroups D of N in G; in other words, subgroups D of G for which N < D ≤ G and N is maximal in D. This is a straightforward permutation group calculation, because the D arise as the stabilizers of the minimal blocks of imprimitivity containing S 1 in the conjugation action of G on the socle factors S i . Of course, if this action is primitive, then G itself is the only possible group D.
For each such D, we proceed as follows. The basic idea is first to construct the maximal subgroups of D of diagonal-type (see Definition 2.8). Then, if D < G, we use the high supplements construction on these maximal subgroups of D, with D in place of the N in Subsection 2.1, to find the corresponding maximal subgroups of G.
The map ψ : N → A induced by the conjugation action of N on S 1 induces a homomorphism ψ : N → A/S = Out(S). Theorem 3.03 of [19] says that each extension of ψ toψ : D → Out(S) corresponds to one class of maximal subgroups of G of this type. (Of course, there may be no such extensions.) Calculating extensions of homomorphisms is not a particularly straightforward or thoroughly researched computational problem, but in this situation the groups involved are sufficiently small that it can be done by brute force. Since D is a minimal overgroup of N , it has only one extra generator not in N , and so we simply try all possible elements of Out(S) as images of this generator and check whether this defines a homomorphism extending ψ.
So suppose that we have such an extensionψ. Then a representative of the corresponding conjugacy class of maximal subgroups of D and then of G can be found as follows. Let T D = T ∩ D, and for each t ∈ T D , choose an elementt of A that maps ontoψ(t). Then, as we saw in Proposition 2.9, (but with D in place of G and T D in place of T ), we can define a diagonal subgroup E of the subgroup of M generated by the socle factors {S t | t ∈ T D } by
The normalizer N D (E) is then the subgroup of D of diagonal-type corresponding tô ψ, and the fact that N is maximal in D implies that
Now let U be a right transversal of D in G (we can choose U to be a subset of T ) and, for u ∈ U , let L = E u | u ∈ U (which is the direct product of the E u ). Then, from Proposition 2.3 (but with K now replaced by the direct product of those S t with t ∈ T D , and D in place of N ) the required maximal subgroup H of G can be computed as the normalizer in G of L. Note that |E| = |S|, |L| = |S| |G:D| and, since L = H ∩ M and HM = G, we have |G : H| = |S| d−c , where c = |G : D|. As an example, we see that A 5 C 2 has two classes of maximal subgroups of this type. We have N = S 1 in this case and D = G is the only possibility. The map ψ is trivial, and has two extensions to maps G → Out(S), one trivial and the other surjective. However, if we choose G = S 5 C 2 , then ψ is nontrivial and the normal closure of ker(ψ) in G contains elements in N \ ker(ψ), so ψ has no extension to G, and there are no maximal subgroups of this type. 
Unique minimal normal subgroup, third type
These are the maximal subgroups of c-type, as defined after Theorem 2.10. They are the maximal subgroups H which are high supplements of M , as discussed in Subsection 2.1 above, and which satisfy H ∩ M = 1. Since the calculations in this case involve the structure of wreath products, it is convenient to carry them out in im(ρ). However, we shall continue to use the same notation, G, M , S i , N , etc. for the isomorphic images of these subgroups under ρ. In addition, let K be the image under ρ of
Maximal subgroups of this type are certain complements of M in G. If such complements exist, then G is isomorphic to a twisted wreath product of S by G/M and, by Theorem 4 of [15] for example, there is a one-one correspondence between the conjugacy classes of complements of S 1 ∼ = M/K in N/K and of M in G. Furthermore, the proof of that theorem describes the correspondence explicitly, so we can construct one from the other.
As we shall see shortly, a subgroup H in a conjugacy class of subgroups of G that corresponds to the conjugacy class containing a complement C/K of M/K in N/K can be maximal in G only if C/K is maximal in N/K. We therefore find our candidate complements C/K by applying the maximal subgroups algorithm recursively to find representatives of the conjugacy classes of maximal subgroups of N/K, and checking to see which of these (if any) is a complement of M/K in N/K. For this recursive application, we require a faithful permutation representation of N/K; this can be found by using the methods described in the final paragraph of Subsection 3.2, but with N in place of G.
Let C/K be a complement of M/K in N/K and H a corresponding complement of M in G. For the sake of completeness, we shall now describe explicitly how to construct H from C; for proofs, see [15] . It is clearly sufficient if, for each element g ∈ G, we can find the unique element h ∈ H with M h = g, so we shall explain how to do this. As in Subsection 2.2, for any g ∈ G, we denote the unique element of N g ∩ T by g, where T is our fixed transversal of N in G. For g ∈ G and t ∈ T , let x t be the (unique) element of S 1 for which tgtg (ii) The homomorphism τ defined above does not extend to a homomorphismτ :
Condition (i) is satisfied already, because we have only chosen those C/K which are maximal in N/K. Checking Condition (ii) is similar to a condition that needed to be checked for maximal subgroups of the second type in Subsection 3.5 above. The computation is apparently more difficult in this case, because the codomain of the homomorphisms involved is A rather than the much smaller group A/S, but since we have d ≥ 6, the groups S will not be very large in examples within the practical range of the algorithm.
The smallest example for which maximal subgroups of this type occur is A 5 A 6 , which is quite a large group, but has a permutation representation of degree 30.
Two minimal normal subgroups
These are the maximal subgroups described in Theorem 2.11. As explained in Subsection 3.3, we may assume, in this case, that the cores K in G of the maximal subgroups H of this type contain all of the minimal normal subgroups M i of G except for two isomorphic M i . This means that we need to examine all unordered pairs {M k , M l } of the M i , but we only need to proceed further for those pairs for which M k ∼ = M l . So we shall assume in this description that we are considering M 1 and M 2 , and that M 1 = S 11 × . . . × S 1d and M 2 = S 21 × . . . × S 2d , where, for i = 1 or 2, each S ij is isomorphic to the same simple group S.
Since M i ≤ K for all i > 2, we shall assume for the remainder of this section that d = 2, and so
Recall that we have computed homomorphisms ψ i : N i → A = Aut(S) that induce isomorphisms onto S when restricted to S i1 . We carry out our computations within the image of the map
2) that were defined in Subsection 3.2. This enables us effectively to assume that d = 2 within the implementation as well as in the theoretical description.
Condition (i) of Theorem 2.11 clearly holds and, since M 1 and M 2 are the unique minimal normal subgroups of G, condition (ii) is equivalent to C G (M 1 ) = M 2 and C G (M 2 ) = M 1 . But C G (M 1 ) = ker(ρ 1 ) and C G (M 2 ) = ker(ρ 2 ), so condition (ii) is equivalent to |im(ρ 1 )| = |im(ρ 2 )| and |G| = |im(ρ 1 )| |M 1 |. These two conditions can be checked immediately. If they do not hold, then there are no maximal subgroups of G of this type, and we can abort the calculations. So, we shall assume from now on that they do hold.
Condition (iii) of Theorem 2.11 is equivalent the statement that there exists an isomorphism φ : G/M 2 → G/M 1 that maps M/M 2 to M/M 1 and induces the identity on G/M . Assume that φ is an isomorphism with this property. Now we have natural isomorphisms G/M 2 ∼ = im(ρ 1 ) and G/M 1 ∼ = im(ρ 2 ), and we shall useφ to denote the isomorphism im(ρ 1 ) → im(ρ 2 ) induced by φ. The condition that φ G/M is the identity says thatφ(ρ 1 (g)ρ 1 (M 1 )) = ρ 2 (g)ρ 2 (M 2 ) for all g ∈ G. So we need to check whether or not the map im(
We now recall that im(ρ 1 ) ⊆ W 1 and im(ρ 2 ) ⊆ W 2 , where
Furthermore, im(ρ 1 ) and im(ρ 2 ) both contain X := Soc(W ), and by Lemma 2.6 ρ 1 (M 1 ) = ρ 2 (M 2 ) = X, where W ∼ = Aut(X). Hence any isomorphism im(ρ 1 ) → im(ρ 2 ) induces an automorphism of X, and is itself induced by an inner automorphism of W . So, to test whether the mapφ exists, we test for the existence of x ∈ W that satisfies ρ 1 (g)
This is a straightforward conjugacy test in W/X.
If there is no such x, then there are no maximal subgroups of this type, so we abort the computation. If there does exist such an x ∈ W , then x ∈ W will have the same property if and only if x = rx with rX ∈ C W/X (im(ρ 1 )X). But from Theorem 2.11, we know that the subgroups corresponding to x and x = rx are conjugate if and only if r ∈ X, because such an r corresponds to an inner automorphism of G/M 2 induced by an element of M 1 M 2 /M 2 . So, if R is a right transversal of X in the complete inverse image in W of C W/X (im(ρ 1 )X), then there is a one-one correspondence between the elements rx and the conjugacy classes of maximal subgroups of G of this type.
To find a representative H of the class of maximal subgroups corresponding to the element x, we proceed as follows. Let the subgroup F of X × X be defined by F = {(g, g x ) | g ∈ X}, and letĤ be the normalizer in im(ρ 1 , ρ 2 ) of F . Then H is the complete inverse image in G ofĤ under (ρ 1 , ρ 2 )
As an example, let G be the wreath product Y C 3 , where Y is A 5 × A 5 and C 3 is cyclic of order 3. Then W = S 5 S 3 , so W/X ∼ = C 2 C 3 with im(ρ 1 )X cyclic of order 3. So the centralizer of im(ρ 1 )X in W/X ∼ = C 2 C 3 has order 6, and there are 6 conjugacy classes of maximal subgroups of G of this type isomorphic to A 5 C 3 .
Finding complements and supplements
Let N, M be normal subgroups of a finite group G with N < M . In this section, we briefly describe algorithms for computing representatives of the conjugacy classes of complements of M/N in G/N and, in the case when M/N is soluble, representatives of the conjugacy classes of minimal supplements of M/N in G/N . These functions have been implemented in MAGMA in the case of permutation groups G, but the methods are generic, and so it should not be difficult to implement them for other types of representations of finite groups, such as matrix groups. Of course, from a theoretical viewpoint, we are simply describing computation in the quotient group G/N , but we have introduced N as an extra parameter in order to avoid the problem of computing explicitly in quotients of permutation groups. Almost all of the computations take place within G rather than in G/N , and functions return the complete inverse images in G of the complements or supplements of M/N .
We start by finding a series of normal subgroups of G
in which each factor N i+1 /N i is a characteristically simple group. This means that it is either elementary abelian or a direct product of isomorphic nonabelian simple groups. It is not necessary for these factors to be as small as possible; in fact computations tend to be faster with fewer and larger factors. If N happens to be soluble, then the soluble radical L/N of M/N is just the quotient of the soluble radical L of M , which we can compute using the algorithm described in [22] . We can then use the derived series of L to refine L/N into elementary abelian layers, and refine the TF-group M/L by working in a permutation representation of the quotient M/L of degree at most that of G. We ensure that our subgroups N i are normal in G by choosing them all to be characteristic in M . If N is not soluble, then we work upwards from N to M , finding elementary abelian normal subgroups first, by calculating the cores in G of the subgroups P N for P ∈ Syl p (M ) and refining. After finding the largest normal soluble subgroup L/N of M/N , if L = M , then we need to compute the nonabelian socle of M/L, and for this we are currently reduced to working in the regular permutation representation of M/L.
So we can find a series of normal subgroups as described above. Our next aim is to reduce the problem to the case when r = 1, so let us assume for the moment that we can solve it when r = 1. In the general case, we proceed to find representatives of conjugacy classes of complements or minimal supplements of M/N i in G/N i for i = r − 1, r − 2, . . . , 1, 0 successively.
Since we can solve the problem when r = 1, we can do this for i = r − 1. So suppose inductively that, for some i ≤ r −1, we have already found the required representatives of complements or minimal supplements of M/N i in G/N i and we want to find those of M/N i−1 in G/N i−1 . For each representative complement or minimal supplement C/N i of M/N i in G/N i , we apply the r = 1 case of the problem to find representatives of the conjugacy classes of complements or minimal supplements of
We claim that the union of the sets of these representatives over all such C provides a complete set of representatives of the conjugacy classes of complements or minimal supplements of M/N i in G/N i , as required. This claim is justified theoretically by the following straightforward result.
Proposition 4.1. Let N and M be normal subgroups of a group G with N < M .
Proof. We omit the proof of (i), which is easy. Suppose that S is a minimal supplement of M in G. Then certainly SN/N is a supplement of M/N in G/N . If it is not minimal, then there exists a smaller supplement T /N with T M = G and T < SN . Then, since N ≤ T , we have T = (S∩T )N , which implies that G = T M = (S∩T )M . Hence S ∩ T is a supplement of M in G strictly contained in S, contradicting the minimality of S.
So we have now successfully reduced to the case r = 1, and we can assume that M/N is either elementary abelian or a direct product of isomorphic nonabelian simple groups.
The method for finding complements when M/N is elementary abelian is moderately well-known, and was briefly discussed above in Subsection 3.1. To apply this method, we require a finitely presented group F isomorphic to G/M , together with an explicit isomorphism ρ : F → G/M . We can find F by first finding a presentation of G itself on a suitable generating set (which can either be the given generators if G is small, or a set of strong generators when G is large; see Sections 5 and 7 of [20] , for example), and then adding words that represent generators of M as extra relators.
For the supplements computation, we are not yet attempting to handle the case when M/N is insoluble, so we can assume that M/N is an elementary abelian pgroup for some prime p, and then we can regard M/N as a module for G over the field
We start with the supplement G/N and test it for minimality as a supplement of M/N in G/N . If it is minimal then we are done and, if not, then we find representatives of the conjugacy classes of maximal sub-supplements of G/N . Then we test each of these sub-supplements for minimality as a supplement, and carry on in this way, until we have found representatives of all classes of minimal supplements.
To test a particular supplement S/N for minimality, we let L := S ∩ M and, for each maximal G-submodule K/N of L/N , we test whether or not L/K has complements in S/K. Such complements correspond to the maximal sub-supplements of S, if any. We omit the details, which are routine.
Finally, we describe the computation of complements in the case when M/N is is insoluble. If G/M happens to be a p-group for some prime p, then the required complements CN/N will be p-groups, and will therefore be conjugate to subgroups of P N/N for P ∈ Syl p (G). So we first find P ∈ Syl p (G), and then find representatives of the conjugacy classes of complements of the soluble section (P N ∩ M )/N in P N/N , and finally test these representative complements for conjugacy in G.
In the general case, where G/M is not a p-group, we start by using our algorithm for maximal subgroups described earlier in the paper to find representatives of the conjugacy classes of maximal subgroups of G that contain N . For each such maximal subgroup H such that HM = G, we apply the complements algorithm recursively to find representatives of the conjugacy classes of complements of (HN ∩ M )/N in HN/N . Finally, we test the representative complements coming from all of the maximals H for conjugacy in G.
This recursive process could potentially be rather slow. In moderately sized examples, we typically reduce to the soluble section case after the first maximal subgroups computation. However, when M/N contains larger composition factors such as A n for n > 7, which cause the algorithms to recurse several times, the performance deteriorates, and further work is required to handle such examples in a satisfactory manner.
Implementation Issues and Performance
As we remarked at the beginning of Subsection 3.2, the part of the algorithm in which the simple composition factors of the socle of a TF-group are identified, and the associated homomorphisms into wreath products constructed, are the same as in our algorithm for constructing automorphism groups of finite groups described in [7] , and, in our implementation, that part of the code is common to both algorithms.
In Subsection 3.2 we left open the problem of how we go about defining our standard copies S and their automorphism groups A of the isomorphism types of finite nonabelian simple groups, and how we set up the isomorphisms between the almost simple groups which arise in the course of the algorithm and their standard copies. In addition, in Subsection 3. 4 , we left open the question of how we find the maximal subgroups of the groups B with S ≤ B ≤ A.
Our current policy is to store all of this information in a database for the smaller order nonabelian simple groups. The isomorphisms are set up using random searches which are designed such that the expected time taken is as small as possible. See Section 3.2 of [7] for more details about this. We have stored the necessary data for all nonabelian simple groups S of order up to order 16482816, together with a few other interesting examples with low degree permutation representations, such as the Mathieu group M 24 and L 6 (2).
For each such S, and for all B with S ≤ B ≤ A, we have stored representatives E of the conjugacy classes of maximal subgroups of B that do not contain S. More precisely, we have stored the intersections E ∩ S rather than E since it is the intersections with S that are needed in the algorithm. We may yet append a few more individual groups to this database, but our future plans are now geared towards leaving the database relatively stable, and handling larger examples generically, in families. 
, and U 3 (p) for all primes p, and the symmetric and alternating groups up to degree 1000. We are actively engaged in writing code which enables us to handle further families of low-dimensional groups of Lie type. Further details of the methods involved for these generic classes will be published in a future paper, but we should mention that we are using the algorithm described in [3] for the black box recognition of the alternating and symmetric groups.
Although one might hope that practical black box recognition algorithms will become available for all isomorphism types of almost simple groups in the foreseeable future, there is no realistic prospect of being able to describe all of the maximal subgroups even of every isomorphism type of finite simple group in a uniform manner. One might usefully aim to make the algorithm work effectively for all finite groups that can currently be stored explicitly on a computer, and for which we can carry out basic computations such as computing the order. We are admittedly still some way yet from achieving that aim! As we have seen, the maximal subgroups of TF-groups G are nearly all computed as normalizers of suitable subgroups of the socle of G. Computing normalizers in large permutation groups can be very slow, and we found that to be the case when there were large numbers of simple factors in the socle. But it is not difficult (we leave the details to the reader) to reduce these normalizer calculations to a number of subgroup conjugacy tests within the simple factors themselves, and this worked much faster than just naively attempting to compute the normalizer. 93.4 Table 4 : Times for complements and supplements of M in G
In the tables, we list some process times, in seconds, for maximal subgroups computations and, in the final table, for some complements and supplements computations. These were all run on a Sun Ultra 80 Workstation.
The examples in the first table are TF-groups, whereas those in the second table are non TF-groups in which the radical quotient is one of the groups in the first table, so the additional time required for lifting through the layers can be estimated. The first three examples in the first table are the same group with different degree permutation representations.
A full catalogue of all transitive permutation groups of degree up to 30 has been computed by Hulpke [17] , and these provide convenient test examples. In the third table we list aggregate times for all transitive permutations groups of degree between 6 and 22. The vast majority of these groups are soluble, and for these we compared the results with those of the corresponding algorithm for soluble groups in MAGMA, and found that they agreed in all cases.
In the final table, for the computation of complements and minimal supplements of a normal subgroup M of G in G, the time given is the total time for finding complements and supplements; these component times were roughly the same. The times do not include the time taken for computing a presentation of G, because this was occasionally large enough to distort the overall time. The group G = L 5 (5) 1 is the point stabilizer of the natural representation of L 5 (5) of degree 781, and it has the structure 5 4 .4.L 4 (5).4. The supplements column is empty in those cases where M is not soluble.
