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ABSTRACT
To reach a deeper understanding of the origin of elements in the periodic table, we construct Galactic chemical
evolution (GCE) models for all stable elements from C (A=12) to U (A=238) from first principles, i.e., using
theoretical nucleosynthesis yields and event rates of all chemical enrichment sources. This enables us to predict
the origin of elements as a function of time and environment. In the solar neighborhood, we find that stars
with initial masses of M > 30M⊙ can become failed supernovae if there is a significant contribution from
hypernovae (HNe) at M ∼ 20 − 50M⊙. The contribution to GCE from super asymptotic giant branch (AGB)
stars (withM ∼ 8− 10M⊙ at solar metallicity) is negligible, unless hybrid white dwarfs from low-mass super-
AGB stars explode as so-called Type Iax supernovae, or high-mass super-AGB stars explode as electron-capture
supernovae (ECSNe). Among neutron-capture elements, the observed abundances of the second (Ba) and third
(Pb) peak elements are well reproduced with our updated yields of the slow neutron-capture process (s-process)
from AGB stars. The first peak elements, Sr, Y, and Zr, are sufficiently produced by ECSNe together with AGB
stars. Neutron star mergers can produce rapid neutron-capture process (r-process) elements up to Th and U,
but the timescales are too long to explain observations at low metallicities. The observed evolutionary trends,
such as for Eu, can well be explained if ∼ 3% of 25 − 50M⊙ hypernovae are magneto-rotational supernovae
producing r-process elements. Along with the solar neighborhood, we also predict the evolutionary trends in
the halo, bulge, and thick disk for future comparison with galactic archaeology surveys.
Keywords: Galaxy: abundances — Galaxy: evolution — stars: abundances — stars: AGB and post-AGB —
stars: supernovae
1. INTRODUCTION
Since the time of Burbidge et al. (1957) the question of
the origin of the elements is one that has been studied at
the interface between nuclear physics and astrophysics. We
now know that different elements are produced by differ-
ent astronomical sources, i.e., different masses of stars, su-
pernovae, and binary systems. The relative contribution of
each source depends on time and environment (i.e., mass and
type of galaxies), and hence it is necessary to use galactic
chemical evolution (GCE) models to understand this ques-
tion. Observationally, elemental abundances have been es-
timated the best in the Sun and in the stars in the Local
Group, as well as meteorites, planetary nebulae, and globu-
lar clusters. For a limited number of elements, these are also
some estimates for damped Ly α systems (e.g., Pettini et al.
1994; Wolfe et al. 2005), the intracluster medium (e.g.,
Mushotzky et al. 1996; Hitomi Collaboration et al. 2017),
stellar populations in early-type galaxies (e.g., Thomas et al.
2003; Conroy et al. 2014), and star forming galaxies (e.g.,
Garnett 1990; Pilyugin et al. 2010).
Elemental abundances in the Milky Way Galaxy provide
stringent constraints not only on stellar astrophysics but also
on the formation and evolutionary history of the Milky Way
Galaxy itself. Elements heavier than helium are synthesized
inside and then ejected by dying stars. The next generation
of stars form from gas clouds that include heavy elements
from the previous stellar generations. Therefore, stars in the
present-day galaxy are fossils that retain the information on
the properties of stars from the past. From the elemental
abundances of the present-day stars, it is possible to disen-
tangle the star formation history of the host galaxy. This
approach is called Galactic archaeology and can be applied
not only to our Milky Way Galaxy but also to other galaxies
(e.g., Kobayashi 2016; Vincenzo & Kobayashi 2018a). For
constraining the star formation histories of galaxies, the most
important uncertainty is the set of nucleosynthesis yields.
2A vast amount of observational elemental abundance data
are being or will be taken by Galactic archaeology surveys,
together with data from space astrometry missions (e.g.,
Gaia) and medium-resolution multi-object spectroscopy1
such as APOGEE (the Apache Point Observatory Galac-
tic Evolution Experiment), HERMES (the High Efficiency
and Resolution Multi-Element Spectrograph) on the Anglo-
Australian Telescope, 4MOST (4-metre Multi-Object Spec-
troscopic Telescope) on the VISTA telescope, WEAVE on
the William Herschel Telescope, and MSE (Maunakea Spec-
troscopic Explorer). These data are revealing the chemody-
namical structure of the Milky Way Galaxy (Hayden et al.
2015; Buder et al. 2018) and the Local Group bymapping the
elemental abundance patterns of millions of stars. In contrast,
for a smaller number of stars, more detailed spectral analysis
is made with non-local thermodynamic equilibrium (NLTE)
and/or three-dimensional (3D) stellar atmosphere modelling,
which increases the accuracy for estimating elemental abun-
dances from high-resolution spectra. This was done for the
solar abundances (Asplund et al. 2009), for some metal-poor
stars (Nordlander et al 2017; Prakapavicˇius et al. 2017), and
recently for a wide range of metallicities (Andrievsky et al.
2007; Zhao et al. 2016; Amarsi et al. 2019b), and should be
used for constraining stellar nucleosynthesis.
Because of the nature of the triple α reactions, elements
with A ≥ 12 are produced not during the Big Bang but
are instead formed inside stars. Roughly half of the light
elements such as C, N and F are produced by low- and
intermediate-mass stars during their asymptotic giant branch
(AGB) phase (Karakas 2010; Kobayashi et al. 2011b, here-
after K11; see also van den Hoek & Groenewegen 1997;
Marigo 2001; Karakas & Lattanzio 2007; Cristallo et al.
2011; Ventura et al. 2013). Isotopes such as 13C, 17O,
and 25,26Mg are also enhanced by AGB stars and thus
these isotopic ratios can also be used for Galactic archae-
ology (e.g., Spite et al. 2006; Carlos et al. 2018). The α-
elements (O, Mg, Si, S, and Ca) are mostly produced in
massive stars before being ejected by core-collapse (Type
II, Ib, and Ic) supernovae (e.g., Timmes, Woosley & Weaver
1995; Kobayashi et al. 2006, hereafter K06). The produc-
tion of some elements such as F, K, Sc, and V can be in-
creased by neutrino processes in core-collapse supernovae
(Kobayashi et al. 2011a). Conversely, half of the iron-peak
elements (Cr, Mn, Fe, Ni, Co, Cu, and Zn) are produced
by Type Ia Supernovae (SNe Ia), which are the explo-
sions of C+O white dwarfs (WDs) in binary systems (e.g.,
Kobayashi & Nomoto 2009; Kobayashi, Leung & Nomoto
2020). The production of odd-Z elements (Na, Al, P, ... and
Cu) depends on the metallicity of the progenitor, as their
production depends on the surplus of neutrons from 22Ne,
1 There are also surveys with lower-resolution multi-object spectroscopy,
such as SDSS (the Sloan Digital Sky Survey), RAVE (the Radial Velocity
Experiment), LAMOST (the Large Sky Area Multi-Object Fibre Spectro-
scopic Telescope), and PFS (Prime Focus Spectrograph) on Subaru Tele-
scope.
which is made during He-burning from 14N produced in the
CNO cycle. The production of minor isotopes (13C, 17,18O,
25,26Mg, ...) also depends on the metallicity (K11).
GCE models have been used to test the produc-
tion sources and the nucleosynthesis yields (e.g., Tinsley
1980; Prantzos et al. 1993; Timmes, Woosley & Weaver
1995; Pagel 1997; Chiappini et al. 1997; Matteucci 2001;
Kobayashi, Tsujimoto & Nomoto 2000, hereafter K00). For
example, the [α/Fe]–[Fe/H] relation in the Milky Way
Galaxy is explained by the delayed enrichment of Fe
from SNe Ia, which have a longer timescale than
core-collapse supernovae. Therefore, the [α/Fe] ratios
can be used to constrain star formation timescales in
other galaxies (Taylor & Kobayashi 2015; Kobayashi 2016;
Vincenzo, Kobayashi, & Taylor 2018). The average evolu-
tionary tracks of most of the elements from C to Zn (except
for Ti) are well reproduced by GCE models (Kobayashi et al.
2011b, see also Romano et al. 2010).
The elements beyond Fe (A >
∼
64) are synthesized mostly
by the two extreme cases of neutron-capture processes: the
slow (s, Nn ∼ 10
7 cm3) and rapid (r, Nn >∼ 10
20 cm3)
processes depending on the neutron density2. The tradi-
tional main and strong s-process components (producing el-
ements from Sr to Pb) are produced in the He-rich inter-
shell of low-mass AGB stars (Busso, Gallino, & Wasserburg
1999; Herwig 2005; Karakas & Lattanzio 2014) where the
neutron source is mainly 13C(α,n)16O. The weak s-process
component (from Fe to Sr) is produced instead in massive
stars near solar metallicity (Pignatari et al 2010), as well
as in low-metallicity stars if high rotational rates are as-
sumed (Frischknecht et al. 2016; Limongi & Chieffi 2018;
Choplin et al 2018); here the neutrons are mostly provided
by the 22Ne(α,n)25Mg reaction.
For the r-process, the astrophysical sites have been
debated. Detailed simulations have shown that elec-
tron capture supernovae (ECSNe, Hoffman et al. 2008;
Wanajo et al. 2011, 2013) and ν-driven winds (Arcones et al.
2007; Fischer et al. 2010; Arcones & Montes 2011; Wanajo
2013) cannot produce the elements heavier than A ∼
110. Neutron star mergers (NSMs) provide suitable
conditions for the r-process (Lattimer & Schramm 1974;
Rosswog et al. 1999; Wanajo et al. 2014, and references
therein), and recently, the existence of such an event was
confirmed by the gravitational wave source GW170817
(Abbott et al. 2017a), associated with an astronomical tran-
sient AT2017gfo (Smartt et al. 2017; Valenti et al. 2017)
and a short γ-ray burst GRB170817A (Abbott et al.
2017b). In GCE models however, the timescale of
NSMs seems to be too long to explain the observa-
tions (Argast et al. 2004), and magneto-rotational super-
novae (MRSNe, Winteler et al. 2012; Mo¨sta et al. 2014;
2 Intermediate process (i-process) has also been discussed (e.g.,
Cowan & Rose 1977; Herwig et al. 2011), although the contribution
to GCE may be small (Coˆte´ et al. 2018), depending however on the
currently unknown stellar site.
3Nishimura et al. 2015) is also invoked as a main site of the r-
process in the Galaxy (Cescutti et al. 2015; Wehmeyer et al.
2015; Haynes & Kobayashi 2019; Coˆte´ et al. 2019).
In this paper, in order to reach a deeper understanding of
the origin of elements, we construct GCE models for all sta-
ble elements from C (A = 12) to U (A = 238), using the
latest results of stellar astrophysics and the observations of
elemental abundances in the Milky Way Galaxy. We include
theoretical nucleosynthesis yields and event rates, avoiding
empirical relations, so that our models are calculated from
the first principles. Our novel and comprehensive approach
of addressing the origin of all the elements within the same
framework allows us to discover consistencies, and incon-
sistencies, that may arise only by considering all the ele-
ments together. This approach is fundamentally different
from that in Prantzos et al. (2020), where the r-process is
assumed to be primary and follows the evolution of α ele-
ments. In §2, we describe our chemical evolution models
summarizing the enrichment sources. In §3, after address-
ing the impact of failed supernovae and super-AGB stars for
GCE, we show the time/metallicity evolution of neutron cap-
ture elements for the solar neighborhood, halo, bulge, and
thick disk. Since we aim to discuss elemental abundances
on 0.1 dex accuracy, we adopt the latest solar abundances
throughout this paper, and shift observational data if nec-
essary. We focus on the average evolution of abundances
in the systems, excluding the carbon-enhanced metal-poor
stars (CEMP, Beers & Christlieb 2005), which are explained
with other effects such as faint supernovae and binary mass
transfer, but including so-called r-II stars (Beers & Christlieb
2005, [Eu/Fe] > +1 and [Ba/Eu] < 0). We then summarize
the origin of the elements in §4 and end with conclusions in
§5.
2. THE MODEL
2.1. Chemical Enrichment Sources
Often GCE model predictions directly come from the in-
put stellar physics and nucleosynthesis yields. Based on re-
cent developments in stellar astrophysics, we summarize the
chemical enrichment sources that are chosen to be included
in this section.
2.1.1. AGB stars and core-collapse supernovae
Stellar winds — All dying stars return a fraction or all
of their envelope mass to the interstellar medium (ISM) by
stellar winds. These winds (for massive stars occurring be-
fore the final supernova explosions) carry newly processed
metals and the unprocessed metals that were trapped inside
the star at its formation and is returned to the ISM. Usu-
ally, both the processed and unprocessed components are
included in the nucleosynthesis yield table of AGB stars,
while only the former is included for supernova yields (see
Eq. 9 in K00) and the latter is added in the GCE models us-
ing the abundance pattern of the ISM at the time when the
stars formed (Eq. 8 in K00). The wind mass is given by
Mwind =Minit−Mremnant−Σi pzim, where the initial mass
Minit, the mass of remnantMremnant, i.e., black hole (BH),
neutron star (NS), or white dwarf (WD) mass. Nucleosynthe-
sis yields, pzim, of an element/isotope i are given in the yield
tables (see below for more details). For stars of initial masses
0.7 and 0.9M⊙, the He core mass is set asMremnant = 0.459
and 0.473M⊙, respectively, and pzim = 0, as in K06/K11.
Asymptotic Giant Branch (AGB) stars —Stars with ini-
tial masses between roughly 0.9−8M⊙ (depending on metal-
licity) pass through the thermally-pulsing AGB phase. The
He-burning shell is thermally unstable and can drive mixing
of material from the core into the envelope, which has been
processed by nuclear reactions. This mixing is known as
third dredge-up (TDU), and is responsible for enriching the
surface in 12C and other products of He-burning, as well as
s-process elements. In AGB stars with initial masses>
∼
4M⊙,
the base of the convective envelope becomes hot enough to
sustain proton-capture nucleosynthesis (hot bottom burning,
HBB). HBB can change the surface composition because the
entire envelope is exposed to the hot burning region a few
thousand times per interpulse period. The CNO cycles oper-
ate to convert the freshly synthesized 12C into primary 14N,
and the NeNa and MgAl chains may also operate to produce
23Na and Al.
At the deepest extent of each TDU, it is assumed that
the bottom of the H-rich convective envelope penetrates into
the 12C-rich intershell layer resulting into a partial mixing
zone (PMZ) leading to the formation of a 13C pocket via the
12C(p,γ)13N(β+)13C reaction chain. While many physical
processes have been proposed, there is still not full agreement
on which process(es) drives the mixing. The inclusion of 13C
pockets in theoretical calculations of AGB stars is still one of
the most significant uncertainties affecting predictions of the
s process and in particular the absolute values of the yields
(Karakas & Lugaro 2016; Buntain et al. 2017, and references
therein). Other major uncertainties come from the rates of the
neutron source reactions 13C(α,n)16O and 22Ne(α,n)25Mg
(Bisterzo et al. 2015) and the neutron-capture cross sections
of some key isotopes (Cescutti et al. 2018).
In this paper, we take the nucleosynthesis yields includ-
ing s-process and WD masses primarily from Lugaro et al.
(2012) for Z = 0.0001, Fishlock et al. (2014) for Z =
0.001, Karakas et al. (2018) for Z = 0.0028, and
Karakas & Lugaro (2016) for Z = 0.007, 0.014 and 0.03.
In these post-processing nucleosynthesis, protons are added
to the top layers of the He-intershell at the deepest extent
of each TDU episode by means of an artificial PMZ. The
mass of the PMZ, i.e., how deep it reaches below the base of
the convective envelope, is given by a free parameter Mmix
as a function of mass and metallicity, as discussed in detail
by Karakas & Lugaro (2016). In addition, for this paper we
calculated some selected low-mass star models with Z =
0.014, 0.007 and 0.0028 using a smaller PMZ mass; namely
these models set the PMZ mass to be 0.001M⊙ compared
to the standard size, 0.002M⊙, used in Karakas & Lugaro
(2016). The adopted PMZ mass of our fiducial model is
summarized in Table 1. We also show a GCE model with
the original Karakas & Lugaro (2016)’s yields for Ba in this
4Z 0.0001 0.001 0.0028 0.007 0.014 0.03
Mmix = 0 - 1M⊙ 1− 1.25M⊙ 1− 1.25M⊙ 1− 2.25M⊙
Mmix = 2× 10
−3 0.9 − 2.25M⊙ 1− 2.5M⊙ - - - -
Mmix = 1× 10
−3 2.5 − 3M⊙ 2.75M⊙ 1.15 − 2.75M⊙ 1.5− 3.75M⊙ 1.5− 4M⊙ 2.5− 4M⊙
Mmix = 5× 10
−4 - 3M⊙ 3− 3.5M⊙ - - -
Mmix = 1× 10
−4 - - 3.75 − 4M⊙ 4− 4.25M⊙ 4.25 − 5M⊙ 4.25 − 5M⊙
Mmix = 0 3.5 − 6M⊙ 3.25 − 7M⊙ 4.5− 7M⊙ 4.5− 7.5M⊙ 5.5− 8M⊙ 5.5− 8M⊙
Z 0.0001 0.001 0.004 0.008 0.02 -
Mmix = 0 6.5− 7.5M⊙ 7.5M⊙ 7.5− 8M⊙ 8− 8.5M⊙ 8.5− 9M⊙
Table 1. The mass of partial mixing zones,Mmix, adopted for the AGB and super-AGB models as a function of initial mass and metallicity.
paper (Fig. 36). Non time-dependent overshoot, which es-
sentially only affects the depth of the TDU and not the for-
mation of the PMZ, is also included in some models with
the parameterNov set to 1.0 for the 1.5 and 1.75M⊙ models
of Z = 0.007, to 3.0 and 2.0, respectively, for the 1.5 and
1.75M⊙ models of Z = 0.014, and to 2.5, 2.0, and 1.0, re-
spectively, for the 2.5, 2.75, and 3.0M⊙ models of Z = 0.03.
For the Z = 0.0028 models overshoot was included in the
1.15 and 1.25M⊙ models where Nov was set to 1.0 for both
cases.
In these yield tables, the mass of each element expelled
over the stellar lifetime is listed, which contains the un-
processed metals. The newly produced metal yields, pzim,
are calculated as the difference between the amount of the
species in the winds and the initial amount in the envelope
of the progenitor star. The initial abundances are set as the
scaled proto-solar abundances, which are calculated from Ta-
bles 1, 3, and 5 from Asplund et al. (2009); the meteoritic
values are chosen if the errors are smaller than the photo-
spheric values, and the proto-solar abundances are used for
C, N, O, Ne, Mg, Si, S, Ar, and Fe. Therefore, pzim can
have negative values especially for H, but after adding the
unprocessed metals in the GCE, the mass of each element
becomes positive. For Z = 0, the models of Z = 0.0001 are
used, although the yields from Campbell & Lattanzio (2008)
were adopted in K11. The upper and lower mass ranges of
the AGB models can also be found in Table 1 as a function
of initial metallicity. It is important to note that these AGB
models successfully reproduce both the trend with metallic-
ity observed in a large sample of Ba stars (Cseh et al. 2018),
and the heavy element composition of meteoritic stardust sil-
icon carbide (SiC) grains that formed around C-rich AGB
stars (Lugaro et al. 2018).
Note that, however, when we discuss the model depen-
dence for the elements up to Zn (namely, Figs. 5, 6, 8, and
10), in order to make a fair comparison, we use the same
AGB yields as in K11, i.e., Karakas (2010)’s yields. There
are no differences between this model with K11’s yields and
the fiducial model with s-process yields, except for C and N.
Super AGB stars — The fate of stars with initial masses
between about 8 − 10M⊙ (at Z = 0.02) is uncertain
(Doherty et al. 2017, for a review) and their contributions
were not included in K11. The upper limit of AGB
stars, Mup,C, is defined as the minimum mass for car-
bon ignition, and is estimated to be larger at high metal-
licity and also for metallicities lower than Z ∼ 10−4
(Gil-Pons et al. 2007; Siess 2007). Just above Mup,C,
neutrino cooling and contraction leads to the off-centre
ignition of a C flame, which moves inward but does
not propagate to the centre. This may form a hybrid
C+O+Ne WD (see §2.2 of Kobayashi, Nomoto, & Hachisu
2015, for more details). These hybrid WDs can
be progenitors of a sub-class of SNe Ia, called SNe
Iax (Foley et al. 2013), which are expected preferably
in dwarf galaxies (Kobayashi, Nomoto, & Hachisu 2015;
Cescutti & Kobayashi 2017). We take the nucleosynthesis
yields of an SN Iax from Fink et al. (2014).
Above this mass range, the off-centre C ignition moves in-
ward all the way to the centre (<
∼
9M⊙), or stars undergo
central carbon ignition (>
∼
9M⊙). For both cases, a strongly
degenerate O+Ne+Mg core is formed (O+Ne dominant, but
Mg is essential for electron capture). If the stellar envelope is
lost by winds or binary interaction, an O+Ne+Mg WD may
be formed. This upper mass limit is defined as the minimum
mass for the Ne ignition,Mup,Ne ∼ 9± 1M⊙, and is smaller
for lower metallicities (e.g., Siess 2007; Doherty et al. 2015).
Stars withMup,Ne < M < 10M⊙ may have cores as mas-
sive as >
∼
1.35M⊙ and ignite Ne off-centre. If Ne burning is
not ignited at the centre (for a core mass< 1.37M⊙, Nomoto
1984), or if off-centre Ne burning does not propagate to the
centre (M = 8.8M⊙, Jones et al. 2014), it has been believed
that such a core eventually undergoes an electron-capture-
induced collapse. Electron-capture supernova (ECSN, see
§2.3.2 of Nomoto et al. 2013, for more details) are one of
the candidate r-process sites (§1, see §2.1.2 for more details).
Note that recent 3D simulations showed that the fate of the
O+Ne+Mg core may depend on the density, and the explo-
sion may result in thermonuclear disruption leaving behind
an O+Ne+Fe WD instead (Jones et al. 2016).
In this paper, the mass ranges of the C+O+Ne WDs,
O+Ne+Mg WDs, and ECSNe are taken from Doherty et al.
(2015). Note that Ne burning is not followed in Doherty et al.
(2015); the lower-limit of ECSNe is defined with the tem-
perature ∼ 1.2 × 109K, and the upper limit is defined with
the core mass = 1.375M⊙ at the end of C burning. These
may underestimate the ECSN rate. We also note that these
5stellar mass [M⊙] rotation magnetic field
ECSN ∼ 8.8 − 9 no no
SNII/Ibc 10− 30 no no
failed SN 30− 50 no no
HN 20− 50 yes weak?
MRSN 25− 50 yes strong
Table 2. The mass ranges of core-collapse supernovae used in our
fiducial GCE model, and necessary conditions for the explosions.
See the text for the details.
mass ranges are highly affected by convective overshooting,
mass-loss, and reaction rates, as well as binary effects, and
some of the important physics, such as the URCA process
(Jones et al. 2014), are also not included. There is no re-
gion where the core mass is larger than the Chandrasekhar
mass limit in the models considered by Doherty et al. (2015);
if there were, the stars could explode as so-called Type
1.5 SNe, although no signature of such supernovae has
yet been observed (K06). In previous GCE models (e.g.,
Cescutti & Chiappini 2014), a much larger mass range was
adopted; for example, if 8−10M⊙, the ECSN rate is∼ 8−18
times larger than in our models depending on the metallicity.
The nucleosynthesis yields (up to and including Ni) of su-
per AGB stars are taken from Doherty et al. (2014a,b); the
available models are 6.5 − 7.5M⊙, 6.5 − 7.5M⊙, 6.5 −
8M⊙, 6.5 − 8M⊙, and 7 − 9M⊙ respectively for Z =
0.0001, 0.001, 0.004, 0.008, and 0.02, and we use these at
the masses where Karakas’s yields are not available (Table
1). The initial abundances are the scaled solar abundances
from Grevesse, Noels, & Sauval (1996).
Core-collapse supernovae — Although a few groups
have presented multi-dimensional simulations of exploding
10 − 25M⊙ stars (Marek & Janka 2009; Kotake et al. 2012;
Bruenn et al. 2013; Burrows 2013), the explosionmechanism
of core-collapse (Type II, Ib, and Ic) supernovae is still un-
certain; the ejected iron mass in explosion simulations is not
as large as observed (Bruenn et al. 2016) and the formation
of black holes is also not followed in most cases, except for
Kuroda et al. (2018). Therefore, we use the nucleosynthesis
yields from one-dimensional (1D) calculations of K06/K113.
Similar 1D nucleosynthesis yield of massive stars
and supernovae have been provided by three different
groups (Woosley & Weaver 1995; Nomoto et al. 1997a;
Limongi et al. 2003, see Fig. 5 of Nomoto et al. 2013
for the comparison) and are constantly being updated
(e.g., Kobayashi et al. 2006; Heger & Woosley 2010;
Limongi & Chieffi 2018). The uncertainties include the re-
action rates (namely, of 12C(α,γ)16O), mixing in stellar in-
teriors, rotationally induced mixing processes, and mass loss
via stellar winds, which affect the yields of elements/isotopes
3 Three models of K06 were replaced in K11, which is important for isotopic
ratios. The K11 yield table is identical to that in Nomoto et al. (2013).
formed during hydrostatic burning. Furthermore, the most
important uncertainty in the yields is associated with the for-
mation of remnants (i.e., neutron stars or blackholes) in mas-
sive stars, and different methods have been used to address
this problem. The iron mass of Woosley & Weaver (1995) is
known to be too large, and is usually reduced by a factor of 2
or 3 (e.g., Romano et al. 2010), but this modification causes
an inconsistency for the other iron-peak elements, which are
formed in the same layer as iron and should be reduced by the
same amount. In Nomoto et al. (1997a), the remnant masses
were determined from one parameter, the mass cut, which
self-consistently determined the yields of iron-peak elements
as well. As shown in multidimensional simulations (e.g.,
Janka 2012; Bruenn et al. 2016), remnant formation is not
well described with the mass cut, and the material around the
boundary is mixed and partially ejected or falls back onto the
remnant. To mimic these phenomena in 1D calculations, the
mixing-fallbackmodel was introduced by Umeda & Nomoto
(2002).
As in K06, the ejected explosion energy and 56Ni mass
(which decays to 56Fe) are determined to meet an indepen-
dent observational constraint: the light curves and spectral
fitting of individual supernova (Nomoto et al. 2001, 2013).
As a result it is found that many core-collapse supernovae
(M ≥ 20M⊙) have an explosion energy that is more than
10 times that of a regular supernova (E51 ≡ E/10
51 erg
>
∼
10), as well as production of more iron and α elements.
These are called hypernovae (HNe), while all other super-
novae with E51 = 1 are refereed to as SNe II. The nucle-
osynthesis yields are provided separately for SNe II and HNe
as a function of the progenitor mass (M = 13, 15, 18, 20, 25,
30, and 40M⊙) and metallicity (Z = 0, 0.001, 0.004, 0.02,
and 0.05). As mentioned above, the yield tables provide the
amount of processed metals (pzim) in the ejecta (inM⊙), and
the unprocessed metals are added in the GCE. The fraction of
HNe at any given time is uncertain and is set ǫHN = 0.5 for
masses M ≥ 20M⊙ following previous works (K06/K11),
while a metal-dependent fraction ǫHN = 0.5, 0.5, 0.4, 0.01,
and 0.01 for Z = 0, 0.001, 0.004, 0.02, and 0.05 was intro-
duced in Kobayashi & Nakasato (2011) in order to match the
observed rate of broad-line SNe Ibc at the present day (e.g.,
Podsiadlowski et al. 2004). The metallicity-dependent HN
fraction is also tested in this paper.
It is known that multi-dimensional effects are particu-
larly important for some elements, e.g., Sc, V, Ti, and Co
(Maeda & Nomoto 2003; Tominaga 2009). We calculated
the K15 GCEmodel, which is plotted in Sneden et al. (2016),
Zhao et al. (2016), and Reggiani et al (2017), applying con-
stant factors, +1.0, 0.45, 0.3, 0.2, and 0.2 dex for [(Sc, Ti, V,
Co, and 64Zn)/Fe] yields, respectively, which takes the 2D jet
effects of HNe into account. We also show this K15 model
for some elements in this paper.
Stellar rotation induce mixing of C into the H-burning
shell, producing a large amount of primary nitrogen, which
is mixed back into the He burning shell (Meynet & Maeder
2002; Hirschi 2007). For high initial rotational veloci-
ties at low metallicity (“spin stars”), this process results in
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licities (Frischknecht et al. 2016; Limongi & Chieffi 2018;
Choplin et al 2018). Chiappini et al. (2006) showed that ro-
tation is necessary to explain the observed N/O–O/H rela-
tions with a GCE model and the same result was shown in
Fig.13 of K11. However, using more self-consistent cosmo-
logical simulations, Vincenzo & Kobayashi (2018b) repro-
duced the observed relation not with rotation but with in-
homogeneous enrichment from AGB stars. Therefore, we
do not include yields from rotating massive stars in this pa-
per. Prantzos et al. (2018) showed a GCE model assuming
a metallicity-dependent function of the rotational velocities,
and concluded that because of the contribution from rotating
massive stars a further light element primary process (LEPP)
is not necessary to explain the elemental abundances with
A < 100. In the following sections, we will show that we
do not need to include fast rotating stars for these elements
neither since other sources are present in our models.
Failed supernovae — The upper limit of SNe II super-
novae, Mu,2, is not well known owing to uncertainties in
the physics of blackhole formation, and was set as Mu,2 =
50M⊙ in K06/K11, which is the same for HNe. However, re-
cently it has been questioned if massive SNe II can explode
or not, both observationally and theoretically. In searching
for the progenitor stars at the locations of nearby SNe II-
P, no progenitor stars have been found with initial masses
M > 30M⊙ (Smartt 2009). In multidimensional simulations
of supernova explosions, it seems very difficult to explode
stars >
∼
25M⊙ with the neutrino mechanism (e.g., Janka
2012), and similar results are obtained with parametrized 1D
models (Ugliano et al. 2012; Mu¨ller et al. 2016). At lower
metallicities, since the stellar cores become more compact,
it might even be harder to explode. However, the metallicity
dependence is probably not very straight forward and may be
non-monotonic (Pejcha & Thompson 2015).
Therefore, in this paper we include new nucleosynthesis
yields of ‘failed’ supernovae (Kobayashi & Tominaga 2020,
in prep.) at the massive end of SNe II, while keeping the con-
tributions from HNe. It is assumed that all CO cores fall onto
black holes and is not ejected to the ISM, since the timescales
of the multi-dimensional simulations are not long enough to
follow this process. The upper mass limit of SNe II, Mu,2,
is treated as a free parameter, while the upper mass limit of
HNe is the same as the upper limit of initial mass function,
Mu. In our fiducial modelMu,2 = 30M⊙ andMu = 50M⊙
are adopted (at> 30M⊙, the yields are interpolated between
the values at 30M⊙ and 0 at 40M⊙). If we assume all ejecta
collapses onto blackholes, the evolution of C and N is slightly
different, but there is no significant difference in the evolu-
tion of heavier elements.
Confusingly, failed supernovae are not related to faint su-
pernovae (Nomoto et al. 2013; Ishigaki et al. 2014, 2018),
which are suggested by completely different observational
results. At [Fe/H] <
∼
− 2.5, a large fraction of stars
are carbon enhanced relative to iron (CEMP stars, [C/Fe]
> 0.7 in Aoki et al. 2007, but see Beers & Christlieb 2005
for a different definition), with increasing the fraction to-
ward lower metallicities (e.g., Placco et al. 2014). CEMP
stars with an s-process enrichment (CEMP-s, [Ba/Fe] > 1)
are well explained by the binary mass transfer from AGB
stars, while CEMP with no s-process enhancement (CEMP-
no stars, [Ba/Fe] < 0) are observed to be both single and bi-
naries (Hansen et al. 2016) and several scenarios suggested
(see Nomoto et al. 2013 and the references therein). Faint
supernovae are core-collapse supernovae from massive (>
∼
13M⊙) stars possibly only at Z = 0, with normal or large
explosion energy (i.e., faint SNe or faint HNe) that leave rel-
atively large black holes and eject C-rich envelope. Because
of the small ejecta mass, the contribution to GCE is negligi-
ble and thus we do not include the yields of faint supernovae
and exclude CEMP stars from most of figures in this paper.
Pair-instability supernovae — Stars with 100M⊙ <∼
M <
∼
300M⊙ encounter the electron-positron pair in-
stability and do not reach the temperature of iron pho-
todisintegration. Pair-instability supernovae (PISNe) are
predicted to produce a large amount of metals such as
S and Fe (Barkat et al. 1967; Heger & Woosley 2002;
Umeda & Nomoto 2002). Despite searching for many years,
no conclusive signature of PISNe has been detected in metal-
poor stars in the solar neighborhood (Umeda & Nomoto
2002; Cayrel et al. 2004; Keller et al. 2014), the bulge
(Howes et al. 2015), or in metal-poor damped Lyman α sys-
tem (Kobayashi, Tominaga, & Nomoto 2011). Therefore, we
do not include PISNe in this paper.
Table 2 summarizes the possible necessary conditions for
the different types of core-collapse supernovae discussed in
this and the next subsection. Note that these are very uncer-
tain, and should be investigated with 3D/GR/MHD simula-
tions of supernova explosions.
2.1.2. Sites for rapid neutron-capture processes
The solar abundances of neutron-capture elements require
both the s-process and r-process (e.g., Cameron 1973). Ob-
servations of neutron-capture elements in nearby metal-poor
stars have revealed both cases of universality, where the ele-
mental abundance patterns of r-process rich stars are almost
identical to that in the Sun (Sneden et al. 2008), and of diver-
sity, where some stars show a deficiency of heavy r-process
elements at A >
∼
130, similar to the weak-r process pattern
(Honda et al. 2004). In this paper, the following sites are in-
cluded for the r-process.
Electron-capture supernovae (ECSNe) — Af-
ter the super-AGB phase, because of elec-
tron captures 24Mg(e−, ν)24Na(e−, ν)24Ne and
20Ne(e−, ν)20F(e−, ν)20O, the electron fraction Ye de-
creases, which can trigger collapse (Miyaji et al. 1980;
Nomoto 1987). The collapsing O+Ne+Mg cores have a
steep surface density gradient and loosely bound H/He
envelope, which can cause prompt explosions. In-
deed, Kitaura, Janka, & Hillebrandt (2006) obtained self-
consistent explosions with a 1D hydrodynamical code with
neutrino transport. This is the case for SN 1054 that
7Table 3. IMF-weighted return fractions and yields of core-collapse supernovae for the models in Fig. 1 for different upper mass limits of the
IMF (Mu) and SNe II (Mu,2).
Mu [M⊙] Mu,2 [M⊙] R(Z = 0) R(0.02) y(0) y(0.02)
K20 50 30 0.43 0.51 0.017 0.015
K20 no failed SNe 40 40 0.43 0.50 0.018 0.015
K20 metal-dependent ǫHN 50 30 0.43 0.50 0.017 0.012
VK18 50 25, Z ≥ Z⊙ 0.44 0.50 0.021 0.006
K11 50 50 0.43 0.51 0.021 0.019
formed the Crab Nebula (Nomoto et al. 1982). Although
1D nucleosynthesis calculations did not have low enough
Ye (Hoffman et al. 2008; Wanajo et al. 2009) for heavy r-
process elements, 2D calculations showed Ye down to 0.40
(Wanajo et al. 2011), which leads to a weak r-process up to
A ∼ 110. We apply the nucleosynthesis yields from the 2D
calculation of an ECSN from an 8.8M⊙ star (Wanajo et al.
2013) for all ECSNe. Note that neutrino oscillations may
affect the nucleosynthesis yields of ECSNe (Wu et al. 2014;
Pllumbi et al. 2015).
Neutrino-driven winds (ν-winds) —Neutron stars (NSs)
are born as hot and dense environments from which neu-
trinos diffuse out leading to a process of mass loss known
as ν-driven winds. 1D hydrodynamical codes with neutrino
transport showed that the conditions of these winds are not
suitable for the occurrence of the r-process (Arcones et al.
2007; Fischer et al. 2010). Wanajo (2013) confirmed this
with semi-analytic nucleosynthesis calculations, and showed
the dependence of proto-NS mass. Although proto-NSs with
masses > 2.0M⊙ can eject heavy r-process elements, the
others eject light trans-iron elements made by quasi nuclear
statistical equilibrium (Sr, Y, and Zr) and by a weak r-process
up to A ∼ 110. Based on the initial mass to NS mass rela-
tion from 1D hydrodynamical simulations by Arcones et al.
(2007), we add the nucleosynthesis yields of ν-driven winds
from the proto-NS masses 1.4, 1.6, 1.8, and 2.0M⊙ (Wanajo
2013) to our SNe II yields of 13, 15, 20, and 40M⊙ stars,
respectively. Similar results as Arcones et al. (2007) are
obtained with 2D simulations (Arcones & Janka 2011), al-
though the impact of multi-dimensional modelling on nucle-
osynthesis yields needs to be studied further.
Neutron-star mergers (NSMs) —Compact binary merg-
ers, i.e., NS-NS and NS-BH mergers, have been considered
as a possible site of the r-process (e.g., Lattimer & Schramm
1974). Recently, the existence of such an event was
confirmed by the gravitational wave source GW170817
(Abbott et al. 2017a), associated with an astronomical tran-
sient AT2017gfo (Smartt et al. 2017; Valenti et al. 2017) and
a short γ-ray burst GRB170817A (Abbott et al. 2017b). The
spectra of AT2017gfo can be well explained with the emis-
sions peaking in near-infrared from the dynamical ejecta
with heavy r-process elements including lanthanides, and the
emissions peaking at optical wavelengths from the outflow
from BH discs (Metzger & Ferna´ndez 2014; Pian et al. 2017;
Tanaka et al. 2017).
Newtonian (Ruffert et al. 1997; Rosswog et al. 1999) and
approximate general-relativity (GR) (Bauswein et al. 2013)
3D simulations showed unbound matter of ∼ 10−2M⊙
after NSMs. The ejecta had extremely low Ye < 0.1
(Freiburghaus et al 1999; Bauswein et al. 2013), which can
explain the “universal” r-process pattern (Sneden et al. 2008)
at A >
∼
130 but not at A <
∼
130. However, in a full-GR 3D
simulation with approximate neutrino transport, the dynam-
ical ejecta exhibit a wide range of Ye ∼ 0.09 − 0.45, which
gives good agreement with the “universal” r-process pattern
for A ∼ 90 − 240. We use the nucleosynthesis yields from
the 3D-GR calculation of a NS-NS merger (1.3M⊙+1.3M⊙,
Wanajo et al. 2013) both for NS-NS and NS-BH mergers.
Note that, however, double NS systems with a mass ratio <
1 (Ferdman & PALFA Collaboration 2018) might lead tidal
disruption and larger r-process production. Also, a recent
full-GR simulation of a NS-BH merger (1.35M⊙ + 5.4M⊙)
shows a smaller outflow but the ejecta is very neutron rich
(Kyutoku et al. 2018), so that the nucleosynthesis yields may
be significantly different. Furthermore, the overall outflow
may be dominated by winds from the accretion disks formed
after merger (Radice et al. 2018).
The rate of NS-NS mergers is estimated as 10−5
per year per galaxy from the Galactic pulsar population
(e.g., van den Heuvel & Lorimer 1996). The delay-time
distributions of NSMs are predicted from binary popu-
lation synthesis codes (e.g., Tutukov & Yungelson 1993;
Mennekens & Vanbeveren 2014; Belczynski et al. 2018;
Kruckow et al. 2018; Vigna-Go´mez et al. 2018), but the re-
sults depend on many parameters that describe uncertain
physics such as Roche lobe overflow and common enve-
lope evolution, as well as on the distribution of initial bi-
nary parameters. We adopt the delay-time distributions of
the standard model from Mennekens & Vanbeveren (2014)
for Z = 0.002 and Z = 0.02, which are shown in Fig. 3
of Mennekens & Vanbeveren (2016), assuming a binary frac-
tion of 100%; we use the rates at Z = 0.002 and Z = 0.02
for Z ≤ 0.002 and Z ≥ 0.02, respectively. Supernova kick
is also one of the most important assumptions for NSMs
rates, and the average velocity 450 km s−1 is adopted in
these rates. With 265 km s−1 (Hobbs et al. 2005), the NS-
NS and NS-BH merger rates are increased by a factor of 1.6
and 1.2, respectively, and with other parameters, these rates
can be increased by a factor of ∼ 20 and ∼ 30, respectively
(Mennekens & Vanbeveren 2014).
8Magneto-rotational supernovae (MRSNe) — While the
explosions of normal core-collapse supernovae (referred to
as SNe II in this paper) are likely to be triggered by
a standing accretion shock instability (e.g., Janka 2012),
strong magnetic fields and/or fast rotation could also induce
core-collapse supernovae. Such magneto-rotational super-
novae are also considered as an r-process site (Symbalisty
1984; Cameron 2003). Followed by a few axisym-
metric magneto-hydrodynamic (MHD) simulations (e.g.,
Takiwaki et al. 2009), a full 3D MHD simulation is per-
formed for 15M⊙ star with 5× 10
12 G, which shows a clear
jet-like explosion (Winteler et al. 2012). Mo¨sta et al. (2014)
showed in a 3D MHD GR simulation for 25M⊙ star with
1012 G that the jet is disturbed and no runaway explosion is
obtained during the simulation time. It is not sure whether
they can explode and produce enough r-process elements or
not.
Nishimura et al. (2015) calculated nucleosynthesis yields
as a post-process based on 2D special relativistic MHD sim-
ulations for a 25M⊙ star (Takiwaki et al. 2009) depending
on the strength of magnetic fields and the rotational en-
ergy. Actually, Takiwaki et al. (2009) calculated 1.69M⊙
iron core from a star with initial mass 25M⊙, solar metal-
licity, and equatorial rotational velocity of ∼ 200 km s−1
(Heger & Langer 2000). The late phase evolution of jet prop-
agation and shock-breakout is not followed. Therefore, it is
unknownwhether the envelope of the iron core is also ejected
or falls back onto the remnant. The proto-NSs have 1015 G
and could be the origin of the magnetars, but probably do not
become long gamma-ray burst or HNe since the jet is only
mildly relativistic. Because of the necessary conditions of
rotation and some magnetic fields, MRSNe and HNe may be
related but not the same.
In this paper, we replace 3% of 25 − 50M⊙ HNe with
MRSNe. In the model with the metal-dependentHN fraction,
theMRSN rate also depends on themetallicity: ǫMRSN(Z) =
0.03 ǫHN(Z). This fraction of MRSNe relative to HNe is
chosen from the observed [Eu/Fe]–[Fe/H] relation in the so-
lar neighborhood (§3.4), but may differ in the Galactic bulge
(§3.7). If we also allow 20M⊙ or 15M⊙ stars for MRSNe,
the rate can be larger by a factor of ∼ 2 or ∼ 4, respectively,
but the chemical enrichment timescale is not so different.
2.1.3. Type Ia Supernovae
Type Ia Supernovae (SNe Ia) — The progenitor systems
of SNe Ia are still a matter of extensive debate; plausible sce-
narios are (1) deflagrations or delayed detonations of Chan-
drasekhar (Ch) mass WDs from single degenerate systems,
(2) sub-Ch-mass explosions from double degenerate sys-
tems, or (3) double detonation of sub-Ch-massWDs in single
or double degenerate systems (e.g., Hillebrandt & Niemeyer
2000, for a review). Observationally, the progenitors of the
majority of ‘normal’ SNe Ia are most likely to be Ch-mass
WDs (Scalzo et al. 2014).
From the nucleosynthetic point of view,
Kobayashi, Leung & Nomoto (2020) showed that more than
75% of SNe Ia should be Ch-mass explosions (see also
Seitenzahl et al. 2013), using the nucleosynthesis yields
calculated with their 2D hydrodynamical code both for
Ch and sub-Ch mass explosions. Therefore, in this paper
we adopt the same yield set but only for delayed detona-
tions in Ch-mass C+O WDs, as a function of metallicity
(Z = 0, 0.002, 0.01, 0.02, 0.04, 0.06, and 0.10). This new
yield set solved the Ni overproduction problem in the yields
of Nomoto et al. (1997b) and Iwamoto et al. (1999).
The adopted progenitor systems are the binaries of C+O
WDs with main-sequence (MS) or red-giants (RG) secondary
stars (see Kobayashi & Nomoto 2009, for more details, here-
after KN09), and the mass ranges of the secondary stars de-
pend on the metallicity because the optically thick winds
from WDs are essential for the evolution of these progeni-
tor systems (Kobayashi et al. 1998, hereafter K98). In GCE,
the lifetime distribution function of SNe Ia is calculated with
Eq.[2] in KN09, with the metallicity dependence of the WD
winds (K98) and the mass-stripping effect on the binary com-
panion stars (KN09). MS+WD systems have timescales of
∼ 0.1 − 1 Gyr, which are dominant in star-forming galax-
ies (the so-called prompt population), while RG+WD sys-
tems have lifetimes of ∼ 1 − 20 Gyr, which are dominant
in early-type galaxies. The binary parameters of MS+WD
and RG+WD systems, bMS and bRG, are mainly
4 determined
from the observed [O/Fe]–[Fe/H] relation at [Fe/H] > −1,
and (bRG, bMS) are set to be (0.02, 0.04) for the new models
in this paper, while (0.023, 0.023) were used for the K11 and
K15 models. Both sets give very similar [O/Fe]–[Fe/H] re-
lations. Note that these parameters do not only account for
the binary fractions, but include a suitable range of binary
separations and any other conditions that are necessary for
the systems to explode as SNe Ia (see Kobayashi & Nomoto
2009, for more details). The resultant delay-time/lifetime
distribution is very similar to that observed at Z ∼ 0.02 (see
Fig. 12 of Kobayashi, Leung & Nomoto 2020).
Type Iax Supernovae (SNe Iax) — There is also a sig-
nificant number of faint or super-luminous SNe Ia (e.g.,
Gal-Yam 2017) that are likely to be from sub-Ch or super-Ch
WDs (Scalzo et al. 2019). The rate of super-luminous SNe Ia
is so small that we do not include them in this paper. Possi-
bly the subset of faint SNe Ia are included as SNe Iax in the
following sections. Since the secondary star of an SN Iax is
observed (McCully et al. 2014), we adopt the single degener-
ate model from Kobayashi, Nomoto, & Hachisu (2015). It is
assumed that the progenitors are hybrid C+O+Ne WDs, and
we take the mass ranges from the results of super AGB cal-
culations (Doherty et al. 2015) depending on the metallicity.
2.2. Galactic Chemical Evolution Model
2.2.1. Basic Equations and Constants
The basic equations of chemical evolution are described in
K00. The code follows the time evolution of elemental and
4 The total number of SNe Ia (∼ bMS+ bRG) is determined from the [O/Fe]
slope, and bRG is determined from the metal-rich tail of the metallicity
distribution function.
9Table 4. Parameters of the GCE models: timescales for infall (τi),
star formation (τs), and outflow (τo) , and the galactic wind epoch
τw, all in Gyr.
τi τs τo τw
solar neighborhood 5 4.7 - -
halo - 15 1 -
bulge 5 0.2 - 3
thick disk 5 2.2 - 3
halo, outflow - 5 0.3 -
bulge, outflow 5 0.1 0.3 -
isotopic abundances in a system where the ISM is instanta-
neously well mixed (and thus it is called a one-zone model).
No instantaneous recycling approximation is adopted and
chemical enrichment sources with long time-delays (§2.1)
are properly included.
We adopt the initial mass function (IMF) from Kroupa
(2008), which is a power-law mass spectrum φ(m) ∝ m−x
with three slopes at different mass ranges: x = 1.3 for
0.5M⊙ ≤ m ≤ 50M⊙, x = 0.3 for 0.08M⊙ ≤ m ≤
0.5M⊙, and x = −0.7 for 0.01M⊙ ≤ m ≤ 0.08M⊙, which
are the same as the canonical stellar IMF in Kroupa (2001)
and very similar to Chabrier (2003) IMF5. The IMF is nor-
malized to unity at 0.01M⊙ ≤ m ≤ Mu, andMu = 50M⊙
is adopted in the fiducial model of this paper. Table 3 shows
the IMF weighted return fractions and yields of core-collapse
supernovae for the models we show in the following sections.
The net yields are defined as 1/(1−R) y = 1−2Z⊙ (Tinsley
1980).
The metallicity dependent main-sequence lifetimes are
taken from Kodama & Arimoto (1997) for 0.6 − 80M⊙,
which are calculated with the stellar evolution code described
in Iwamoto & Saio (1999). These are in excellent agree-
ment with the lifetimes in Karakas (2010) for low- and
intermediate-mass stars.
We use similar models as K06 for the star forma-
tion histories of the solar neighborhood, halo, bulge,
and thick disk, but with the Kroupa IMF. The for-
mation of these components are not simple and af-
fected by dynamical effect such as radial migration and
satellite accretion (see Athanassoula & Misiriotis 2002;
Barbuy, Chiappini, Gerhard 2018; Zoccali et al. 2018 for
the bulge, and Minchev et al. 2013; Grisoni et al. 2017;
Spitoni et al. 2019 for the thick disk). In this paper, in order
to give rough evolutionary tracks, we adopt one-zonemodels.
The gas fraction and the metallicity of the system evolve
as a function of time as a consequence of star formation,
as well as inflow and outflow of matter to/from the outside
of the system. The star formation rate (SFR) is assumed to
be proportional to the gas fraction; 1
τs
fg. The infall of pri-
5 The Salpeter (1955) IMF (x = 1.35) is adopted in K06. K11 also used the
early star formation Chabrier IMF for comparison.
mordial gas from the outside of the system is given by the
rate ∝ t exp[− t
τi
] for the solar neighborhood (Pagel 1997),
and 1
τi
exp(− t
τi
) for the other systems. In addition, during
the star burst at early stages of galaxy formation (such as in
the bulge) or the star formation in the shallow gravitational
potential well (such as in the halo), outflow is an important
process. The driving source of the outflow is the feedback
from supernovae, and hence the outflow rate is also propor-
tional to the gas fraction; 1
τo
fg. The outflow also removes
some metals with the composition of the average ISM in the
system at the time. The outflow gas could later fall onto the
disk (so-called ‘fountain’), but this process is not included in
the model. For the bulge and thick disk, star formation may
be quenched suddenly by a galactic wind at a given epoch
(t = tw), which is driven by a large number of supernovae
or by a central super-massive blackhole. The adopted GCE
model parameters are summarized in Table 4.
Compared to K06 and K11, one of the major revision
here is the adopted solar abundances, which are now taken
from Tables 1 and 3 from Asplund et al. (2009, hereafter
AGSS09) for all elements except for O, Th and U. For most
elements (except for Li and Pb) we use the photospheric
value, when that is not available we adopt the meteoritic
values. For O we adopt the oxygen abundance, A⊙(O) =
8.76 ± 0.02, from Steffen et al. (2015), which is higher than
A⊙(O) = 8.69±0.05 in AGSS09. Note that in K06 and K11,
the solar abundances were taken from Anders & Grevesse
(1989, hereafter AG89), where the oxygen abundance was
A⊙(O) = 8.93. There is no difference in the solar Fe abun-
dance (A⊙(Fe) = 7.51 in AG89 and 7.50 in AGSS09). Thus
the [O/Fe] ratios in this paper appear to be 1.5 times larger
than in K06 and K11. This difference appears only in the
comparison to observational data, and affects the choice of
GCE model parameters. For Th and U, we adopt the initial
solar system values A⊙(Th) = 0.22 and A⊙(U) = −0.02
from Lodders (2019), which took into account the radioac-
tive decay of the Th and U isotopes over the past 4.567 Gyr,
and we show the model predictions after the long-term decay
at each time.
These solar abundances are also applied to the observa-
tional data plotted in the figures of the following sections, if
necessary. When compared with theoretical predictions, it
is better to compare the relative abundances for some cases
such as NLTE analysis (e.g., Zhao et al. 2016) and LTE dif-
ferential analysis (Reggiani et al 2017). If the solar abun-
dances are not measured by the same analysis and are taken
from the literature (e.g., AG98, AGS09), then constant shifts
are applied to re-normalise with our solar abundances (in-
cluding Steffen et al. (2015)’s O). For Fe, most of the ob-
servational papers used A⊙(Fe) = 7.50 or 7.51, and re-
normalisation is applied only for the other cases such as with
7.45.
The primordial abundances are also updated from
K06/K11, which does not affect the figures showing [X/Fe].
The adopted values are D/H = 2.527 × 10−5 (Cooke et al.
2018, metal-poor damped Lyα systems), 3He/H = 1.1 ×
10
10−5 (Bania et al. 2002, Milky Way HII regions), Y =
0.2449 (Aver et al. 2015, low-metallicity H II regions, but
see Izotov et al. 2014), and theoretical values of 6Li/H =
1.27×10−14 and 7Li/H= 5.623×10−10 (Pitrou et al. 2018),
which is higher than in Sbordone et al. (2010) but is compa-
rable to the value in Mele´ndez et al. (2010) with a correction
of stellar depletion. For 9Be and 10,11B, theoretical values
are taken from Coc et al. (2012).
2.2.2. Metallicity Distribution Functions and Star Formation
Histories
The parameters for stellar physics (e.g., the IMF) can be
determined from independent observations, while the galac-
tic parameters (e.g., τi, τs, and τo) that describe the formation
history of the system have to be determined by comparing
GCE model predictions to observations. The metallicity dis-
tribution function (MDF) is the most important constraint for
this purpose. The GCE model parameters chosen to match
the observed MDF of each system are summarized in Table
4.
The resultant SFR histories (panel a), age-metallicity re-
lations (panel b), and MDF (panel c) of our solar neigh-
borhood models are shown in Figure 1. In the solar neigh-
borhood, star formation takes place over 13 Gyr, the SFR
peaked ∼ 3 Gyr ago, and declined at the age >
∼
5 Gyr,
which is consistent with WD observations (Tremblay et al.
2014). In the recent observational data, there is no tight re-
lation between stellar ages and metallicities (Holmberg et al.
2007; Casagrande et al. 2011). Our model value is slightly
lower than the solar ratio ([Fe/H] = 0) at the time of the
Sun’s formation (4.6 Gyr ago), which implies that the Sun
is slightly more metal-rich than the average ISM of the so-
lar neighborhood. The recent MDF (Casagrande et al. 2011)
is narrower than in previous works (Edvardsson et al. 1993;
Wyse & Gilmore 1995), where thick disk stars were also in-
cluded. The peak is almost solar but is slightly sub-solar,
which also means that the Sun is slightly more metal-rich
than the average of low-mass stars at present in the solar
neighborhood. K11 model (cyan dot-dashed lines) was con-
structed to meet the previous MDFs, while in this paper the
models are updated in order to match the recent MDF as
much as possible. Since we do not assume pre-enrichment
or unreasonably slow infall, it is difficult to perfectly repro-
duce the narrowMDF as observed.
Figure 2 shows the same as in Figure 1 but for the bulge,
halo, and thick disk models. The GCE model parameters are
chosen to match the observed MDFs and are summarized in
Table 4; the first four models are the same as in K11, and the
second halo model (with stronger outflow) is very similar to
the model used in Carlos et al. (2018).
In the bulge, the MDF is peaked at super solar metal-
licity and has a sharp-cut at the metal-rich end. This is
well reproduced with a rapid star formation (with a short
star-formation timescale) truncated with a strong outflow or
galactic wind. Infall is also required to explain the lack of
metal-poor stars. Then the metallicity increases rapidly and
reaches solar metallicity only after 1 Gyr, which results in
the high [α/Fe] ratios at [Fe/H]>
∼
− 1 (Matteucci & Brocato
1990). The first bulge model in this paper (red long-dashed
lines) includes infall and winds at 3 Gyr after formation,
which results in a peak metallicity of [Fe/H] ∼ +0.3 at 3
Gyr. A much higher efficiency of chemical enrichment, e.g.,
a flatter IMF is not required, unless the duration is much
shorter than 3 Gyr. Note that the 3 Gyr duration is consistent
with chemodynamical simulations of Milky Way-type galax-
ies from cold dark matter initial conditions (KN11). A simi-
lar MDF can be produced with the outflow model (olive dot-
short-dashed lines) where the star formation is more grad-
ually suppressed by outflows. In this second bulge model,
young and metal-rich stars can be formed, and [Fe/H] in-
creases steadily to +0.3 by the present.
Also for the thick disk (magenta dot-long-dashed lines),
we use the infall+wind model, which gives good agreement
with the observed age-metallicity relation (Bensby et al.
2004b). The formation timescale is as short as in the bulge
(∼ 3 Gyr), and the star formation efficiency is smaller than
for the bulge but is larger than for the solar neighborhood.
Not only the short duration of star formation but also the in-
tense star formation is necessary to reproduce the observed
[α/Fe]–[Fe/H] relations in the thick disk stars (Bensby et al.
2004a).
In the halo, the MDF has a peak at a much lower metal-
licity ([Fe/H] ∼ −1.6, e.g., Chiba & Yoshii 1998) and dis-
tributes over a wider range of metallicities. This can be well
reproduced with an outflow model without infall. In the first
halo model (green short-dashed lines), the age-metallicity re-
lation is similar to that in the solar neighborhood. However,
Carlos et al. (2018) suggested a faster star formation in the
halo from the observed Mg isotopic ratios. With a shorter
star formation timescale, the metallicity would become too
high; for this reason a stronger outflow is adopted in the sec-
ond halo model (light-blue dotted lines). This model gives
the age-metallicity relation similar to that in the thick disk.
3. RESULTS
3.1. Constraining failed supernovae from the
[O/Fe]–[Fe/H] relation
Figure 3 shows the evolution of [O/Fe] against [Fe/H] for
the solar neighborhood. In the early stages of galaxy forma-
tion, only SNe II/HNe contribute and the [O/Fe] ratios form a
plateau at a wide range of [Fe/H] ([O/Fe] = 0.62, 0.57, 0.52
at [Fe/H] = −3,−2,−1.1). The small slope at the low-
metallicity end is caused by the mass dependence of the SN
II/HN yields. Around [Fe/H] ∼ −1, SNe Ia start to occur,
which produce more iron than α elements such as oxygen.
This delayed enrichment of SNe Ia causes the decrease in
[O/Fe] with increasing [Fe/H] (Matteucci & Greggio 1986).
The observational data are the NLTE abundances obtained
from the homogeneous analysis of a relatively large sam-
ple of high-resolution spectra of nearby stars and of the Sun
(Zhao et al. 2016), which reveal the following three features.
First, the [O/Fe] plateau value obtained here is∼ 0.6, slightly
higher than in K06 and K11 (cyan dot-dashed line). Sec-
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Figure 1. Star formation histories (panel a), age-metallicity relations (panel b), and metallicity distribution functions (panel c) for the models
in the solar neighborhood, where K20 is the fiducial presented in this paper (see discussion in the text). The observational data sources are: an
error estimate from Matteucci (1997) in panel (a); gray points in panel (b) and histogram in panel(c) from Casagrande et al. (2011); gray filled
circles, Edvardsson et al. (1993); gray open circles, Wyse & Gilmore (1995).
ond, the [O/Fe] plateau continues to [Fe/H] ∼ −0.8 and
then the [O/Fe] ratio sharply decreases. The [Fe/H] at which
the [α/Fe] starts to decrease depends on the adopted SN
Ia progenitor model, and is determined not by the lifetime
but by the metallicity dependence of SN Ia progenitors in
our models. It is very difficult to reproduce this rapid evo-
lutionary change without the metallicity effect of SNe Ia
(Kobayashi et al. 1998; Kobayashi & Nomoto 2009; Fig.15
of Kobayashi, Leung & Nomoto 2020). Third, the abun-
dance ratios approach the solar ratios (i.e., [O/Fe] = [Fe/H]
= 0). Our fiducial model (red solid line) can reproduce all of
these features very well.
With the metal-dependent HN fraction (blue short-dashed
line), atZ >
∼
Z⊙, the metal production from core-collapse su-
pernovae is assumed to be very small compared to SNe Ia; the
present-day HN fraction is only 1% and the rest of massive
supernovae are failed supernovae (i.e., no O and Fe produc-
tion). This results in lower [O/Fe] at [Fe/H] ∼ 0, which may
be more consistent with these observational data. If we sim-
ply exclude failed SNe, the predicted [O/Fe] plateau value
would become higher than observed. Therefore, in the model
without failed SNe, we reduce the upper mass limit of the
IMF from 50M⊙ to 40M⊙ (green dotted line), so that the
model has a [O/Fe] plateau value consistent with the obser-
vations. In VK18 (magenta long-dashed line), we assumed
failed SNe at mass ≥ 25M⊙ and metallicity ≥ 0.02, where
all synthesised O and heavier elements fall back onto a black-
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Figure 2. Star formation histories (panel a), age-metallicity relations (panel b), and metallicity distribution functions (panel c) for the solar
neighborhood (blue solid lines), halo (green short-dashed lines), halo with stronger outflow (light-blue dotted lines), bulge (red long-dashed
lines), bulge with outflow (olive dot-short-dashed lines) and thick disk (magenta dot-long-dashed lines). The observational data sources are:
histogram, Casagrande et al. (2011); crosses, Chiba & Yoshii (1998); filled triangles, Zoccali et al. (2008); open circles, Wyse & Gilmore
(1995).
hole, except for H, He, C, N, and F that are synthesised in the
outermost layers of the SN ejecta.
More parameter studies are shown in Figure 4 for the
[O/Fe]–[Fe/H] relation. In the adopted nucleosynthesis
yields, at any given mass, [O/Fe] is larger for SNe II than for
HNe. Therefore the models with failed SNe at lower progen-
itor masses give systematically lower [O/Fe] ratios (red solid,
green dotted, and blue short-dashed lines). Adopting 30M⊙
as the upper limit of SNe II provides the best fit to the obser-
vations. As mentioned above, without failed SNe, i.e., if SNe
II occur up to 50M⊙ as HNe (magenta long-dashed line), the
[O/Fe] ratio becomes too high. With changing the IMF upper
limit from 50M⊙ to 40M⊙ (cyan dot-dashed line), both SNe
II and HNe occur only up to 40M⊙, then the [O/Fe] ratio is
consistent with observations. This conclusion depends on the
updated solar oxygen abundance, and was not drawn in K06
or K11.
Note that in the NLTE analysis of Zhao et al. (2016) the
solar abundances are obtained for each line and the oxygen
solar abundances vary from A⊙(O) = 8.74 to 8.82 (and are
not shifted, see §2.2). Our value 8.76 (that applied to other
observations) lies in the range, but not the AGSS09 value.
Since there is a 0.05 dex uncertainty depending on the choice
of the solar abundance, the model without failed SNe but with
Mu = 40M⊙ (green dotted line) and the model with failed
SNe at> 25M⊙ (blue short-dashed line) are also acceptable.
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Figure 3. [O/Fe]–[Fe/H] relations for the models in the solar neigh-
borhood, with failed SNe (red solid line), without failed SNe but
with the IMF upper limit of 40M⊙ (green dotted line), with failed
SNe but with the metal-dependent HN fraction (blue short-dashed
line), with failed SNe as in Vincenzo & Kobayashi (2018a, magenta
long-dashed line) and the model in Kobayashi et al. (2011b, cyan
dot-dashed lines). The observational data are obtained with NLTE
analysis (Zhao et al. 2016).
 
Figure 4. [O/Fe]–[Fe/H] relations for the models in the solar neigh-
borhood, with failed SNe at > 30M⊙ (red solid line, the fidu-
cial model indicated as K20), at > 25M⊙ (green dotted line), at
> 18M⊙ (blue short-dashed line), and without failed SNe with
the same IMF upper limit, Mu = 50M⊙ (magenta long-dashed
line), and a different IMF upper limit, Mu = 40M⊙ (cyan dot-
dashed line). The observational data are obtained with NLTE anal-
ysis (Zhao et al. 2016).
3.2. Elemental abundances from C to Zn
Based on our fiducial model (the red solid line in all the fig-
ures), which includes super-AGB stars, Figures 5 and 6 show
the evolution of elemental abundance ratios [X/Fe] against
[Fe/H] from C to Zn in the solar neighborhood, compared to
the other models. In Figures 7-30, we compare the fiducial,
K15, and K11 models with more observational data, not only
from the NLTE analysis but also from other careful analysis.
The contribution to GCE from AGB stars (green dotted
lines in Fig. 5) can be seen mainly for C and N, and only
slightly for Na, compared with the model that includes su-
pernovae only (blue dashed lines). Hence it seems not pos-
sible to explain the O–Na anti-correlation observed in glob-
ular cluster stars with a smooth star formation history as in
the solar neighborhood. AlthoughAGB stars produce signifi-
cant amounts of Mg isotopes (see §3.3), the inclusion of these
do not affect the [Mg/Fe]–[Fe/H] relation. The contribution
from super-AGB stars (red solid lines) is very small; with
super AGB stars, C abundances slightly decrease, while N
abundances slightly increase. It would be very difficult to put
a constraint on super-AGB stars from the average evolution-
ary trends of elemental abundance ratios, but it might be pos-
sible to see some signatures of super-AGB stars in the scat-
ters of elemental abundance ratios. With ECSNe (magenta
long-dashed lines), Ni, Cu and Zn are slightly increased.
These yields are in reasonable agreement with the high
Ni/Fe ratio in the Crab Nebula (Nomoto 1987; Wanajo et al.
2009). No difference is seen with/without SNe Iax (cyan
dot-dashed lines) in the solar neighborhood because of the
narrow mass range of hybrid WDs. As noted before (§2.1),
this mass range depends on convective overshooting, mass-
loss, and reaction rates. Even with a wider mass range in
Kobayashi, Nomoto, & Hachisu (2015, ∆M ∼ 1M⊙), how-
ever, the SN Iax contribution is negligible in the solar neigh-
borhood, but can be important at lower metallicities such as
in dwarf spheroidal galaxies with stochastic chemical enrich-
ment (Cescutti & Kobayashi 2017).
With failed SNe, our fiducial model (red solid lines in
Fig. 6) is in good agreement with observations of most of
the major elements. Strictly speaking, the predicted Mg, Si,
and S abundances are slightly higher, Ca, Co, and Ni abun-
dances are slightly lower than in the observations. Compared
with K11 model (cyan dot-dashed lines), the match is im-
proved for most of elements, except for Ca at [Fe/H] <
∼
− 1
and Co at all [Fe/H], which imply higher energies or a larger
HN contribution. The improvement is due to the inclusion of
failed SNe (i.e., the exclusion of massive SNe II) and/or the
updated solar abundances (see below for more details). With
the metal-dependentHN fraction (blue short-dashed line), Cu
and Zn are also under-produced at [Fe/H]>
∼
−1 in the model,
and this is why we use a constant HN fraction for our fiducial
model (§2.1). It is possible to keep the agreement without
failed SNe (green dotted lines) if we change the upper limit
of IMF (i.e. of both SNe II and HNe) as discussed above.
This gives slightly better matching for Al and Cu, but not
Na, at [Fe/H] >
∼
− 1. Finally, the VK18 model (magenta
long-dashed lines) gives slightly too large ratios from O to S,
relative to Fe, and the N/O ratios in Vincenzo & Kobayashi
(2018b) would be∼ 0.1 dex larger with the yields in our fidu-
cial model. To put a further constraint on supernova explo-
sions, it is very important to measure elemental abundances
with ∼ 0.1 dex accuracy, not only at low metallicities but
also at high metallicities.
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Figure 5. Evolution of the elemental abundances [X/Fe] from C to Zn against [Fe/H] for the models in the solar neighborhood, with only
supernovae (without AGB and super-AGB stars, blue short-dashed line), with AGB without super-AGB stars (green dotted lines), with AGB
and super-AGB stars (red solid line, fiducial model), with ECSNe (magenta long-dashed lines), and with SNe Iax (cyan dot-dashed lines).
The observational data sources are: filled diamonds with error bars, Zhao et al. (2016); Mashonkina et al. (2017, 2019) with NLTE for C,
O, Na, Mg, Al, Si, Ca, and Cu; open diamonds with error bars, Reggiani et al (2017) with differential analysis for Na, Mg, Al, Si, Ca,
Cr II, Mn, Co, Ni and Zn; stars, Amarsi et al. (2019b) with 3D/NLTE C, O, and 3D Fe; filled circles, Spite et al. (2006) for C, N, and O
(unmixed stars only); asterisks, Israelian et al. (2004) for N; diamonds, Carretta et al. (2000) for N (unmixed stars only); small filled and open
circles, Reddy et al. (2003); Reddy, Lambert, & Prieto (2006); Reddy & Lambert (2008) for N, Mn, Co, Ni, Zn of thin and thick/halo stars,
respectively; filled circles, Spite et al. (2011) for S; filled pentagons, Takada-Hidai et al. (2005) for S; filled squares, Chen et al. (2002) for S;
crosses, Costa Silva et al. (2020) for S; open diamonds, Nissen et al. (2007) for S and Zn; filled pentagons, Honda et al. (2004) for C, Cr II, Mn,
Co, Ni, Cu, Zn; filled triangles, Bensby et al. (2004a) for Cr II; Cayrel et al. (2004) for Mn, Co, Ni, Zn; Feltzing, Fohlman, & Bensby (2007)
for Mn; crosses, Fulbright (2000) for Ni; filled and opened triangles, and three-pointed stars, Bensby et al. (2014) for Ni, Zn of thin, thick disk,
and intermediate stars, respectively; asterisks, Primas et al. (2000) for Cu and Zn; filled pentagons, Saito et al. (2009) for Zn. All observational
data are shifted for our adopted solar abundances if necessary.
Carbon — Half of carbon in the Universe is produced by
massive stars (> 10M⊙), while the rest is mainly by low-
mass AGB stars (1− 4M⊙, K11). However, the [C/Fe] ratio
is enhanced efficiently by low-mass stars because these stars
produce no Fe. In Figure 7, the fiducial model (solid line)
reproduces the observed trend slightly better than the K11
model (dashed line). When we include AGB yields (green
dotted lines in Fig. 5), [C/Fe] increases from [Fe/H] ∼ −1.5,
which corresponds to the lifetime of ∼ 4M⊙ stars (∼ 0.1
Gyr). At [Fe/H] ∼ −1, [C/Fe] reaches 0.21 (0.16 with s-
process), which is 0.31 dex larger than the case without AGB
yields (blue short-dashed lines in Fig. 5). The inclusion of
super-AGB stars (red solid line in Fig. 5) increases [C/Fe]
only by 0.004 dex. The peak value of [C/Fe] is in excellent
agreement with the measurements from Zhao et al. (2016),
which are based on 1D NLTE analysis of CI lines, as well as
1D LTE analysis of molecular CH and C2 lines.
At lower and higher metallicities than [Fe/H] ∼ −1, how-
ever, the predicted [C/Fe] is 0.1 − 0.2 dex lower than the
observations. This is at least partially due to the fact that the
AGB contribution appears suddenly in the one-zone models.
With inhomogeneous enrichment in chemodynamical simu-
lations (Kobayashi & Nakasato 2011), the [C/Fe] variation
would become weaker. In particular, AGB stars can con-
tribute at metallicities below [Fe/H]<
∼
−1.5when inhomoge-
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Figure 6. Same as Fig. 3 but the elemental abundances [X/Fe] from C to Zn. See Fig. 5 for the observational data sources.
neous chemical enrichment is taken into account (Kobayashi
2014; Vincenzo & Kobayashi 2018a).
At [Fe/H] >
∼
− 1, [C/Fe] shows a decrease in the NLTE
observation, which is consistent with the LTE observation
from Bensby & Feltzing (2006) with the forbidden [CI] line
at 872.7 nm. Our models also show a decrease due to SNe
Ia, but is steeper than shown by these observations. C yields
from AGB could be increased with overshoot (Pignatari et al
2016), which could also increase s-process yields. The K11
model (dashed line in Fig. 7) gives lower [C/Fe] ratios at
[Fe/H] <
∼
− 1 than the fiducial model (solid line), which
is due to the adopted higher solar abundance (A⊙(C) = 8.56
in AG89, instead of 8.43 in AGSS09).
At [Fe/H] <
∼
− 2.5, the model [C/Fe] is in good agree-
ment with the observations from Spite et al. (2006), although
the observational data show a significant scatter. Note that
Spite et al. (2006) flagged “mixed” stars, where C is likely to
have been transformed into N. These are plotted with smaller
symbols in the figures and should be excluded from the com-
parison. It is known that a significant fraction of extremely
metal-poor stars (the CEMP stars) show carbon enrichment,
which are also plotted with smaller symbols for the data
in Cohen et al. (2013) and Yong et al. (2013) in the figures.
One of the scenarios for the CEMP stars is faint supernovae,
which are not included in our models (§2.1). The model
[C/Fe] shows roughly 0, with a very weak increase toward
lower [Fe/H], which is consistent with the lower boundary of
the plotted [C/Fe] ratios of the unmixed stars in Spite et al.
(2006). The weak increase is also in good agreement with
recent analysis of 3D/NLTE C and 3D/LTE Fe abundances
from Fe II lines in Amarsi et al. (2019a).
Figure 8 shows the [C/O] ratio against [O/H] for the mod-
els in Fig. 3. At the low metallicity, there is some variation
in the plateau values among these models, but all models
show a weak increase from [O/H] ∼ −1 to −3. Although
Amarsi et al. (2019a) reported that [C/O] rather decreases to-
ward lower [O/H] with their 3D/NLTE analysis, the slope
of our models is in good agreement with the plotted ob-
servations including those from Amarsi et al. (2019a). At
high metallicity, all models predict [C/O] ratios significantly
lower than observed, although the model with metallicity-
dependent HN fraction (blue short-dashed line) gives [C/O]
ratios closest to the observational data. C yields from AGB
stars could be larger with more overshoot, but it is not clear
if it would be enough to explain the ∼ 0.3 dex offset.
Nitrogen — Different from C, N is produced mainly by
intermediate-mass AGB stars (4 − 7M⊙, K11). Therefore
the contribution from AGB stars is seen already from [Fe/H]
∼ −2.5 (green dotted lines in Fig. 5). At [Fe/H] ∼ −1,
[N/Fe] reaches 0.37 (0.39 with s-process), which is 0.94 dex
larger than the case without AGB yields (blue dashed lines
in Fig. 5). With super-AGB stars, the peak [N/Fe] is slightly
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Figure 7. [C/Fe]–[Fe/H] relation for the solar neighborhood mod-
els in this paper (solid line) and in K11 (dashed line). Obser-
vational data sources (mostly for CH) are: blue filled circles,
Spite et al. (2006) with smaller symbols denoting mixed stars;
cyan filled pentagons, Honda et al. (2004); yellow open squares,
Cohen et al. (2013) with smaller symbols denoting CEMP stars;
yellow open triangles, Yong et al. (2013) with smaller symbols
denoting CEMP stars; green stars, Amarsi et al. (2019b) with
3D/NLTE C and 3D Fe; green open diamonds, Carretta et al. (2000)
with smaller symbols denoting mixed stars; magenta filled triangle,
Bensby & Feltzing (2006) for [CI]; red filled circles with error bars,
Zhao et al. (2016) with NLTE.
 
Figure 8. Same as Fig.3 but for [C/O] plotted against [O/H].
Observational data sources are: filled circles, Spite et al. (2005)
for unmixed stars with LTE O and 3D correction −0.23; stars,
Amarsi et al. (2019b) with 3D/NLTE; filled diamonds with er-
ror bars, Zhao et al. (2016); Mashonkina et al. (2017, 2019) with
NLTE; filled triangles, Bensby & Feltzing (2006).
higher, 0.44 (red solid lines in Fig. 5), and the trend agrees
very well with the plotted observational data.
At [Fe/H] >
∼
− 1, the model [N/Fe] shows a decrease due
to SNe Ia. In the observational data, such a decrease is not
clearly seen, but at [Fe/H]∼ 0, the [N/Fe] ratio is∼ 0, which
is consistent with our new models with AGB and super-AGB
stars. The [N/Fe] ratio at [Fe/H] = 0 is −0.59 without AGB
Figure 9. Same as Fig.7, but for [N/Fe]–[Fe/H] relation. Obser-
vational data sources are: blue filled circles, Spite et al. (2006) for
UV NH, with 3D correction −0.40, with smaller symbols denoting
mixed stars; cyan asterisks, Israelian et al. (2004) for UV NH; green
open diamonds, Carretta et al. (2000) for CN, with smaller symbols
denoting mixed stars; red small filled circles, Reddy et al. (2003)
for NI.
Figure 10. Same as Fig.3 but for the N/O ratio plotted against the
oxygen abundance.
(blue dashed line in Fig. 5), and−0.23 in K11 model (dashed
line in Fig. 9). Figure 9 shows that the fiducial model (solid
line) gives a better match than the K11 model (dashed line) at
all metallicity range. This difference is caused mainly by the
adopted solar abundance (A⊙(N) = 8.05 in AG89, instead
of 7.83 in AGSS09).
Although no difference is seen at [Fe/H] <
∼
− 2.5
with and without the AGB yields in these one-zone mod-
els (Fig. 5), AGB stars can also contribute to N production
17
Figure 11. Same as Fig. 7, but for the [O/Fe]–[Fe/H] rela-
tion. Observational data sources (mostly for [OI]) are: blue
filled circles, Spite et al. (2005) with 3D correction −0.23, with
smaller symbols denoting mixed stars; green filled squares with
error bars, Mele´ndez & Barbuy (2002) for IR OH; olive crosses,
Fulbright & Johnson (2003); magenta filled triangles, Bensby et al.
(2004a); red filled circles with error bars, Zhao et al. (2016) with
NLTE; green stars, Amarsi et al. (2019b) with 3D/NLTE O and 3D
Fe.
Figure 12. Same as Fig. 7, but for the [Mg/Fe]–[Fe/H] relation.
Observational data sources are: blue open squares, Andrievsky et al.
(2010), NLTE; green filled squares with error bars, Reggiani et al
(2017); red filled circles with error bars, Zhao et al. (2016), NLTE.
even at [Fe/H] <
∼
− 2.5 when taking inhomogeneous chem-
ical enrichment into account (Kobayashi & Nakasato 2011;
Vincenzo & Kobayashi 2018a), and Vincenzo & Kobayashi
(2018b) reproduced the observed N/O–O/H relations, not
with rotating massive stars, but with the failed SN model
of VK18. Figure 10 shows the N/O ratio against oxy-
gen abundance for the solar neighborhood models repre-
sented in Fig. 3. All models shows a strong increase
of N/O ratios toward higher metallicities, and the N/O
increases the most in the VK18 model, which allowed
to reproduce the observed N/O–O/H relation of galaxies
(Vincenzo & Kobayashi 2018a,b).
 
Figure 13. Same as Fig. 3 but for [Mg/O] against [O/H]. Obser-
vational data sources are: open circles, Andrievsky et al. (2010)
for NLTE Mg and LTE O with 3D correction −0.23; filled dia-
monds with error bars, Zhao et al. (2016), NLTE; filled triangles,
opened triangles, and three-pointed stars, Bensby et al. (2014) for
thin, thick disk, and intermediate stars, respectively; small filled cir-
cles, Reddy et al. (2003) for thin disk stars with [OI].
Figure 14. Same as Fig. 7, but for the [Si/Fe]–[Fe/H] relation.
Observational data sources are: blue filled squares, Cayrel et al.
(2004); cyan filled pentagons, Honda et al. (2004); green filled
squares with error bars, Reggiani et al (2017); red filled circles
with error bars, Zhao et al. (2016); Mashonkina et al. (2017, 2019),
NLTE.
α elements — For all α elements (O, Ne, Mg, Si, S,
Ar, and Ca), the same trend as O is present: the plateau
caused by SNe II/HNe and the decrease from [Fe/H] ∼ −1
by SNe Ia (Figs. 11-16). The [O/Fe] plateau value of the
NLTE observation is∼ 0.6, and the trend is surprisingly con-
sistent with the LTE analysis in Clegg, Lambert, & Tomkin
(1981)6, Mele´ndez & Barbuy (2002), Fulbright & Johnson
(2003), and Bensby et al. (2003). On the other hand, the ob-
6 Sneden, Lambert, & Whitaker (1979) first found the plateau at [O/Fe] ∼
0.5 for −3 <
∼
[Fe/H] <
∼
− 0.5.
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Figure 15. Same as Fig.7, but for the [S/Fe]–[Fe/H] relation. Ob-
servational data sources are: blue filled circles, Spite et al. (2011);
cyan filled pentagons, Takada-Hidai et al. (2005); orange open di-
amonds, Nissen et al. (2007); magenta filled squares, Chen et al.
(2002); crosses, Costa Silva et al. (2020).
Figure 16. Same as Fig. 7, but for the [Ca/Fe]–[Fe/H] relation. See
Fig. 14 for the observational data sources.
served [Mg/Fe] plateau value may be ∼ 0.3 dex lower. This
observed positive [O/Mg] ratio was discussed in Fig. 9 of
K06, although the results were not conclusive because of the
uncertainty of the observational data. Observationally, the
[Mg/Fe] plateau value was reported to be 0.27 (Cayrel et al.
2004), which was due to underestimated equivalent widths of
the Mg lines. This was updated by Andrievsky et al. (2010)
to 0.31 with LTE, and 0.61 with NLTE analysis for Mg (but
not for Fe), which would result in [O/Mg] ∼ 0. How-
ever, the differential analysis of Reggiani et al (2017), al-
though with LTE, produces very similar results as the NLTE
analysis of Zhao et al. (2016), with a low [Mg/Fe] plateau.
Bergemann et al. (2017) also obtained∼ 0.3 with 1D NLTE,
and an even lower value with their <3D> NLTE analysis.
The difference between these two NLTE Mg abundances
should be investigated further.
In our fiducial model, [Mg/Fe] ratios are 0.45, 0.45, 0.43 at
[Fe/H]= −3,−2,−1.1 (Fig. 12), which are only∼ 0.15 dex
lower than [O/Fe]. Figure 13 shows the O/Mg ratio against
oxygen abundance in the various GCE models for the solar
neighborhood. The predicted [O/Mg] is never higher than
0.25 and is lower than observed at −1.5 <
∼
[O/H] <
∼
− 0.5.
Since the majority of O and Mg are formed during hy-
drostatic burning of stellar evolution of massive stars, it
is not possible to greatly modify the [O/Mg] ratios during
supernova explosions. As mentioned in §2.1, a different
12C(α,γ)16O reaction rate could change the [O/Mg] ratio
during stellar evolution and may explain the large [O/Mg] at
the plateau ([O/H] <
∼
− 0.5); the core-collapse supernova
yields used here were calculated with 1.3 times the value
given in Caughlan & Fowler (1988), which is up to a factor of
2 lower than that calculated by deBoer et al. (2017). At high
metallicities, however, it would be difficult to vary [O/Mg] as
much as observed. Some of the observational data (open cir-
cles and filled triangles) indicate that [O/Mg] may decrease
for higher metallicities, which might require a different new
physical explanation (K06).
Similar to [Mg/Fe], the observed plateau values of [Si/Fe]
and [Ca/Fe] are ∼ 0.3. In our fiducial model, [Si/Fe] ra-
tios are ∼ 0.58, 0.51, 0.52 at [Fe/H] = −3,−2,−1.1, which
is ∼ 0.2 dex higher, and [Ca/Fe] ratios are 0.28, 0.21, 0.25
at [Fe/H] −3,−2,−1.1, which is ∼ 0.1 dex lower than ob-
served. Si and Ca yields are affected by explosive burning,
and it is unclear if the 12C(α,γ)16O rate could solve these
mismatches as well as for O and Mg. Note that the differen-
tial analysis of Reggiani et al (2017) leads to systematically
lower [Si/Fe] ratios, compared to other studies. Their abun-
dances are based on the Si I 390.5nm line that is blended
with CH, and may suffer from NLTE effects in the metal-
poor regime (Amarsi & Asplund 2017, up to ∼ +0.2 dex).
S abundances are difficult to measure in stellar spec-
tra with a significant NLTE effect depending on the lines.
The predicted [S/Fe] ratios are 0.52, 0.45, 0.47 at [Fe/H]
−3,−2,−1.1, which is ∼ 0.1 dex higher than Spite et al.
(2011) and Nissen et al. (2007), but is in good agreement
with Takada-Hidai et al. (2005) at low metallicities. At high
metallicities, K11 model gives slightly better match with
Chen et al. (2002) and also more recent observations by
Costa Silva et al. (2020). Note that for S, the solar abun-
dance adopted in the K11 model was higher; A⊙(S) = 7.27
in AG89, and 7.12 in AGS09. Ne and Ar also show a similar
trend, and the solar abundances are also decreased by 0.16
dex in AGS09.
Odd-Z elements – The production of odd-Z elements de-
pends on the surplus of neutrons from 22Ne, which is made
during He-burning from 14N produced in the CNO cycle, and
hence the yields depends on the metallicity of the progenitors
(see Fig. 5 in K06). In GCEmodels, at [Fe/H]<
∼
−1, [(Na, Al,
Cu)/Fe] show a decrease toward lower metallicities (Figs. 17-
20). The observed Na and Al abundances are largely affected
by NLTE effects, and our models are in good agreement
with the NLTE observations (Andrievsky et al. 2007, 2008;
Zhao et al. 2016; Mashonkina et al. 2017) as well as the LTE
differential analysis (Reggiani et al 2017).
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Figure 17. Same as Fig. 7, but for the [Na/Fe]–[Fe/H] relation.
Observational data sources are: blue open squares, Andrievsky et al.
(2007); and as in Fig. 14 for the other datapoints.
Figure 18. Same as Fig. 7, but for the [Al/Fe]–[Fe/H] relation. Ob-
servational data sources are: blue open squares, Andrievsky et al.
(2008); and as in Fig. 14 for the other datapoints.
Figure 19. Same as Fig. 7, but for the [P/Fe]–[Fe/H] relation. Ob-
servational data sources are: magenta filled triangle, Roederer et al.
(2014c); green open circles, Caffau et al. (2011); orange filled
squares, Caffau et al. (2016).
Figure 20. The [Cu/Fe]–[Fe/H] relation for the solar neighbor-
hood models from this paper (solid line), K11 (dashed line), and the
model including the s-process (dot-dashed line). Observational data
sources are: yellow open squares, Cohen et al. (2013) with smaller
symbols denoting CEMP stars; filled cyan pentagons, Honda et al.
(2004); purple asterisks, Primas et al. (2000); red filled circles with
error bars, Zhao et al. (2016); and as in Fig.14 for the other data-
points. See the text for Cu II and NLTE abundances.
For Cu, the LTE data shows a decrease with a large scat-
ter (Primas et al. 2000), and our models reproduce the av-
erage trend very well, giving [Cu/Fe] = −0.63 at [Fe/H]
= −2.5. Our [Cu/Fe] trend is also quantitatively consistent
with that first found by Sneden & Crocker (1988). The recent
NLTE analysis by Andrievsky et al. (2018), however, found
no such Cu decrease at −4 <
∼
[Fe/H] <
∼
− 1.5. Another
NLTE analysis by Shi et al. (2018) found a decrease very
similar to our model. This could be tested with Cu II lines;
Roederer & Barklem (2018) found a very similar decrease at
−2.5 <
∼
[Fe/H] <
∼
− 1 with LTE, while Korotin et al. (2018)
found a shallower decrease. It is important to obtain NLTE
abundances using Cu I and Cu II lines for a larger sample of
metal-poor stars.
At [Fe/H]>
∼
−1, Na and Al show a decrease toward higher
metallicities owing to the contribution from SNe Ia, which is
shallower than the trend for the α elements. With the updated
reaction rates7, Na yields from AGB stars were reduced in
K11. Nonetheless, in the K11 model (dashed line in Fig. 17),
Na and Al were over-produced, and this problem is solved
in the fiducial model (solid line) of this paper. Although the
predicted [Na/Fe] is in excellent agreement, [Al/Fe] may be
decreased slightly too much, compared with the NLTE abun-
dances in Zhao et al. (2016).
Similar to Al, Cu was over-produced at [Fe/H] >
∼
− 1 in
the K11 model (dashed line in Fig. 20), and this problem is
also solved in the fiducial model (solid line). [Cu/Fe] may
be slightly too much decreased, compared with the NLTE
7 Updated rates of the 22Ne(p, γ)23Na, 23Na(p, γ)24Mg, and
23Na(p, α)20Ne reactions result in ∼ 6 to 30 times less Na is pro-
duced by intermediate-mass models with HBB.
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Figure 21. Same as Fig. 7, but for the [K/Fe]–[Fe/H] relation. Ob-
servational data sources are: blue open squares, Andrievsky et al.
(2010); red filled circles with error bars, Zhao et al. (2016).
Figure 22. The [Sc/Fe]–[Fe/H] relation for the solar neighborhood
models from this paper (solid line), K11 (dashed line), and K15
including the HN jet effects (dotted line). See Fig. 14 for the obser-
vational data sources.
abundances in Zhao et al. (2016). With the s-process (dot-
dashed line), AGB stars produce some Cu but this gives only
a small contribution from [Fe/H] ∼ −2, and [Cu/Fe] is in-
creased only by 0.03 dex at [Fe/H]= 0 with s-process (§3.4).
Recently, P abundances became available with near UV
or IR spectra. The predicted [P/Fe] shows a weak decrease
toward lower metallicities due to the same metallicity de-
pendence of the yields, which is in reasonably good agree-
ment with the observations (Fig. 19). It would be better if
P yields increase toward higher metallicity to reach a peak
[P/Fe] ∼ 0.4 at [Fe/H] ∼ −1 and then sharply decrease due
to SNe Ia. Note that the solar P abundance is decreased by
0.16 dex, compared with K11.
Cl, K, Sc, V, and Ti — K, Sc, V and Ti are known to be
under-produced at all metallicity ranges in theoretical models
with respect to the observations (K06; Figs. 21-23), and it has
been shown that some multi-dimensional effects can increase
Sc, V, and Ti abundances, as in the K15 model (dotted lines).
Figure 23. Same as Fig. 22, but for the [Ti/Fe]–[Fe/H] relation. See
Fig. 14 for the observational data sources.
Figure 24. Same as Fig. 22, but for the [V/Fe]–[Fe/H] re-
lation. Observational data sources are: cyan filled pentagons,
Honda et al. (2004); yellow open squares, Cohen et al. (2013);
green filled squares with error bars, Reggiani et al (2017); olive
crosses, Fulbright (2000); small red filled and black open
circles, Reddy et al. (2003); Reddy, Lambert, & Prieto (2006);
Reddy & Lambert (2008) for thin and thick disk/halo stars, respec-
tively.
Namely, Sc and Ti yields are greatly increased in the nucle-
osynthesis calculation of 2D jet-induced supernovae (§2.1).
K, Sc, and V yields can also be affected by the neutrino pro-
cess (Kobayashi et al. 2011a), whose effects are not included
in any of models in this paper. Stellar rotation can enhance
Cl, K, and Sc abundances, but not V (Prantzos et al. 2018).
Cl, K, and Sc may also be enhanced by the O-C mergers
during hydrostatic burning that is seen in one of the 1D stel-
lar evolution calculations (15M⊙, Ritter et al. 2018). In our
models, [(Cl, K, Sc)/Fe] show a weak increase from [Fe/H]
∼ −3 to ∼ −1, which is due to the metallicity dependence
of SN II/HN yields. Note that the solar Cl abundance is in-
creased by 0.37 dex, and the predicted [Cl/Fe] is negative
overall, giving −0.8 at [Fe/H] = −2, which is as low as for
K and Sc. Ti and V yields do not depend very much on the
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Figure 25. Same as Fig. 7, but for the [Cr II/Fe]–[Fe/H] re-
lation. Observational data sources are: magenta filled triangles,
Bensby et al. (2003); and same as Fig.24 for the other datapoints.
Figure 26. Same as Fig. 7, but for the [Mn I/Fe]–[Fe/H]
relation. Observational data sources are: blue filled circles,
Cayrel et al. (2004); cyan filled pentagons, Honda et al. (2004);
yellow open squares, Cohen et al. (2013) with smaller symbols
denoting CEMP stars; yellow open triangles, Yong et al. (2013)
with smaller symbols denoting CEMP stars; green filled squares
with error bars, Reggiani et al (2017); small red filled and black
open circles, Reddy et al. (2003); Reddy, Lambert, & Prieto (2006);
Reddy & Lambert (2008) for thin and thick disk/halo stars, re-
spectively; magenta filled triangles, Feltzing, Fohlman, & Bensby
(2007).
progenitor metallicity, and thus [(Ti, V)/Fe] show a plateau
at [Fe/H] <
∼
− 1. At [Fe/H] >
∼
− 1, all of these elemental
abundances show a weak decrease toward higher metallici-
ties because of SNe Ia. K is also known for strong NLTE
effects (Takeda et al. 2002; Reggiani et al. 2019, up to −0.7
dex), and the plotted data in Figure 21 are from NLTE analy-
sis.
Iron-peak elements—Iron peak elements are synthesized
in thermonuclear explosions of supernovae, as well as in in-
complete or complete Si-burning during explosive burning
of core-collapse supernovae (K06), and therefore it is very
Figure 27. Same as Fig. 7, but for the [Mn II/Fe]–[Fe/H] re-
lation. Observational data sources are: green crosses, Johnson
(2002); blue open triangles, Lai et al. (2008); red filled upside-down
triangles, Mashonkina et al. (2010, 2014); magenta filled circles,
Sneden et al. (2016); Cowan et al. (2020); yellow open squares,
Cohen et al. (2013) with smaller symbols denoting CEMP stars;
gray plus, Roederer et al. (2014a) with smaller symbols denoting
CEMP stars.
important to obtain the exact abundances for constraining
the explosion mechanism. Observationally, NLTE effects of
iron-peak elements other than iron have not been well studied
yet, except for a few cases (e.g., Bergemann & Gehren 2008;
Bergemann et al. 2010; Bergemann & Cescutti 2010). How-
ever, Sneden et al. (2016) and Cowan et al. (2020) obtained
consistent abundances between neutral and ionized lines us-
ing updated atomic data, except for Cr and Co, which implies
that the NLTE effects may not be so large. Given these pre-
vious studies, it is a matter of urgency to check the NLTE
effects for iron-peak elements with updated atomic data. In
Figures 25-30, we compare our models to LTE observations.
For Cr, as shown in Figs. 20 and 21 of K06, the difference
between Cr I and Cr II abundances are significant and we use
only the Cr II observations in this paper. The difference in
the adopted solar abundances is up to 0.1 dex for iron-peak
elements, and it is ∼ 0.1 dex decrease for Mn, Cu, Zn, while
it is ∼ 0.1 dex increase for Co.
At −2.5 <
∼
[Fe/H]<
∼
− 1, [(Cr, Mn, Zn)/Fe] are consistent
with the observed mean values (0.07,−0.56, 0.18 at [Fe/H]
= −2, respectively). [Co I/Fe] is −0.20 at [Fe/H] = −2,
which is ∼ 0.3 dex lower than the observations (Fig. 28) and
is slightly lower than in the K11 model (dashed line), but can
be increased by the HN jet effects (dotted line). However,
Cowan et al. (2020) showed a large difference between Co
I and Co II abundances, showing [Co II/Fe] ∼ 0 at −3 <
∼
[Fe/H] <
∼
− 2.2, in contrast to the very high NLTE abun-
dances in Bergemann et al. (2010). Our models are in good
agreement with the Co II observations, and it is necessary
to increase the sample to discuss which of our models is the
best. There is no such a difference between Ni I and Ni II
abundances (Cowan et al. 2020). The predicted [Ni/Fe] is
−0.19 at [Fe/H] = −2, which is ∼ 0.2 dex lower than the
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Figure 28. Same as Fig. 22, but for the [Co I/Fe]–[Fe/H] relation.
See Fig.26 for the observational data sources. Note that observed
[Co II/Fe] ratios are ∼ 0 (Cowan et al. 2020).
Figure 29. Same as Fig. 22, but for the [Ni/Fe]–[Fe/H] rela-
tion. Observational data sources are: olive crosses, Fulbright
(2000); magenta small filled triangles and black small open trian-
gles, Bensby et al. (2014) for thin and thick disk stars, respectively;
and same as Fig. 26 for the other datapoints.
observations (Fig. 29). Both Ni and Fe are produced in the
complete Si-burning region (K06) and it is very difficult to
change the ratio; a deeper mass cut could slightly increase
58Ni yields but not 60Ni yields, and the latter isotope is the
majority at low metallicities (§3.3).
At [Fe/H] >
∼
− 1, these abundance ratios stay roughly
constant, except for [Mn/Fe] (see the next paragraph), be-
cause iron-peak elements are also produced by SNe Ia.
There was a Ni over-production problem by SNe Ia (dashed
line in Fig. 29), which is eased in our models because of
the new metallicity-dependent yields of SNe Ia (§2.1.3;
Kobayashi, Leung & Nomoto 2020). At [Fe/H] <
∼
− 2.5,
observational data (namely, Reggiani et al 2017) show an in-
crease of [(Co I, Zn)/Fe] toward lower metallicities, which
is not discussed here since inhomogeneous chemical enrich-
ment is becoming increasingly important there.
Figure 30. Same as Fig. 22, but for the [Zn/Fe]–[Fe/H] rela-
tion. Observational data sources are: purple asterisks, Primas et al.
(2000); orange open diamonds, Nissen et al. (2007); cyan filled pen-
tagons, Saito et al. (2009); magenta small filled triangles and black
small open triangles, Bensby et al. (2014), respectively for thin and
thick disk stars; and same as Fig.26 for the other datapoints.
Manganese — Mn is the most important element for
constraining the physics of SNe Ia, since it is pro-
duced more by SNe Ia than SNe II/HNe relative to iron
(Kobayashi & Nomoto 2009). Mn yields depend on the ex-
plosion model of SNe Ia, and thus indirectly depend on the
progenitor model of SNe Ia. In this paper we use the 2D de-
layed detonation model for the SN Ia yields given as a func-
tion of metallicity (§2.1).
At [Fe/H] <
∼
− 1, [Mn/Fe] shows a plateau with ∼
−0.56,−0.55,−0.43 at [Fe/H] =−3,−2,−1.1, which is de-
termined by the IMF-weighted SN II/HN yields and is con-
sistent with the plotted observations in Figure 26. The small
difference in the adopted solar abundances is cancelled out
with a small reduction of Mn yields by failed supernovae.
Recently, Eitner et al. (2020) suggested a large NLTE correc-
tion for Mn I lines (∼ −0.4 dex, up to 0.6 dex) and [Mn/Fe]
is ∼ 0 at −4 <
∼
[Fe/H] <
∼
0. However, using the same Mn
atomic model, Amarsi et al. (2020) found a steeper NLTE
[Mn/Fe] relation at [Fe/H] >
∼
− 2. Bergemann et al. (2019)
also showed a positive or negative 3D effect depending on
the spectral lines used and model parameters. Consequently,
3D-NLTE analysis for a large sample of stars is needed. The-
oretically, Mn is synthesized in the incomplete Si-burning re-
gions together with Cr, and thus higher [Mn/Fe] would result
in higher [Cr/Fe], which is inconsistent with the Cr II obser-
vations and even more inconsistent with Cr I observations.
In Figure 27, we also show Mn II observations. Since it is
harder to obtain the Mn II lines, there is not much literature
on this. [Mn/Fe] plateau value may be 0.1 − 0.2 dex higher
than in the model but should not be as high as [Mn/Fe] ∼ 0.
Above [Fe/H] ∼ −1, [Mn/Fe] shows an increase to-
ward higher metallicities, which is caused by the de-
layed enrichment of SNe Ia and has been used to con-
strain the progenitors of SNe Ia (Seitenzahl et al. 2013;
Cescutti & Kobayashi 2017; Kobayashi, Leung & Nomoto
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2020; Eitner et al. 2020). Similar evolutionary trend with a
plateau and an increase were first found by Gratton (1989)8.
Feltzing, Fohlman, & Bensby (2007) showed a steep slope at
[Fe/H] > 0 than in Reddy et al. (2003), which is better re-
produced with the fiducial model than with the K11 model
(dashed line).
Zinc — Zn is one of the most important elements for the
physics of core-collapse supernovae as 6430Zn is enhanced in
the deepest region of HNe with higher explosion energy and
entropy (K06), and thus [Zn/Fe] is increased with multi-
dimensional effects (dotted line in Fig. 30). Zn yields po-
tentially depend on the neutrino processes and the resultant
Ye as well. However, it is worth noting that Zn can be en-
hanced at the stellar layer with Ye ∼ 0.5, but Ye too close to
0.5 gives too small 5525Mn yields. From these dependencies,
Ye = 0.4997 is chosen for the incomplete Si-burning regions
in K06. Neutron-rich isotopes of zinc (66−70Zn) can also be
produced by neutron-capture processes, of which yields are
larger for higher metallicity massive SNe II (§3.3). The con-
tribution from the s-process in AGB stars is very small, in-
creasing [Zn/Fe] only by 0.004 dex at [Fe/H] = 0. As noted
before, ECSNe can enhance Zn as well as Ni and Cu, but
the contribution to GCE is small, up to 0.04 dex (magenta
long-dashed lines in Fig. 5).
The predicted [Zn/Fe] is about ∼ 0.2 for a wide range of
metallicities if we apply such a large fraction of HNe (§2.1).
This is ∼ 0.1 dex larger than in the K11 model, where the
different is mostly due to the adopted solar abundance. Our
[Zn/Fe] ratios are in good agreement with the observational
data, and also the results from Roederer & Barklem (2018),
who obtained Zn II lines and found that the NLTE effect
should be less than 0.1 dex, at [Fe/H] >
∼
− 2.5. At [Fe/H] <
∼
−2.5, Sneden & Crocker (1988) first suggested an increase
of [Zn/Fe], more recent observations show a linear increase
from [Fe/H] ∼ −1 to lower metallicities (Primas et al. 2000;
Nissen et al. 2007; Saito et al. 2009), and the increase may be
steeper with the NLTE correction (Takeda et al. 2005). This
may imply that the HN fraction is larger in the earlier stages
of galaxy formation (K06).
[Zn/Fe] observations seem to decrease from [Fe/H] ∼
−1 to ∼ −0.5, and then slightly increase to [Fe/H] ∼ 0
(Saito et al. 2009). The NLTE correction there is found to be
mostly <
∼
0.1 dex (Takeda et al. 2016). This up-turn trend is
well reproduced with our fiducial model. With the metallic-
ity dependent HN fraction, the [Zn/Fe] ratio shows a contin-
uous decrease from [Fe/H] ∼ −1 to ∼ 0, which gives lower
values than some of the observational data at high metallic-
ities (Fig. 6). A similar problem also arises for Co and Cu
with the metallicity dependent HN fraction. However, this
problem is not seen in the chemodynamical simulations of
Kobayashi & Nakasato (2011) (§2.1).
3.3. Isotopic ratios from C to Zn
8 Beynon (1978) found an increase but their metallicity range was not low
enough to find the plateau.
Figure 31 shows the evolution of isotopic ratios against
[Fe/H] for the solar neighborhood models. Comparing to
the fiducial model including AGB and super-AGB stars (red
solid lines), the models without super-AGB stars (red short-
dashed lines) and with neither AGB nor super-AGB stars (red
long-dashed lines) are also shown for C and N. The predicted
12C/13C ratio is 77.0 at [Fe/H] = 0, which is slightly lower
than the solar ratio (89.4, AGS09), but is 62.7 at 13.8 Gyr,
which is in good agreement with the local ISM observations
(68 ± 15 Milam et al. 2005, squares). Without AGB stars,
the 12C/13C ratio would be too high. Super-AGB stars fur-
ther decrease 12C/13C, which is consistent with the finding
in Romano et al. (2019). At low metallicities, as discussed
for N, the effect of inhomogeneous enrichment is important,
which could explain the low 12C/13C ratios at low metallici-
ties in stellar observations.
The under-production problem of 15N is known, and may
require other sources such as novae (Romano & Matteucci
2003; Romano et al. 2019; see K11 for more details) and/or
H-ingestions in massive stars (Pignatari et al 2015). Super-
AGB stars produce more 14N than 15N, which results in an
even larger 14N/15N ratios. N isotopic ratios are also ob-
served in carbon stars, showing 14N/15N ratios of ∼ 1000
for N-type carbon stars (Hedrosa et al. 2013), which might
require 15N production in the He-shell.
The predicted 16O/18O ratio is 484 at [Fe/H] = 0, which is
in good agreement with the solar ratio (499, AGS09), and is
389 at 13.8 Gyr, which is also in excellent agreement with the
local ISM observations (385± 56 Polehampton et al. 2005).
17O is, however, over-produced by AGB and super-AGB
stars, giving 16O/17O by a factor of ∼ 1.5 lower than the
solar ratio. However, new sets of yields need to be calculated
and tested using the new rate of the 17O(p,α)14N measured
underground by the LUNA collaboration (Bruno et al. 2016).
The new rate is 2 to 2.5 times higher than the previous rate
used in the models considered here and will result in a de-
crease of the contribution to 17O from AGB and super-AGB
stars potentially of the same magnitude needed to reach the
solar value.
The solar 21,22Ne/20Ne ratios are reasonably well repro-
duced with AGB stars. The predicted 24Mg/25,26Mg ratios
are higher than the stellar observations, even with the inclu-
sion of super-AGB stars. There is no significant difference
among these models for the other ratios, and these are de-
termined by the SN II/HN yields (K11); small mismatches
for the solar ratios still remain. Because minor isotopes are
enhanced by higher metallicity SNe II/HNe, the major-to-
minor isotopic ratios decrease as a function of metallicity.
The model without failed SNe but withMu = 40M⊙ (green
dotted lines in Fig. 6) gives almost the same trends of iso-
topic ratios, while the model with the metal-dependent HN
fraction (blue short-dashed lines in Fig. 6) gives slightly shal-
lower evolution of these isotopic ratios. The solar Zn isotopic
ratios can be better explained with the metal-dependent HN
fraction, although the Zn abundance is better explained with-
out it.
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Figure 31. Evolution of isotope ratios relative to the solar ratios, log(1X/2X/(1X⊙/
2X⊙)), against [Fe/H] for the solar neighborhood model.
For C and N, the models without super-AGB stars (red short-dashed lines), without AGB/super-AGB stars (red long-dashed lines) are also
shown comparing to the fiducial model (red solid lines). Observational data sources for stars include: for C, Carretta et al. (2000), diamonds;
Spite et al. (2006), crosses; for 25Mg and 26Mg, Yong, Lambert, & Ivans (2003), small open and filled circles; Mele´ndez & Cohen (2007),
open and filled squares; Carlos et al. (2018), open and filled triangles, respectively; for Ti, Chavez & Lambert (2009), crosses. The squares
with error bars at [Fe/H] ∼ +0.2 are for the local ISM: Milam et al. (2005) for C; Colzi et al. (2018) for N; Polehampton et al. (2005) for 18O;
and Wouterloot et al. (2008) for 17O. The small error bars at [Fe/H]∼ −0.4 are for a spiral galaxy at z = 0.89 from Muller et al. (2011, 2014);
Mu¨ller et al. (2015).
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Isotopic ratios are also available with the detailed analysis
of molecular lines in radio observations, and an IMF varia-
tion is suggested from the low values at high redshifts (e.g.,
Zhang et al. 2018). This figure also shows some data for a
high-redshift galaxy (small error bars), which are far from
any of these theoretical predictions at t = 6.3 Gyr (corre-
sponding to the observed redshift). Since these data are for a
spiral galaxy, it is unlikely that the SFRs and/or the IMF are
very different from our solar-neighborhood models. These
mismatches should be noted when the IMF is constrained
from radio observations.
3.4. Neutron-capture element abundances
Figure 32 shows the evolution of neutron-capture elements
in the solar neighborhood, for all neutron-capture elements
that have stellar abundance estimates or upper limits in the
literature; some of the elements including Au are measurable
only in UV spectra from the Hubble Space Telescope, and
thus the number of measurements is very limited. It is nec-
essary to increase the sample to obtain a comprehensive pic-
ture on the origin and evolution of these heavy elements. The
number of candidates is being increased by strategic surveys
such as the R-process Alliance (Hansen et al. 2018). Two
characteristic stars that show different r-process enrichment9
are highlighted with the large gray filled and open squares,
respectively. For the elements except for Sr–Zr and Ba–Gd,
so-called r-II stars10 are also plotted but this may cause a se-
lection bias; some elements are detected because of the large
r-process enhancement. This figure shows our six GCE mod-
els switching the neutron-capture enrichment sources one by
one. There are no differences in the evolution of the elements
up to Ni when considering the different models shown in this
figure. Ga and Ge are produced mainly from core-collapse
supernovae, and the predicted trends are consistent with the
observations (Sneden et al. 2003; Roederer et al. 2014b) al-
though the sample is very limited.
The s-process fromAGB stars (blue long-dashed lines) can
produce elements up to Pb, and the contribution appears from
9 CS 22892-052 is a CEMP star, and its large r-process enhancement was
reported by Sneden et al. (1994). The observational data are primar-
ily taken from Roederer et al. (2014a) with [Fe I/H] = −3.24 and [Fe
II/H] = −3.16, and additionally from Sneden et al. (2003) with [Fe I/H]
= −3.10 and [Fe II/H] = −3.09 for Ga, Ge, Rh, Pd, Ag, Cd, Sn, Lu, Os,
Pt, Au, and U. For HD 122563, relatively low r-process abundances were
reported by Sneden & Parthasarathy (1983). The observational data are
primarily taken from Roederer et al. (2014a) with [Fe I/H] = −2.97 and
[Fe II/H] = −2.93, and additionally from Westin et al. (2000) for Ge and
from Roederer et al. (2010) for Cd, Lu, Os II, which use [(Fe I, Fe II)/H]
= −2.72. Note that the [Fe/H] of this star was −2.77 in Honda et al.
(2004) and −2.63 in Mashonkina et al. (2017, NLTE).
10 Our sample of r-II stars are: HD 115444 (Westin et al. 2000;
Sneden et al. 2009; Roederer et al. 2010), BD +17◦3248 (Cowan et al.
2002; Sneden et al. 2009; Roederer et al. 2010, 2012), HD 221170
(Ivans et al. 2006; Sneden et al. 2009), CS 29491-069 and HE 1219-0312
(Hayek et al. 2009), HE 2327-5642 (Mashonkina et al. 2010), HE 2252-
4225 (Mashonkina et al. 2014), and CS 29497-004 (Hill et al. 2017), in ad-
dition to CS 31078-018 (Lai et al. 2008) and CS 31082-001 (Barbuy et al.
2011; Siqueira Mello et al. 2013; Spite et al. 2018) that are plotted also in
the other figures.
[Fe/H] ∼ −2 for light s-process elements (e.g., Sr, Y, Zr)
and only from [Fe/H] ∼ −1.5 for heavy s-process elements
(e.g., Pb). This is because the light s-process elements are
produced also from intermediate-mass AGB stars, while the
heavy s-process elements are mainly produced by low-mass
AGB stars. At [Fe/H]= 0,∼ 70% of the solar abundances of
the elements belonging to the first s-process peak, Sr, Y, and
Zr, are produced from AGB stars, while only ∼ 50% or less
of the solar abundances of Mo, Ru, and Ag are of s-process
origin, as well known (Arlandini et al. 1999). The elements
Ba, La, Ce, belonging to the second s-process peak, are ∼
50% overproduced, while the solar abundances of Pr and Nd
are reproduced. The elements from Eu to Tm as well as Ir
are typical r-process elements, with less than 30% of their
solar abundances contributed by the s-process. The elements
Yb and Hf have a significant contribution from the s-process.
Finally, Pb belongs to the third s-process peak, and it is also
overproduced by ∼ 30%.
The over-production of the second (Ba) and third (Pb) s-
process peak elements at [Fe/H] = 0 suggests that the con-
tribution from the s-process with the adopted yield set is too
large. This contribution can be reduced by decreasing the
parameterMmix in the AGB models, which controls the ex-
tent in mass of the region where the s-process elements are
produced (§2.1). As noted in §2.1, Mmix values are already
reduced from those in Karakas & Lugaro (2016) (e.g., from
2 × 10−3 to 1 × 10−3 in the 2M⊙ models with Z = 0.0028
and 0.014). A decrease inMmix brings the model predictions
for the second peak s-process elements qualitatively closer
to the direct observations of carbon-rich AGB stars at solar
metallicity from Abia et al. (2002), although it is difficult to
perform a detailed analysis given the large observational er-
ror bars (±0.4 dex). Smaller Mmix values than the standard
considered here also provide a better coverage of the spread
in isotopic ratios observed for Sr, Zr, and Ba in meteoritic
stardust SiC grains (Lugaro et al. 2018).
With ECSNe (light-blue short-dashed lines), the enhance-
ment is as small as∼ 0.1 dex for [(Cu, Zn)/Fe] (Fig. 5), but a
larger enhancement is seen for As, Se, Rb, Sr, Y, Zr starting
from [Fe/H] ∼ −3. Rb is produced more by ECSNe than
by AGB stars. The ECSN contribution appears before AGB
stars start to contribute because the progenitors of ECSNe are
more massive than those of AGB stars at a given metallicity
(§2.1). There is also a slightly earlier increase in Mo, while
for heavier elements the contribution from ECSNe is negligi-
ble. This result is different from Cescutti & Chiappini (2014)
mainly because they assumed ECSNe from all 8 − 10M⊙
stars.
With ν-driven winds (green dot-long-dashed lines), the el-
ements from Sr to Ag are largely over-produced, which is
a crucial problem. Therefore, the ν-driven winds are not
included in the other models in this figure. Since ν-driven
winds are associated with core-collapse supernovae, the con-
tribution can appear at [Fe/H] << −3. This rapid contribu-
tion may explain some of the observations at [Fe/H] <
∼
− 3.
With NS-NS mergers (olive dotted lines), the elements
heavier than Zr show an increase starting from [Fe/H] ∼ −3
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Figure 32. Evolution of the neutron-capture elemental abundances [X/Fe] against [Fe/H] for the models in the solar neighborhood, with s-
process from AGB stars only (blue long-dashed lines), with s-process and ECSNe (light-blue short-dashed lines), with s-process, ECSNe, and
ν-driven winds (green dot-long-dashed lines), with s-process, ECSNe, and NS-NS mergers (olive dotted lines), with s-process, ECSNe, and
NS-NS/NS-BHmergers (orange dot-short-dashed lines), with s-process, ECSNe, NS-NS/NS-BHmergers, and MRSNe (red solid lines). Obser-
vational data sources are: filled diamonds with error bars, Zhao et al. (2016); Mashonkina et al. (2017); open circles, Andrievsky et al. (2009,
2011); Barbuy et al. (2011); Spite et al. (2018); filled circles, Franc¸ois et al. (2007); filled pentagons, Honda et al. (2004); stars, Hansen et al.
(2012, 2014); gray plus, Roederer et al. (2014a). For the elements except for Sr, Y, Zr, Ba, La, Ce, Pr, Nd, Sm, and Eu, crosses, Johnson
(2002); open triangles, Lai et al. (2008); filled triangles, Roederer (2012); Roederer et al. (2012, 2014b). The large gray filled and open squares
indicate the Sneden and Honda stars, respectively, and the filled upside-down triangles and upper limits are for r-II stars (see the text for the
observational data sources).
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Figure 33. The [Sr/Fe]–[Fe/H] relation for the solar neigh-
borhood models in our model with s-process only (dashed
line) and with s- and r-processes (solid line). Observational
data sources are: red filled circles with error bars, Zhao et al.
(2016); Mashonkina et al. (2017); green filled squares with error
bars, Reggiani et al (2017); blue open circles, Andrievsky et al.
(2011); magenta stars, Hansen et al. (2012, 2014); yellow plus,
Roederer et al. (2014a) for C-normal stars. The large yellow filled
and open squares indicate the Sneden and Honda stars, respectively.
Figure 34. Same as Fig. 33, but for the [Y/Fe]–[Fe/H] relation.
Observational data sources are: blue filled circles, Cayrel et al.
(2004); cyan filled pentagons, Honda et al. (2004); filled triangles,
Bensby et al. (2014) for thin disk stars; and same as Fig.33 for the
other datapoints.
due to the r-process. Although the progenitor masses of NSs
are larger than those of ECSNe at a given metallicity, there is
a time-delay for the merging of two NSs (§2.1.2). The time-
delay is shorter for NS-BH mergers, and the first increase in
the abundances is seen already at [Fe/H] ∼ −4 if a similar r-
process occurs in NS-BH mergers (orange short-dot-dashed
lines). However, this time-delay is still not short enough
to explain the observations at [Fe/H] <
∼
− 3, although our
one-zone models cannot give a strong conclusion at [Fe/H]
<
∼
− 2.5 where chemical enrichment takes place inhomoge-
Figure 35. Same as Fig. 34, but for the [Zr/Fe]–[Fe/H] relation.
neously. NS-NS/NS-BH mergers do not produce Pb, but Th
and U.
Observations of metal-poor stars show that by [Fe/H] <
∼
−3 there is already an enhancement of all neutron-capture
elements, which requires production from a different site
with a shorter time-delay than NS-NS/NS-BH mergers
(e.g., Wehmeyer et al. 2015; Haynes & Kobayashi 2019;
Coˆte´ et al. 2019). MRSNe are very good candidates for the
rapid enrichment as they are massive core-collapse super-
novae with a very short time-delay (106 yrs). In fact, the
model with MRSNe (red solid lines) show a plateau at [Fe/H]
<
∼
− 3, which is similar to ν-driven winds, but the elemen-
tal abundance ratios are much more consistent with observa-
tions than with ν-driven winds. From Sr to Ru, the plateau
values are lower than with ν-driven winds, and are ∼ −1
and ∼ 0 for [(Sr, Y)/Fe] and [(Zr, Mo, Ru)/Fe], respec-
tively, which are in good agreement with the observations
(see also Figs. 33-35 for more detailed comparison). For Ag,
both ν-driven winds and MRSNe seem to over-produce its
abundance, although observational data have been provided
by only a few studies (e.g., Hansen et al. 2012; Spite et al.
2018). Similar over-production may also be seen for Pd and
Cd. For Ba, the models with MRSNe or ν-driven winds can
explain the low [Ba/Fe] of some metal-poor stars. However,
AGB stars should contribute more at −3 <
∼
[Fe/H] <
∼
− 2
(Fig. 36), which is possible with inhomogeneous chemical
enrichment (see also Raiteri et al. 1999).
For the elements heavier than Sn, the plateau values are
higher with MRSNe than with ν-driven winds, which is more
consistent with the observations. The Te data are provided
by only one study (Roederer et al. 2012), which seem to
favour MRSNe than ν-driven winds. Although the model
with MRSNe is in good agreement with the observations for
Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, Tm, and Yb, the model
prediction is lower than observed for La, Ce, and Pr at [Fe/H]
<
∼
− 2. Note that the atomic data for Pr, Dy, Tm, Yb, and
Lu have been updated (Sneden et al. 2009), which may af-
fect some of the observational data plotted here. Similar to
Ba (Fig. 36), these elements can be enhanced at−3 <
∼
[Fe/H]
<
∼
− 2 possibly by AGB stars with inhomogeneous chemical
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Figure 36. Same as Fig. 33, but for the [Ba/Fe]–[Fe/H] relation.
The dotted line shows a model with the s-process yields calcu-
lated using a twice larger Mmix at Z ≥ 0.0028 (see the text for
the details). Observational data sources are: blue open circles,
Andrievsky et al. (2009); and same as Fig.33 for the other data-
points.
enrichment. In contrast, the MRSN model can reproduce the
average trend of [Eu/Fe] very well (Fig. 37). Note that the
inhomogeneous enrichment could slightly increase the con-
tribution from NSMs at −3 <
∼
[Fe/H] <
∼
− 2. This model
is also acceptable for Os, Ir, and Pt, while Au is underpro-
duced in the model. Au measurements are available only for
three well-known r-process enhanced stars: BD +17◦3248
(Cowan et al. 2002, filled upside-down triangle), CS 22892-
052 (Sneden et al. 2003, open square), and CS 31082-001
(Barbuy et al. 2011, open circle). Finally, the MRSN model
can also explain the observed Th abundances of metal-poor
stars and the Sun. Note that our GCE model predictions are
after the long-term decay at each time and are normalized
by the proto-solar abundance (§2.2), and thus the lines are
expected to go through [X/Fe] = [Fe/H] = 0. The observa-
tional data, however, are normalized by the present-day solar
abundance fromAGS09, assuming that the observed stars are
as old as the Sun. Compared with Th, however, U may be
overproduced in the nucleosynthesis yields; this is more se-
rious for MRSNe, which giveM(Th)/M(U) = 0.18, while
NSMs give M(Th)/M(U) = 0.58. In our adopted solar
abundances,M⊙(Th)/M⊙(U) = 1.7.
Sr, Y, and Zr — Figures 33-37 compare more observa-
tional data to our elemental abundance tracks of the model
with s-process only (dashed lines) and with s-process, EC-
SNe, NS-NS/NS-BH mergers, and MRSNe (the s+r model,
solid lines). In Figure 33 the base level of [Sr/Fe] ∼ −0.8 at
[Fe/H] <
∼
− 3.5 is caused by MRSNe. The average [Sr/Fe]
increases from [Fe/H] ∼ −3.5 due to ECSNe, from [Fe/H]
∼ −2.5 due to AGB stars before decreasing at [Fe/H] >
∼
− 1
because of SNe Ia, and becomes [Sr/Fe] = −0.064 at [Fe/H]
= 0 in the s+r model (solid line). The slope of the decrease
becomes flat at [Fe/H]∼ −0.3 due to the increase of the AGB
contribution (dashed line). This trend is in excellent agree-
ment with the observational data, except for one star with low
Figure 37. Same as Fig. 34, but for the [Eu/Fe]–[Fe/H] relation.
The dot-dashed line shows a model without MRSNe.
Figure 38. Same as Fig. 34, but for the [Pb/Fe]–[Fe/H] rela-
tion. Observational data sources are: red circles, Mashonkina et al.
(2012, NLTE); blue open circle, Barbuy et al. (2011); magenta
stars, Hansen et al. (2012); yellow plus, Roederer et al. (2014a)
for C-normal stars; black filled triangles Roederer (2012); black
filled upside-down triangle (Ivans et al. 2006); and upper lim-
its (Roederer et al. 2010; Roederer 2012; Roederer et al. 2014b;
Mashonkina et al. 2014); The large yellow filled and open squares
indicate the Sneden (Sneden et al. 2003; Roederer et al. 2014a) and
Honda stars (Roederer et al. 2014a), respectively.
[Sr/Fe]. Differential analysis by Reggiani et al (2017) gives
slightly higher ratios than Zhao et al. (2016)’s NLTE abun-
dances on the average. At [Fe/H]<
∼
−2.5 there is a large scat-
ter, where LTE abundances by Roederer et al. (2014a) agree
well with Andrievsky et al. (2011)’s and Zhao et al. (2016)’s
NLTE abundances.
In Figure 34, starting from [Y/Fe] ∼ −0.4 at [Fe/H]
∼ −3.5, the average [Y/Fe] also increases gradually from
[Fe/H]∼ −3 to ∼ −1 before decreasing at [Fe/H]>
∼
−1 due
to SNe Ia, and becomes [Y/Fe] = −0.096 at [Fe/H] = 0 in
the s+r model (solid line). The predicted [Y/Fe] trend is also
in excellent agreement with the observations, although the
differential analysis by Reggiani et al (2017) gives slightly
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higher ratios. Note that there are no NLTE abundances avail-
able at any metallicities for Y.
In Figure 35, the average [Zr/Fe] is rapidly enhanced to ∼
+0.4 by MRSNe, stays roughly constant until [Fe/H] ∼ −1,
and then decreases at [Fe/H] >
∼
− 1 due to SNe Ia reaching
[Zr/Fe] = 0.098 at [Fe/H] = 0 in the s+r model (solid line).
Similar to Sr and Y, the predicted [Y/Fe] is slightly lower
than the differential analysis by Reggiani et al (2017) but in
excellent agreement with the other observations including the
NLTE abundances from Zhao et al. (2016).
These three elements are similar in the sense that they are
mainly produced by ECSNe and AGB stars, but the relative
contribution is different. Nonetheless, our s+r model can re-
produce the observations of the three elements consistently
without introducing a free parameter, and without adding ex-
tra LEPP (§2.1). The large scatter at [Fe/H] <
∼
− 2.5 may be
caused by the rareness of ECSNe under the inhomogeneous
enrichment; the stars with higher [(Sr, Y, Zn)/Fe] ratios may
be locally enriched by ECSNe. It might be possible to con-
strain the mass ranges of ECSNe and the fate of super-AGB
stars from the scatters in chemodynamical simulations.
Barium — Ba is the characteristic element for the s-
process in AGB stars. In Figure 36, the average [Ba/Fe]
is already enhanced up to the ∼ −1 base level by the r-
process11, which is consistent with the NLTE observations.
Then, [Ba/Fe] shows an increase from [Fe/H] ∼ −2 in
the s+r model, but from [Fe/H] ∼ −3 both in the NLTE
and LTE observations. Finally, [Ba/Fe] shows a plateau
at ∼ 0 from [Fe/H] ∼ −1 in the s+r model, but from
[Fe/H] ∼ −2 in both NLTE and LTE observations. These
mean that Ba enrichment is slower in the s+r model than
in the observations; this mismatch should at least partially
be caused by the lack of inhomogeneous enrichment in our
GCE models, and should be tested together with its effect
on the other s-process elements with chemodynamical sim-
ulations such as in Haynes & Kobayashi (2019). The dot-
ted line shows a model with the s-process yield set recom-
mended in Karakas & Lugaro (2016), where a largerMmix at
Z ≥ 0.0028 was adopted. In this model, [Ba/Fe] is already
overproduced at [Fe/H] ∼ −1, and the model [Ba/Fe] is 0.37
at [Fe/H] = 0, which is reduced to be 0.20 with the lower
Mmix in this paper. The new yields with a smallerMmix pre-
dict [(Zr,Ba)/Fe] ratios within 0.15 dex of the FRUITY yields
(Cristallo et al. 2015).
Europium — Different from Ba, Eu is mostly enhanced
by the r-processes. In Figure 37, the average [Eu/Fe] ratio
is already super-solar at [Fe/H] << −3 in the s+r model.
This plateau value, ∼ +0.5, depends on the MRSN rates,
and 3% of HNe (§2.1.2) is chosen to match these observa-
tions12. From [Fe/H] ∼ −1, the model [Eu/Fe] decreases by
SNe Ia, reaching [Eu/Fe] = 0.038 at [Fe/H] = 0, consistent
with the solar ratio. This trend is in excellent agreement with
11 The base [Ba/Fe] is −1.3 if only 1% of HNe are MRSNe.
12 The plateau [Eu/Fe] is ∼ 0 if only 1% of HNe are MRSNe.
the observations. At very high metallicities, although with a
scatter, the NLTE abundances from Zhao et al. (2016) may
be slightly lower than in the s+r model. The dot-dashed line
shows a model without MRSNe; clearly it is not possible to
explain the observed [Eu/Fe] ratios with NSMs alone and the
contribution from MRSNe is necessary.
Lead — Pb is also a characteristic element for AGB
stars and belongs to the third-peak of the s-process, in con-
trast to Ba. The observational data are very limited, and
can be 0.2 − 0.4 dex underestimated in the LTE analysis
(Mashonkina et al. 2012). This is why we adopt the mete-
oritic solar abundance for Pb (§2.2). In Figure 38, the evolu-
tionary trend is similar to that of Ba, and the model predic-
tion is lower than the observations at −2 <
∼
[Fe/H] <
∼
− 1.5,
which could also be improved with inhomogeneous enrich-
ment in chemodynamical simulations. At [Fe/H] <
∼
− 2, a
small amount of Pb is produced byMRSNe, but the predicted
plateau value is lower than the four measurements at [Fe/H]
∼ −3.
3.5. The Origin of Elements in the Solar System
Using our GCE model that includes neutron capture pro-
cesses, we summarize the origin of elements in the form of
a periodic table. In each box of Figure 39, the contribution
from each chemical enrichment source is plotted as a func-
tion of time: Big Bang nucleosynthesis (black), AGB stars
(green), core-collapse supernovae including SNe II, HNe,
ECSNe, and MRSNe (blue), SNe Ia (red), and NSMs (ma-
genta). It is important to note that the amounts returned via
stellar mass loss are also included for AGB stars and core-
collapse supernovae depending on the progenitor star mass.
The x-axis of each box shows time from t = 0 (Big Bang)
to 13.8 Gyrs, while the y-axis shows the linear abundance
relative to the Sun, X/X⊙. The dotted lines indicate the ob-
served solar values, i.e., X/X⊙ = 1 and 4.6 Gyr for the age
of the Sun. Since the Sun is slightly more metal-rich than
the other stars in the solar neighborhood (Fig. 1), the fiducial
model goes through [O/Fe]=[Fe/H]= 0 slightly later com-
pared with the Sun’s age. Thus, a slightly faster star forma-
tion timescale (τs = 4 Gyr instead of 4.7 Gyr) is adopted
in this model. The evolutionary tracks of [X/Fe] are almost
identical. The adopted star formation history is similar to the
observed cosmic star formation rate history, and thus this fig-
ure can also be interpreted as the origin of elements in the
Universe. Note that Tc and Pm are radioactive. The origin of
stable elements can be summarized as follows:
• H and most of He are produced in Big Bang nucle-
osynthesis. The small green and blue areas also in-
cludes the amounts returned to the ISM via stellar mass
loss and some He newly synthesized in stars. The
Li model is very uncertain because the initial abun-
dance and nucleosynthesis yields are uncertain (see
also Grisoni et al. 2019). Be and B are supposed to be
produced by cosmic rays (Prantzos et al. 1993), which
is not included in our model either.
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Figure 39. The time evolution (in Gyr) of the origin of elements in the periodic table: Big Bang nucleosynthesis (black), AGB stars (green),
core-collapse supernovae including SNe II, HNe, ECSNe, and MRSNe (blue), SNe Ia (red), and NSMs (magenta). The amounts returned via
stellar mass loss are also included for AGB stars and core-collapse supernovae depending on the progenitor mass. The dotted lines indicate the
observed solar values.
• 49% of C, 51% of F, and 74% of N are produced by
AGB stars (at t = 9.2 Gyr). Note that extra production
from Wolf-Rayet stars is not included and may be im-
portant for F (Jo¨nsson et al. 2014; Spitoni et al. 2018).
For the elements from Ne to Ge, the newly synthesized
amounts are very small for AGB stars, and the small
green areas are mostly for mass loss.
• α elements (O, Ne, Mg, Si, S, Ar, and Ca) are mainly
produced by core-collapse supernovae, but 22% of Si,
29% of S, 34% of Ar, and 39% of Ca are come from
SNe Ia. These fractions would become higher with
sub-Ch-mass SNe Ia instead of Ch-mass SNe Ia in this
model (Kobayashi, Leung & Nomoto 2020). There-
fore, in the [X/Fe]–[Fe/H] relations, the slopes of the
decrease from [Fe/H] ∼ −1 to ∼ 0 are shallower for
these elements than those for O and Mg.
• A large fraction of Cr, Mn, Fe, and Ni are produced by
SNe Ia. In classical works, most of Fe was thought to
be produced by SNe Ia, but the fraction is only 60%
in our model, and the rest is mainly produced by HNe.
The inclusion of HNe is very important as it changes
the cooling and star formation histories of the Universe
significantly. Co, Cu, Zn, Ga, Ge are largely produced
by HNe.
• Among neutron-capture elements, as predicted from
nucleosynthesis yields, AGB stars are the main enrich-
ment source for the s-process elements at the second
(Ba) and third (Pb) peaks.
• 32% of Sr, 22% of Y, and 44% of Zr can be produced
from ECSNe even with our conservative mass ranges,
which is included in the blue areas. Combined with
the contributions from AGB stars, it is possible to per-
fectly reproduce the observed trends (Figs. 33-35), and
no extra LEPP is needed. The inclusion of ν-driven
winds in GCE simulation results in a strong overpro-
duction of the abundances of the elements from Sr to
Sn with respect to the observations.
• For the heavier neutron-capture elements contributions
from both NS-NS/NS-BH mergers and MRSNe are
necessary, and the latter is included in the blue areas.
In this model, the O and Fe abundances go though the
cross of the dotted lines, meaning [O/Fe] = [Fe/H] = 0 at
4.6 Gyr ago. This is also the case for some important ele-
ments including N, Ca, Cr, Mn, Ni, Zn, Eu, and Th. Mg is
slightly under-produced in the model. The under-production
of the elements around Ti is a long-standing problem. The
s-process elements are slightly overproduced even with the
updated s-process yields in this paper. Notably, Ag is over-
produced by a factor of 6, while Au is under-produced by a
factor of 5. U is also over-produced. These problems may
require revising nuclear reaction rates.
3.6. Uncertainties
As discussed in previous sections, these GCE predictions
mainly depend on the input nucleosynthesis yields, and hence
it is difficult to quantify the uncertainties, i.e., theoretical er-
ror bars. Very roughly speaking, α-element abundances can
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vary ∼ ±0.2 dex depending on the detailed physics during
hydrostatic stellar evolution, e.g., mass loss, convection, ro-
tation, and magnetic fields. However, the ratios among α-
elements such as O/Mg and Si/S do not so much depend on
these, and but on the 12C(α,γ)16O reaction rate (K06). C,
N and odd-Z element abundances largely depend on rota-
tion (∼ +0.5 dex), which can be found in Limongi & Chieffi
(2018), as well as any mixing of hydrogen into the He-
burning layer (K11).
Uncertainties in the treatment of mass loss and convection
also affect AGB yields (e.g., Ventura & D’Antona 2005a,b;
Herwig 2005; Karakas & Lattanzio 2014; for C, N, F and
s-process elements Karakas & Lugaro 2016). Observations
of s-process elements in AGB stars can be used to constrain
for example the efficiency of third dredge-up mixing but se-
lection biases in observations means that the whole stellar
parameter space is not well sampled. Other observations in-
cluding white dwarfs in clusters (Marigo et al. 2020) or the
number of carbon stars in a stellar population (Boyer et al.
2019) provide additional constraints but are also subject to
their own biases. The uncertainties on AGB yields are dif-
ficult to quantify for the following reasons. If we vary
one parameter, say slow down the rate of mass-loss in an
intermediate-mass star with HBB then the yields of C can
change by a factor of ∼ 2, the yields of N by almost a factor
of 10, while the yields of heavy elements can vary by almost
a 100 (using models from Karakas et al. 2012). Hence vary-
ing one input parameter can lead to different variations in
yields for different elements, depending upon their produc-
tion mechanism.
The uncertainties of the yields from core-collapse super-
novae come from the lack of physical explosion models
(§2.1) including neutrino heating and black hole formation.
This could largely change the iron-peak element abundances
relative to α elements, and thus we use the iron yields
constrained from another independent observation – super-
nova light-curves and spectra, which is not the case in the
other supernova yields such as Woosley & Weaver (1995)
and Limongi & Chieffi (2018). Once the iron yields are
fixed, the ratios among iron-peak elements are not so flexi-
ble, in particular, the ratios among the elements formed in the
same layer, i.e., Cr/Mn and Ni/Fe, are fixed (see more discus-
sion on Mn and Ni for Figs. 26 and 29). The effect of jet-like
explosions can be quantified by the difference between the
K11 and K15 models in Figs. 22-24, but an additional differ-
ence can be caused by the neutrino process. These two can
cause a non-linear effect, and it is necessary to use 3D sim-
ulations to quantify the error bars. SN Ia yields also depend
on an explosion mechanism, but the main uncertainties are
caused by the modelling of progenitor systems including the
WD masses (§2.1.3; see Kobayashi, Leung & Nomoto 2020,
for more discussion).
Among s-process elements, relative discrepancies between
different abundances, such as the overproduction of Ba
and Pb with respect to Sr, may be related to the physics
of the nucleosynthetic models (Cristallo et al. 2015), for
example, the extent of the partial mixing zone Mmix in
AGB stars discussed above and/or the occurrence of rela-
tively slow, diffusivemixing within the pocket (Battino et al.
2019). The contribution of ECSNs and/or ν-driven winds
to the abundances of Sr, Y, and Zr should also be con-
sidered, as well as the possible effects of the intermedi-
ate neutron-capture process (Hampel et al. 2016, 2019, the
i process), see, e.g. Coˆte´ et al. (2018), whose resulting
abundance pattern and stellar site is however currently un-
known and debated (Banerjee et al. 2018; Clarkson et al.
2018; Denissenkov et al. 2019). Future analysis of the pro-
duction of the isotopic rather than elemental abundances in
the solar system will be a powerful tool to constrain the mod-
els in more details.
The r-process nucleosynthesis is the cutting edge of nu-
clear astrophysics, and there are only a small number of
yields available (§2.1.2). The dependence on initial condi-
tions, e.g., the progenitor mass for ECSNe/MRSNe and the
compact object masses for NSMs, have not been studied yet.
The result also depends on the detailed modelling, e.g., nu-
merical resolution, dimensionality, inclusion of general rel-
ativity, and modelling of neutrino physics, as well as nu-
clear reactions. It should also be kept in mind that major
uncertainties are present in the nuclear physics inputs of the
r-process model calculations, including the mostly theoreti-
cal predictions for nuclear masses and of fission fragments
(Kajino et al. 2019). We note that all previous GCE mod-
els of the neutron-capture elements in the Milky Way Galaxy
(Travaglio et al. 2004; Prantzos et al. 2018) included the r-
process yields as calculated using the r-residuals method, i.e.,
by subtracting the s-process contribution from the solar sys-
tem abundances, and assumed the universal r-process to oc-
cur in SNe II. Here, instead we implemented a first-principle
approach by including the r-process nucleosynthesis yields
calculated for various r-process astrophysical sites, so that
the mismatches between the model predictions and observa-
tions can be used to deepen our understanding of nuclear as-
trophysics.
3.7. Halo, Bulge, and Thick Disk Models
Enrichment sources produce different elements on differ-
ent timescales, and thus the time evolution of the elements
varies as a function of location in a galaxy, depending on
the star formation history. In Figure 40 we show the evolu-
tion of elemental abundance ratios [X/Fe] against [Fe/H] for
the solar neighborhood (blue solid lines), halo (green short-
dashed and cyan dotted lines), bulge (red long-dashed and
olive dot-short-dashed lines), and thick disk (magenta dot-
long-dashed lines), where the contributions from AGB stars,
ECSNe, NSMs, and MRSNe are included (and those from
the ν-driven winds are not).
Bulge and thick-disk — If the star formation timescale is
shorter than in the solar neighborhood (blue solid lines) as in
our bulge (red long-dashed and olive dot-short-dashed lines)
and thick-disk (magenta dot-long-dashed lines) models, the
contribution from stars of a given lifetime appear at a higher
metallicity than in the solar neighborhood. Intermediate-
mass AGB stars, low-mass AGB stars, and SNe Ia start to
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Figure 40. Evolution of the neutron-capture elemental abundances [X/Fe] against [Fe/H] for the solar neighborhood (blue solid lines), halo
(green short-dashed lines), halo with stronger outflow (light-blue dotted lines), bulge (red long-dashed lines), bulge with outflow (olive dot-
short-dashed lines), and thick disk (magenta dot-long-dashed lines).
contribute at [Fe/H] ∼ −2.5,−1.5, and −1, respectively in
the solar neighborhood, but at a higher [Fe/H] in the bulge
and thick disk models. The [(C, N, F)/Fe] ratios peak at
higher metallicities (see K11 for more discussion). At [Fe/H]
>
∼
− 1, [α/Fe] is higher and [Mn/Fe] is lower than in the so-
lar neighborhood,which is consistent with observations (e.g.,
Bensby et al. 2004a; Johnson et al. 2014).
Similar behaviour is also expected for neutron-capture ele-
ments. With our s+r models, [s/Fe] are lower in the bulge and
thick disk than in the solar neighborhood, at a given metal-
licity with [Fe/H] >
∼
− 1.5. If the contribution from NSMs
is larger, then [r/Fe] would also be lower. The difference be-
tween the two bulge models is seen only at the metal-rich
end, where the outflow model shows slightly lower [α/Fe]
and higher [r/Fe] than the wind model where star formation
is totally quenched. These trends seem very different from
observations. Johnson et al. (2012) showed that [(La, Nd,
Eu)/Fe] ratios are positive at [Fe/H] <
∼
− 1 and decrease
from [Fe/H] ∼ −1 to higher metallicities, which is similar
to the [α/Fe]–[Fe/H] relations. This is not produced in our
s+r models, and may suggest a different origin of neutron-
capture elements. In Figure 41, the green dashed lines show
the outflow bulge model with a different contribution of r-
processes; the fraction of MRSNE to HNe is decreases from
3% to 2%, so that the plateau value of [Eu/Fe] is consistent
with observations. In the blue dotted lines, the contribution
from AGB stars is halved as an experiment. [Zr/Fe] matches
with the observations, but not [La/Fe] and [Nd/Fe]. How-
ever, it is still not possible to reproduce the abundances of Zr,
La, and Nd, simultaneously. Similar observational results are
also shown by (Lucey et al. 2019).
Halo — If the chemical enrichment efficiency is lower
than in the solar neighborhood as in our standard halo model
(green short-dashed lines), the contribution from AGB stars
and NSMs becomes larger compared with that from core-
collapse supernovae, and thus [(s, r)/Fe] ratios are higher than
in the solar neighborhood at [Fe/H] >
∼
− 2. If the chem-
ical enrichment timescale is also shorter than in the solar
neighborhood as in our second halo model with stronger out-
flow (light-blue dotted lines), [(s, r)/Fe] ratios becomes even
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Figure 41. Evolution of [(Zr, La, Nd, Eu)/Fe] against [Fe/H] in
the Galactic bulge for the bulge with outflow model in Fig. 40 with
the same r-process model as for the solar neighborhood (red solid
lines), with lower MRSN rates (2% of HNe, green dashed lines),
and with a half contribution from AGB stars (blue dotted lines). The
observational data are taken from Johnson et al. (2012), respectively
for the stars with normal (open circles) and anomalously high n-
capture element abundances (crosses).
higher toward higher metallicities. The number of these rela-
tively metal-rich halo stars should be very small, but by find-
ing those stars with a large survey and measuring their vari-
ous elemental abundances, it may be possible to re-construct
the star formation history of the Galactic halo.
4. CONCLUSIONS AND DISCUSSION
We quantify of the origin of elements in the periodic table
(Fig. 39) by constructing GCE models for all stable elements
from C (A = 12) to U (A = 238) from the first principles,
i.e., with using theoretical nucleosynthesis yields and event
rates of all chemical enrichment sources. Compared with the
model in Kobayashi et al. (2011b), we update our GCE mod-
els including i) new solar abundances, ii) failed supernovae,
iii) super-AGB stars, iv) the s-process fromAGB stars, and v)
various r-process sites, i.e., ECSNe, ν-driven winds, NSMs,
and MRSNe. We then compare the evolutionary trends of el-
emental abundance ratios to the most reliable observational
abundances such as the NLTE analysis of Zhao et al. (2016)
and the LTE differential analysis of Reggiani et al (2017).
This has enabled us to understand the origin of the elements
as a function of time and environment and to draw the fol-
lowing conclusions.
• As required from recent observational and theoretical
studies of core-collapse supernovae, we find that stars
with initial masses ofM > 30M⊙ can become failed
supernovae if there is a significant contribution from
hypernovae at M ∼ 20 − 50M⊙, with a fraction of
≥ 1% at the solar metallicity and ∼ 50% below one-
tenth of the solar metallicity. Observationally, this rate
is comparable to the observed rate of broad-line SNe
Ibc at the present. The cosmic supernova rates will
give more constraints on the contribution of hyper-
novae. Theoretically, it is a matter of urgency to under-
stand the explosion mechanism of hypernovae, which
requires GR-MHD simulations with detailed micro-
physics.
• Although the fate of super-AGB stars (with M ∼
8 − 10M⊙ at solar metallicity) is crucial for super-
nova rates, their contribution to GCE is negligible,
unless hybrid WDs from the low-mass end of super-
AGB stars explode as so-called Type Iax supernovae,
or the high-mass end of super-AGB stars explode as
ECSNe. Because the mass ranges are shifted toward
lower masses for lower metallicities, the rates of these
supernovae will be higher in the low metallicity envi-
ronment such as in dwarf spheroidal galaxies.
• The observed abundances of the second (e.g., Ba) and
third (Pb) s-process peaks are well reproduced with
a smaller mass extent of 13C pockets in this paper.
The standard 13C pockets assumed in the models of
Karakas & Lugaro (2016) can explain the observed s-
process abundances up to Pb, but the elements belong-
ing to the second and third s-process peaks are over-
produced relative to the solar abundances. This de-
pends on the choice of the mass extent of the 13C
pocket in the models and needs to be tested further to-
gether with the contribution of ECSNe and ν-driven
winds to the first (e.g., Sr) s-process peak.
• Although the enhancement due to ECSNe is small,
∼ 0.1 dex for [(Cu, Zn)/Fe] ratios, ECSNe can pro-
vide enough light neutron-capture elements such as Sr,
Y, and Zr, together with AGB stars to reproduce their
observed trends and solar abundances. No extra LEPP
is needed. Adding the yields from ν-driven winds re-
sult in a strong over-production of these light s-process
elements. The yields we use are calculated separately
from core-collapse SNe yields, whereas they should
be consistently calculated together. For this reason it
is better to exclude their contribution from GCE until
self-consistent yields become available.
• NSMs can produce r-process elements up to Th and
U, but it is not possible to explain the evolution of r-
process elements with NSMs alone because i) the rates
are too low and ii) the timescales are too long to ex-
plain the observations at low metallicities. Note that,
however, we adopt a metallicity-dependent delay-time
distribution from binary population synthesis, which
involves a few unknown physics of binaries. Also, we
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apply 3D nucleosynthesis yields of a NS-NS merger to
both NS-NS and NS-BH mergers, however, the yields
of asymmetric NS-NSmergers or NS-BHmergersmay
be different. It is necessary to calculate nucleosynthe-
sis yields of NSMs with varying parameters.
• The observed evolutionary trends such as for Eu can be
well explained if∼ 3% of 25−50M⊙ hypernovae pro-
duce the r-process elements, as in magneto-rotational
supernovae. In this paper we apply 2D nucleosynthe-
sis yields of rotating iron-core collapse with magnetic
fields. It is unclear if the envelope totally collapses to
the central BH or not, and it is necessary to simulate
a long-time evolution of a whole star instead of iron
core. If the ejecta does not totally collapse, then C,
N, and α elements might be ejected as well as the r-
process elements.
• Our purely-theoretical models allow us to discover
consistencies, and inconsistencies, that arise only by
considering all the elements together. For example,
we find that silver is overproduced by a factor of 6,
while gold is underproduced a factor of 5 in the model
(Fig. 32). It would be worth revisiting the nuclear re-
action rates relevant to these elements. It is also nec-
essary to increase the samples of observational data, in
particular with Hubble Space Telescope.
• The chemical evolutionary tracks depend on the loca-
tion within the Galaxy. In general, at a given metal-
licity, rapid star formation such as in the bulge and
thick disk results in lower s-process elemental abun-
dances relative to iron, while inefficient star formation
such as in the halo gives higher neutron-capture ele-
mental abundances ratios than in the solar neighbor-
hood (Fig. 40). This is because the contributions from
the long time-delay sources, i.e., AGB stars, ECSNe,
and NSMs, are lower in the case of rapid star forma-
tion. Thus, this difference depending on the locations
is larger for the elements that are mainly produced
from low-mass AGB stars, e.g., Ba, La, Ce, and Pb,
and smaller for r-process elements such as Eu. Avail-
able observational data in the bulge may suggest that
the origins of neutron-capture elements are more com-
plicated and may depend on the location (Fig. 41).
We stress that these one-zone chemical evolution models
do not include the inhomogeneous enrichment that is partic-
ularly important at [Fe/H] <
∼
− 2.5. However regarding the
origins of neutron-capture elements, similar conclusions are
obtained with more realistic, chemo-hydrodynamical simula-
tions of a MilkyWay-type galaxy (e.g., Haynes & Kobayashi
2019). In the case of inhomogeneous enrichment, the con-
tribution from AGB stars also appears at low metallicities,
and fast rotating stars for N abundances are not needed
(Vincenzo & Kobayashi 2018a,b). This should also be tested
for the s-process together with the contribution from EC-
SNe (Haynes & Kobayashi 2020, in prep.). Finally, in our
GCE models, the effects of binary evolution are only par-
tially included as SNe Ia and NSMs. The AGB nucleosyn-
thesis yields may also be affected by binary interactions
(Izzard et al. 2006), and future work should study this effect
also in relation to the s-process.
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