Abstract: The article refers to the impact of damage and dynamic variables on operation of routing protocols and consequently to the whole network (Technical
Introduction
An important element in ensuring the connectivity high level requirements for uniformed services (i.e. military) is the need to ensure the transmission of data in a well-defined time regimes and dislocation [9, 10, 11] . This is made possible by the purchase of modern equipment and software from reputable suppliers of desired indicators of reliability (i.e. Mean Time Between Failures -MTBF, Mean Time To Repair -MTTR, readiness index -Kg) [12, 13] . The second way, easier to implement, is to use hardware and software redundancy are preceded by a detailed analysis of the possible occurrence of events in the military environment, for example, during the stabilization mission. This variant does not require significant investment and is a flexible solution that provides the desired technical airworthiness and functionality. The specific requirement is to destroy one way communication does not result in a loss of communication between the command and operational units remote from each other. Today's fighting systems need reliable communication not only at the level of issuing voice commands, but also in the form of data through the network layer, because the machines are able to more quickly and accurately than a man to react by sending each other tasks, and performing them. However, you have to deal with the various problems that may hinder the transmission of data. [1] On the basis of research and knowledge gained on exploitation specified PsRi at 0.1% probability of a occurrence of blockade PsRi and having a high efficiency of service delivery routing protocols, it is reasonable to adopt the analytical work and simulation studies and a real environment value of 1.74%. Given this, and the conclusions from the analysis of the above literature, the greatest impact on the Psz has a Kg. Therefore, in the next part of the article focuses on partial analysis of the determinants conditioning the lack of stationarity conditioned by the intensity of the damage and repairs [14, 15] .
Description of operational reality
For the mathematical description of the observed reality in layers (physical, abstract and symbolic), a model of the TO, I suggest you take advantage of dependency [2] . Let's assume that a network (e.g. network, TO) is the analysis object with the following mathematical model: (4) and storage: 
The analogy is a collection of operating system classical States in the sense of reliability is as follows:  generalized structural airworthiness criterion TO: 
At the level of the technical analysis data transport important is the essence of modern network using large-scale all sorts of items referred to in the field of telecommunications -terminals (i.e. the final operator, terminal that supports the transport of data and offering services, etc.) internal architecture similar to the machine processing data in digital form. In this environment, the implementation of the notified a demand for the service is connected with the: 1) The execution of threads and processes in terms of a single terminal.
2) Functional capabilities of resources:  transport and access in terms of data transmission,  traffic control (routing, switch) in terms of flow control.
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Taking into account the size and complexity of the factors proposed to be grouped into meaningful sets of determinants in the form of intrinsic properties TO, the properties of the operator and the harmful effects of the environment, as components of the formula for the probability of an airworthy condition:
where:  P wWi : the probability of correctness of operation of the TO, taking into account the internal property,  P pOpi : the probability of the proper functioning of the operator of TO, taking into account the knowledge and experience in project implementation time regimes (i.e., use or operate TO),  P zOti : the probability of remaining TO able to take account of the environment impact of airworthiness. Further tests will be taken into account only the probability of correctness of operation of the TO, taking into account the internal property (P wWi ), and the remaining probability will be considered in subsequent publicationsGeneralized dependence is:
where:
 K gi : readiness index structure,  P sri : the probability of blockage in the i-th element of the network (switch, router) taking into account the routing protocol to take account of the zoning for the safe and open,  P sni : the probability of the loss of the data stream in the i-th end (terminal the sender and the recipient, server, services, etc.) as a result of mistakenly operating procedures for the receipt, sorting, processing, and data transmission. Proposes to adopt for the network elements the following assumptions:
 for l-this node (P wW_l ):
 for m-this transport resource (P wWm ): Due to the complexity and suggests, for consideration of circumstances I propose to adopt the assumptions:  independent states of fitness,  stream failures without memory,  unsuitability one element does not change the status of the remaining elements of fitness,  there are no functional or correlative links between at times appear various fault conditions elements,  singularity and not failure (the failure is the emergence of sudden many damage) the stream of damage.
The value of indicators and niegotowości, depending on the implementation of the monitoring processes and repairs for the more common situation in operational practice, shall be determined from the mathematical form:
Construction of network architecture and testbed
Known and accessible to me materials and scientific works on the issues presented here, show a diverse and heterogeneous solutions in the definition of potentiality and efficiency data communications networks. A multitude of solutions is closely linked to the scientific interests represented by individual members of institutes and scientific research teams. The analysis of existing materials concludes that this issue is still at the research stage of the modeling and design, which means that there is no developed and implemented, and widely accepted methods allow reliable assessment of data communication networks. [3] [4] [5] [6] The object of research and modeling is a data communication network with a complex architecture. Presented in generally accessible literature, and clarified in this article the knowledge of the methods of testing the reliability of the network allows for precise clarification of the methodology of the study.It is noteworthy that the study of this kind is demanding, due to the effort of various kinds of calculations and estimates have adequate knowledge and skills to use specialized IT hardware.
Therefore, it was decided to divide the execution of the necessary amount of research on several stages. Methodology reliability of data communication network using a variety of media comes to the implementation of the following analytical and research works: 1) Develop a mathematical model of the network topology taking into account the:
 the route and length of teletransmission line,  the bandwidth of teletransmission line,  technical properties of transmission media and structures subnet. 2) Collect a set of information about both the technical parameters of all network elements as well as on indicators of reliability (failure rate) and the susceptibility of the repair (the intensity of repair). 3) Calculation of operational readiness of network elements. 4) Collect information about the network traffic data communications. 5) Acceptance criterion the unserviceability of network. 6) The selection method of reserving structural segments, which in this case are redundant transmission media. 7) Scenario development research network survivability for the following cases:
 all network components are capable of fitness,  introduction of failure of one transmission medium backbone,  increasing readiness index of one network element,  the introduction of single and dual passive reserve distribution for the components forming the backbone of the network. The purpose of analytical tests is to validate the implementation of increase of reliability through the use of additional reserves (communication media) in the actual ICT network and the designation of the limit value and an acceptable delivery delay time value on the Web. [7, 8] The study was carried out for the two scenarios for the operation of the network, respectively from the normal state of the network and the external exposures damaging the trunk links. The network architecture must comply with the numerous and high-level requirements to make it as much as possible functional, reliable and safe.It is obvious that architecture should be implemented under the concrete foundation, so as to achieve specific objectives. In this example it will be presented architecture consisting Unit Commanding (UC) and the number of Units Fire (UF) connected together in a star topology, where the focal point is UC. Units of the Fire are away from the Unit Commanding a few kilometers. This means the creation of demand for the implementation of secure and remote connections that were created using the electric, optical and radio trunks in every direction, to the greatest extent possible to increase the reliability of connections providing redundancy. Distant connections are in the secret side, it means that such calls are encrypted, because there is a risk that they may encounter on third parties, attempting to make the passive interference (ie. Overhear transmission) or active (ie. lock the transmission) on the link.End devices in both Units are on the side of the open, which means that the information that is received and sent in unencrypted form.
For users of an open network looks like it was flat, which is the same as if it was an ordinary LAN. In order to ensure maximum network performance using multicast traffic, because due to their modus operandi saves bandwidth usage and it not fills up transmission links unnecessary movement, such as retransmissions or sending the same information multiple times to each recipient individually, because it sends one packet that goes to multiple recipients. Network environment based on UDP/IP protocol stack consists of the following objects: 1) Unit Commanding -two routers (RP-XX0, RP-XX1), radiostation (R-4X0A), servers (SUS-8) and terminals (AC-XXIP). 2) Units Fire -one router (RP-XX0, RP-XX1), radiostation (R-4X0A), one terminal (AC-XXIP) and computer PC. Above is a diagram of the merger of the command of a unit of fire ( Fig. 1.) . Each Unit router RP-XX1 is connected to the router RP-XX0 through the Ethernet interfaces (ETH), while the connection between the units is carried out by means of WAN interfaces by road Electrical and optical and via the radio link. Due to its optical connection specification can reach speeds of up to 34 Mb/s and is the most desirable due to its reliability, speed and security. Due to the signal transfer using a light wave, it is not possible to overheard signal interference from the outside.
Fig. 1. Fragment network architecture
However, it is the most sensitive of the medium on the external exposure and could easily be a cable damage, for example, cutting or breaking the. In the case of nonavailability of the optical connection, next to the desired transmission medium is radio connection. It has a number of advantages because it does not require any cables for connecting calls is only required radio visibility, which reaches up to several kilometers for a direct connection but it is also possible intermediate stations, to increase the range.The speed of transmission, which is possible to achieve is about 10 Mb/s, but it is dependent on the available modulation. Modulation varies with conditions propagacyjnymi, which have an impact in the distance, weather conditions, signal-to-noise ratio, and the signal strength. This solution also has flaws, because it is not as stable as the cable as the signal quality depends on many variables. With adequate means can be a signal to disrupt.Another transmission medium is the electric trunk.
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This is the slowest cennection, because the transmissions speed of up to 2 Mb/s on the one pair, and are available to choose from a combination of single and double pair. The advantages of this solution must be low-cost connections because you just use normal electrical cable (i.e. cable PKL) to establish the connection. It is quite sturdy and hard to damage it, but it's easy to overhear.The network is configured as follows: devices located in addresses 10 The tests were carried on network monitoring and measuring the delay of the service realization, which was transmitted UDP messages in parallel with the video transmission (Fig. 2.) . The tests lasted from 6 to 20 h, the data show that the optic link provides the best conditions for data transport, and the time of the service realization is the preferred values. It has a higher delay than electric trunk provided better time of the service realization. This happened because the radio trunk has greater bandwidth and service that was realized has not been buffered for the device. Optical trunk is the most desired link, but in the case of damage is still available in both electric and radio medium, giving it an acceptable level of operation of the network and the time to repair the damaged link. Alternatively, in the event of a failure of the next medium is still a backup reserve.
Conclusions
Comprehensive information system with reliable and secure network architecture is a very important aspect of any organization in modern times.The most exposed the organization to provide high-quality network services are uniformed services, (ie. the army), which are a precursor of the most modern technologies. One of the main criteria for an efficient army is the efficient flow of information and issuing commands. To ensure these objectives can be achieved through the purchase of modern devices and software and correct their configuration, so that it will be possible to perform specific tasks. An important aspect of ensuring high reliability is to ensure link redundancy in the case of external exposure when it is damaged one of the media, there were still a few that can be used. In order to ensure high security you need to use encryptor and separate network to the open and secret side, that this side, which may have access to third parties was well secured and not run the risk of interference with the links. 
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Wstęp
Ważnym elementem w łączności zapewniającej wysokiego poziomu wymagania dla służb mundurowych (tj. wojsko) jest konieczność zapewnienia przekazu danych w ściśle zdefiniowanych reżimach czasowych i miejscach dyslokacji. [9, 10, 11] . Osiągnięcie tego wymagania jest możliwe przez zakup nowoczesnych urządzeń i oprogramowania renomowanych dostawców sprzętu charakteryzujących się pożądanymi wskaźnikami nieuszkadzalności (tj. średni czas poprawnej pracy między uszkodzeniami -MTBF, średni czas do przywrócenia stanu zdatności -MTTR, wskaźnik gotowości -Kg) [12] [13] [14] . Drugim sposobem, łatwiejszym do realizacji, jest zastosowanie redundancji sprzętowo-programowej poprzedzone szczegółową analizą możliwych do zaistnienia zdarzeń w środowisku działań zbrojnych np. podczas misji stabilizacyjnych. Ten wariant nie wymaga znacznych nakładów finansowych i jest elastycznym rozwiązaniem zapewniającym pożądaną zdatność techniczną i poprawność funkcjonalną. Szczególnym wymaganiem jest, aby zniszczenie jednego sposobu łączności nie skutkowało utratą komunikacji między dowództwem a jednostkami operacyjnymi oddalonymi od siebie. Dzisiejsze systemy walki potrzebują niezawodnej komunikacji nie tylko na poziomie wydawania komend głosowych, ale także w postaci danych za pośrednictwem warstwy sieciowej, ponieważ maszyny potrafią szybciej i precyzyjniej zareagować niż człowiek, przesyłając między sobą zadania i je wykonując. Jednak trzeba się zmierzyć z różnymi problemami mogącymi utrudnić przekaz danych [1, 2] .
Opis rzeczywistości eksploatacyjnej
Do opisu matematycznego obserwowalnej rzeczywistości na warstwach (fizycznej, abstrakcji i symbolicznej), w modelu OT, proponuję wykorzystać zależność [2] . Załóżmy, że sieć (np. sieć OT,) jest przedmiotem analizy następującego modelu matematycznego:
gdzie:  F z -atrybuty i własności;  f k -relacje i powiązania, współdziałanie; 
Analogicznie -zbiór stanów eksploatacyjnych klasycznego systemu w sensie niezawodnościowym jest następujący:  uogólnione kryterium zdatności strukturalnej OT:
Na poziomie analizy technicznej transportu danych ważna jest istota współczesnych sieci wykorzystujących na szeroką skalę różnego rodzaju elementy zwane w obszarze telekomunikacji -terminalami (tj. końcowym-operatora, dostępowym, obsługującym transport danych i oferującym usługi itp.) o architekturze wewnętrznej zbliżonej do maszyn przetwarzających dane w postaci cyfrowej.
1 Dla grafu skończonego W+T jest wielkością skończoną. 2 Symbol  oznacza iloczyn kartezjański. 3 Na zbiorze tego wektora można identyfikować np. funkcję efektywności elementu, systemu. 4 Zależność od wielu składowych upoważnia do traktowania, jako proces stochastyczny.
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W środowisku tym realizacja zgłoszonego zapotrzebowania na usługę związana jest z: 1) Realizacją wątków i procesów w ujęciu pojedynczego terminala. 2) Możliwościami funkcjonalnymi zasobów:
 dostępowych i transportowych w ujęciu przesyłu danych,  sterowania ruchem (trasowania, komutowania) w ujęciu sterowania strumieniem danych. Uwzględniając liczność i złożoność czynników, proponuje się je pogrupować w znaczące zbiory determinant w postaci właściwości wewnętrznych OT, właściwości operatora i szkodliwego wpływu otoczenia, jako składowe wzoru na prawdopodobieństwo stanu zdatności:
gdzie:  P wWi : prawdopodobieństwo poprawności funkcjonowania OT z uwzględnieniem własności wewnętrznych,  P pOpi : prawdopodobieństwo poprawnego funkcjonowania operatora OT z uwzględnieniem wiedzy i doświadczenia w reżimach czasowych realizacji przedsięwzięcia (tj. użytkowania lub obsługiwania OT),  P zOti : prawdopodobieństwo pozostania OT w stanie zdatności uwzględniające oddziaływanie otoczenia. Do dalszych analiz zostanie uwzględnione tylko prawdopodobieństwo poprawności funkcjonowania OT z uwzględnieniem własności wewnętrznych (P wWi ), a pozostałe prawdopodobieństwa będą rozpatrywane w kolejnych publikacjach. Uogólniona zależność to:
gdzie:  K gi -wskaźnik gotowości struktury,  P sri -prawdopodobieństwo wystąpienia blokady w i-tym elemencie sieciowym (przełączniku, routerze: dostępowym, brzegowym lub szkieletowym) uwzględniające protokół routingu uwzględniający podział na strefy bezpieczną i otwartą,  P sni -prawdopodobieństwo wystąpienia straty strumienia danych w i-tym elemencie końcowym (terminal nadawcy i odbiorcy, serwer usług, itp.) w wyniku błędnie funkcjonujących procedur przyjmowania, sortowania przetwarzania, przesyłania danych.
Rafał Polak, Dariusz Laskowski
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Proponuje się przyjąć dla elementów sieci następujące założenia:
 dla l-tego węzła (P wWl ):
 dla m-tego zasobu transportowego (P wWm ): 
gdzie:  ω Kg_i / ω Rn_i -waga wpływu wskaźnika gotowości / funkcja niezawodności na:
 ω Kg_l / ω Rn_l -l-ty węzeł,  ω Kg_m / ω Rn_m -m-ty zasób transportowy,  ω Op_i -waga wpływu własności oprogramowania wg modelu na:
 ω Op_l -l-ty węzeł,  ω Op_m -m-ty zasób transportowy,  ω sr_i -waga wpływu własności modelu obsługi zgłoszeń modelu na:
 ω sr_l -l-ty węzeł,  ω sr_m -m-ty zasób transportowy,  ω sn -waga wpływu synchronizacji.
Wartość wskaźników gotowości i niegotowości, w zależności od realizacji procesów monitoringu i napraw dla częściej spotykanych sytuacji w praktyce eksploatacyjnej, wyznacza się z postaci matematycznej:
Budowa architektury sieciowej oraz testbed
Znane i dostępne mi materiały oraz opracowania naukowe, dotyczące przedstawionych w rozprawie zagadnień, wskazują na różnorodne i niejednolite rozwiązania w zakresie określania potencjalności i efektywności sieci teleinformatycznych.
Mnogość rozwiązań jest ściśle powiązana z zainteresowaniami naukowymi reprezentowanymi przez poszczególnych członków instytutów i zespołów naukowo-badawczych. Z analizy dotychczasowych materiałów wynika wniosek, że omawiany problem badawczy jest nadal na etapie modelowania i projektowania, czyli że nie ma opracowanych i wdrożonych oraz powszechnie zaakceptowanych metod umożliwiających wiarygodną ocenę sieci teleinformatycznej. [3] [4] [5] [6] Obiektem badań i modelowania jest sieć teleinformatyczna o złożonej.
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Model symulacyjny sieci teleinformatycznej odzwierciedla najważniejsze elementy rzeczywistej sieci, z punktu widzenia realizowalności usług sieciowych. Przedstawiona, w ogólnie dostępnej literaturze przedmiotu, oraz uściślona w tym artykule wiedza o metodach badania niezawodności sieci pozwala na dokładne sprecyzowanie metodyki badania. Zauważmy, że badanie tego typu jest badaniem analitycznym wymagającym, z uwagi na pracochłonność różnego rodzaju obliczeń i oszacowań, posiadania odpowiedniego poziomu wiedzy i umiejętności wykorzystania specjalistycznego sprzętu teleinformatycznego. Dlatego też postanowiono podzielić wykonanie niezbędnej ilości obliczeń na kilka etapów. Metodyka badania niezawodności STI z wykorzystaniem różnych mediów sprowadza się do wykonania następujących prac analityczno-badawczych: 1) Opracowania matematycznego modelu topologii sieci teleinformatycznej z uwzględnieniem:  trasy i długość linii teletransmisyjnych;  przepustowości linii teletransmisyjnych;  technicznych własności mediów transmisyjnych i struktur podsieci. 2) Zebrania zbioru informacji zarówno o technicznych parametrach wszystkich elementów sieci jak i o wskaźnikach nieuszkadzalności (intensywność uszkodzeń) i podatności naprawczej (intensywność naprawy). 3) Obliczenia gotowości eksploatacyjnej elementów sieci. 4) Zebrania informacji o sieciowym natężeniu ruchu teleinformatycznym. 5) Przyjęcia kryterium oceny niezdatności sieci. 6) Wyboru metody rezerwowania segmentów strukturalnych, którymi w tym przypadku są nadmiarowe media transmisyjne. 7) Opracowania scenariusza badania przeżywalności sieci dla przypadków:
 wszystkie komponenty sieci są w stanie zdatności;  wprowadzenie uszkodzenia jednego medium transmisyjnego sieci szkieletowej;  zwiększenie wskaźnika gotowości jednego elementu sieci;  wprowadzenie pojedynczego i podwójnego pasywnego rezerwowania rozdzielczego dla komponentów tworzących szkielet sieci.
Celem badań analitycznych sieci jest sprawdzenie poprawności realizacji zwiększenia niezawodności poprzez zastosowanie dodatkowych rezerw (mediów transmisyjnych) w rzeczywistej sieci teleinformatycznej oraz wyznaczenie wartości dopuszczalnej oraz akceptowalnej wartości czasu opóźnienia zrealizowania usługi w sieci. [7, 8] Badanie zostało przeprowadzona dla dwóch scenariuszy funkcjonowania sieci odpowiednio z normalnym stanie działania sieci i po narażeniach zewnętrznych uszkadzających łącza traktowe. Architektura sieciowa musi spełniać liczne i wysokiego poziomu wymagania, aby była w jak największym stopniu funkcjonalna, niezawodna i bezpieczna. Oczywistym jest, że architektura powinna być realizowana pod konkretne założenia, tak, aby realizować określone cele.
