In this paper we present an approximation method based on discrete Hopfield neural network (DHNN) for solving temporal constraint satisfaction problems. This method is of interest for problems involving numeric and symbolic temporal constraints and where a solution satisfying the constraints of the problem needs to be found within a given deadline. More precisely the method has the ability to provide a solution with a quality proportional to the allocated process time. The quality of the solution corresponds here to the number of satisfied constraints. This property is very important for real world applications including reactive scheduling and planning and also for over constrained problems where a complete solution cannot be found. Experimental study, in terms of time cost and quality of the solution provided, of the DHNN based method we propose provides promising results comparing to the other exact methods based on branch and bound and approximation methods based on stochastic local search.
Introduction
In 1985, John Hopfield and David Tank first attempted using discrete Hopfield neural networks (DHNN) as an approximation method to solve optimization problems, mainly the Traveling Salesman Problem 1 . Since then, there has been wide spread interest in applying neural nets to solve a large variety of combinatorial optimization problems 2, 3 . In this paper we will use the Hopfield model as an approximation method to solve the binary constraint satisfaction problem (CSP) a involving numeric and symbolic temporal constraints. We call it temporal constraint satisfaction problem (TCSP) b . The goal here is to look for a solution that satisfies the temporal constraints of the a A CSP (Constraint Satisfaction Problem) 4, 5, 6, 7 involves a list of variables defined on finite domains of values and a list of relations (constraints) between variables. A binary CSP is a CSP where the relations are binary. b Note that this name and the corresponding acronym was used in 8 . This latter approach is different from our method in the way numeric (and also symbolic) constraints are represented. See 9 for a comparison of the two methods problem within a given deadline. More precisely the resolution method we propose has the ability to provide a solution with a quality proportional to the allocated process time. The quality corresponds here to the number of solved constraints. This property is of interest in many real world applications such as reactive scheduling and planning where the resolution method can be interrupted at any time and provides the optimal solution at that time. We talk then about anytime method (see 10 for more details about anytime algorithms). Also the method can be used to solve over constrained problems (problems where a complete solution cannot be found) by providing a partial solution satisfying the maximal number of temporal constraints.
In a previous work 11, 12 , we have proposed two type of anytime methods for solving TCSPs. The first one is an exact algorithm based on partial constraint satisfaction techniques 13 . Local consistency techniques and backtrack search methods we have used to solve TCSPs in general 9 were adapted to cope with, and take advantage of, the differences between partial and complete constraint satisfaction. The exact method is based on branch and bound techniques and has the advantage to provide a solution that is guaranteed to be optimal 11 . However, as we mentioned in 11, 12 , this method is impractical for large size problems and is in general useful to verify the optimality and, therefore, the quality of the solution returned by the approximation methods. The second type of methods are approximation algorithms based on local search techniques (Min-Conflict Random Walk (MCRW), Steepest Descent Random Walk (STRW) and Tabu Search). This second type of methods does not guarantee the optimality of the solution provided (as it is the case of the exact method) but is obviously of interest when it provides near optimal solutions.
In order to evaluate the performance in time of the method based on DHNN we propose, experimental comparisons with the exact and approximation methods we mentioned above have been performed on randomly generated temporal constraint problems. This study shows that the method based on DHNN presents promising results in the case of over-constrained problems.
The rest of the paper is organized as follows. In the next section we will present, through an example, our temporal model TemPro which represents symbolic and numeric information in the form of temporal constraints. Section 3 and 4 are dedicated respectively to the representation of numeric and symbolic time information using Neural Networks (the Hopfield model). Experimental comparison of the DHNN based method with the other approximation methods are reported in section 5. Finally, concluding remarks are presented in section 6. • earliest start is the earliest start time of the event.
CSP-based
• latest end is the latest end time of the event.
• duration is the duration of the event.
• step is the discretization step corresponding to the number of time units between the start time of two adjacent intervals belonging to the event domain.
To illustrate the different components of the model TemPro let us consider the following scheduling problem c . 
Example 1 The production of two items
The goal here is to find a possible schedule of the different machines to produce the two items and respecting all the constraints of the problem. We also assume that items A and B should be produced within 25 and 30 units of time respectively.
In the following we will describe how is the above problem transformed into a TCSP using our model TemPro. Figure 1 illustrates the graph representation of the TCSP corresponding the the scheduling problem. A temporal event corresponds here to the contribution of a given machine to produce a certain item. For example, the event AM 1 corresponds to the use of machine M 1 to produce the item A, . . ., etc. Seven events are needed in total to produce the two items as follows :
The translation to Allen primitives of the disjunction of the two sequences required to produce item B needs a 3-ary relation involving BM 1 , BM 22 and BM 3 . This relation states that BM 22 should occur between BM 1 and BM 3 . Since our temporal network handles only binary relations, the way we use to represent this kind of 3-ary relations is as follows : we create an additional event (EV T 1 ) and represent the constraints for producing item B as shown in figure 1 . The duration X of EV T 1 is greater(or equal) than the sum of the durations of BM 1 , BM 22 and BM 3 . 
Neural Representation of Numeric Constraints
To represent the event SOPO in terms of neurons, a two-dimensional array is adequate. One axis depicts the time line; one neuron equates to one discretization step. The other axis represents an individual SOPO event.
To represent an assignment of an interval to a particular event in terms of neural states, there should only be two neurons 'on' while the rest of the neurons 'off' for each given event. The two 'on' neurons represent the start and end times of the event interval. The distance between them (number of neurons between the start and end time neurons) represents the duration.
When dealing with the constraint and energy functions, the 'on' state is considered to be 1 and the 'off' state is considered to be 0. Each neuron a ij represents a time point j for a given event i. a ij can have only 2 possible values 0 or 1.
The approach we use to satisfy the different temporal constraints of the problem is essentially a Lagrangian relaxation of the constraints, i.e minimize the following energy function :
where :
• each C i is a nonnegative penalty function representing a given constraint,
The energy function F representing the numeric constraints will then be :
• F 1 represents the fact that there should be exactly 2 activated neurons (equal to 1) per row. F 1 includes also the constraint forcing each neuron to have a digital value (0 or 1).
where n is the number of events and h is the constant horizon (time before which all events should be processed).
• F 2 states that there are exactly 2 activated neurons per row within the temporal window of the event (EV i ) and distant by d i .
inf i , sup i and d i are respectively the earliest start time, latest end time and duration of a given event evt i .
By comparing F 1 and F 2 with the following energy function of the Hopfield net H, we are able to find proper weights w and thresholds wo for the network.
If we multiply out the summations in (2) we obtain constant terms, linear terms proportional to one a ij and quadratic terms with two a ij 's. The quadratic terms can be represented by connections w ij,kl between the units, while the linear terms can be considered as thresholds.
Neural Representation of Symbolic Constraints
As we mentioned in section 2, in our model TemPro qualitative constraints are disjunctions of Allen primitives. Thus, to represent qualitative constraints using neural networks, we need to find a neural representation for each of the 13 primitives (see table 1 for the definition of the 13 Allen primitives). To do so we need first to define the Allen primitives in the form of a list of equations involving the end points of the intervals and their durations. Table 2 defines the equations corresponding the Allen primitives E, S, M, D, O, F and S. The inverse relations are defined in a similar way. begin, end and dur are functions returning respectively the begin time, end time and duration of a given numeric interval. In the following we will present the conversion of the equations defined in table 2 to energy functions. 
I E J
F E = infi≤k≤supi−di (n i,k+d i + n j,k+d j + n i,k+d i + n j,k+d j − 4) I F J F F = inf j ≤k≤sup j −d j (n i,k+dj −di + n j,k + n i,k+di + n j,k+dj − 4) I M J F M = infi≤k≤supi−di (n i,k+d i + n j,k − 2) I P J F P = 1≤p≤max infi≤k≤supi−di (n i,k+p + n j,k − 2) I D J F D = inf j ≤k≤sup j −d j (n i,k + n j,k+a + n i,k+di+b + n j,k+dj − 4) + 1≤dur j −dur i 1≤dur j −dur i (a + b − dur i − dur j ) mouhoub A
Allen Primitive Corresponding Equation
X P Y begin(X) + p = begin(Y ), p > 0 X E Y begin(X) = begin(Y ) end(X) = end(Y ) X M Y end(X) = begin(Y ) X D Y begin(Y ) + a = begin(X) end(X) + b = end(Y ), a + b = dur(Y ) − dur(X) X O Y begin(X) + a = begin(Y ) end(X) + b = end(Y ) a + dur(Y ) = b + dur(X) X F Y end(X) = end(Y ) begin(X) = begin(Y ) + dur(Y ) − dur(X) X S Y begin(X) = begin(Y ) end(X) + dur(Y ) = end(Y ) + dur(X) I O J F O = infi≤k≤supi−di (n i,k+a + n j,k + n i,k+d i +b + n j,k+d j − 4) + 1≤duri (a − b + dur j − dur i )
Experimentation
In this section, we present comparative tests concerning different approximation algorithms based on local search, namely the Min-Conflict-Random-walk (MCRW), the Steepest-Descent-Random-Walk (SDRW) and the Tabu Search methods; and the method based on DHNN we propose. Tests are performed on consistent and inconsistent temporal constraint problems, each having 200 variables and randomly generated as shown in subsection 5.3. The experiments are performed on a SUN SPARC Ultra 5 station. All the procedures are coded in C/C++.
Comparison Criteria
We use two criteria to compare the different approximation methods. The first one is the quality of the solution, i.e the minimum number of violated constraints of the solution provided by the method. The second criterion is the computing effort needed by an algorithm to find its best solution. This last criterion is measured by the running time in seconds required by each algorithm.
Parameter tuning for MCRW, SDRW and Tabu Search
The performance of the approximation algorithms we use is greatly influenced by the following parameters : the size of the Tabu list, tl size, in the case of Tabu Search; and the random walk probability, p, in the case of MCRW and SDRW. Preliminary tests determined the following ranges of parameter values : 10 ≤ tl size ≤ 20 and 0.05 ≤ p ≤ 0.15.
Generated Instances
Each generated problem is characterized by two parameters : N the number of events and Horizon the parameter before which all events must be processed. In the following we will describe the generation of consistent and inconsistent problems.
Generation of Consistent Problems
Consistent problems of size N are those having at least one complete numeric solution (set of N numeric intervals satisfying all the constraints of the problem). Thus, to generate a consistent problem we first randomly generate a numeric solution and then add other other numeric and symbolic information to it. More precisely the generation is performed using the following steps.
Generation of the numeric solution
Randomly pick N pairs (x, y) of integers such that x < y and x, y ∈ [0, . . . , Horizon] (Horizon is the parameter before which all events must be processed). This set of N pairs forms the initial solution where each pair corresponds to a time interval.
Generation of the numeric constraints
For each interval (x, y) randomly pick an interval contained within [0.
.Horizon] and containing the interval (x, y). This newly generated interval defines the SOPO of the corresponding variable.
Generation of the symbolic constraints
Compute the basic Allen primitives that can hold between each interval pair of the initial solution. Add to each relation a random number in the interval mouhoub
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[0, N r] (1 ≤ N r ≤ 13) of chosen Allen primitives.
Example 2
Let us assume we want to generate a consistent problem with N = 3 and Horizon = 10.
(1) First a numeric solution is generated : S = {(1 4), (2 8), (5 7 
Generation of Inconsistent Problems
Each inconsistent problem of size N (N is the number of variables) is generated using the following steps.
Generation of numeric constraints
Randomly 
Generation of symbolic constraints
Randomly generate C constraints between the N events where C ∈ [1 . . .
in the case of a complete graph of constraints). Each constraint C is a disjunction of a random number N b (N b ∈ [1 . . . 13] ) of relations chosen randomly from the set of the 13 Allen primitives.
Consistency check of the generated problem
Perform the branch and bound method on the generated problem. If the quality q of the problem (number of non solved constraints) is equal to zero (the problem is consistent) goto 1 otherwise (q > 0) the problem is inconsistent.
The generated problems are characterized by their tightness, which can be measured, as shown in 16 , using the following definition :
The tightness of a CSP problem is the fraction of all possible pairs of values from the domain of two variables that are not allowed by the constraint.
The tightness depends in our case on the parameters Horizon (time before which all tasks should be processed), N r (the maximal number of Allen primitives per symbolic constraint) and the density of the problem (
where C is the number of constraints of the problem). Table 3 presents the results of the tests performed on randomly generated temporal consistent problems. It gives a summary of the best results of MCRW, SDRW, Tabu Search and the DHNN based method for the chosen instances in terms of quality of the solutions. The results correspond to the average running time and the quality of the solution provided by each method. To obtain these results, the algorithms were run 100 times on each instance, each run being given a maximum of 100,000 moves in the case of MCRW and 10,000 moves in the case of SDRW and Tabu Search. The parameter of each algorithm (the size of the Tabu list tl size and the random-walk probability p) is fixed according to the best value found during the parametric study. Note that, as mentioned in 12 , the cost in time of a move in the case of Tabu Search and SDRW is equal to N times the cost of a move in the case of the MCRW method, where N is the number of variables (events). From the data of Table 3 , when comparing the methods based on local search we can make the following observations. For under-constrained and middle-constrained problems, the MCRW method always provides the best results. It always founds a complete solution within a reasonable amount of time which is not the case of the other two methods. It is also faster than the other two methods to find solutions of the same quality. However for over-constrained problems (see last row of table 3) SDRW and Tabu Search have better performance. We can explain this by the fact that, for under constrained problems the initial configuration is in general of good quality. A complete solution can be obtained in this case by only changing the values of some conflicting variables (case of MCRW) instead of looking for the best neighbor which is much more expensive. When comparing the DHNN based method with the methods based on Local search, we notice that the former one provides better results for over-constrained problems. Table 4 presents tests performed on randomly generated inconsistent temporal problems. For each instance, the exact method based on branch and bound techniques 11 was first performed in order to get the optimal solution (solution with the minimum number of violated constraints). The three algorithms are then run 100 times on each instance, each run being given a maximum of 100,000 moves in the case of MCRW and 10,000 moves in the case of SDRW and Tabu search. Quality values in boldface correspond to the best quality (optimal solution) found by the exact method. From table 4 we can make the same observations we made for table 4 i.e the MCRW method is the algorithm of choice if we have to deal with under-constrained or middle-constrained problems. The effort made by SDRW and Tabu Search methods to look for the best neighbor helps only in the case of over constrained problems. As we can easily see, the DHNN based method is the best one for over-constrained problems. The Branch and Bound method is used here to check the goodness of solution provided by the approximation method.
Results

Conclusion
In this paper we have presented an approximation method based on discrete Hopfield neural network (DHNN) for solving problems involving numeric and symbolic temporal constraints. This approximation method has the property to provide a solution with a quality proportional to the allocated running time. This is very relevant since when dealing with these kind of problems in the real world we often look a solution that solves the maximal number of temporal constraints instead of a complete one. This can be the case of over constrained problems or those problems where a solution needs to be found within a given deadline.
In order to evaluate the performance of the DHNN based method we propose, experimental comparison with approximation methods based on randomized local search have been performed. Results show that the DHNN based method presents better results for over constrained problems.
