Abstract-In this paper, we present an investigation of how partner selection problems may be optimized by the use of a precedence network of subprojects. At the start, the problem is described by a model with the subscript-type of variables and nonanalytical objective function. It cannot be solved by general mathematical programming methods. By using the fuzzy rule quantification method, a fuzzy logic based decision making approach for the project scheduling is proposed. We then develop a fuzzy decision embedded heuristic genetic algorithm (GA/FD) to find the solution for partner selection. The approach was demonstrated by the use of an experimental example drawn from a coal fire power station construction project. The results show us that the suggested approach is possible to quickly achieve optimal solution for large size problems.
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I. INTRODUCTION
T O BE COMPETITIVE in the global manufacturing environment, the strategic collaboration with other enterprises becomes one of the most important factors [8] . This global partnership can be described in the philosophy of agile manufacturing as being driven by the opportunity for tendering on the internet [6] . When an enterprise wins a bid, it usually has to subdivide the won bid and subcontract some portions of it out again by tendering and find the best partners to complete the task. Although there are many factors that effect partner selection such as friendship, credit, quality, and reliability, the key tradeoff is usually based upon the cost and completion time. Depending on the nature of the bidders, the bid prices and completion time may vary widely. There may also be a tardiness penalty cost if the contracted project cannot be completed before its due date. Thus, taking the various costs into consideration, an optimal combination of partners can be worked out for the optimization of resource allocation in a global manufacturing environment.
Partnership and partner selection have been widely researched under agile manufacturing and supply chain management [7] , [15] , because it is an important function for information management systems of extended/virtual enterprises [2] , [14] . However, the mathematical models and optimization methods for partner selection are still a challenge to operations research [7] , [15] . This is because the complication of the problem does not stop at finding the optimal cost but also with time series.
Talluri and Baker proposed a two-phase mathematical programming approach for the partner selection in the design of a virtual enterprise [19] . In the cooperation relationship of subprojects contracted by partners, it may be represented by an activity network with precedence [3] , whereby each partner participates in the project in the form of a ring in the chain. The beginning and completion times of subprojects have to be determined by project scheduling. Thus, the problem could be considered as a partner selection problem with embedded project scheduling [1] . A further dimension to be considered is the investment for the project which is usually paid to the main contractor by installments. The installments can be described as a cash flow that often cannot meet the payments to the subproject contractors. Thus, the main contractor has to borrow from banks and pay interest to banks. Due to its complication, the partner selection problem may not easily be solved by general mathematical programming methods.
To solve this combinatorial optimization problem of partner selection we had developed a project scheduling embedded branch and bound (B&B) algorithm [11] . This algorithm in application terms has shown that it is efficient in finding at the optimal solution for middle size problems (with about 30 subprojects). However, it cannot solve large size problems (with more than 50 subprojects) in an acceptable time due to the fatal weakness of enumeration of B&B.
Since Zadeh first introduced the concepts of soft computing [22] , it has been an area of interest to many researchers [13] , [20] . The basic idea of soft computing is to use the hybrid intelligent methods to quickly achieve an inexact solution rather than the exact optimal solution through long search [16] . Since GAs are good for adaptive search and fuzzy logic can be used to solve complex problems by linguistic rule-based techniques [5] , [10] , [12] , [17] , the combination of GA and fuzzy logic is one of the most promising hybrid intelligent methods to solve complicated optimization problems [9] , [20] . Wang et al. developed a GA with fuzzy decision for the fuzzy due date bargaining problem and generalized the idea to fuzzy rule quantification [20] , [21] .
Since a global search without any prior knowledge of the problem can be very time consuming, the special knowledge and experience of experts are very valuable in reducing the complexity and speed up optimization computations associated with actual problems. However, knowledge and experience often can only be described by the nonquantitative decision-making rules which are not easily combined with other quantitative computation methods. The fuzzy quantification method for experience-based rules is a useful technique that uses decision factors and membership functions of corresponding fuzzy sets to represent knowledge and infer by fuzzy logic operations [4] , [23] . The rule-based inference engine thus developed can be embedded into other quantitative computation methods for solving actual problems.
To study the partner selection problem, we describe it with a model with a subscript-type of variables and a nonanalytical objective function. By using the fuzzy rule quantification method, a fuzzy logic based decision making approach for the project scheduling is proposed. From this, we develop a fuzzy decision embedded genetic algorithm (GA/FD) to obtain the partner selection solution.
The remainder of this paper is organized as follows. The formal description of the problem and model are presented in Section II. Then, encoding scheme and project scheduling are discussed in Section III. The fuzzy rule quantification and the suggested GA/FD is presented in Sections IV and V. The experimental example taken from an actual project for a coal fire power station and computational results are included in Section VI. Finally, the concluding marks are given in Section VII.
II. MODEL FOR PARTNER SELECTION
Assume a global enterprise (main contractor) wins the bid of a big project consisting of several subprojects. To describe the subprojects more clearly, we call them jobs. The enterprise is not able to complete the whole project from its own capacity and resources. Therefore, it has to call tender for these jobs.
Let the project to be consisted of jobs. From the precedence relationship between these jobs, they form an activity network [3] . An example of a project consisted of 16 jobs is shown in Fig. 1 . If job only can begin after the completion of job , i.e., job precedes job , we define the connected job pair by . There is the set of all connected job pairs. For the convenience of description, we label these jobs such that . Without the loss of generality, the final job is labeled as job . If final job cannot be determined, a virtual final job can be created [3] . For example, without job 16 in Fig. 1 , it would be a puzzle to determine which is the final job among job 13 and 15. Therefore, we have to create a virtual final job to follow job 13 and 15, and label it as job 16. Thus, we can define that the completion time of final job is the completion time of the project.
The project owner will pay the main contractor the construction cost by a cash flow noted as , where is the due date of the project. If the project is tardy, the main contractor will receive a tardiness penalty of for a unit tardy time.
For job , there are candidates responded to the tender invitation. For the candidate of job , its bid cost is and processing time is periods. To simplify the problem, we assume that the main contractor will pay the job cost to the selected subcontractors by two installments. The first payment is at the beginning of the job and the remaining at the completion time of the job . Since the cash flow from the project owner may not meet the requirement of subprojects, the money shortage would happen. In the case of money shortage, the main contractor may loan from a bank with a interesting rate of . The objective is to select the optimal combination of partner enterprises for all jobs to minimize the total cost of the project including the job costs to all selected partners, the loan interest to bank, and the tardiness penalty to the project owner.
The following variables are defined.
job is contracted to candidate (1) Let and be the beginning time and completion time of job for the selection.
Then, the problem can be described as the following model:
(3) (4) is the integer between and (5) where, stands for . Since the superscript of several sums is not a constant, and the operator is nonanalytical, the objective function is not continuous and differentiable. There are some variables in its subscripts. For example, the subscript of includes a variable . It is difficult to be treated by the traditional mathematical programming methods but easy with GAs.
III. MODEL SIMPLIFICATION AND ENCODING SCHEME

A. Encoding Scheme
For the GA, we take the natural number string as the gene representation. Let , where is a integer between 1 and . It stands for the candidate is selected for the job . Thus, is referred to as a selection. A selection represents a chromosome or an individual in the GA. For example, a natural number string of eight bits is a selection or a chromosome of a project of eight jobs. It means that the candidate three for job 1, the candidate two for job 2, and so on, are selected.
B. Selection Comparison Theory
To simplify the solution process, we define an inefficient candidate as follows.
Definition 1:
The candidate of job is inefficient if there exists a candidate for the same job with or . It is easy to prove that the optimal solution consists without any inefficient candidates. Thus, they are not considered in the model.
We sequence the candidates for job on the bid cost from low to high. It is (6) In the case of that all inefficient candidates have been eliminated, we have (7) According to Definition 1, there is no candidate pair with only one equality among the two inequalities of cost and processing time if all inefficient candidates are eliminated.
If a pair of sections and stands for that and for at least one exiting among 1 to . To simplify the description, let the net cost of a selection, , be the sum of job costs and the loan interest for the selection , i.e., (8) It means the tardiness penalty is not included in the net cost. Thus, cost and tardiness penalty can be treated separately. In addition, let the increments of the job cost and processing time of the candidate for job be and
From inequalities (6) and (7) it is clear that we have and (11) Because is usually very small, (12) is easy to be met for most practical problems.
There are two special selections in the solution space. They are defined as follows.
Definition 2: The selection and are defined as the latest and earliest selections, respectively.
Corollary 1: If (12) is met, the latest selection has the longest completion time and the lowest net cost , and the earliest selection has the shortest and the highest . Proof: Since for any selection , we have ; then, from Theorem 1, the following inequalities are true:
and This corollary provides the foundation to describe the fuzzy factors by proper membership functions.
C. Project Scheduling
Once a selection fixes the candidates for all jobs, the project scheduling can be done by Procedure PS. To minimize the loan interest, the basic idea is to schedule all jobs as later as possible subject to the precedence constrains.
To simplify the description, for a selection , we define
Then the step-by-step procedure is described as follows.
Procedure PS:
Step 1) From job to , calculate the initial starting time and the completion time by the equation at the bottom of the page and .
Step 2) Fix the project completion time of job by and the starting time of job by . From to 1, determine the starting time and the completion time by and
Step 3) For to , if , job is included into the critical job set , otherwise it is included into the noncritical job set . Step 4) Calculate the money requirement from period to by
Step 5) Calculate the net cost by and the objective value by and return to the main routing of GA. We see, the objective function value for a selection can be obtained by Procedure PS. In addition, the critical jobs in the critical path and noncritical jobs can also be determined by this procedure. It is noted that there is no a fixed critical path. The different selections of candidates would cause the different critical paths.
IV. FUZZY DECISION RULES
A. Fuzzy Rule Quantification
The basic idea of fuzzy rule quantification can be described as follows [21] .
The knowledge and experience of an expert usually can be represented as a collection of "IF THEN " rules. Only a limited number of factors and decisions can be considered when a decision is made by a human.
Assuming the limited number of decisions is , the decision space is (14) where is the th decision. There are factors related to the decision, . Then, the human decision-making rules usually are described by following "IF THEN " statement
where is the state of factor associated with decision . The symbol stands for the arbitrary logic relationship between the factors.
Since the above "IF THEN " rules are nonquantitative ones, they are not easily combined with other quantitative computational algorithms.
To quantify the decision-making rules, we define as the state of the decision system, if there exists if there does not exist where is the quantified value of . The state of factor can be described by its membership function . Thus (16) where stands for the fuzzy logic operations corresponding to the logic relationship . If (17) then the decision is selected as the best decision at state . By appropriately defining the membership function of each factor and each fuzzy logic operation, human decision-making rules can be properly represented by (16) and (17) . Thus, the nonquantitative rule-based human decision-making method can be combined with other quantitative methods.
B. Fuzzy Decision in Partner Selection
For the partner selection problem, the knowledge and experiences of project scheduling are very valuable. As we know, the randomly generated selections in GA usually are not good. But the people to make project scheduling have some valuable experiences which can be used modify the selections. For example, the cheaper candidates can be selected for noncritical jobs to reduce total cost; the faster candidates can be selected for the critical jobs when the project is tardy. Thus, it is natural to consider to use of the above fuzzy rule quantification in solving the problem.
To start the quantification, we introduce several sets which will be used in the description of the factors and decisions.
Definition 3: The set of plusable critical jobs pc , the set of minusable critical jobs mc , and the set of minusable noncritical jobs mnc are defined by pc and 
respectively. There are six factors to be consider for the fuzzy decision. Factor 1)
Expensiveness situation of net cost of the selection in consideration. Factor 2)
Tardiness situation of the selection. Factor 3)
Earliness situation of the selection. Factor 4)
Number of plusable critical jobs pc . Factor 5)
Number of minusable critical jobs mc . Factor 6)
Number of minusable noncritical jobs mnc . The numbers pc mc , and mnc are the element numbers of sets pc mc , and mnc .
The first three factors are fuzzy. Their membership functions are defined by (25)-(27). The final three factors are deterministic integers represented by pc mc , and mnc , respectively.
To clear the description, we define The membership function is shown in Fig. 2(a) . The tardiness situation is represented as the fuzzy number with membership function
The membership function is shown in Fig. 2(b) . Similarly, the earliness situation is represented as the fuzzy number with membership function if if if (27) The membership function is shown in Fig. 2(c) . Once the above factors are evaluated, we can make decisions based on them. The decision are composed by the basic modification operations. There are two basic modification operations are designed.
1) The plus one operation is to replace the candidate by for job . 2) The minus one operation is to replace the candidate by for job . Then we get the decision space included in the four fuzzy decisions. Decision 1)
Randomly select pc critical jobs from pc to do the plus one operation and mnc noncritical jobs from mnc to do the minus one operation. Where stands for the minimum integer greater than . Decision 2)
Randomly select mc critical jobs from mc and mnc noncritical jobs from mnc to do the minus one operation. Decision 3) Randomly select mnc noncritical jobs from mnc to do the minus one operator. Decision 4)
Without any operation and return to main routing. Decision 1 is used to meet the due date by shortening the critical path and decreasing the cost. Decision 2 decreases the total cost by selecting cheaper candidates for both critical and noncritical jobs. Decision 3 decreases the net cost by changing only the noncritical jobs and keeping the critical jobs unchanged. The final decision is to keep all jobs unchanged. We see that the changed job numbers in the above decisions depend upon the element numbers of the sets and that the membership degrees belong to correlated fuzzy situations.
Let be the membership degree of fuzzy decision . Considering the effect of the above factors on these decisions we have 
where , and " " denotes Hamacher's product, i.e.,
where is a selected parameter for fuzzy product. Different fuzzy products can be obtained by selecting different values for [23] . Given , decision is selected if
The above fuzzy logic operations may be interpreted as follows. Equation (28) means that the choice of Decision 1 is chosen if the project is tardy and its net cost is not high. Equation (29) means that Decision 2 is chosen in the case of the early completion and higher net cost. Equation (30) means that Decision 3 is chosen if the completion is just at due date and the net cost is higher. The meaning of (31) is clear, i.e., Decision 4 is selected when the completion is just at due date and the net cost is also lower.
The fuzzy decision is made after the net cost, completion time, and the sets of critical and noncritical jobs have been achieved by Procedure PS. The step-by-step procedure to make the fuzzy decision is as follows.
Procedure FD:
Step 1) Calculate the degree of the membership of the three fuzzy factors , and the integer values of the deterministic factors pc mc , and mnc .
Step 2) Calculate the degree of membership of fuzzy decisions, .
Step 3) Select decision according to (33).
Step 4) Replace selected jobs by operations , or both upon the selected decision .
Step 5) Call Procedure PS to reschedule all jobs and calculate the objective function.
Step 6) Return the values of and to the main routine of the GA. While the recommended method is intrinsically a rule-based method, it uses the fuzzy logic operations in (28)-(33) to determine the best decision instead of creating and activating a large number of rules as is done in traditional rule-based methods.
V. FUZZY DECISION EMBEDDED GENETIC ALGORITHM (GA/FD)
The basic idea of the fuzzy decision embedded genetic algorithm (GA/FD) is to select the partner combination by GA at the first level of algorithm and to schedule all jobs with a fixed partner combination by fuzzy decision at the second level.
In designing a GA, it is necessary to specify a suitable representation for genes, a fitness function, a selection strategy, some genetic operators, and a stopping rule [10] , [17] .
For our GA, the natural number string specifying the partner selection of the jobs is taken as the gene representation. The fitness function is defined by linearly scaling [5] the objective function of (2), i.e., (34) where is the population size, is the maximum of the objective values achieved in the population, and is a positive number which can be adjusted with the iteration progress to change the selection pressure [5] .
The two-cut-point crossover and the altering mutation are used as the genetic operators in the GA [5] . The first operator is to exchange the middle section between the two random cut points of two parents to produce two children; the second is to randomly select a bit and alter its value of gene [5] . It is evident that all chromosomes can keep legal and feasible when the genetic operations of above crossover and mutation are done.
The commonly used "roulette wheel" with proportional selection is adopted as the selection strategy. Computations are stopped once a specified maximum number of generations has been examined [5] , [17] .
The step-by-step procedure of the GA/FD is as follows.
Algorithm GA/FD:
Step 1) Specify the parameters: population size NP, the maximum number of generations NG, crossover probability , and mutation probability . Here, we assume .
Step 2) Sequence and label the jobs to meet the inequalities (6) and (7 Step 9) To generate the new population, use the selection probabilities to select chromosomes for two-cut-point crossover, chromosomes for altering mutation, and chromosomes to pass on to the new population unaltered. Go to Step 5.
Step 10) Output and as the optimal solution. Note that Steps 1 to 3 initialize the algorithm.
Step 4 generates the initial population of the GA. Steps 5 to 9 are the backbone of the GA.
Step 5 checks the stop criterion.
Step 6 is the nuclear step of the algorithm. It first calls the Procedure PS to schedule project for a given selection in substep 6.1, then, calls the Procedure FD to modify the selection in substep 6.2. Finally, it finds out the maximum and minimum of this generation.
Step 7 is update the optimum.
Step 8 calculates the fitness function and the selection probability.
Step 9 is to do the genetic operations. The final step (Step 10) is to output the achieved result.
VI. NUMERICAL ANALYSIS
The algorithm was coded by FORTRAN and run on a Pentium II/366 PC; satisfactory results were achieved.
A. Example
The first example of the problem is a real-life problem of the construction project of a coal fire power station.
The project consists of 16 jobs as shown in Table I . Its due date is 36 months. The tardiness penalty is RMB 48 million for 1 month (RMB is the unit of Chinese money). The payment rule for all jobs is 65% at the beginning the job and the rest when the job is completed. The loan interest rate is 0.6%/month.
The precedence relationship represented by the activity-on arc mode is shown in Fig. 1 . The candidates' respondes to tenders of all jobs are listed in Table II. TABLE II  LIST OF CANDIDATES FOR ALL JOBS The total investment is RMB 485 million. The cash flow is shown in the second column of Table III. Nine inefficient candidates (A2, B3, F3, H5, H7, H8, K1, K5, and P2) are identified and removed. The remaining candidates satisfy the condition of (12) .
The parameters of the GA are set by and By running the algorithm, we get values for scaling the membership function and The coefficients and are set to 0.0 and , and are set to 1.0.
The achieved solution is shown in Table IV . Its total cost is RMB 472.4842 million, and the completion time is 36. It is just on time. The main contractor can obtain a profit of RMB 12.52 million from the project. Comparing the result by the B&B algorithm [11] , we see that the solution is optimal.
The cash flow, payment flow, and money surplus or shortage are shown in Table III .
B. Performance Comparison
To test the performance of the GA/FD, we randomly produced some problems with different sizes. The results together with the comparison of the GA without embedded fuzzy decision GA and the branch and bound algorithm (B&B) [11] are shown in Table V. In the table, "Size" stands for the size of the solution space and "CPU Time" for the computation time of each running by CPU. The "Best Rate" is tested by 100 running with different random seeds. The parameter settings for GA and GA/FD both are and From Table V , we see that the problem size grows with the job number very fast. The recommended GA/FD can achieve the optimal solution with a probability and the computation time does not grow fast with the size increase. The B&B algorithm can guarantee the optimum but it will fail in large scale problems due to the long running time. Although the GA can solve larger problems faster, it cannot, in general, find the optimal solution. In case the optimal solution is needed for a large size problem, we can repeatedly run the recommended algorithm GA/FD several times. Thus, the probability to achieve the optimal solution will be increased greatly. For the example of 60 jobs in Table V, TABLE III  CASH FLOW, REQUIREMENT, AND SURPLUS/SHORTAGE   TABLE IV  JOB LIST AND EVALUATED COSTS AND PROCESSING TIMES if we repeat GA/FD ten times, the probability to achieve optimum will be . It is very close to 1.0 and the total time consumption of ten runnings of GA/FD is no more than 10 min.
The comparison strongly shows us that the fuzzy decision is able to efficiently improve the computation performance of complex combinatorial optimization problems. 
VII. CONCLUDING REMARKS
The work on the partner selection problem of extended enterprises leads us to make the following concluding remarks.
• The mathematical model (2)- (5) provide a formal description for the subcontractors selection problems of project management. It has the potential to be an efficient quantitative tool for more complex partnership analysis in the virtual global business environment.
• The encoding scheme and the theorem on the selection comparison enable us to describe the fuzzy factors by the proper membership functions.
• The fuzzy rule quantification method provides a way to embed the nonquantitative fuzzy rules into quantitative computation.
• The recommended GA embedded fuzzy decision can fast achieve the optimal solution of the mentioned problems with a probability. Comparing with the GA without fuzzy decision and the B&B algorithms, it has the better synthetic performance in both computational speed and optimality. The computation results show its potential to the practical subcontractor selection and project management problems.
