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Introduction. Since Becker's (1973) seminal contribution, the marriage market has been predominantly modeled as a matching market with transferable utility. Men and women are characterized by vectors of attributes denoted respectively x 2 R dx for men and y 2 R dy for women. These vectors may incorporate various dimensions such as education, wealth, health, physical attractiveness, etc. It is assumed that when a man with attributes x and a woman with attributes y form a pair, they generate a surplus equal to (x; y). This surplus is shared endogenously between the two partners. Denoting P and Q the respective probability distributions of attributes of married men and women, it follows from the results of Shapley and Shubik (1972) that the stable matching will maximize
with respect to all joint distributions of (X; Y ) such that X P and Y Q. For convenience, we assume that these distributions are centered
Becker went further in the analysis by assuming that sorting occurs on single-dimensional ability indices for men and women, say x and y, which are constructed linearly with respect to the original attributes x = 0 x and y = 0 y where 2 R dx and 2 R dy are the weights according to which the various attributes enter the respective indices. Following Becker (1973) , assume that the matching surplus of individuals of attributes x and y, denoted (x; y), only depends on the indices x and y and takes the form
where is supermodular, that is @ 2 x; y ( x; y) 0. As a result, the optimal solution exhibits positive assortative matching, that is, the equilibrium distribution of the attributes 
If the cumulative distribution function F 0 Y is invertible, one may then write
is a nondecreasing map; thus the ability index of a woman is a nondecreasing function of that of the man she is matched with.
Given this speci…cation and the observation of (X; Y )
, one would like to estimate whose value at optimum is in general less or equal than one.
In the applied literature, and are frequently estimated by multivariate Ordinary
Least Squares (OLS) regression. It is worth remarking that this is closely related, but not quite identical to, Canonical Correlation. Consider the following OLS regression The consistency problem. A crucial question is whether the Canonical Correlation method is consistent, namely whether ( c ; c ) = ( ; ). It turns out that the answer is yes in the case of Gaussian marginal distributions P and Q, but no in more general cases as we shall now explain. We now state our result. The main statement, part (ii) of the theorem, is proven using a counterexample.
Theorem 1 ((In-)Consistency of Canonical Correlation). The following holds:
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(i) If P and Q are Gaussian distributions, then the Canonical Correlation is consistent in the sense that
(ii) In general, Canonical Correlation is not consistent.
Proof. (i) When P = N (0; X ) and Q = N (0; Y ), with ; 6 = 0 two vectors of weights,
where the optimization is over the set of random vectors (X; Y ) with …xed marginal distributions P and Q. Thus, for (X ; Y ) solution of the above problem, the correlation between 0 X and 0 Y is one. Indeed, the optimal (X; Y ) is such that
The result is immediate: for the optimal (X; Y ), the correlation between 0 X and 0 Y is one and since this is the maximal value of Program (1), it follows that ( ; ) = ( c ; c ).
(ii) However, when P and Q fail to be Gaussian, the canonical correlation estimator ( c ; c ) di¤ers from the true parameters ( ; ) in general, as seen in the following example.
Let P be the distribution of (X 1 ; X 2 ) where X 1 takes value 1 with probability 1=2 and 1 with probability 1=2, and X 2 is exponentially distributed with parameter 1 and independent
. Hence the optimal coupling X ;Ŷ is such that Y = FX X where FX (:) is the c.d.f. ofX, which is expressed as
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and as EG (X 2 + 2) = 1 e 2 =2 and EG (X 2 2) = e 2 =2, we get
Similarly,
and using the fact that
and
Now the Canonical Correlation estimator ( c 1 ; c 2 ) of ( 1 ; 2 ) solves in this setting
Using (2) and (3), this becomes
Therefore the Canonical Correlation estimator is not consistent in this example.
Note that the example in part (ii) of the proof also shows that OLS is inconsistent. In this example the dimension of Y is one, so that OLS and Canonical Correlation yield the same estimators of and . The above example has nothing pathological and implies that estimators of ( ; ) based on Canonical Correlation face the risk of being biased as soon as the marginal distributions are not Gaussian.
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Final remarks. The problem discussed in this paper obviously raises the question: how can we replace Canonical Correlation by a technique that is consistent? One …rst proposal is to look for and that maximize Spearman's rank correlation between 0 X and 0 Y .
In other words, look for 
has no reason to be convex with respect to and , so global optimization techniques may and, using a singular value decomposition to test whether the dimension of A is e.g.
one, in which case A = 0 . This provides a consistent estimation of and . We refer to Dupuy and Galichon (2012) for a detailed exposition of the procedure.
