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Resumo 
O processo de abastecimento de água, em termos de quantidade e qualidade é uma 
preocupação crescente do estado Angolano. O presente estudo, tem como objetivo 
investigar a qualidade da água consumida no Município do  Lubango-Angola, a partir das 
três fontes de tratamento da rede de distribuição da direção provincial de energia e águas, e 
de três chafarizes localizados em zonas periféricas  desta cidade. Neste trabalho serão 
utilizadas cartas de controlo no âmbito do Controlo Estatístico do Processo, para a 
avaliação de duas importantes características da água potável: Turbidez e Cloro Residual.   
Foram identificadas e explicadas as causas comuns e especiais para o Cloro Residual 
(causa especial de variação) e criadas estratégias para tentar eliminá-las. 
Numa primeira fase, após a recolha dos dados nas três subestações de tratamentos  de água, 
e com o auxilio do software R versão 3.1.0 (R DEVELOPMENT CORE TEAM, 2014), 
especificamente através do pacote qcc ( SCRUCCA, 2004) desenvolvido para o controlo 
de qualidade, foram aplicadas as cartas de controlo clássicas e especiais, tendo-se 
verificado que os dados são autocorrelacionados e apresentaram-se fora dos limites de 
controlo. Numa segunda fase, com auxilio do pacote forecast (HYNDMANN; 
KHANDAKAR, 2008) para ajuste do modelo ARIMA, foram obtidos os resíduos do 
modelo. Após a sua aplicação do mesmo verificou-se que as cartas  de controlo não 
apresentavam pontos fora do limites de controlo.  
  
Palavras-Chave: Controlo Estatístico do Processo, Autocorrelação, Cartas de Controlo 




The process of water supply in terms of quantity and quality is being a continuous concern 
for the Angolan state. The objective of the current study is to investigate the quality of 
water consumed in Lubango-Angola municipality, basing on the three sources of treatment 
and distribution that belongs to the provincial power and water management,  and  the 
three  water fountains located at the city outskirt.  Charts controls will be used in this work  
the scope of statistical process control, for the evaluation of the two important 
characteristics of drinking water: Turbidity and residual chlorine. 
The common and special causes for residual chlorine (special cause of variation) have been 
identified and explained  and strategies were  developed to try to eliminate them. At the 
first phase, after data collection in the three substations of water treatments, and  with the 
aid of software R version 3.1.0 (R DEVELOPMENT CORE TEAM, 2014), specifically 
through the qcc package (SCRUCCA,2004) developed for the quality control, were applied 
classic  control charts  and special, being verified that the  date are auto correlated and  
were presented out of control limits. At the second phase, with the help of the forecast 
package (HYNDMANN; KHANDAKAR, 2008) to adjust the ARIMA model, the residuals 
of the model were obtained. After its application of the same model, it was verified that the 
control charts were not presenting points outside the limit models.  
 
Key words: Statistical process control, Autocorrelation, special control charts, and 
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Introdução 
A água é o liquido mais abundante do planeta e é essencial para sobrevivência dos seres 
vivos. Existem dois tipos de fontes de água bruta destinadas á produção de água potável 
que são as águas superficiais (rios, lagos, canais, etc.) e  subterrâneas (lençóis 
subterrâneos). 
As águas superficiais são de mais fácil captação e por isso tendem a ser mais utilizadas 
para consumo humano. No controlo da qualidade da água para o consumo humano devem 
ser adoptados  critérios de qualidade, processos de tratamento e técnicas adequadas para 
se cumprir com os requisitos legais estabelecidos. De salientar que em Angola o Decreto 
Presidencial nº 261/11 de 6 de Outubro ( DR I Série Nº 193 de 6 de Outubro de 2011) 
sobre a Regulamentação Angolana da Qualidade de Água, as águas doces superficiais, 
destinadas ao consumo humano, são classificadas em três categorias, de acordo com 
normas de qualidade fixadas no documento. No entanto, este diploma legal não regula a 
qualidade da água potável. 
Para a Organização Mundial da Saúde (OMS) e seus países membros, “todas as pessoas, 
em quaisquer estágios de desenvolvimento e condições socioeconómicas têm o direito de 
ter acesso a um suprimento adequado de água potável e segura”. “Segura”, neste 
contexto, refere-se a uma oferta de água que não represente um risco significativo para a 
saúde, que tenha quantidade suficiente para atender a todas as necessidades domésticas, 
que esteja disponível continuamente e que tenha um custo acessível (Organização 
Panamericana de Saúde, 2009). 
Para a determinação dos parâmetros da qualidade da água para o consumo humano, 
vamos basear-nos Decreto Lei nº 243/2011, de 5 de Setembro. Diário da Republica Nº 
206 - 1ª Série `` A Qualidade da Água para o Consumo Humano, Portugal´´.     
A qualidade de um serviço pode ser medida de acordo com uma fórmula bem simples 
cujo resultado é a diferença entre o Serviço Prestado e o Serviço Esperado. Assim, 
segundo Carvalho (2005), nessa avaliação, questiona-se se a necessidade inicialmente 
imposta pelo cliente foi plenamente atendida.  
O conceito de qualidade sempre foi parte integrante de quase todos os produtos  e 
serviços, mas a conscientização de sua importância e a introdução de métodos de controlo 
para a melhoria da qualidade têm tido um desenvolvimento ao longo do tempo. 
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O crescimento da população mundial desencadeia um maior consumo de água. A 
qualidade da água está cada vez mais deteriorada  pelo facto de em simultâneo com o 
desenvolvimento da humanidade, ocorrer também mais poluição (por agentes de natureza 
química e/ou biológica) e desperdício deste recurso, que resulta em a água imprópria para 
o consumo humano (Azevedo, 1991). 
Nota-se que diversas medidas sanitárias (tratamento da água) vêm sendo desenvolvidas 
com o objetivo de melhorar a qualidade da água fornecida para o consumo humano. 
Entretanto, e apesar dos esforços desenvolvidos é relevante destacar como contrapartida a 
utilização de produtos químicos no tratamento da água para o consumo humano, o qual 
quando em teor elevado torna-se também prejudicial á saúde, como é o caso do cloro 
residual (D’agula, 2000). 
O abastecimento de água em termos de quantidade e qualidade é uma preocupação 
crescente de qualquer sociedade. A qualidade da água tem sido comprometida desde a 
fonte de captação, pelo lançamento de efluentes e resíduos, o que exige investimento nas 
estações de tratamento para garantir a qualidade da água fornecida. A água que sai das 
estações de tratamento para a rede de distribuição deve atender os limites de 
especificação para alguns parâmetros. Mas além de atender estes limites, para garantir a 
qualidade da água de abastecimento, é importante avaliar também a variabilidade ao 
longo do percurso da água até a torneira do consumidor. Neste sentido, as cartas de 
controlo estatístico do processo desempenham um papel importante.  
O presente estudo tem como objetivo,  aplicar técnicas estatísticas na área do controlo da 
qualidade, para a avaliação da qualidade da água consumida no Município do Lubango-
Angola. Neste estudo, utilizaremos  cartas de controlo, para avaliarmos dois parâmetros 
da água potável: a turbidez e o cloro residual, para tal, será necessário:  
 Estudar e compreender, a turbidez e o cloro residual livre;  
 Estudar e compreender, o tratamento da água para consumo humano de forma 
convencional; 
 Identificar as condições em que a água se encontra ao longo do sistema de distribuição 
para o consumo humano;  
 Detectar qualquer sinal de deterioração da qualidade da água distribuída para o 
consumo humano;  
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 Avaliar a necessidade de qualquer intervenção na rede para melhoria de qualidade da 
água distribuída para o consumo humano;  
 Aplicar as técnicas de Controlo Estatístico da Qualidade em particular o  Controlo  
Estatístico do Processo; 
 Fazer a avaliação integrada da qualidade da água tratada e distribuída ao consumidor, 
por  meio de análises laboratoriais e da análise de dados secundários, fornecidos pelo 
“controlo”; 
 Aplicar a análise da autocorrelação e das Series Temporais;  
 Demonstrar a importância da verificação dos pressupostos de autocorrelação e 
independência das amostras;  
 Comparar a sensibilidade existente entre as carta de controlo do tipo Shewhart, Soma 
Acumulada (CUSUM), Média Móvel Exponencialmente Ponderada (EWMA), 
monitorizando as variáveis  na detenção de pequenas mudanças da turbidez e do cloro 
residual na água;  
 Analisar estatisticamente as cartas  e verificar se realmente estão dentro das 
especificações impostas pela normas internacionais sobre a qualidade da água própria 
para o consumo humano;  
Dentro dos objetivos traçados, é pertinente procurar respostas concretas para as seguintes 
questões: 
 Que factores podem intervir significativamente na qualidade da água consumida no 
município do Lubango-Huila? Como explicar esses fenómenos? 
Que estratégias devem ser recomendadas de modo a optimizar a qualidade da água no 
processo de distribuição para o consumo humano ? 
Com esta metodologia  esperamos apresentar uma proposta de monitorização do processo  
da turbidez e o cloro residual livre da água, para a da variabilidade dessas características 
de qualidade da água. 
Para a efectivação dos objectivos , este trabalho será dividido em duas partes. A primeira 
parte será constituída pelos capítulos 1, 2 e 3 correspondendo ao desenvolvimento 
teórico. A segunda parte será constituída pelos capítulos 4 e 5 e corresponderá ao 
desenvolvimento prático, conclusões e recomendações.  
    4 
 
No capítulo 1 é apresentada a introdução ao problema em estudo, á revisão da literatura 
bem como a definição dos termos,  conceitos e enquadramento sobre a água e suas 
características tendo em vista o controlo e monitorização da qualidade no controlo 
estatístico do processo. 
No capítulo 2 apresenta-se a caracterização, organização e a descrição de como é feito o 
controlo de qualidade da água distribuída no município do Lubango.    
No capítulo 3  apresentam-se os conceitos teóricos, matemáticos e estatísticos necessários 
para a construção do modelo utilizado na resolução do problema e a metodologia seguida 
nos modelos de previsão que são utilizados neste estudo.  
No capítulo 4, será feita a caracterização da empresa e uma abordagem aos resultados 
obtidos, a partir das técnicas do controlo estatístico do processo (CEP) para o 
monitoramento dos parâmetros em análise. Também será apresentada a abordagem 
teórica para a verificação da independência e da normalidade dos dados.  
No capítulo 5, serão apresentadas as considerações e recomendações finais, constatadas 
ao longo da investigação e sugestões para trabalhos futuros. 
O estudo que é proposto, limita-se á utilização das cartas de controlo para casos de dados 
autocorrelacionados para variáveis quantitativas, através das técnicas de ajuste das cartas 
de séries  temporais, a partir do modelos ARIMA, as cartas de controlo de Shewhart,  
EWMA e CUSUM.  
  
Capítulo 1 - Introdução ao Controlo da Qualidade 
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1. Introdução ao controlo da qualidade 
1.1 Introdução   
Os métodos estatísticos e sua aplicação na melhoria da qualidade têm uma longa história 
que começa formalmente em 1924 com Walter A. Shewhart, na Bell Telephone 
Laboratories onde foi desenvolvido o conceito estatístico das cartas de controlo. Durante a 
segunda guerra mundial houve uma grande expansão do uso e aceitação do controlo 
estatístico da qualidade, essa experiência de guerra tornou claro que as técnicas, eram 
necessárias para controlar e melhorar a qualidade dos produtos. 
A qualidade do ajustamento é influenciada por inúmeros factores, incluindo a escolha dos 
processos de manufactura, o treino e supervisão da mão-de-obra, o tipo de sistema de 
garantia de qualidade usado (controlo do processo, testes, actividades de inspecção etc.), a 
extensão com que esses procedimentos de garantia de qualidade são seguidos, e a 
motivação dos colaboradores para alcançar qualidade. 
1.2 Revisão da literatura 
Como refere Alves (2003), o factor mais importante no controlo de um processo é a 
compreensão do estado do mesmo com exactidão, interpretando a carta de controlo e 
tomando imediatamente acções apropriadas assim que houver um alerta de causa especial 
ou estrutural. A implantação do controlo estatístico do processo e a consequente redução 
da variabilidade geram uma redução nos custos e um aumento na produtividade. Em 
consequência disso, há um aumento da capacidade de produção com pouco ou nenhum 
investimento adicional em equipamentos ou força de trabalho. 
O estudo da variabilidade natural do processo é fundamental para a determinação dos 
limites de controlo, que são definidos pelo processo e controlados pela organização. Esses 
limites devem ser menores que os limites de especificação e têm como objetivo estabelecer 
controlos internos com menor tolerância, enquanto que limites de especificação são 
definidos pelo mercado ou órgão regulador (Rodrigues, 2010). 
A utilização das  cartas de controlo no (CEP) é de extrema importância, uma vez são 
elementos visuais para a monitorização de produtos e processos onde através deles 
podemos identificar rapidamente alterações desproporcionais ou causas especiais, 
alertando sobre a necessidade de agir no processo (Samohyl, 2009). 
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Dixon e Chiswell (1996) consideram que a monitorização deve ser realizado com um 
propósito e os programas podem ser projectados para atender a uma variedade de metas de 
informação, por exemplo, a avaliação das condições do ambiente, identificação de 
tendências, ou a detenção de violação aos limites legais.  
Dessa forma, é necessário que o objectivo da monitorização esteja claro antes de iniciá-lo.  
Os objetivos podem ser baseados em requisitos operacionais ou de gestão e podem 
responder a procura variada, já que a monitorização é uma ferramenta para estabelecer 
padrões de qualidade, determinar tendências de qualidade, identificar trechos semelhantes 
ou não e identificar fontes e causas de degradação da qualidade (Chapman, 1992; Viana, 
2012). 
 
As redes de monitorização da qualidade da água têm sido tradicionalmente concebidas com 
base na experiência e intuição relacionadas com a prevenção da degradação da qualidade 
da água, em vez de serem baseadas num projecto sistemático e com objetivos específicos 
de monitorização. 
A fim de atender aos objetivos de monitorização, gestores de rede selecionam locais de 
monitorização visando avaliar as condições de qualidade da água para a melhoria, 
manutenção de boa qualidade, controlo  de alterações nessa qualidade e controlo da 
poluição (Park et al., 2006). 
Além disso, os programas de monitorização são dispendiosos e por isso há a necessidade 
de optimização da rede de amostragem proposta, com a análise da frequência de 
amostragem e do número de parâmetros monitorizados, reduzindo esses para os mais 
representativos, sem perda de informação útil (Nonato et al., 2007). 
As técnicas estatísticas multivariadas e a análise exploratória de dados são ferramentas 
apropriadas para uma redução significativa das medidas físico-químicas, permitindo a 
análise e interpretação desses complexos conjuntos de dados de qualidade da água e a 
compreensão das variações temporais e espaciais (Singh et al., 2004; Zhou et al., 2007).  
Tanto os processos naturais, como o clima, a precipitação, a erosão, o intemperismo, a 
geologia, o tipo de solo, quanto as influências antropogénicas, tais como actividades 
urbanas, industriais e agrícolas (uso e ocupação do solo) e o aumento da exploração dos 
recursos hídricos, podem determinar a qualidade da água numa região (Mendiguchía et al., 
2004; Singh et al., 2004, Vega et al., 1998).  
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Henning et al. (2011), no seu artigo utilizou as cartas do CEP do tipo soma acumulada 
(CUSUM) em indicadores de qualidade da água potável e concluíram que algumas cartas 
de controlo merecem atenção ao monitorizar indicadores de qualidade da água, pois estes 
podem apresentar autocorrelação. 
Para que se tenha uma água com qualidade, apropriada para o consumo humano, é 
necessário que haja, durante todo o processo de distribuição, um controlo eficaz garantindo 
assim a sua potabilidade e não trazendo riscos para a saúde. Na prática esse controlo vem 
acompanhado de alguns problemas, pois são inúmeros os factores que podem prejudicar o 
abastecimento, causando assim a contaminação da água. Esses problemas em geral 
necessitam serem detectados de maneira rápida afim de poderem ser solucionados com 
urgência, sempre visando à saúde do consumidor (Frazão, 2010). 
 
1.3 Definição de qualidade 
Como refere Montgomery (2012),  ``Qualidade significa adequação para uso´´ havendo 
dois aspectos gerais da adequação ao uso: Qualidade do projecto e qualidade de 
ajustamento. 
 Definição tradicional: qualidade significa adequação ao uso; 
 Definição moderna: qualidade é inversamente proporcional à variabilidade; 
 Melhoria da qualidade é a redução da variabilidade nos processos e produtos. 
 
1.4 Controlo e monitorização da qualidade 
Foi no período após segunda guerra mundial, no Japão, em que o controlo da qualidade 
começou a ser difundido. Os anos passaram e a qualidade foi definida de várias formas. De 
acordo com Juran (1992) qualidade é adequação ao uso, já Crosby 1992 diz que é 
conformidade com os requisitos e segundo Deming (1990) qualidade é a satisfação das 
necessidades do cliente em primeiro lugar. Todas estas definições estão correctas já que 
todas essas têm como objetivo, atender as vontades do cliente. 
A água comporta vários componentes de origem ambiental ou proveniente da actividade 
humana. A qualidade da água é avaliada a partir das suas características físicas, químicas e 
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biológicas. Estas características são consideradas impurezas quando os valores obtidos são 
superiores aos valores estabelecidos para determinada utilização (Henning et al., 2011).  
Neste são utilizadas as cartas de controlo em dois momentos distintos. A primeira fase será 
para controlo dos parâmetros da água a partir dos centros de tratamentos e nas torneiras. 
Na segunda fase será para o controlo dos parâmetros a partir das torneiras dos 
consumidores,  utilizando a carta de controlo de Shewhart e as cartas especiais da CUSUM 
e EWMA,  para controlar a série da previsão da condutividade e para comparar o 
comportamento de cada uma das cartas apresentadas. 
Desta forma é possível ter um controlo da água que entra na rede, uma previsão das 
características que deverão ter à saída da mesma, e uma carta para controlar essa mesma 
previsão de saída. Desta forma é possível detectar eventuais falhas no sistema, quer nas 
entradas (causas especiais de variação nas cartas de entrada), quer na distribuição (através 
da previsão) e no reservatório final, com a previsão e as cartas que a controlam. 
 
1.5 Controlo estatístico do processo na avaliação qualidade da água 
A qualidade da água nos sistemas de distribuição da água para o consumo pode sofrer 
várias mudanças, fazendo com que a qualidade no consumidor final se diferencie da 
qualidade da água que deixa a estação de tratamento. Tais mudanças podem ser causadas 
por variações químicas e biológicas ou por uma perda de integridade do sistema. 
A água contém diversos componentes, provenientes do próprio ambiente natural ou que 
são incorporados a partir de actividades humanas. A partir das suas características físicas, 
químicas e biológicas é possível avaliar a sua qualidade. Estas características constituem 
impurezas quando alcançam valores superiores aos estabelecidos para determinado uso. 
Fay e Silva (2006), consideram no semiárido brasileiro que: 
O maior problema é a má distribuição do espaço - temporal das águas superficiais para o 
consumo humano no meio rural, o que prejudica a sobrevivência e a qualidade de vida da 
população. Os maiores potenciais hídricos disponíveis se encontram nos rios perenes e 
perenizados, lagos, poços tubulares e nas barragens, das quais a maioria da água 




Controlo Estatístico do Processo (CEP) possibilita a monitorização das características de 
qualidade de interesse, assegurando sua manutenção dentro de limites pré-estabelecidos e 
indicando quando adoptar acções de correcções e melhorias. O CEP permite a redução 
sistemática da variabilidade nas características da qualidade, num esforço de melhorar a 
qualidade intrínseca, a produtividade e a confiabilidade do que está sendo produzido ou 
fornecido. 
O controlo estatístico de qualidade é operacionalizado por meio das cartas de controlo que 
são utilizados para monitorizar o desempenho de um processo a partir da definição de uma 
área de controlo aceitável. As cartas do controlo de qualidade do processo (CEP) são 
elementos visuais para a monitorização dos processos, pois conseguem detectar 
rapidamente alterações desproporcionais e causas especiais, sinalizando a necessidade de 
intervir no processo (Araújo, 2010).  
De acordo com Montgomery (2012) são dois os tipos de causas: causas especiais e causas 
comuns. Causas especiais são eventos que ocorrem casualmente, em períodos irregulares, e 
que devem ser eliminadas ou reduzidas. As causas comuns são relativamente pequenas, na  
maioria alteram a variabilidade do processo, apesar de sua ocorrência a variação é inerente 
ao processo e são praticamente inevitáveis.  
De acordo com Follador (2010), para analisar de forma rápida e eficiente os dados que 
indicam a qualidade da água, que é objeto do nosso estudo, podem ser praticadas técnicas 
de controlo estatístico do processo. Estas técnicas colaboram de forma eficaz para a 
monitorização ambiental. São diversos os tipos de análise estatística que podem se utilizar-
se, entre elas destacam-se as ferramentas, como as cartas de controlo para medidas 
individuais: Shewhart, carta de CUSUM e as carta de EWMA, devido á sua simplicidade 
operacional e realista em relação à deteção de problemas, resultando num bom 
desempenho na monitorização da qualidade da água.  
A qualidade foi sempre parte integrante de quase todos os produtos e serviços, mas a 
consciencialização da sua importância e a introdução de métodos de controlo para a  
melhoria da qualidade têm tido um desenvolvimento evolutivo.  
Os objetivos das cartas de controlo são por um lado a monitorização do desempenho de um 
processo ao longo do tempo e a identificação da presença de causas atribuíveis que podem 
afetar a qualidade da produção. Este dispositivo está entre os mais importantes e 
amplamente utilizados nas empresas. As cartas de controlo podem ser classificadas como 
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cartas de controlo por variáveis e cartas de controlo por atributos. De um modo geral, as 
mais utilizadas são as cartas  para variáveis.  
O desempenho da carta de controlo é comumente avaliado através dos parâmetros 
relacionados com a distribuição do tempo necessário para a carta emitir um sinal 
verdadeiro  ou falso. 
As cartas de controlo tradicionais de Shewhart não possuem habilidade suficiente para 
detetar pequenas mudanças no processo e, se reduzirmos a extensão do limites de controlo 
para menos de 3σ o número de alarmes falsos pode aumentar perdendo a credibilidade da 
monitorização. Montgomery (2012) sugere que para a cartas de controlo para medidas 
individuais sejam utilizados cartas mais robustos, como por exemplo, CUSUM e EWMA. 
Monitoriza-se entre as amostras, o valor médio com a carta, o desvio padrão com a carta S 
e a amplitude, carta R. As amostras podem ser divididas em subgrupos racionais  1n  ou 
em observações individuais, quando 1n . Neste último caso aplica-se a carta de controlo 
X  para medidas individuais (Montgomery, 2012).  
O maior objectivo do controlo estatístico do processos é a eliminação da variabilidade. As 
cartas de controlo são ferramentas eficientes que permitem a redução sistemática dessa 
variabilidade das características da qualidade, seja de um produto ou serviço. 
Neste contexto, aplicam-se os conceitos do controlo estatístico do processos (CEP) na 
análise dos níveis do cloro residual e turbidez na água fornecida na cidade do Lubango-
Angola. Para atender as suposições de normalidade e independência, procede a estimação 
do modelo auto-regressivo integrado da média móvel (ARIMA). Posteriormente as cartas  
de Shewhart, Soma Acumulativa (CUSUM) e cartas de controlo Média Móvel 
Exponencialmente Ponderada (EWMA) são utilizadas, aplicados e analisadas, com o  




Capítulo 2 - Caracterização da Empresa 
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2. Caracterização da empresa 
2.1 Introdução 
Neste capítulo faremos uma breve apresentação da empresa que serviu de suporte à 
elaboração da aplicação apresentada na presente dissertação. Será feita uma abordagem da 
água para consumo humano, a apresentação do sistema de abastecimento, assim como do 
controlo e da qualidade da água distribuídas para consumo. 
2.2 Apresentação da empresa 
A empresa em estudo é pública, pertencente a Empresa Provincial de Energia e Águas, 
localizada em Angola,  na Província da Huila, Município do Lubango. Além da 
distribuição de energia tem também como uns dos objetivos principais o tratamento e a 
distribuição de água potável para o consumo humano, bem como o controlo da qualidade 
da água a ser distribuída cuja a origem é superficial e subterrânea. A empresa é auxiliada 
nas suas análises pelo Laboratório Provincial de Controlo de Qualidade de Água, que 
também é publica e tem como responsáveis, um técnico profissional e dois técnicos 
auxiliares. 
Este laboratório tem também a responsabilidade de realizar colheitas de amostras de água a 
cada uma das zonas de abastecimento para análises de controlo de rotina e de inspecção, 
cujo objectivo é controlar parâmetros físicos, químicos e microbiológicos. 
 
Este laboratório foi inaugurado no âmbito das comemorações do 22 de Março de 2014, dia 
mundial da água. As obras e o apetrechamento do laboratório provincial de controlo de 
qualidade, construído nos arredores do Lubango, está orçado acerca 35 milhões de 







Actualmente, o laboratório dispõe de uma equipa constituída por um profissional e dois 
técnicos auxiliar, que realizam de acordo com o PCQA (Plano de Controlo de Qualidade 
da Água), algumas colheitas das amostras para análise e os respectivos ensaios físicos, 
químicos e microbiológicos. Este plano é obrigatório e definido anualmente, os ensaios são 
feitos de acordo com métodos normalizados e aplicam-se à água da rede de distribuição do 
município, destinada ao consumo humano. 
2.3 Água de consumo e suas características  
A água potável é definida como aquela que pode ser bebida sem que dai resulte perigo para 
a saúde de quem consome, agradável ao paladar e á vista dos consumidores,  e que não 
causa deterioração das diferentes partes do sistema de abastecimento até ao consumidor. 
Água é o nome comum que se aplica ao estado líquido do composto de hidrogénio e 
oxigénio. Num documento científico apresentado em 1804, o químico francês Joseph 
Louis Gay-Lussac e o naturalista alemão Alexander Von Humboldt demonstraram, 
conjuntamente, que a água consistia em dois volumes de hidrogênio e um de oxigênio, tal 
como se expressa na fórmula actual H2O. 
A estrutura química de uma molécula de água é formada por dois átomos de hidrogénio e 
um átomo de oxigénio: H2O. No entanto, deve ser lembrado que estes dois elementos 
apresentam formas isotópicas. 
• Hidrogénio: H¹ (próton), H² (deutério), H³ (trítio); 
• Oxigénio: O16, O17, O18. 
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Para caracterizar uma água são determinados diversos parâmetros, que são indicadores da 
qualidade da água. As características físicas, químicas e biológicas da água estão 
associadas a uma série de processos que ocorrem no corpo hídrico e na bacia de drenagem. 
Ao se abordar-se a questão da qualidade da água, é fundamental ter em mente que o meio 
líquido apresenta duas características marcantes, que condicionam de maneira absoluta, a 
configuração desta qualidade: capacidade de dissolução e capacidade de transporte. 
Constata-se, assim, que a água, além de ser formada pelos elementos hidrogénio e oxigénio 
na proporção de dois para um, também pode dissolver uma ampla variedade de 
substâncias, as quais conferem à água suas características peculiares. Além disso, as 
substâncias dissolvidas e as partículas presentes no seio da massa líquida são transportadas 
pelos cursos de água, mudando continuamente de posição e estabelecendo um carácter 
fortemente dinâmico para a questão da qualidade da água. Neste aspecto, é bastante 
esclarecedora a afirmação do filósofo grego Heraclito, de que “nunca se cruza o mesmo rio 
duas vezes”. Na segunda vez não é o mesmo rio que cruzamos, já que as características da 
água, em maior ou menor grau, serão seguramente distintas. A conjunção das capacidades 
de dissolução e de transporte conduz ao facto de que a qualidade de uma água é resultante 
dos processos que ocorrem na massa líquida e na bacia de drenagem do corpo hídrico. 
Verifica-se, assim, que o sistema aquático não é formado unicamente pelo rio ou lago, mas 
inclui, obrigatoriamente, a bacia de distribuição, exactamente onde ocorrem os fenómenos 
que irão, em última escala, conferir à água as suas características de qualidade. 
Outro aspecto bastante relevante refere-se às comunidades de organismos que habitam no 
ambiente aquático. Na sua actividade metabólica, alguns organismos provocam alterações 
físicas e químicas na água, enquanto que outros sofrem os efeitos destas alterações. Desta 
forma, observa-se a ocorrência de processos interactivos dos organismos com o seu meio 
ambiente, facto este que constitui a base da ciência denominada Ecologia. 
Os parâmetros que compõem as características físicas da água são: temperatura, sabor, 
odor, cor, turbidez, sólidos (em suspensão ou dissolvidos) e condutividade eléctrica. Já os 
parâmetros químicos compreendem pH, alcalinidade, acidez, dureza, cloretos, ferro e 
manganês, nitrogénio, fósforo, fluoretos, oxigénio dissolvido. Sobre os parâmetros que 
representam suas características biológicas têm-se as bactérias coliformes e algas. 
Segundo Montgomery (2012), diversas características de qualidade podem ser medidas. 
Como uma característica de qualidade é uma variável, que em geral permite a 
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monitorização tanto do valor médio da característica de qualidade como sua variabilidade, 
para isso, as cartas de controlo são amplamente utilizadas. 
2.4 Sistema de abastecimento de água 
O abastecimento de água é realizado por três unidades de tratamento da cidade do  
Lubango, nomeadamente Reserva da Mapunda (Tundavala A), Reserva da Humpata 
(Bombagem B) e Reserva da Proteica (Estufa C) com as capacidades  nominais de 
tratamentos de 1.050 l/s,  1.050 l/s e 2.050 l/s respectivamente, sendo A e C de origem 
superficial e B de origem subterrânea.  
A Estação de Tratamento de Água do Lubango tem a capacidade total para o tratamento de 
4150 l/s de água, com cloro gasoso. 
Os dados de turbidez e do cloro residual analisados neste trabalho foram retirados dessas 
estações e analisados no Laboratório Provincial de Controlo de Qualidade de Água da 
Huíla.  
O fornecimento de água é feito a cerca de 516 mil habitantes do município do Lubango, 
entre as quais, habitações familiares, empresas e instituições, com uma taxa de cobertura 
de 76% das necessidades dos consumidores.  
2.5 Controlo de qualidade da água 
Como foi referido anteriormente, a água captada e distribuída no município do Lubango é 
de origem superficial e subterrânea. Com o intuito de desinfectar a água captada é 
adicionado nas estações de tratamento, o cloro gasoso. 
2.5.1 Cloretos 
A desinfecção constitui a etapa do tratamento da água cuja função principal consiste na 
inactivação dos microrganismos patogénicos, realizada por intermédio de agentes físicos 
e/ou químicos. Ainda que nas demais etapas da potabilizacão haja redução do numero dos 
microrganismos agregados as partículas coloidais, tal intento não consiste no objetivo 
principal dos demais processos e operações unitárias usuais no tratamento das águas de 
abastecimento para o consumo humano. A desinfecção deve ser considerada indispensável 
e prioritária sempre que a água estiver contaminada. Numa uma segunda vertente, a 
destruição completa de todas as formas vivas presentes nas águas naturais é possível 
denominando-se de esterilização. 
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Embora haja recomendações indicando a necessidade de profilaxia da coloração dos 
esgotos domésticos datadas de 1831/1832, somente a partir da constatação efectuada em 
1854 pelo médico ingles Jonh Snow – comprovando empiricamente a relação intrínseca 
entre a água consumida e a transmissão da cólera o processo de desinfecção começou a ser 
disseminado pelos sistemas de abastecimento de agua. 
Na América do Norte, o emprego do cloro e seus compostos bem como os primeiros 
desinfectantes praticamente sobrepõe o histórico do processo de desinfecção e a própria 
evolução do emprego desse gás. No início do século, o cloro e seus compostos passaram a 
ser utilizados como desinfectantes nas estações de tratamento de água de Chicago, Nova 
Jersey, Montreal, Nova York, Cleveland, entre outras, perfazendo já em 1918 mais de mil 
sistemas de abastecimento, para uma vazão total da ordem de 132 m3/s. Na mesma época, 
com o intuito de assegurar o residual na rede de distribuição e reduzir os odores na água 
tratada, iniciou-se em Otawa e Denver o emprego da cloroamoniação como alternativa de 
desinfecção. 
Vale a pena referir as razões que culminaram com a disseminação do cloro e seus 
compostos como desinfectantes a partir do inicio do século XX. Podem ser destacadas, 
entre outras: 
a) Inactivação em tempo relativamente curto dos microrganismos até então conhecidos, 
presentes nas águas naturais; 
b) Nas dosagens usualmente utilizadas na desinfecção, o cloro não é tóxico aos seres 
humanos e não confere odor ou sabor na água; 
c) Disponível a custo razoável e de fácil transporte, manuseio, armazenamento e 
aplicação; 
d) Produção residuais relativamente estáveis; 
e) Fácil determinação pelo método iodo métrico disponível na época.  
 
Na Europa sucedeu-se um processo distinto. Há registos do emprego intermitente de 
compostos de cloro nos sistemas de abastecimento de Maidstone, Inglaterra, e Midlekerde, 
Bélgica, em 1897 e 1902, respectivamente. O uso continuo da cloração ocorreu 
inicialmente na cidade de Lincoln, Inglaterra, em 1905. Noutra vertente, verificou-se o 
emprego do ozónio como desinfectante na cidade francesa de Nice em 1906, embora 
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registos anteriores se reportem a primeira aplicação em águas de abastecimento na cidade 
holandesa de Oudshoorn em 1893. Nos Estados Unidos, a primeira instalação de 
ozonização efectuou-se também em 1906 na cidade de Nova York e em 1987 apenas cinco 
estações de tratamento empregavam esse gás na pré-desinfeção, objectivando a remoção de 
compostos orgânicos precursores da formação de trihalometanos passíveis de conferir 
sabor e odor a água tratada. 
Os cloretos, geralmente, provêm da dissolução de minerais ou da intrusão da águas do mar, 
e ainda podem advir dos esgotos domésticos ou industriais. Em altas concentrações, 
conferem sabor salgado à água ou propriedades laxativas. 
Em contacto com a água, o cloro hidrolisa, forma os íon de hidrogénio e cloreto e o ácido 
hipocloroso. Este ácido dissocia-se gerando íon de hidrogénio e hipoclorito. O ácido 
hipocloroso e o íon hipoclorito são os principais responsáveis pela oxidação da matéria 
orgânica indesejada e a soma de suas concentrações é conhecida como cloro residual livre, 
que varia com a temperatura e pH da água, sendo de importância vital na inibição do 
crescimento bacteriano (Brasil, 2006). 
 
2.5.2 Turbidez 
A turbidez pode ser definida como uma medida do grau de interferência à passagem da luz 
através do líquido. A alteração à penetração da luz na água decorre na suspensão, sendo 
expressa por meio de unidades de turbidez (também denominadas unidades de Jackson ou 
nefelométricas). A turbidez dos corpos da água é particularmente alta em regiões com 
solos erosivos, onde a precipitação pluviométrica pode transportar partículas de argila, 
silte, areia, fragmentos de rocha e óxidos metálicos do solo. Ao contrário da cor, que é 
causada por substâncias dissolvidas, a turbidez é provocada por partículas em suspensão, 
sendo, portanto, reduzida por sedimentação. Em lagos e represas, onde a velocidade de 
escoamento da água é menor, a turbidez pode ser bastante baixa. A turbidez natural das 
águas está, geralmente, compreendida numa faixa entre 3 a 500 unidades, mas na água 
potável a turbidez deve ser inferior a 1 unidade. Tal restrição fundamenta-se na influência 
da turbidez nos processos usuais de desinfecção, actuando como escudo aos 




2.5.3 Factores intervenientes na desinfecção 
A eficiência da desinfecção é governada por um extenso rol de factores, entre os 
quais se destacam: 
a) características físicas, químicas e biológicas da água; 
b) o tipo, a forma – encestada ou não – e a concentração dos microrganismos; 
c) o tipo e a concentração do desinfectante e o grau de dispersão na massa liquida; 
d) o tempo de contacto entre o desinfectante e a massa liquida. 
Em relação as características da água, a presença de material em suspensão, referenciada 
pelos teores de turbidez, reduz a eficiência da desinfecção na inactivação dos 
microrganismos patogénicos. Diversas pesquisas confirmaram uma menor remoção de 
















Capítulo 3 - Controlo Estatístico do Processo 
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3. Controlo estatístico do processo 
3.1 Introdução 
A aplicação dos métodos estatísticos e sua aplicação na melhoria da qualidade têm uma 
longa história que começa formalmente em 1924 com Walter A. Shewhart, na Bell 
Telephone Laboratories,  onde foi desenvolvido o conceito estatístico da carta de controlo. 
Durante a segunda guerra mundial houve uma grande expansão do uso e aceitação de 
controlo estatístico da qualidade. Essa experiência de guerra tornou claro que as técnicas, 
eram necessárias para controlar e melhorar a qualidade do produto. 
O controlo estatístico do processo (CEP ou SPC - Statistical Process Control na sigla 
inglesa) surge da necessidade de estabilizar processos em torno de um valor médio de um 
dado parâmetro ou de um conjunto de parâmetros (Pereira & Requeijo, 2012, p.347). 
Nesse seguimento surgem as técnicas para monitorizar o comportamento dos processos em 
relação às especificações dos seus parâmetros, de forma a controlar variabilidades, que 
podem ser inerentes ao processo ou causadas por agentes exteriores, e determinar se o 
processo tem ou não capacidade para produzir dentro das especificações pré-definidas. 
Uma carta de controlo tradicional consiste num gráfico onde o eixo das abcissas representa 
cada uma das amostras (ou das observações individuais), e o eixo das ordenadas representa 
os valores do parâmetro em estudo na carta. Nela existem três linhas horizontais paralelas: 
a linha central, a linha superior de controlo e a linha inferior de controlo. As duas últimas 
representam, respectivamente, o limite superior de controlo (LSC) e o limite inferior de 
controlo (LIC). A linha central corresponde ao valor esperado do processo, ou seja, ao 
valor médio do parâmetro em estudo (Usman & Kontagora, 2010). Um exemplo ilustrativo 
pode ser encontrado na Figura 3.1. Este exemplo contempla ainda linhas de aviso (superior 
e inferior), que são linhas que se encontram entre a linha central e a respectiva linha de 
limite, cuja finalidade é a de alertar que a amostra em estudo se encontra tão afastada do 




Figura 3.1 - Carta de controlo em formato conceitual. Fonte: Adaptado de Samohyl (2009). 
 
É possível ainda dividir uma carta de controlo em diversos “segmentos” ou zonas 
(Oakland, 2007, p.110), dentro dos limites de controlo. Considera-se um total de 3 zonas, a 
zona C (ou zona 1), que se conhece como zona estável e junto à linha central, a zona B (ou 
zona 2), a zona de aviso e a zona A (ou zona 3), a zona de acção, junto às linhas de limite 
de controlo inferior e superior. A figura 3.2 é um exemplo disso mesmo.  
 
Figura 3.2 - As três zonas das cartas de controlo. Fonte: Oakland, 2007 
 
3.2 Conceitos fundamentais do controlo estatísticos do processo (CEP) 
Controlo, deve ser entendido como o conjunto de acções necessárias para monitorizar um 
processo e reconduzi-lo às suas condições normais de operação sempre que este se afaste 
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dum padrão de comportamento normal. Isto implica a existência de feedback do processo e 
de acções correctivas. 
Processo, deve ser entendido como o conjunto dos equipamentos, de pessoas, do ambiente 
e das restantes condicionantes do funcionamento das actividades associadas à 
transformação duma entrada numa saída. Este conceito pode ser aplicado ao processos de 
fabrico, de fornecimento de serviços, a operação de apoio ( manutenção). 
Estatística, deve ser entendida estando baseada em leis estatísticas conhecidas. 
 
3.2.1 Princípios das cartas de controlo 
O tratamento estatístico é feito com base nos resultados de análises laboratoriais 
verificados na rede de distribuição de água. Esse tratamento estatístico pode ser feito 
através das cartas de controlo, as quais tem por objectivo averiguar se existem anomalias 
em algum local na rede de distribuição da água, o que pode dar origem a água 
contaminada. Ou seja, as cartas de controlo permitem saber, em determinado instante, se a 
água consumida num local está ou não sob controlo estatístico. Tais cartas de controlo 
baseiam-se na inspecção adequada a cada caso, podendo ser classificadas por variáveis ou 
por atributos. Cartas de controlo por variáveis são baseadas na distribuição normal, 
enquanto cartas por atributos são baseadas na distribuição binomial.  
No presente trabalho vamos usar somente as cartas de controlo por variáveis, as quais 
avaliarão características do nível de qualidade da água, do processo de tratamento e 
distribuição, nas redes de distribuição da cidade do Lubango-Angola.  
Uma carta de controlo determina estatisticamente uma faixa balizada por limites de 
controlo  (limite superior de controlo) e uma linha inferior (limite inferior de controlo), 
além de uma linha média. O objetivo é verificar, por meio do gráfico, se o processo está 
sob controlo, isto é, isento de causas especiais.  
Walter A. Shewart nos anos 20 estabeleceu a distinção entre variações controladas (causa 
comuns) e não controladas (causas especiais), tendo desenvolvido para o efeito uma 
técnica simples para identificar de uma forma dinâmica estes dois tipos de variações: as 
cartas de controlo. 





– Os produtos, com as características da qualidade desejadas, estão a ser produzidos em 
processos que têm capacidade suficiente para as garantir, sistematicamente; 
– Os processos estão a ser monitorizados de modo que as características da qualidade estão 
a ser conseguidas, digamos, para simplificar , a 100%; 
– Se alguma causa de variação anormal surgir, ela será identificada e caracterizada e serão 
tomadas, atempadamente, medidas que reponham o processo nas condições normais de 
operação, ainda sem se ter produzido fora das especificações. 
O emprego correcto das cartas de controlo no CEP permite: a) que o monitorização do 
processo seja executada pelos próprios operadores, b) fornece uma distinção clara entre 
causas comuns e causas especiais, servindo de guia para acções locais ou gerências, c) 
fornece uma linguagem comum para discutir o desempenho do processo, possibilitando a 
alocação óptima dos investimentos em melhoria da qualidade e d) auxilia o processo a 
atingir alta qualidade, baixo custo unitário, consistência e previsibilidade.  
 
3.3 Medidas de desempenho das cartas de controlo 
Uma importante medida para avaliar o desempenho das cartas de controlo é dada pelo 
valor do ARL (Average Run Length). O ARL representa o número médio de pontos numa 
carta de controlo até existir um ponto fora de controlo (Montgomery, 2012). 
Para obter uma avaliação correcta do desempenho do processo é necessário interpretar a 
situação em estudo. Quando o processo se encontra sob controlo, o valor do ARLEm Controlo 
deve ser o maior possível, pois o número de falsos alarmes diminui. Pelo contrário, quando 
o processo não se encontra sob controlo estatístico, o ARLFora de Controlo deve ser o menor 
possível, permitindo detectar rapidamente alguma alteração no processo (Pereira e 
Requeijo, 2008). 
Para os processos em que as observações são independentes e para as cartas de Shewhart, o 
ARLEm Controlo em função de (probabilidade de ocorrer erro tipo I) e o ARLFora de Controlo em 
função de  (probabilidade de ocorrer erro tipo II) são calculados a partir das equações (3.1) 
e (3.2) respectivamente. 

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ControlodeForaARL    (3.2) 
Onde,   é o nível de significância ou é probabilidade do erro do tipo I (erro do produtor) e 
 é a probabilidade do erro do tipo II (erro do consumidor). 
Um dos objetivos das cartas de controlo é verificar a existência de padrões não aleatórios. 
Assim, tal como um ponto fora dos limites de controlo, um padrão não aleatório também 
indica a existência de causas especiais de variação. 
Com o objectivo de identificar padrões não aleatórios, a Western Electric (1956) publica 
um livro onde constam oito regras que indicam a presença de causas especiais de variação. 
Ao longo dos anos as regras têm sido publicadas, mas não têm sofrido alterações. O 
presente estudo terá em consideração as regras da Norma ISO 7870-2:1991, apresentadas 
graficamente na Figura 3.3 e descritas abaixo. 
 
Figura 3.3 – Regras para a detecção de causas especiais (Norma ISO 8258:1991). 
 
3.3.1 Detenção de causas especiais de variação 
Na secção anterior é referido que é simples detectar a existência de uma causa especial de 
variação numa carta de controlo, isto porque existem regras que permitem identificar 




A norma ISO 7870-2:2013 inclui oito regras, que são as mais usadas para a detecção de 
causas especiais de variação nas cartas tradicionais, também conhecidas como as cartas de 
Shewhart (Pereira & Requeijo, 2012, p.359). As regras são as seguintes: 
1. Qualquer ponto fora dos limites de controlo  3 ;  
2. Nove pontos consecutivos na zona C ou para além da zona C do mesmo lado da linha 
central;  
3. Seis pontos consecutivos no sentido ascendente ou descendente;  
4. Catorze pontos consecutivos decrescendo e crescendo alternadamente;  
5. Dois pontos em três possíveis consecutivos na zona A, ou do mesmo lado da linha 
central para além da mesma.  
6. Quatro pontos em cinco possíveis consecutivos na zona B ou A, ou do mesmo lado da 
linha central para além das mesmas;  
7. Quinze pontos consecutivos na zona C, acima ou abaixo da linha central;  
8. Oito pontos consecutivos de ambos os lados da linha central, sem nenhum na zona C.  
Se uma ou mais destas situações se verificar, considera-se que o processo não está sob 
controlo estatístico, pois é detectada uma causa especial de variação. A regra mais básica 
para detecção destas causas é a regra 1, sendo que as restantes se destinam somente a 
aumentar a sensibilidade destas cartas face a possíveis padrões não aleatórios causados por 
causas especiais de variação. 
 
3.4 Recolha de dados 
O processo de recolha de dados é fundamental para a implementação do CEP. As 
conclusões provenientes da aplicação das cartas de controlo podem ser comprometidas 
caso o processo de recolha de dados não seja realizado da forma mais adequada (Pereira e 
Requeijo, 2012). Para a construção de uma carta de controlo é importante definir a 
dimensão da amostra e a frequência de amostragem. 
Os dados devem ser recolhidos em pequenos subgrupos (amostras) de tamanho constante. 
Nota-se que quanto maior o tamanho da amostra maior a sensibilidade das cartas, ou seja, 
elas detectam melhor pequenas mudanças no processo. No entanto, aumentar o tamanho da 
amostra representa aumentar o custo de amostragem.  
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Neste trabalho são apresentados três tabelas (em anexo I) de dados recolhidos a partir das 
fontes de tratamento e de distribuição da água consumida no município do 
Lubango/Angola. Os dados seleccionados foram recolhidos nos meses de Dezembro de  
2015 a  Janeiro de 2016 num intervalo aproximado de 24 horas. 
 
3.5 Tipos de cartas de controlo 
As cartas de controlo podem ser classificadas de acordo com as características de 
qualidade analisadas no processo, ou seja, cartas de controlo para variáveis e cartas de 
controlo para atributos. 
As cartas de controlo para variáveis são usadas quando se trata de características da 
qualidade que podem ser expressas em termos numéricos, numa escala contínua de 
medida. Para estas características da qualidade, devem ser construídas duas cartas, uma 
para controlar o parâmetro localização e outra para controlar o parâmetro dispersão da 
população. 
No entanto, existem características que não podem ser medidas numa escala contínua e 
assumem apenas valores discretos, como unidades de produto defeituoso e não defeituoso. 
Neste caso, constrói-se as cartas de controlo por atributos. 
Dentro das cartas de variáveis e das cartas de atributos, existe um conjunto de cartas a 
serem aplicadas conforme a natureza das características e a tipologia dos dados. 
No caso das cartas do controlo por atributos, classifica-se cada item do ensaio ou amostra 
com um atributo que pode ser defeituoso ou não defeituoso, presença ou ausência, positivo 
ou negativo.  
Existe quatro tipos de carta de controlo por atributos: Cartas p (para controlar a proporção 
de unidades não defeituosas); Cartas np (para controlar o número de unidades não 
defeituosas); Cartas c (para controlar o número de não defeituosas  por unidade) e Cartas u 
(para controlar a taxa de não defeituosas  por unidade). 
Neste trabalho, não serão abordadas as cartas de controlo por atributos, visto que os dados 
a serem tratados são do tipo continuo. Para tal, serão bordadas três tipos de cartas de 
controlo para variáveis: 
 Cartas de Shewhart ; 
 Cartas de CUSUM (soma acumulada); 
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 Cartas EWMA  (Média Móvel Exponencialmente Ponderada). 
 
3.5.1 Cartas de controlo para variáveis 
Tal como já foi referido atrás, as cartas de controlo para variáveis são usadas quando se 
trata de características da qualidade que podem ser expressas em termos numéricos, numa 
escala contínua de medida.  
Montgomery (2012) salienta que a carta de Shewhart para médias é muito eficaz se o 
tamanho da mudança é de 1,5σ a 2σ ou mais, mas para pequenas alterações, ela não é 
eficaz, ou seja, as cartas de CUSUM e EWMA são uma alternativa quando o seu processo 
está estável, com pequenas mudanças. Esses dois tipos de cartas auxiliam na tomada de 
decisão, pois baseiam-se nos resultados apresentados por um certo número de amostras, e 
não em observações isoladas de amostras, ou seja, a análise destas cartas é em função do 
resultado actual e dos resultados anteriores. 
 
3.5.1.1 Cartas de controlo de Shewhart 
As cartas de Shewhart alcançaram sucesso devido à sua simplicidade, na qual a facilidade 
da regra de decisão se baseia apenas no exame do último ponto observado. Em outras 
palavras, pode dizer-se que, se ele está para além dos limites de controlo da carta, deve-se 
investigar a presença de causas especiais no processo. Mas, esta é também uma grande 
desvantagem, pois ignora qualquer informação dada pela sequência anterior de pontos. 
Diz-se que a carta  “não possui memória”. Isto torna a carta do tipo Shewhart relativamente 
insensível a pequenas mudanças no processo, da ordem de 1,5σ (erros padrão) ou menos 
(Montgomery, 2012). 
A utilização das cartas de controlo de Shewhart pressupõe que os dados sejam 
independentes e identicamente distribuídos com distribuição normal. Uma condição de 
``fora de controlo´´ seria uma mudança na média ou no desvio padrão (ou em ambos) para 
um valor diferente. Entretanto, quando o processo está sob controlo, a variável tx  num 
tempo t , é representada pelo modelo de Shewart: 
ttx       (3.3) 
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onde t  é independente e normalmente distribuído com média zero e desvio padrão  . 
Quando esses pressupostos são satisfeitos, as cartas de controlo convencionais podem ser 
aplicadas, e conclusões sobre o processo podem ser retiradas. 
3.5.1.2  Cartas de controlo da média e da amplitude 
Estas são as cartas mais básicas ao nível da construção. Para a carta da média ( X ) e para a 
carta da amplitude (R) determinam-se os valores da média e da amplitude para cada 
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minmax XXRi     (3.5) 
Nesta fase do controlo estatístico, os limites são calculados com base nos dados recolhidos. 
Os limites e a linha central da carta da média são calculados recorrendo às equações (3.6). 


































     (3.7) 
Os valores de A2, D3 e D4 são calculados com base na dimensão da amostra e são obtidos 
através da Tabela Apêndice III. 
3.5.1.3 Cartas de controlo da média e do desvio padrão 
Estas cartas aplicam-se quando a dimensão da amostra é superior a 10. Para a construção 
da carta da média (X) determina-se a média de cada amostra recorrendo à equação (3.4). 
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i    (3.8) 
A linha central e os limites para a carta de controlo da média são calculados através das 
equações (3.9). Para o cálculo dos limites e da linha central da carta do desvio padrão 
recorre-se à equações (3.10). As constantes A3, B3 e B4 dependem da dimensão da amostra 


































     (3.10) 
3.5.1.4 Cartas de controlo da média e da variância 
A carta da média (X) apresenta para cada amostra i, a estatística obtida através da equação 


















i    (3.11) 
Os limites de controlo e a linha central da carta da média são calculados a partir das 
equações (3.12). Para calcular os limites de controlo e a linha central da carta da variância 
recorre-se à equação (3.13), onde 
2
1;2/ n  e 
2
1;2/1  n  representam os percentis a direita e 
esquerda da distribuição do 2 , com 1n  graus de liberdade para um nível de 






















































  (3.13) 
3.5.1.5 Cartas de controlo da mediana e da amplitude 
A carta de controlo da mediana representa uma alternativa quando a dimensão da amostra é 
reduzida, no entanto tem uma menor eficiência. Na carta da mediana representam-se as 
observações individuais de cada amostra e faz-se um círculo à volta da mediana de cada 
amostra ( iX
~
), estes pontos são unidos. Para facilitar este procedimento utilizam-se 
amostras com um número impar de observações. A estatística para o controlo da carta da 
amplitude é determinada com a equação (3.5). 
Os limites de controlo e a linha central para a carta da mediana determinam-se a partir da 
equações (3.14), onde os valores de 2
~
A  estão representados no Quadro 3.1. Para a carta da 






















     (3.14) 
Quadro 3.1- valores de 2
~
A  
n 3 5 7 9 
2
~




3.5.1.6 Cartas de controlo de observações individuais e da amplitude móvel 
A carta de observações individuais (X) e das amplitudes móveis (MR) aplica-se quando a 
amostra é composta por uma única observação individual. A carta das observações 
individuais é composta pela observação verificada nesse instante. Para a construção da 
carta das amplitudes móveis utiliza-se duas observações consecutivas, com as quais é 
calculada a amplitude móvel através da equação (3.15). 
1 ijj xxMR    (3.15) 
O valor dos limites e da linha central da carta das observações individuais e da carta das 
amplitudes móveis são calculados através das equações (3.16) e (3.17), respectivamente. 
Os valores de d2, D3 e D4 dependem do número de observações utilizadas para calcular a 
amplitude móvel. Nesta dissertação utilizam-se duas observações para o efeito, logo 















































  (3.17) 
3.5.1.7 Fase 1 – Parâmetros do processo:  conhecidos e não conhecidos 
Na Fase I do processo determinam-se os limites de controlo, elaboram-se as cartas e 
estimam-se os parâmetros. Nesta fase, os limites de controlo são estimados com base nos 
dados recolhidos.  
3.5.1.7.1 Estimação dos parâmetros do processo 
Concluída a Fase 1 do controlo estatístico, onde se verificou a estabilidade do processo, 
procede-se à estimação dos parâmetros, a média    e o desvio padrão   . O Quadro 3.2 
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apresenta os estimadores para a média e desvio padrão de cada uma das cartas descritas 
anteriormente. 
 Quadro 3.2 – Estimadores dos parâmetros do processo. 
Carta Médio    Desvio Padrão    
Média e Amplitude 







Média e Desvio Padrão 







Média e Variância 
Carta X  e Carta 2S  
Xˆ  
2ˆ S  
Mediana e Amplitude 
Carta X
~
 e Carta R 
X
~






Observações Individuais e Amplitudes 
Móveis 








3.5.1.8 Cartas de Shewhart para os resíduos 
Numa situação de dados autocorrelacionados há que identificar qual o modelo que melhor 
se ajusta ao processo e passar à modelação deste. Após a modelação deste é possível 
determinar os resíduos e verificar a independência destes. Com os resíduos independentes, 
dá-se inicio à Fase 1 do controlo estatístico.  
Todas as considerações feitas para as cartas de Shewhart são válidas para as cartas de 
controlo dos resíduos, à excepção da medida correctiva. Quando se verifica uma causa 
especial de variação nas cartas construídas com resíduos, esta não deve ser eliminada, mas 
sim substituída pelo valor esperado nesse instante, em seguida o modelo deve ser ajustado 
novamente e determinados os novos resíduos, com estes constrói-se a carta de controlo dos 
resíduos revista. 
Quando os resíduos provêm de amostras, constroem-se as cartas da média, da amplitude 
(R) ou do desvio padrão (S). As estatísticas para estas cartas são definidas, 
respectivamente, pelas equações (3.18), (3.19) e (3.20), para o instante t, onde n representa 











 1      (3.18) 
















t     (3.20) 
Se os resíduos forem observações individuais, as cartas a utilizar são a carta dos próprios 
resíduos (e) e a carta das amplitudes móveis (MR). Para a construção da carta MR utiliza-se 
a equação (3.21). 
1 ttt eeMR     (3.21) 
Os valores médios R, S e MR, são determinados a partir das equações anteriores, 



























    (3.24) 
Os limites para as cartas da média, amplitude, desvio padrão, resíduos e amplitude móvel, 




       Quadro 3.3 - Limites de controlo das cartas dos Erros de Previsão (Fase 1). 
Carta  LIC LC LSC 
Média e Amplitude e  RA2  
0 RA2  
R  RD3  R  RD4  
Média e Desvio Padrão e  SA3  
0 SA3  
S  SB3  S  SB4  
Resíduos e Amplitude e  
2/3 dMR  
0 
2/3 dMR  
MR  MRD3  MR  MRD4  
 
Com o processo sob controlo, é possível estimar a média e da dispersão. A estimação dos 
parâmetros do processo depende do modelo ARIMA ajustado. Se o modelo for um AR(p) 
utiliza-se as equações (3.71) e (3.72), para um MA(q) as equações (3.75) e (3.76) e para um 
modelo ARMA(p,q) as equações (3.77) e (3.78). O desvio padrão dos resíduos    é 
estimado com e e calculado tendo em conta a carta utilizada pelas equações (3.25), (3.26) 















e       (3.27) 
3.5.1.9 Cartas de Shewhart para os erros de previsão 
Na Fase 2, quando os dados são autocorrelacionados, aplicam-se as cartas de Shewhart aos 
erros de previsão. Os erros de previsão são calculados a partir da equação (3.28) para o 
instante T  e a sua variância com a equação (3.29), onde 2  é estimado com base nas 
cartas dos resíduos (Fase I) (Pereira e Requeijo, 2008). 
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   TXXTe TT    ˆ                                                         (3.28) 

























ˆ 2     (3.30) 
Nas equações anteriores considera-se, 
 Te  - erro de previsão no instante T  
TX - valor de X no instante T  
 TXT ˆ - previsão realizada no instante T para o instante T  
j  - coeficiente determinado a partir de   tt BX   
  ˆ,ˆSS  - soma dos quadrados dos resíduos 
ie  - número dos resíduos  
m - número de parâmetros estimados 
O cálculo dos coeficientes j  varia consoante o modelo ajustado. Para um modelo AR(p), 
j  calcula-se recorrendo à equação (3.31), para um MA(q) calcula-se com a equação 
(3.32) e quando o modelo é um ARMA(p,q) calcula-se a partir da equação (3.33). 
pjpjjj    ...2211    (3.31) 
qjqjjj    ...2211    (3.32) 
jpjpjjj    ...2211   (3.33) 
As cartas utilizadas para a monitorização dos erros padrão para amostras são a cartas da 
média dos erros  e , da amplitude dos erros (R) e do desvio padrão dos erros (S). Quando 
se trata de observações individuais utilizam-se as cartas dos erros de previsão (e) e das 
amplitudes móveis (MR). 
Para a construção das cartas referidas recorre-se às estatísticas determinadas pelas  
equações (3.18), (3.19), (3.20) e (3.21). 
Os limites para as cartas anunciadas são apresentados no Quadro 3.4, onde ep  representa 
o desvio padrão dos erros de previsão e determina-se através da equação (3.34). 
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  j jep TeVar   (3.34) 
Quadro 3.4 - Limites de controlo das cartas dos Erros de Previsão (Fase 2). 
Carta  LIC LC LSC 
Média e Amplitude e  
epA  0 epA  
R  
epD1  epd 2  epD 2  
Média e Desvio Padrão e  
epA  0 epA  
S  
epB 5  epc 4  epB 6  
Resíduos e Amplitude e  
ep3  0 ep3  
MR  
epD1  epd 2  epD 2  
 
 
3.5.2 Cartas de controlo especiais 
3.5.2.1 Introdução 
As cartas de Somas Acumuladas (CUSUM) foram propostas primeiramente por Page, em 
1954, já o da Média Móvel Exponencialmente Ponderada (EWMA) foi desenvolvido pela 
primeira vez no ano de 1959 por Roberts. Actualmente as duas estão a ser difundidas e 
estudadas por muitos outros pesquisadores; em particular, veja Ewan (1963), Page (1961), 
Gan (1961), Lucas (1976), Hawkins (1981)(1993a),  Woodall, Adams (1993), e 
Montgomery (2012). Estas cartas são um aprimoramento da carta de Shewhart, e são 
usados para detectarem mais rapidamente as alterações nos processos e errar menos 
quando os processo são realmente estáveis (Samohyl, 2009). 
Em complemento ou substituição das cartas tradicionais de Shewhart, são desenvolvidas 
cartas, chamadas cartas de controlo especiais, com uma característica muito particular: são 
cartas capazes de detectar pequenas alterações na média de um processo, e detectar de 
forma mais rápida essa mesma alteração, sem grande impacto nos custos (Pereira & 
Requeijo, 2012, p), que são as cartas da Soma Acumulada (CUSUM) e da Média Móvel 
Exponencialmente Ponderada (EWMA).  
Morais e Pacheco (2006) argumentam que a carta de Shewhart utiliza uma única 
informação, essa dada pelo último valor observado. Enfatizam também, que ignorar 
qualquer outra informação que possa estar contida anteriormente é uma séria limitação 
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encontrada nesse tipo de carta tornando-os não eficazes na detenção de pequenas e médias 
mudanças no processo.  
Montgomery (2012) salienta que a carta de Shewhart para médias é muito eficaz se o 
tamanho da mudança é de 1,5σ a 2σ ou mais, para pequenas alterações, ele não é eficaz, ou 
seja, as cartas CUSUM e EWMA são uma alternativa quando seu processo está estável, 
com pequenas mudanças. Esses dois tipos de cartas auxiliam na tomada de decisão, pois 
baseiam-se nos resultados apresentados por um certo número de amostras, e não em 
observações isoladas de amostras, ou seja, a análise destas cartas é em função do resultado 
actual e dos resultados anteriores. (Alves, 2003) 
Alves (2003),  afirma também que esses tipos de cartas de controlo são muito eficazes para 
amostras sequenciais de tamanho n=1, ou seja, são indicadas para onde o monitorização 
dos processos são feitos mediante a observações individuais.  
Os procedimentos destas cartas proporcionam um controlo mais rigoroso, o que permite ao 
analista dar mais ênfase em mantê-lo mais centrado no seu valor nominal, e analogamente  
a outras cartas de controlo, ao alerta de que um processo esteja fora de controlo, uma acção 
deverá ser tomada para não serem produzidos itens não idênticos. (Lucas, 1986; Alves, 
2003). 
Para a construção das diferentes cartas de controlo existentes, seleccionam-se amostras 
aleatórias de tamanho n de um processo ao longo do tempo (usando intervalos fixos ou 
variáveis), e marca-se na carta valores sucessivos de uma dada estatística amostral 
associada ao processo como por exemplo, a amplitude, a média, etc. Estes valores 
marcados na carta de controlo devem ser comparados com as duas linhas de acção (LSC e 
LIC) ou eventualmente com apenas uma dessas duas linhas. 
A teoria estatística desenvolvida por W.A. Shewhart, para o cálculo dos limites de controlo 
baseia-se na ideia de que, sendo um processo estável, então uma estatística qualquer 
calculada a partir dos dados fornecidos pelas amostras terá probabilidade aproximadamente 
igual a 1(um) de estar no intervalo (-3σ,3σ), a partir da média da população. Na prática, 
como não se conhece o valor da média e nem o do desvio padrão dessa população, torna-se 
necessário substituí-los por estatísticas fornecidas pelas amostras. A figura 3.7,  ilustra 




Figura 3.4 - Regras para a selecção das cartas de controlo (Montgomery, 2012). 
 
Montgomery (2012) justifica a especificação de (3σ) para os limites de controlo de um 
gráfico,  por entender que processos analisados com essa especificação de limites geram 
bons resultados na prática. Para demonstrar isso, ele apresenta os riscos para o Erro Tipo I 
e o Erro Tipo II e leva em consideração também a questão que a distribuição das 
características de qualidade se aproximam razoavelmente bem de uma distribuição normal. 
3.5.2.2 Amplitude 
Medida da variabilidade expressa pela diferença entre o máximo e o mínimo dum conjunto 
de dados: 
R = Xmax - Xmin   (3.35) 
3.5.2.3 Variância (σ2) 
Medida da variabilidade expressa pela média dos quadrados das diferenças dos valores 





2     (3.36) 
3.5.2.4 Cartas de controlo da soma acumulada (CUSUM)   
 A carta  CUSUM incorpora directamente toda a informação na sequencia dos 
valores da amostra, calculando a carta da somas cumulativa dos desvios dos valores da 
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amostra de um valor alvo, que é formado, calculando-se a quantidade iC : (Montgomery, 
2012) 







ji                                      (3.37) 
Nota 1: Quando 1n , deve-se substituir jx  por jx  na equação (3.37) 
onde 00 c ,  jx é a média da j-ésima amostra de tamanho 1n  e 0  é o alvo para a média 
do processo. No caso deste trabalho o valor alvo, deve estar de acordo com as normas 
estabelecidas pelo país ou por alguma outra norma específica, de acordo com o controlo de 
parâmetros analíticos para a aferição da qualidade da água na rede de distribuição  em 
conformidade com o Decreto-Lei n.º 306/2007 de 27 de Agosto, o valor máximo permitido 
na saída da Estação de Tratamento de Água para a Turbidez é de 1 NTU e para rede de 
distribuição é de 5 NTU e Cloro Residual Livre na rede de distribuição deve ser de no 
mínimo 0,2 mg/L e o valor máximo de 2,0 mg/L. 
A média permanecerá ajustada no alvo enquanto os desvios positivos )( 0x   forem 
compensados pelos negativos )( 0x  oscilando de forma aleatória em torno do zero, mas 
se houver uma alteração desta média, aumentando ou diminuindo, o iC  crescerá ou 
diminuirá indefinidamente. (Costa, 2004)  
Segundo Montgomery (2012) existe duas formas de representar os CUSUMs, o CUSUM 
tabular ou algorítmico, e a forma máscara V do CUSUM. Dessas duas representações, a 
tabular é preferível, e será explanada a seguir.  
O CUSUM tabular funciona acumulando desvios de 0  que estão acima e abaixo do alvo, 
com uma estatística ic e 

ic que são chamadas de CUSUMs unilaterais superior e inferior e 
são calculadas da seguinte forma: 
    10,0 iii Ckxmáxc                                    (3.38) 
    10,0 iii Cxkmáxc                                     (3.39) 
Onde KeCC 000 
 é chamado de valor referência (ou valor de tolerância ou de 
folga), e é escolhido a meio caminho entre o valor alvo 0  e o valor da média fora do 
controlo 1  que estamos interessados em detectar rapidamente. Assim, se a mudança é 
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ou   então K 





K                                                     (3.40) 
onde   é o tamanho da mudança que se deseja detectar em unidades de desvios padrão;   
o desvio padrão; 0  o valor pretendido e  1  o valor da média fora do controlo. O factor 
de sensibilidade K  está directamente relacionado com a magnitude da variação que 
desejamos detectar com a carta de CUSUM. Quanto menor este factor, menor será a faixa 
de variação que o gráfico será capaz de detectar e maior será a sensibilidade do gráfico. 
Se tanto iC ou 

iC  excederem o intervalo de decisão H, o processo é considerado fora do 
controlo. (Montgomery, 2012)  
Para um melhor desempenho da carta da soma acumulada o autor recomenda que seja 
utilizado um valor de K  igual a 0,5 vezes o valor do desvio padrão (σ) e o H como quatro 
ou cinco vezes o valor do desvio padrão (σ). Isto se justifica, pois se utilizarmos esses 
respectivos valores, o CUSUM apresentará boas propriedades do ARL (Average Run 
Length )  contra uma mudança de cerca de 1σ na média do processo. 
Na carta de  CUSUM Tabular a utilização de algoritmo de soma acumulada tem a 
propriedade de armazenar os valores das somas unilaterais acumuladas do processo 
analisado. 
Este valor é utilizado para determinar a estimativa do valor médio do processo ( ˆ ) após a 




































                                              (3.41) 
 
3.5.2.5 CUSUM para monitorização da variabilidade do processo  
O processo de variabilidade é tão importante quanto a média de um processo e, por isso, 
deve também ser monitorizado. É possível construir a carta de controlo CUSUM para 
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monitorizar também o processo de variabilidade desde que as cartas de CUSUM sejam 
empregados com observações individuais. Será necessário construir as cartas de controlo  
CUSUM para monitorizar a variabilidade do processo. Sabendo que os CUSUM são 
usualmente empregues com observações individuais, o procedimento devido a Hawkins 
(1981) é muito útil. Sendo x  a medida do processo normalmente distribuída com média ou 







y  Hawkins 







                                                           (3.42) 
Ele sugere também que os i  são sensíveis a mudança na variância em vez de mudança na 
média. De facto, a estatística i  é sensível tanto a mudança na média quanto na variância. 
Como a distribuição sob controlo de i  é aproximadamente  1,0~N , dois CUSUMS 
unilaterais com escalas padronizadas (i.é, desvio padrão) podem ser estabelecidos como 
segue: 
   1,0 iii SkmáxS                                                     (3.43) 
   1,0 iii SkmáxS                                              (3.44) 
Onde 000 
 SS (a menos que seja usada uma característica RIR (resposta inicial 
rápida)) e os valores de k e h são seleccionados como no CUSUM para controlo da média 
do processo. 
A interpretação do CUSUM para escala é semelhante à interpretação do CUSUM para a 
média. Se o desvio padrão do processo cresce, os valores de iS  crescerão e, 
eventualmente, ultrapassarão h, enquanto que se o desvio padrão decresce, os valores de 

iS  crescerão e, eventualmente ultrapassarão h. 
Hawkins (1993a) propõe a construção das cartas de controlo CUSUM onde numa única 
carta são controladas as estatísticas  Ci e Si para monitorizar a média e o desvio padrão, 
respectivamente. Esta carta é importante para verificar o comportamento de Ci dentro dos 
limites de controlo, ou seja, a troca dentro da média ou verificarmos o Si  para diagnosticar 




3.5.2.6 Cartas de controlo da média móvel exponencialmente ponderada 
(EWMA) 
A Média Móvel Exponencialmente Ponderada (EWMA) é uma média ponderada de todas 
as observações, porém com a característica de atribuir menor peso aos dados mais antigos. 
Assim, em decorrência do teorema do limite central, esta estatística é robusta a desvios da 
normalidade, portanto uma boa opção para avaliação da estabilidade estatística de 
processos não normais (Calzada; Scariano, 2003). Esta estatística pode ser facilmente 
implementada e é muito eficaz em situações em que as observações são correlacionadas ou 
quando o processo é muito afectado por pontos fora dos limites de controlo. 
A carta de controlo da média móvel exponencialmente ponderada (EWMA) é também uma 
boa alternativa á carta de controlo de Shewhart, quando estamos interessados em detectar 
pequenas mudanças. O desempenho da carta da Média Móvel Exponencialmente 
Ponderada (EWMA) é aproximadamente equivalente á carta de controlo de somas 
cumulativas (CUSUM) e é, de certa forma, mais fácil de estabelecer e operar. Assim como 
no caso do CUSUM, o EWMA é  tipicamente usado com observações individuais. 
(Montgomery, 2012). 
3.5.2.6.1 Carta de controlo da média móvel exponencialmente ponderada (EWMA) 
para monitorização da média do processo. 
A carta de controlo da média móvel exponencialmente ponderada (EWMA) foi introduzida 
por Roberts (1959), Crowder (1987a)(1989) e Lucas e Saccucci (1990). A carta da média 
móvel exponencialmente ponderada é definida por: 
  ...,,3,2,1,1 1   izxz iii                                                (3.45) 
onde ix  é o valor observado mais recentemente, λ é o parâmetro que pondera a 
combinação e encontra-se entre 10   e o valor inicial é o alvo do processo, de modo 
que: 
 00 z                                                      (3.46) 
Por ser uma carta que utiliza uma média ponderada de todas as amostras passadas e 
correntes, o mesmo é insensível à hipótese de normalidade, tornando-se uma carta ideal 
para ser usada com observações individuais. Supondo que as observações ix  são variáveis 
















                                                (3.47) 
Podemos concluir então que o carta de controlo EWMA pode ser construída através do 
controlo de iz  versus o número de amostras i (ou tempo).  
Da mesma forma, como no CUSUM, para aumentarmos a eficiência da carta EWMA é 
possível escolher os parâmetros L e λ, onde L é a largura dos limites de controle, dessa 
forma podemos aproximar o desempenho do ARL do EWMA, com o ARL do CUSUM.  




































À medida que i cresce, ou seja, o número das amostras aumenta, o termo   i211   se 
aproxima-se de 1 e os limites de controlo das equações (3.48) e (3.49) podem ser 






















Em geral, valores de λ no intervalo 25,005,0    funcionam muito bem na prática, 
quanto menor for o λ mais fácil será para detectar pequenas mudanças no processo, 
usualmente é utilizado λ=0,05, λ=0,1 ou λ=0,20. Para o parâmetro L é frequente ser usado 
igual a três (os limites três - sigmas usuais). (Montgomery, 2012). 
 
3.5.2.6.2 Ajuste de realimentação usando EWMA 
A carta de controlo é uma ferramenta estatística apropriada para avaliar se um processo 
está ou não sob controlo estatístico e em função disso agir em relação a sua conformidade. 
Por exemplo, se um ponto fora dos limites de controlo é sinalizado na carta, o processo 
pode ser finalizado, ou então as variáveis de entrada devem ser alteradas para mantê-lo sob 
controlo. Este método de controlo é sem dúvida, bom e aceitável quando tal acção é 
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possível ou quando não há indicação de muitos pontos fora dos limites de controlo. No 
entanto, muitos processos requerem um método flexível usando informações de dados 
passados, com o intuito de ajustar o processo. Segundo Triantafvllokjulos (2007), esse 
método é conhecido como ajuste de realimentação (feedback adjustment). 
Seja um processo onde se considera uma variável de entrada, uma variável de saída e uma 
variável de compensação. Esta última utilizada para ajustar a variável de entrada 
permanece entre os limites de controlo. Na verdade, o objectivo é manter como possível 
esta variável de saída próximo do valor alvo. O valor alvo é denotado por T e corresponde 
a linha central em cartas de controlo. Assim, no tempo t a variável de entrada é indicada 
por tx , a variável de saída por ty , e a variável de compensação por tX . Além disso, um 
factor para medir a mudança na saída produzida por uma unidade de mudança na variável 
de compensação é chamado de ganho de processo e indicado por g. Isso significa que um 
aumento de 1 (uma) unidade na variável de compensação leva a um aumento de g unidades 
na variável de saída. 
O erro após o ajuste é definido como o desvio do alvo após o ajuste no tempo t é definido 
por  Tye att    onde 
a
ty  é a variável de saída ajustada. O ajuste é sempre uma função da 
variável de compensação. O caso mais prático é considerado quando o ajuste tem a forma 
.1 ttt XXx  Conforme as definições de g e ajustes anteriormente mencionadas é 
possível estabelecer a seguinte equação: 
,tt exg       (3.52) 
onde o sinal (negativo) na equação se justifica, pois te  precisa eliminar o erro. Isto é 
conhecido como o ajuste completo. No entanto, na prática um ajuste de amortecimento é 
normalmente usado. Isto implica que um factor de amortecimento G afectará o ajuste de 




xexg     (3.53) 
Esta expressão é denominada equação de ajuste, sendo o análogo discreto para o Controlo 
Integral utilizado no Controlo de Engenharia de Processos. Este Controlo Integral é 
definido como  
dtekkXg tt  10    (3.54) 
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onde k0 e k1 são constantes. Da equação (3.53) e da definição de ajuste ,1 ttt XXx a 






   (3.55) 
onde k0=gX0  e  k1=-G. 
3.5.2.7 Fase 2 – Parâmetros do processo conhecidos 
Conhecidos os parâmetros do processo, pode dar-se inicio à Fase 2 do controlo estatístico 
do processo, cujo o objectivo é monitorizar o comportamento dos mesmos. Para isso 
constroem-se novas cartas de controlo, onde os limites de controlo e a linha central são 
determinados a partir dos parâmetros do processo estimados na Fase 1. No entanto, se a 
dimensão da amostra se mantiver os limites de controlo e a linha central utilizados na Fase 
1 podem utilizar-se na Fase 2. O Quadro 3.5 apresenta os limites de controlo e a linha 
central, para cada uma das cartas, estimados através dos parâmetros do processo. 
Quadro 3.5 - Limites de controlo e a linha central. 
Carta  LIC   LC   LSC   
Média  Amplitude 
                        
X   A      A   
R  1D  2d   2D   
Média e Desvio 
Padrão 
X   A      A   
S  5B  4c   6B   




























Mediana e Amplitude X
~
  A      A   
R  1D  2d   2D   
Observações 
Individuais e 
Amplitudes Móveis e 
Carta  
X   3      3   




Os valores de A, B4, B5, D1 e D2 só dependem na dimensão da amostra (Tabela Apêndice 
III em Apêndice). 
 
3.5.3 Condições para a aplicação das cartas de controlo 
Para a aplicação das cartas anteriormente descritas, é necessário que a característica da 
qualidade em estudo siga alguns pressupostos. Ou seja, para que se possa retirar 
conclusões correctas do estudo, os dados da característica devem ser aleatórios, 
independentes e devem seguir uma distribuição Normal com média  e o desvio padrão 
 . 
3.5.3.1 Aleatoriedade dos dados 
A aleatoriedade dos dados acontece quando estes não descrevem um comportamento 
previsível. A não aleatoriedade dos dados pode acontecer devido a vários factores, como a 
mistura de populações, a existência de correlação, entre outros. Para a verificação da 
aleatoriedade dos dados ( Pereira e Requeijo, 2008) apresentam vários métodos, o Teste de 
Sequências, o Teste de Sequências Ascendentes e Descendentes e o Teste Modificado do 
Quadrado Médio das Diferenças Significativas. 
3.5.3.2 Independência dos dados 
A independência dos dados é um pressuposto fundamental para a aplicação do controlo 
estatístico. Quando se afirma que os dados não são independentes é equivalente a dizer que 
estes são autocorrelacionados, e pode dever-se a factores como a não aleatoriedade dos 
dados ou até mesmo à própria dinâmica dos processos. A não independência dos dados 
significa que existe autocorrelação entre os mesmos, ou seja, o valor que uma variável 
toma num instante depende do seu valor no instante anterior ou de outros instantes 
desfasados de forma constante. 
Ao existir autocorrelação e se o estudo considerar que as observações são independentes, 
os limites das cartas de controlo e os parâmetros do processo serão estimados de forma 
incorrecta. Ao não considerar a autocorrelação, haverá uma diminuição do ARLEm Controlo, 
ou seja, um aumento do número de falsos alarmes (Pereira e Requeijo, 2008). 
Quando se depara com uma situação de autocorrelação é necessário uma análise cuidadosa 
do processo. Existe duas situações distintas, que requerem análises diferentes, quando se 
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verifica que os dados do processo são autocorrelacionados. Quando a autocorrelação dos 
dados é natural e imutável ao processo, as cartas tradicionais de controlo estatístico não são 
úteis, sendo necessária a adopção de novas metodologias. Mas a autocorrelação num 
processo pode ser um sintoma de causas especiais de variação, e neste caso as cartas de 
controlo devem ser aplicadas para detectarem essa situação (Gilbert etal., 1997). 
Para verificar a existência de autocorrelação, significativa aplica-se a Função de 
Autocorrelação (FAC) e a Função de autocorrelação Parcial (FACP). Verificada a 
autocorrelação, serão aplicadas cartas de controlo para dados autocorrelacionados. 
3.5.3.3 Função de auto-correlação 
A existência de dados auto-correlacionados manifesta-se através da correlação entre 
observações e pode ser entre observações sucessivas ou então desfasadas de k instantes, a 
esta última chama-se auto-correlação de desfasamento k (“lag k”). Ao conjunto dos 
coeficientes de auto-correlação k , chama-se Função de auto-correlação. Este coeficiente 
de auto-correlação é obtido através da equação (3.56), e é o coeficiente entre a co-variância 








    (3.56) 
Como não se conhece a função de auto-correlação, esta tem de ser estimada tendo em 
conta os valores que a variável X apresenta (X1, X2,…, Xk, …, XN). O estimador da função 
de auto-correlação é dado por rk e determina-se com a equação (3.57). Ao conjunto de 


























ˆ    (3.57) 
Para verificar se existe auto-correlação dos dados de determinada variável, constrói-se um 
gráfico da FACE, este gráfico é usualmente designado de Correlograma. Os valores da 
função de auto-correlação podem variar entre -1 e 1, quanto maior for o valor absoluto, 
maior é a correlação entre os dados, quando o coeficiente de correlação toma o valor zero, 
verificar-se a independência das variáveis. 
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No entanto o critério de decisão, se existe auto-correlação significativa ou não, consiste em 
verificar se os valores do gráfico da FACE pertencem a um determinado intervalo de 
confiança, determinado com a equação (3.58). 
VZrVZ k
ˆˆ
2/2/                             (3.58) 
Este intervalo de confiança determina-se a partir do valor esperado e da variância de kr , 
onde    kk rVarerE 0  calcula-se recorrendo à equação (3.60) (Box et al., 2008). 









    (3.59) 



















rVarV    (3.60) 
A Figura 3.5 apresenta um gráfico exemplificativo de uma FACE, onde os dados são auto-
correlacionados pois existem valores de kr  fora do intervalo de confiança. 
 
Figura 3.5 – Função de Auto-Correlação Estimada (FACE). 
 
3.5.3.4 Função de auto-correlação parcial 
A auto-correlação parcial é definida como a correlação entre Xt e Xt+k, mas sem os efeitos 
das observações Xt+1, Xt+2, …, Xt+k-1. O coeficiente de correlação parcial será definido por 
kk , e ao conjunto de kk  dá-se o nome de Função de Autocorrelação Parcial (FACP). A 
FACP permite a escolha do modelo ARIMA que melhor se ajusta aos dados do processo 
(Box et al., 2008).  
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Considerando o modelo AR(p) (auto-regressivo de ordem p), determina-se a auto-













































































   (3.61) 
ou,  
kkk P 
1                       (3.62) 
A auto-correlação parcial é estimada, visto que os coeficientes kk  não são conhecidos. 
Substituindo na equação (3.62) os valores de k  pelos valores estimados kr  obtém-se as 
estimativas ,,ˆ,ˆ,ˆ 332211   que em conjunto formam a Função de Auto-correlação 
Parcial Estimada (FACPE). Segundo Murteira et al. (1993), este cálculo pode tornar-se 


























    (3.63) 
Em processos AR(p), os coeficientes de auto-correlação parcial distribuem-se, 
aproximadamente, segundo uma distribuição normal com média igual a zero e variância  
 kkarV  (Quenouil, 1949). A verificação da existência de auto-correlação parcial é 
análoga à de auto-correlação. Para verificar a auto-correlação parcial é necessário testar se 
todos os valores de kk  são significativamente diferentes de zero através do intervalo de 
confiança, determinado com a equação (3.64): 
   kkkkkk VarZVarZ   ˆˆˆ 2/2/     (3.64) 
onde o valor da variância, para N número de observações, é dado por: 
    k
N
arV kk ,
1ˆ    (3.65) 
A Figura 3.6 apresenta um gráfico da FACPE, onde se verifica a existência de auto-




Figura 3.6 – Função de Auto-Correlação Parcial Estimada (FACPE). 
3.5.3.5 Modelos ARIMA 
Os modelos ARIMA (Autoregressive Integrated Moving Average) surgem da necessidade 
de modelar um processo, cujos dados se verificam auto-correlacionados. Desenvolvidos 
por Box et al. (2008), os modelos ARIMA, permitem a modelação e análise de sucessões 
cronológicas. Autores como, Murteira et al. (1993), Shumway e Stoffer (2000), Wei 
(2005), Morettin e Toloi (2006) e Pereira e Requeijo (2008), têm desenvolvido estudos no 
sentido de compreender e divulgar este tema. 
Os modelos tradicionais, ou determinísticos, não permitem o estudo das sucessões 
cronológicas, estes estudam variáveis mensuráveis mas sem recorrer à parte probabilística. 
Analisando o mundo real, constata-se que grande parte dos fenómenos são dinâmicos e 
necessitam de um estudo sob forma de uma série temporal, surge assim os modelos 
estocásticos. 
Os modelos estocásticos definidos por uma série temporal podem ser estacionários ou não 
estacionários. Um processo é estacionário quando ao efectuar um deslocamento no tempo 
das suas variáveis, estas apresentam a mesma distribuição. Um processo não estacionário, 
não verifica esta condição, um desfasamento das variáveis no tempo implica uma alteração 
nos parâmetros do processo (média e/ou variância). 
Os modelos ARIMA possuem 3 componentes, a componente auto-regressiva de ordem p, 
componente de diferenciação d e componente de médias móveis de ordem q. Os modelos 
ARIMA podem definir-se através da equação (3.66), sendo que, B representa o operador de 
desfasamentos,   o operador de diferenças, tX  a observação no instante t , t  representa 
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o ruído branco no instante   2,0~  Nt ,  B  o polinómio auto-regressivo de ordem 
p e  Bq  o polinómio de média móveis de ordem q. 
    tqt
d BXB      (3.66) 
onde,  
     BBBB  2211    (3.67) 












  11    (3.70) 
Se um modelo é estacionário, realiza-se o ajustamento da série temporal com um modelo 
ARMA(p,q). Quando se verifica que o processo não é estacionário, aplica-se o operador de 
diferenças para transformar a variável X numa variável estacionária Y, definida por 
t
d
t XY   no instante t. 
Para se determinar o melhor modelo ARIMA para o processo em estudo utiliza-se um 
método iterativo, baseado nos desenvolvimentos de Box et al. (2008). Esta metodologia foi 
alvo de estudo de Requeijo (2004), e divide-se em quatro etapas, a Identificação, 
Estimação, Validação e Previsão. A Figura 3.7 apresenta a metodologia assim como as 





Figura 3.7 – Etapas da construção de um modelo ARIMA (Requeijo, 2004). 
 
 
3.5.3.5.1 Modelo AR(p) (Auto-Regressivo de ordem p) 
O modelo auto-regressivo pode ser definido pela equação (3.71), a sua média calcula-se 
recorrendo à equação (3.72) e a variância com a equação (3.73). O modelo pode ser 
identificado através das FAC, quando esta apresenta um decréscimo exponencial sem 
nunca atingir o zero. A ordem do modelo determina-se recorrendo à FACP, que apresenta 
picos significativos através de desfasamentos p. 
























     (3.73) 
onde 
  - parâmetro para determinação da média do processo 
j - parâmetro de ordem j da componente auto-regressiva 
j - coeficiente de correlação de desfasamento j 
ptX   - variável no instante pt   
  - média do processo 
t  - resíduo ou erro de previsão no instante t 
2
  - variância de erro  . 
3.5.3.5.2 Modelo MA(q) (médias móveis de ordem q) 
O modelo de médias móveis pode ser descrito pela equação (3.74), para determinar a 
média recorre-se à equação (3.75), a variância determina-se com a equação (3.76). Para 
este modelo, o gráfico da FAC deve apresentar um decréscimo muito significativo a partir 
de lag(q), identificando a ordem do modelo. A FACP deverá apresentar um decréscimo 
exponencial sem nunca atingir o zero. 
qtqttttx    2211    (3.74) 









0      (3.76) 
onde 
j - parâmetro de ordem j da componente das médias móveis.  
qt  - resíduo ou erro padrão no instante t-q. 
3.5.3.5.3 Modelo ARMA(p,q) (modelo misto auto-regressivo e de média móveis) 
O modelo ARMA(p,q) surge da junção dos dois modelos vistos anteriormente, o modelo 
Auto-Regressivo AR(p) e o modelo de Médias Móveis MA(q). O modelo ARMA(p,q) é 
definido pela equação (3.77), a sua média é dada pela equação (3.72) e a variância pela 
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equação (3.79). Os gráficos da FAC e FACP de um modelo ARMA(p,q), apresentam 
ambos, um decréscimo exponencial sem nunca atingir o zero, este decréscimo pode ser 
positivo, negativo ou alternado. 
ptpttptpttt XXXX    112211 ...   (3.77) 
      21
1





jj     (3.78) 
3.5.3.5.4  Características teóricas dos gráficos das FAC e FACP dos modelos 
O Quadro 3.6 apresenta um resumo das características teóricas que os gráficos da FAC e da 
FACP apresentam para cada modelo. 
            Quadro 3.6 – Características das FAC e FACP dos vários modelos. 
 
 
3.5.3.6 Normalidade dos dados 
Um importante pressuposto na aplicação do controlo estatístico do processo baseado nas 
cartas tradicionais de Shewhart é a Normalidade. Ou seja, as características em estudo às 
quais se aplicarão as cartas de controlo devem seguir uma distribuição Normal. A falha 
deste pressuposto pode levar a conclusões erradas sobre o desempenho do processo. 
A não Normalidade dos dados pode representar e existência de erros quando da análise das 
cartas de controlo. Um dos erros possíveis será a possibilidade de se verificar causas 
especiais de variação, quando estas não existem, representando um falso alarme. O outro 
erro será a situação contrária, não detectar a ocorrência de causas especiais de variação. A 
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aplicação do controlo estatístico tradicional a dados não Normais pode ainda levar a 
conclusões incorrectas sobre a capacidade do processo. Vários autores têm desenvolvido 
diversos estudos na área do controlo estatístico para dados não Normais, entre os quais 
Burr (1967), Chan et al. (1988), Schoonhoven e Does (2009) e Amhemad (2010). 
Para a verificação da Normalidade existem muitos testes que podem ser aplicados, no 
entanto, o teste de Shapiro-Wilk, o teste de Qui-Quadrado, e o teste de Kolmogorov-
Smirnov são os mais utilizados no estudo do SPC. Relativamente a estes dois últimos 
testes, o teste de Kolmogorov-Smirnov apresenta algumas vantagens: para uma distribuição 
de população contínua com parâmetros e forma conhecidos, a distribuição da estatística de 
teste é definida de forma rigorosa, o Qui-Quadrado apresenta apenas uma distribuição 
aproximada; o teste de Kolmogorov-Smirnov é mais potente na maioria das situações, no 
entanto este teste impõe distribuições contínuas e completamente especificadas, 
apresentando uma desvantagem (Pereira e Requeijo, 2008). 
Para o nosso trabalho utilizaremos o teste de teste de Kolmogorov-Smirnov.   
 
3.5.3.7 Teste de Kolmogorov-Smirnov 
Um dos pressupostos de testes estatísticos paramétricos diz respeito à distribuição normal 
dos dados nas variáveis das populações. Quando se retira uma amostra para esses modelos 
de testes, deve-se supor que as unidades do universo em questão apresentem distribuição 
normal. Será apresentado o teste de normalidade Kolmogorov-Smirnov para uma amostra, 
(Siegel e Castellan jr, 2006). Este teste é um teste de aderência. Verifica o grau de 
concordância entre distribuição de um conjunto de valores (escores observados) e alguma 
distribuição teórica, ou seja, verifica se os dados seguem a distribuição normal. O teste 
Kolmogorov-Smirnov admite que a distribuição da variável que está a ser testada seja 
contínua. O teste utiliza a distribuição de frequência acumulada, que ocorreria dada a 
distribuição teórica, e a compara com a distribuição de frequência acumulada observada. A 
distribuição teórica representa o que seria esperado sob 0H . Então, verifica-se se as 
distribuições teórica e observada mostram divergência. 
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Seja  XF0  uma função especificada de distribuição de frequências relativas acumuladas, 
a distribuição teórica sob 0H . Para qualquer valor de X, o valor de  XF0  é a proporção 
de casos esperados com escores menores ou iguais a X. 
Seja SN a distribuição de frequências relativas acumuladas observada de uma amostra 
aleatória de N observações. Se iX  é um escore qualquer possível, então  
N
F
XS iiN   , 
onde iF  é o número de observações menores ou iguais a  ii XFX 0.  e a proporção 
esperada de observações menores ou iguais a iX . As hipóteses do teste são descritas como: 
0H : A amostra provém de uma distribuição teórica específica (neste caso: distribuição 
normal); 
1H : A amostra não provém de uma distribuição teórica específica (neste caso: distribuição 
não normal). 
A estatística do teste espera que quando 0H  é verdadeira, as diferenças entre  iN XS  e 
 iXF0  sejam pequenas e estejam dentro do limite dos erros aleatórios. 
O teste focaliza o maior dos desvios chamado de desvio máximo: 
    NiXSXFD iNi ...,,2,1,max 0     (3.79) 
Mas, deve-se verificar a hipótese através do poder do teste valorp  . Então verifica-se a 
normalidade da amostra: 
Se      ,0max NiNi DXSXFD   é não rejeitada 0H ; isto é, a amostra provém da 
distribuição normal. 
Se      ,0max NiNi DXSXFD   é rejeitada 0H ; isto ´e, a amostra não provém da 
distribuição normal. 
3.6 Controlo estatístico dos dados autocorrelacionados 
O Controlo Estatístico de Processo (CEP) tem sido amplamente utilizado no monitorização 
de variáveis características de processos. Para a implantação do CEP é exigido as 
observações sejam independentes e normalmente distribuídas. Entretanto na prática, muitas 
vezes, a suposição de independência é violada pelo facto de que as observações apresentam 
autocorrelação. Dessa forma, o CEP não funciona correctamente, pois poderia 
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possivelmente resultar em “falsos alarmes”, isto é, conclusões erradas quanto á 
estabilidade do processo, como, por exemplo, assinalar uma observação como causa 
especial, sendo que ela é uma causa comum do processo, e não assinalar as causas 
especiais, que estariam confundidas com as causas comuns. No caso de dados 
autocorrelacionados, é necessário tratar os dados e depois controlá-los estatisticamente.  
 
3.7 Procedimento de construção 
Pode ser definido, como um método preventivo de se comparar continuamente os 
resultados de um processo com um padrão, identificando, a partir de dados estatísticos, as 
tendências para variações significativas, eliminando ou controlando estas variações com o 
objectivo de reduzi-las cada vez mais.  
Foram recolhidos cinco amostras de água por semana durante um mês,  nos seis pontos de 
monitoramento de distribuição da água, visando obter um maior conjunto de dados, a partir 
da complementação do conjunto de amostras da água obtido durante o tratamento nas 
diferentes Empresas de Tratamento de Água  (ETA). As mesmas amostras foram 
analisadas no Laboratório Provincial de Controlo de Qualidade da Água da Huila - Angola.  
Para o tratamento dos dados estatístico será utilizado o software R versão 3.1.0 (R 
DEVELOPMENT CORE TEAM, 2014) com o auxílio do pacote qcc (SCRUCCA, 2004) 
específico para o controle estatístico de processo, e o pacote forecast (HYNDMANN; 
KHANDAKAR, 2008) para ajuste do modelo ARIMA. 
Na Figura 2.8 apresentamos um fluxograma com os passos que serão utilizados para a 
aplicação do controlo estatístico nos dados de Turbidez e cloro residual, adaptado de 






Figura 3.8 - Fluxograma da Condução da Pesquisa (Henning et al. 2011) 
 
Com esta metodologia  esperamos apresentar uma proposta de monitorização do processo  
da turbidez e o cloro residual livre da água, para a eliminação da variabilidade ou seja 
reduzir sistematicamente a variabilidade nas características da qualidade da água, que 
chega nas torneiras do consumidor, para que estejam dentro dos parâmetros mundialmente  
recomendados. 
3.8 Capacidade do processo 
O nível de qualidade de um processo é estudado através da técnica denominada análise de 
capacidade/performance. Existe distinção entre um processo sob controlo estatístico e um 
processo capaz de produzir dentro de determinadas especificações para o produto/serviço. 
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Caso se determine que um dado processo se encontra sob controlo estatístico, mas o 
mesmo é incapaz de produzir segundo especificações, é necessário intervenção da gestão 
de topo de modo a que essa situação se inverta, pois a capacidade do processo é função da 
variação causada pelas causas comuns (Pereira & Requeijo, 2012, p.409). 
Uma qualquer especificação é geralmente definida pelo valor máximo e mínimo da 
tolerância, +T e –T, respectivamente (no caso das especificações bilaterais). A relação 
entre a variabilidade do processo (sendo a mesma descrita pelo desvio padrão, ou σ) e a 
tolerância é a seguinte (Oakland, 2007, p.258):  
 Alta precisão relativa: 2T >> 6σ;  
 Média precisão relativa: 2T > 6σ;  
 Baixa precisão relativa: 2T < 6σ.  
Quer isto dizer que se considera que o processo será mais preciso quanto mais afastados 
estejam os 6σ de variabilidade do processo dos limites de especificação. Esta situação é 
ilustrada na Figura 3.9. 
 
Figura 3.9 - Limites de especificação. Fonte: Oakland, 2007. 
 
De modo a determinar a capacidade de um processo de produzir segundo as suas 
especificações, definem-se índices de capacidade que determinam o potencial de 
capacidade do processo. São eles o índice de capacidade potencial (Cp) e o índice de 
capacidade (Cpk).  
O índice de capacidade potencial (para especificações blitarais) compara a variação total 







    (3.80) 
Em casos práticos, o desvio padrão do processo é muitas vezes desconhecido, de modo que 











  onde:  
LSE – Limite Superior de Especificação;  
LIE – Limite Inferior de Especificação;  
σ – Desvio padrão do processo. 
É habitual considerar que o processo é potencialmente capaz se o valor de Cp for igual ou 
superior a 1,33 (Pereira & Requeijo, 2012, p.410).  
Caso isso se verifique, não se deve concluir imediatamente que o processo é capaz, pois o 
mesmo pode ainda assim produzir material fora de especificação, pois este índice não 
avalia se o processo se encontra centrado relativamente à especificação técnica, ou seja, se 
a média do processo é coincidente com o valor nominal de especificação.  
Daí surge o segundo índice, o chamado índice de capacidade, ou Cpk. O Cpk é o mínimo de 
dois outros índices, que são o Cpki e o Cpks. As suas expressões podem-se encontrar nas 














C pks    (3.83) 
Considera-se que o processo é capaz quando 33,1pkC , ou seja, o menor dos valores Cpki 
e Cpks, é superior a 1,33, e considera-se ainda que o processo tem a sua média centrada no 
valor nominal quando Cpki é igual a Cpks.  
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Um dos aspectos do estudo da capacidade do processo é comparar a sua variabilidade com 
a amplitude da especificação. A Figura 3.10 esquematiza como a variabilidade influencia a 
capacidade do processo 
 
Figura 3.10 - Capacidade do Processo (Adaptado de Oakland(2008)). 
 
A capacidade de um processo é obtida por meio da análise da relação existente entre os 
níveis de variabilidade do processo e as exigências de especificação, revelando a 
uniformidade do processo. A capacidade diz respeito ao que o processo é capaz de realizar.  
Caso se verifique que um processo está livre de causas especiais de variação, ou seja, sob 
controlo estatístico, e que o mesmo apresenta os índices de capacidade potencial e de 
capacidade superiores a 1,33, pode-se daí retirar conclusões sobre os parâmetros do mesmo 















Capítulo 4 - Aplicação
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4. Estudo de Caso  
4.1 Introdução 
Neste capítulo será desenvolvida a aplicação prática tendo por base os dados recolhidos, e 
os conceitos e metodologias apresentadas nos capítulos 2 e 3. 
O estudo foi realizado em dois momentos diferentes, numa fase inicial fez-se a análise da 
água recolhida na ETA e posteriormente nas torneiras dos consumidores, tendo em vista a 
análise especifica das características: Turbidez e Cloro Residual. Neste estudo foi também 
possível, analisar eventuais causas especiais e comuns verificadas durante o transporte da 
água através dos tubos de distribuição da ETA até ás torneiras dos consumidores.  
O principal objectivo deste estudo consistiu em definir  e implementar uma metodologia 
adequada, para a diminuição da variabilidade e melhoria da qualidade da água consumida 
na cidade do Lubango - Angola.   
4.2 Recolha dos dados 
As cartas de controlo baseiam-se numa recolha de dados de acordo com os subgrupos 
(amostras), denominação dada por Shewhart. Ou seja, as amostras são seleccionadas com o 
objectivo de maximizar a probabilidade de detectar as diferenças entre subgrupos, e 
minimizar a probabilidade de detectar diferenças dentro do próprio subgrupo. Os dados 
apresentados nas tabelas em anexo I foram recolhidos a partir das fontes de captação, 
tratamento e distribuição, durante os meses de Dezembro de  2015 a  Janeiro de 2016 num 
intervalo de tempo de 24 horas durante trinta dias. 
Para a recolha dos dados vamos centrar-nos no reservatório de tratamento com o cloro 
residual e nas diferentes torneiras dos consumidores.  
A dimensão da amostra deve ser a maior possível, pois torna mais fácil a detenção da 
ocorrência de pequenas alterações no processo. No presente estudo foram recolhidas 60 
amostras a partir dos reservatórios e 60 amostras a partir das torneiras do consumidor.  
4.3 Análise e tratamento dos dados 
Para a realização da análise univariadas dos dados monitorizados da qualidade de água, 
foram adoptadas duas estratégias de avaliação. Na primeira estratégia de avaliação, fez-se a 
análise da água a partir dos reservatórios nos quais são realizados os tratamentos, e na 




4.3.1 Normalidade e função de autocorrelação 
Para utilizar as cartas de controlo é necessário que as observações de interesse sejam 
independentes e normalmente distribuídas. (Costa, 2004; Montgomery, 2012; Samohyl, 
2009). Nesta secção verificaremos os pressupostos em duas etapas, na primeira será feita 
uma análise gráfica da normalidade dos dados através gráficos Q-QPlot, tal como 
apresentados nas figuras 4.1 e 4.2, e em seguida será verificado se há autocorrelação entre 
as amostras através dos gráficos ACF e PACF. Para finalizar três gráficos serão 
apresentados para demonstrar a importância das verificações antes da utilização de uma 
carta de controlo. 
 
Figura 4.1 - Q - QPlot Dados dos Reservatórios 
 
Para complementar a verificação da normalidade através do gráfico Q-QPlot usou-se 
também o teste de teste Kolmogorov-Smirnov para os dados do reservatório (cloro residual 
e turbidez) tendo-se verificado os valores p 0.00649 e 0,03105 respectivamente. Ao nível 




Figura 4.2 - Q-QPlot Dados das Torneiras 
 
Analogamente após a análise do gráfico Q-Q Plot não foi possível concluir com exactidão, 
se os dados são normalmente distribuídos, pelo que aplicou-se também neste caso, o teste 
de teste Kolmogorov-Smirnov para os dados das torneiras, tendo-se obtido os valores p do 
cloro residual e da turbidez: 0,00075 e 0,01339, respectivamente. De igual modo conclui-
se que os dados das torneiras não apresentam uma distribuição normal ao nível de 
significância de 5%.  
Com esta análise conclui-se que, todos os testes de Kolmogorov-Smirnov apresentaram um 
valor p inferior a 0,05, indicando que os dados não apresentam uma  distribuição normal. A 
seguir, é apresentado uma tabela com o resumo das características de cada dados 
recolhidos tanto dos centros de tratamentos e nas torneiras. 
Tabela 4.1 - Teste da Normalidade de Kolmogorov-Smirnov 
Teste da Normalidade de Kolmogorov-Smirnov 
Dados Média Desvio Padrão P-Value KS 
Reservatórios Cloro Resídual 0,7567 0,1254 0,0065 0,2185 
Turbidez 1,6483 0,3629 0,0311 0,1863 
Torneiras Cloro Resídual 0,2833 0, 0905 0,0008 0,2564 
Turbidez 1,8850 0,4822 0,0134 0,2043 
 
A função de autocorrelação, ou comummente chamada de ACF do inglês, ajuda-nos a 
caracterizar o desenvolvimento de Yt ao longo do tempo. A ACF mostra-nos o quão forte o 
valor observado num dado instante está correlacionado com os valores observados no 
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passado. Além de ajudar-nos a descrever os dados, a ACF também nos ajuda a achar raízes 
unitárias, escolher modelos e fazer diagnósticos sobre regressões. 
 
Figura 4.3 - Gráfico ACF e PACF Dados do cloro (Reservatórios). 
 
A figura 4.3, mostra-nos o gráfico temporal e a existência da autocorrelação dos dados do 
cloro residual dos reservatórios, apesar de moderada próxima de  0,3 (lag 0,4). 
 
 
Figura 4.4 - Gráfico ACF e PACF Dados da turbidez (Reservatórios). 
 
A figura 4.4, mostra-nos o gráfico temporal e a existência da autocorrelação dos dados da 




Figura 4.5 - Gráfico ACF e PACF Dados do cloro (Torneiras). 
 
De modo análogo, fez-se análise dos dados das torneiras conforme a figura 4.5, mostra-nos 
o gráfico temporal e a existência da autocorrelação do cloro residual dos, apesar de 
moderada próxima de  0,3 (lag 0,4). 
 
 
Figura 4.6 - Gráfico ACF e PACF Dados da turbidez (Torneiras). 
 
Finalmente figura 4.6 também mostra-nos  que há autocorrelação entre os dados das 
torneiras quanto a turbidez de aproximadamente de 0,45 (lag 0,5).  
Ao analisar as figuras acima referidas  pode-se concluir que há a necessidade de um 
tratamento desses dados antes da utilização das cartas de controlo. Para comprovar a 
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importância da verificação das suposições, serão apresentadas as cartas de controlo sem 
um tratamento prévio dessas amostras, para que seja demonstrado a quantidade 
significativa de alarmes que são gerados figuras 4.7, 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, 4.14, 
4.15, 4.16, 4.17 e 4.18: 
 
 
Figura 4.7 - Cartas de Shewhart para Observações Individuas do cloro (Reservatórios). 
 
 
Figura 4.8 - Cartas de controlo de Shewhart para Observações Individuas do cloro (Torneiras). 
  
Analisando as figuras 4.7 e 4.8, verifica-se que há presença de um ponto fora dos limites 
de controlo nos dados do cloro residual dos reservatórios e quanto aos dados das torneiras 
apresentam muitas variação nos seus pontos. Conforme Montgomery (2012) um ponto fora 
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de controlo ou a sequência de quatro pontos em cinco possíveis consecutivos na zona B ou 
A ou do mesmo lado da linha central conforme as nossas figuras, indica que o processo 
está fora de controlo e é recomendada a imediata investigação. 
 
Figura 4.9 - Cartas de controlo de Shewhart para Observações Individuais da turbidez (Reservatórios). 
 
 
Figura 4.10 - Cartas de controlo de Shewhart para Observações Individuas da turbidez (Torneiras). 
   
De modo análogo, nas figuras 4.9 e 4.10, verifica-se que há presença de quatro pontos fora 
dos limites de controlo, para os dados da turbidez dos reservatórios e seis pontos fora dos 
limites de controlo dos dados da turbidez das torneiras, sendo quatro acima do limite 
superior e dois abaixo dos limites inferiores. 
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Aplicando as cartas de controlo para os dados do cloro residual e a turbidez na CUSUM e a 
EWMA, teremos:  
 
 
Figura 4.11 - Cartas de controlo de CUSUM do cloro (Reservatórios). 
 
 
Figura 4.12 - Cartas de controlo de CUSUM do  cloro (Torneiras). 
 
Nas figuras 4.11 e 4.12 verifica-se facilmente a sequência de pontos abaixo da linha média. 
Conforme Montgomery (2012) a sequência de seis  pontos (regra 3) para os dados do 
reservatórios e a sequencia de cinco pontos (regra 6) para os dados das torneiras, e algumas 
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variações ao longo do processo que indica que o mesmo está fora de controlo e é 
recomendada a imediata investigação.  
 
 
Figura 4.13 - Cartas de controlo de CUSUM da turbidez (Reservatórios). 
 
 
Figura 4.14 - Cartas de controlo de CUSUM da turbidez (Ttorneiras). 
 
Na Figura 4.13 e 4.14, verifica-se que quanto aos dados do reservatórios e das torneiras a 
turbidez apresenta vários pontos fora de controlo. Segundo  Montgomery (2012) cumpre-se 
com a condição de qualquer ponto fora dos limites de controlo (regra 1), indica que o 





Figura 4.15 - Cartas de controlo do cloro (Reservatórios). 
 
 
Figura 4.16 - Cartas de controlo do cloro (Torneiras). 
 
Nas figuras 4.15 e 4.16 verifica-se facilmente a sequência de pontos abaixo da linha média. 
Conforme Montgomery (2012) a sequência de catorze  pontos (regra 7) para os dados do 
reservatórios e a sequencia de nove pontos (regra 2) para os dados das torneiras, indica que 





Figura 4.17 - Cartas de controlo da turbidez (Reservatórios). 
 
 
Figura 4.18 - Cartas de controlo da turbidez (Torneiras). 
 
Na Figura 4.17 e 4.18, verifica-se que quanto aos dados do reservatórios e das torneiras a 
turbidez apresenta vários pontos fora de controlo. Segundo  Montgomery (2012) cumpre-se 
com a condição de qualquer ponto fora dos limites de controlo (regra 1), indica que o 
processo está fora de controlo e é recomendada a imediata investigação. Podemos ver que 
nenhuma das observações do cloro residual em comparação com a turbidez ficaram fora 
dos limites de controle, mas temos uma indicação de o processo não está em controlo, visto 




4.3.2 ARIMA  
Como pode ser visualizado no subtema 3.8.2.1, os dados são autocorrelacionados. Neste 
subtema, os dados originais receberão um tratamento para que a autocorrelação seja 
removida, através de um modelo ARIMA, que gerará um resíduo, e em seguida serão 
verificadas as suposições de normalidade e autocorrelação para poder então aplicar as 
cartas de controlo e propor uma solução para o monitorização do Cloro Residual e da 
Turbidez da Água consumida na cidade do Lubango/Huila.  
Para a definição do modelo de ARIMA utilizaremos o software R com auxílio do pacote 
Forecast (Hyndmann, 2008), no qual o próprio programa escolhe o melhor modelo para os 
dados apresentados de acordo com o menor AIC (Akaike Information Criteria) 
encontrados, para os menores valores de AIC é considerado o melhor modelo de ARIMA. 
Para os erros padrões estimados de 0,01529 com um log likelihood de 40,27  para o ajuste 
do modelo residual do Cloro Residual e da Turbidez para os dados dos Reservatórios. E 
quanto aos dados do ajuste residual das torneiras temos, para os menores valores de AIC é 
considerado o melhor modelo de ARIMA. Para os erros padrões estimados de 0,008045 
com um log likelihood de 59,55  para o Cloro Residual e da Turbidez.  
O AIC é um critério de selecção de modelos que permite que a decisão seja feita baseando-
se entre a redução na soma do quadrado dos resíduos estimados e um modelo mais 
económico. Segundo Hyndmann et al., (2002), quanto menor o AIC, melhor o ajustamento 
do modelo.  
Com a escolha do modelo feita, são geradas as medidas de erro e os resíduos do processo 
para os dados dos reservatórios e das torneiras,  conforme podemos observar nas tabelas 
4.2. 4.3, 4.4 e 4.5. 
Tabela 4.2 - Erros Médios 
MEDIDAS DE 
ERROS 
ME RMSE MAE MPE MAPE MASE 
3.873086e-18   0.1236694   0.09213332   100   100 0.6315589 
Tabela 4.3 - Erros Médios 
MEDIDAS DE  
ERROS 
ME RMSE MAE MPE MAPE MASE 




Onde ME é o erro médio, RMSE é o erro médio quadrado, MAE é o erro médio absoluto, 
MPE é o erro percentual médio, MAPE é o erro percentual médio absoluto e MASE é o 
erro médio de escala absoluta. 
Tabela 4.4 - Resíduos (Reservatórios) 
Tabela de Resíduos 
Resíduo               1                     2                      3                   4                     5                   6  
Valor          0.02750381        0.03103456   -0.06543469       0.02750381       0.13103456   0.13103456  
Resíduo              7                      8                      9                  10                      11                12  
Valor         -0.06543469      0.03103456      0.13456531        0.03809606      -0.06896544    0.03809606  
Resíduo             13                      14               15                   16                    17                    18  
Valor         -0.56896544      0.03456531     0.13103456      -0.06543469         0.13456531    0.03456531  
Resíduo            19                    20                   21                  22                     23                  24  
Valor         0.03809606      -0.06543469      0.03456531     0.04162680      -0.05837320    0.12750381  
Resíduo           25                      26                  27                   28                     29                  30  
Valor         0.02750381      -0.05131170     -0.15837320     0.14868830        0.05928055   -0.04071945  
Resíduo           31                    32                    33                  34                      35                  36  
Valor         -0.14425020       0.15928055     0.05574980     0.05221905       -0.25131170      0.08046505  
Resíduo           37                    38                    39                  40                      41                  42  
Valor         -0.04778095      -0.24071945     0.15221905    -0.04071945       0.04162680      0.15221905  
Resíduo             43                    44                    45                 46                    47                   48  
Valor         -0.02306570     -0.13012720      0.04868830      0.06987280       0.15221905      -0.04071945  
Resíduo            49                    50                     51                 52                    53                   54  
Valor         -0.15131170      0.04162680       0.14162680     -0.06543469     -0.16190394      -0.06896544  
Resíduo      55                          56                     57                  58                    59                   60  




Tabela 4.5 - Resíduos (Torneiras) 
Tabela de Resíduos 
Resíduo              1                      2                           3                    4                            5                   6  
Valor        0.020718356     -0.080666837     -0.082744626    0.020025760    0.118640567   0.118640567 
Resíduo               7                       8                         9                     10                       11                12  
Valor      -0.082052030       0.017947970     0.117255374     0.017255374     0.017255374  0.017255374      
Resíduo             13                      14                      15                       16                      17                 18  
Valor         -0.282744626    0.016562777     0.117947970    -0.082052030     0.018640567  0.017255374  
Resíduo            19                      20                         21                    22                       23                 24  
Valor       0.016562777       0.017255374     -0.075818661    0.019333163    -0.175818661  0.020025760     
Resíduo           25                      26                        27                     28                       29                    30  
Valor        -0.089670591    -0.084822416   -0.084129819    0.117255374       0.013792391  0.013099795   
Resíduo           31                      32                        33                      34                     35                   36  
Valor       -0.086207609     0.016562777      0.013792391    0.014484988     -0.185515012  0.015177584      
Resíduo           37                         38                      39                    40                      41                    42  
Valor      -0.082052030      -0.183437223     0.115177584   -0.083437223      0.013792391  0.117255374      
Resíduo           43                       44                         45                     46                    47                     48  
Valor       0.004788637      -0.091748381      0.111714602   0.108251619     -0.085515012  0.122103549     
Resíduo            49                        50                    51                       52                       53                    54  
Valor       0.017947970     -0.083437223      0.116562777     0.018640567    -0.082052030  0.019333163     
Resíduo            55                    56                           57                      58                     59                   60  
Valor      0.116562777       0.018640567      0.118640567      0.017255374     0.017947970  0.116562777     
 
Na tabela 4.2 e 4.3 é importante destacar o erro percentual médio absoluto, esta medida é a 
média calculada pelo somatório da razão do erro (diferença do valor previsto e do 
observado) e o valor observado, tudo em termos absolutos.  




Figura 4.19 - Gráficos para Análise dos Resíduos nos Reservatórios 
 
Figura 4.20 - Gráficos para Análise dos Resíduos nas Torneiras 
 
A análise dos resíduos nas Figuras 4.19 e 4.20  ajuda-nos a avaliar se as condições de 
homocedasticidade, normalidade e ausência de correlação entre erros foram satisfeitas. A 
normalidade é confirmada pelo Teste de Kolmogorov-Smirnov para os valores ajustados 
dos resíduos, cujo valor p é 0,0610 para o reservatórios e 0,0725  para as torneiras 
respectivamente, ou seja os valor p são em ambos os casos superiores a 0,05 logo, 




Figura 4.21 - Funções ACF e PACF Resíduos nos Reservatórios. 
 
 
Figura 4.22 - Funções ACF e PACF Resíduos nas Torneiras. 
 
Analisando as figuras 4.21 e 4.22, verifica-se que a autocorrelação foi removida dos dados 
originais garantindo a independência deles. Com isso pode-se continuar o desenvolvimento 
do controlo estatístico de processo sem que os resultados sejam alterados pela quebra das 
suposições iniciais, isso será verificado nas secções a seguir. 
4.3.3 Cartas de Shewhart aplicado nos resíduos 
Assim sendo com os dados sem autocorrelação podemos dar continuidade ao trabalho de 
monitorização da variável. Nesta secção o gráfico de Shewhart pode ser visto de acordo 





Figura 4.23 - Cartas de controlo de Shewhart para Observações Individuais Resíduos nos Reservatórios. 
 
A figura 4.23 mostra que os resíduos tem média em -9.84704e-19, o desvio padrão é de 
0,1004766 e os limites de controlo inferior e superior são -0,3014298 e 0,3014298 
respectivamente. 
 
Figura 4.24 - Cartas de controlo de Shewhart para Observações Individuais Resíduos nas Torneiras. 
 
A figura 4.24 mostra que os resíduos tem média em -2,189863e-18, o desvio padrão é de 
0,08360212 e os limites de controlo inferior e superior são -0,2508063 e 0,2508063    
respectivamente. 
Podemos observar, que processo está completamente sobre controlo estatístico 
contrariamente ao primeiro caso quando foram obtidas as cartas sem levar em consideração 
a normalidade dos dados e a autocorrelação entre eles. Assim, com o processo controlado 
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os limites de controlo gerado pelo processo serão fixados, para fazer o monitoramento dos 
dados seguintes. 
4.3.4 Cartas do CUSUM aplicado aos resíduos 
Da mesma forma tal como foi feito com a carta de Shewhart, utilizaremos os resíduos 
gerados pelo modelo ARIMA para depois comparamos o desempenho entre as cartas e 
para poder indicar a melhor modelo para monitorizarmos à variável estudada. 
 
Figura 4.25 - Cartas de controlo de CUSUM Resíduos nos Reservatórios. 
 
 
Figura 4.26 - Cartas de controlo de CUSUM Resíduos nas Torneiras. 
As figuras 4.25 e 4.26 representam CUSUM bilateral onde a linha superior monitorizada 
os aumentos do nível do cloro residual e a turbidez quanto a  linha inferior mostra os 
decréscimos do mesmo. 
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4.3.5 Cartas EWMA aplicadas aos resíduos 
Continuando a demonstração das cartas de controlo estatístico, nesta secção será mostrado 
como a carta de média móvel exponencialmente ponderada se comportará com a utilização 
dos resíduos, é importante salientar que tanto para a carta de Shewhart apresentaram 
pontos fora de controlo tanto para os reservatórios como para as torneiras, enquanto que as 
cartas da Soma Acumulada os resíduos se comportam-se muito bem não apresentando 
nenhum ponto fora de controlo, com isso podemos esperar que a carta da EWMA tenha um 









Figura 4.28 - Cartas de controlo de EWMA Resíduos nas Torneiras. 
 
Como esperado a carta da média móvel exponencialmente ponderada comportou-se da 
mesma forma como as cartas CUSUM e da mesma forma serão fixados os limites de 
controlo para que os próximos resíduos sejam monitorizados com a mesma carta. 
 
4.4 Resultados 
4.4.1 Monitorização estatística do processo 
Com a definição dos limites de controlo nos subtemas anteriores, utilizaremos os mesmos, 
para realizar monitorização estatística do processo e analisar os resultados. Neste subtema 
será monitorizada a carta de controlo para dados subsequentes, mais especificamente dos 
reservatórios. Nas figuras 4.29, 4.30, 4.31, 4.32, 4.33 e 4.34 é possível verificar as cartas 
de Shewhart, CUSUM e EWMA divididas em duas partes, sendo a primeira parte com os 
dados sob controlo (fase 2) e a segunda parte com os dados fora de controlo, para a 
monitorização, lembrando que para todos os dados será utilizado o modelo de ARIMA 
(0,0,0) e serão aplicados as cartas aos resíduos do modelo. 
 
 





Figura 4.30 - Cartas de controlo de Shewhart para Observações Individuais Monitorização. 
 
Figura 4.31 - Cartas de controlo de CUSUM Monitorização. 
 





Figura 4.33 - Cartas de controlo de EWMA Monitorização. 
 
 
Figura 4.34 - Cartas de controlo de EWMA Monitorização. 
 
De acordo com as figuras 4.29, 4.30, 4.31, 4.32, 4.33 e 4.34 é possível diagnosticar que os 
dados subsequentes apontam que os dados não estão sob controlo estatístico.  
As cartas mostram que as amostras dos reservatórios, estão acima do esperado, sendo que 
neste caso justifica-se uma investigação mais profunda, pois é possível visualizar que os 
dados caminham acima de zero e que esta amostra é  discrepante em relação ás outras.  
Neste trabalho é importante salientar que a utilização de métodos de previsão, como, 
ARIMA, aplicação da carta de controlo estatístico aos resíduos, são muito avançados e 
eficazes, mas por outro lado para a aplicação do mesmo em algumas empresas que não 
necessitam um controlo estatístico rígido, dificilmente esses métodos são aplicados, pela 
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sua dificuldade de interpretação e a necessidade de pessoas especializadas para a aplicação 
e o estudo das cartas. Para as empresas, que não necessitam de um controlo estatístico 
rígido, é recomendável  que utilizem métodos como limites de controlo alargados ou 
diminua a frequência de retirada de amostras, e isso fará com que a autocorrelação 
desapareça e a aplicação do CEP não será prejudicada. Além disso, a interpretação dos 
dados fica mais acessível e o cálculo das cartas também. 
 Capítulo 5 - Conclusões Finais e Recomendações 
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5. Considerações finais e recomendações 
5.1 Considerações finais 
Neste trabalho foram apresentadas as ferramentas de controlo estatístico da qualidade que 
podem ser utilizadas de forma rotineira nas empresas de tratamento e distribuição de água. 
De referir que através do controlo directo com a empresa contactada, notou-se que não 
existe o hábito de aplicação de técnicas estatísticas para controlar a qualidade, apostando-
se apenas em alguns controlos rotineiros. 
O desenvolvimento e o uso adequado de técnicas estatísticas são fundamentais para uma 
empresa melhorar e manter a qualidade e produtividade. Montgomery (2012), apresentou o 
vínculo entre qualidade e produtividade afirmando não ser fácil atingir qualidade nos 
negócios em ambientes industriais modernos. Um aspecto significativo do problema é a 
constante evolução tecnológica. Quando surgem tais avanços, rapidamente, os novos 
estudos ou aplicações dos processos e métodos utilizados nos diversos ramos da indústria 
são usados com o objectivo de explorar vantagens competitivas. 
As cartas de controlo de Shewhart, mostram-nos que quando os dados estão 
autocorrelacionados, não apresentam um bom desempenho por violarem um dos 
pressupostos fundamentais, podendo muitas vezes assinalar uma causa especial quando na 
verdade ela não existe.  
Os resultados obtidos mostraram que a carta CUSUM consegue detectar rapidamente 
mudanças na média da característica de qualidade do processo estudado. Do ponto de vista 
económico a aplicação da carta de CUSUM é mais vantajosa, visto que será necessário um 
menor número de amostras para a detenção de mudança na média do processo. 
Aplicou-se  a autocorrelação porque geralmente as cartas de controlo costumam gerar 
alarmes falsos como já foi dito atrás, gerando viés na interpretação dos seus resultados e, 
consequentemente ocasionando um grande número de intervenções desnecessárias no 
processo. 
Foi possível, a partir de dados reais da experimentação prática dos dois processos 
Reservatórios e Torneiras analisados, realizar um estudo comparativo do desempenho das 
cartas de Shewhart, CUSUM e EWMA para verificar a diferença significativa entre a 




A monitorização estatística da turbidez e do cloro residual da água potável proposto neste 
trabalho justifica-se pela preocupação actual com saneamento básico. Neste investimento 
de melhoria da qualidade da água estima-se que para cada kwanza investido possam ser 
economizados valores elevados na área da medicina para tratamento dos humanos, ou seja, 
ao detectarmos qualquer tipo de problema na água estaremos a prevenir doenças como a 
Cólera, a Disenteria amebiana, a Disenteria bacilar, a Febre tifoide e paratifoide, 
Gastroenterite, a Hepatite infeciosa e a Paralisia infantil. A Cólera, a febre tifoide e a 
paratifoide são as doenças mais frequentemente ocasionadas por águas contaminadas e 
penetram no organismo via cutâneo–mucosa como é o caso da via oral. 
Foram comparadas diversas cartas, como o da média de Shewhart, da soma acumulada 
(CUSUM) e o da média móvel exponencialmente ponderada (EWMA). Assim mediante a 
comparação dos mesmos, pode-se recomendar o melhor método para monitorizar as 
variáveis do cloro residual e a turbidez numa estação de tratamento. Neste trabalho é 
enfatizado também, a importância da verificação dos pressupostos de normalidade e 
independência das amostras antes da utilização das cartas de controlo, e foi demonstrado 
como tratar os dados autocorrelacionados, com a utilização do modelo ARIMA.  
Analisando os resultados obtidos a partir das cartas de Shewhart e CUSUM conclui-se que: 
A carta de Shewhart apesar de ter detectado alguns sinais fora de controlo depois de alguns 
pontos monitorizados na carta (momento em que a regra de decisão foi violada) não foi 
suficientemente sensível para sinalizar com maior precisão o momento da mudança no 
valor médio deste processo num tempo menor que a carta CUSUM. 
A estatística EWMA é um modelo simples que produz bons resultados e sua utilização 
pode ser tão eficaz na previsão da monitorização dos processos.  
Foi possível, comparar a sensibilidade existente entre as cartas de controlo de Shewhart, 
CUSUM e EWMA na detenção de pequenas mudanças no cloro residual e turbidez na 
água. 
Entretanto, o seu uso requer que o pesquisador tenha um bom conhecimento teórico dos 
conceitos envolvidos. 
Apesar das variações verificadas no processo de distribuição da água devido as causas 
comuns e especiais  nas cartas de controlo (dados fora dos limites de controlo), a turbidez e 
o cloro residual mostraram que todas as observações em estudo encontram-se dentro dos 
92 
 
limites dos padrões de controlo de qualidade exigidos pela Organização Mundial da Saúde 
(OMS), ficando distante dos padrões mínimos e máximos tolerável. 
A carta de controlo não identifica quais as causas especiais atuando no processo. 
O software R versão 3.1.0 (R DEVELOPMENT CORE TEAM, 2014) com o auxílio do 
pacote qcc (Scrucca, 2004) específico para o controlo estatístico do processo, e o pacote 
forecast (Hyndmann e Khandakar, 2008) para ajuste do modelo ARIMA, mostraram-se 
muito eficazes na análise estatística do processo, e na detenção da variabilidade do 
processo. 
A partir do software R,  foi possível proceder à leitura dos dados, geração de gráficos e 
tabelas, realizar a análise dos resultados, otimizar o tempo gasto na realização das análises 
fora do programa, facilitando os cálculos e permitindo obter resultados precisos e 
confiáveis. 
Neste estudo, controlámos os dados e percebemos que o processo dos dados da Boca da 
Humpata e Proteica, não está sob controlo estatístico, concluindo-se na carta que a variável 
monitorizada não verifica os requisitos necessários para a qualidade do processo.  
De acordo com o que foi visto no capítulo 3, na verificação dos pressupostos, podemos 
concluir que os testes de normalidade e de independência das amostras são de grande 
importância para realizar o monitorização e o controlo estatístico do processo. No mesmo 
capítulo demonstrámos, através das cartas, que ao usarmos dados autocorrelacionados, o 
número de amostras que ficaram fora dos limites de controlo foram significativas 
ratificando a suposição de que as cartas de controlo não funcionam bem com esse tipo de 
problema.  
A partir dos resultados obtidos das cartas de controlo foi possível verificar as seguintes 
causas especiais na distribuição da água: 
Segundo os resultados obtidos nas torneiras, conclui-se que, os dois parâmetros 
estudados variam ao longo das redes de distribuição; 
Em alguns casos as estruturas dos reservatórios, usados para o tratamento da água 
encontram-se em maus estados de higiene;    
A falta de manutenção dos reservatórios, em tempos periódicos bem calendarizados; 
A falta de formação continua e fiscalização constante nos trabalhadores da ETA durante 
a colocação do cloro residual nos diferentes reservatórios de distribuição; 
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Alguns tubos de distribuição encontram-se em estado obsoletos, devido ao longo tempo 
de uso, sendo necessário a sua substituição. 
A metodologia utilizada permitiu definir dimensões da qualidade no processo de produção 
de água tratada referente à variável cloro residual e turbidez. Estes métodos foram 
utilizados para alcançar o objetivo principal, monitorizar o cloro residual e a turbidez da 
água tratada pela Empresa de Tratamento de Água Provincial da Huila atendendo aos 
limites de especificações estabelecido pela Organização Mundial da Saúde (OMS) e seus 
países membros na qual Angola faz parte.  
 
5.2 Recomendações 
As recomendações para trabalhos de rotina e futuros para melhorar a qualidade da água 
consumida no município do Lubango/Huila estão alistadas de acordo com os itens abaixo:  
 Melhorar a qualidade da água para a redução de varias doenças causadas pela má 
qualidade da água consumida principalmente dos chafarizes, onde aconselhamos fazer 
furos um pouco distante das residências, visto que, contribuem para má qualidade da 
água apresentadas nas tabelas em anexo; 
 Realizar um acompanhamento estatístico durante um período completo de um ou mais 
anos, com auxilio dos dados anteriores para facilitar a identificação das causas especiais 
e comuns dos pontos fora de controlo; 
 Demonstrar a importância da verificação dos pressupostos de autocorrelação e 
independência das amostras, nos estudos sobre a qualidade da água para o consumo 
humano;  
 A empresa em estudo não faz analise semanal ou trimestral dos dados recolhidos de 
forma continua, pelo que, achamos ser necessário ter ou fazer parceria para estudos 
específico para o controlo estatístico do processo onde propormos o uso do software R; 
 Incentivar os pesquisadores na escolha e utilização de forma adequada de programas de 
computador existentes para reduzir o esforço do usuário na implementação de estudos; 
 Dar formação continua e fazer um acompanhamento constante aos trabalhadores da 
ETA, visto que, muitas das variações surgem nestes sectores; 
 Notou-se também que as pequenas variações na qualidade da água são  causadas pela 
falta de uma medida única e uniforme para o tratamento da água assim como, há falta de 
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manutenção em alguns equipamentos de distribuição que se encontram num estado 
obsoleto de uso;  
 Como continuidade deste estudo, seria interessante divulgar cada vez mais essas 
técnicas de controlo de qualidade em Angola, o que possivelmente levaria aos 
investigadores um novo pensar dos seus estudos sobre o controlo dos processos, e 
algumas melhorias nos resultados de estudos há apresentar;    
 Porém o CEP é uma ferramenta que auxilia os investigadores a melhorarem os 
processos de produção, ou seja, não tem participação ativa dentro do processo, para que 
ela tenha um desempenho satisfatório, os investigadores envolvidos devem agir ao 
receberem os alertas das cartas quando o processo está fora do controlo estatístico.  
 Propormos a empresa da ETA, concernente a: 
 - Uso de uma medida adequada e uniforme para o cloro residual; 
 - Notou-se também que é necessário a mudanças de alguns tubos de 
distribuição por se encontrar num estado obsoleto para o uso;  
 - Os reservatórios em estudo, necessitam de limpezas periódicas, visto que, 
algumas alterações na qualidade é devido a faltas destas limpezas.  
 Dentro dos resultados encontrados, nos chafarizes periféricos da cidade propormos a 
empresa de Energia e Águas a eliminação dos mesmos visto que tem sido a causa de 
muitas doenças e mortes infantis e não só.    
 Propor ao governo angolano, para aprovação de um diploma que regulamenta a 
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              Tabela A1 - Reservatório Mapunda (A). 
Dados Recolhidos da Reservatório Mapunda 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 9/12/15 a 15/12/15 Cloro Residual Livre 0.8 0.8 0.7 0.8 0.9 
Turvação 1.2 1.3 1.4 1.2 1.3 
2ª Semana 17/12/15 a 23/12/15 Cloro Residual Livre 0.9 0.7 0.8 0.9 0.8 
Turvação 1.3 1.4 1.3 1.4 1.5 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.7 0.8 0.2 0.8 0.9 
Turvação 1.3 1.5 1.3 1.4 1.3 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.7 0.9 0.8 0.8 0.7 
Turvação 1.4 1.4 1.4 1.5 1.4 
                 
                              Tabela A2 - Reservatório Boca da Humpata (B). 





Dados Recolhidos da Reservatório Boca da Humpata 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 10/12/15 a 16/12/15 Cloro Residual Livre 0.8 0.8 0.7 0.9 0.8 
Turvação 1.4 1.6 1.6 1.2 1.2 
2ª Semana 17/12/15 a 23/12/15 Cloro Residual Livre 0,7 0.6 0.9 0.8 0.7 
Turvação 1,8 1.6 1.8 2.1 2.1 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.6 0.9 0.8 0.8 0.5 
Turvação 2.0 2.1 2.0 1.9 1.8 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.8 0.7 0.5 0.9 0.7 




                                                         Tabela A3 - Reservatório da Proteica (C). 
Dados Recolhidos da Reservatório da Proteica 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 10/12/15 a 16/12/15 Cloro Residual Livre 0.8 0.9 0.7 0.6 0.8 
Turvação 1.6 1.9 2.6 2.4 1.8 
2ª Semana 17/12/15 a 23/12/15 Cloro Residual Livre 1.6 1.9 2.6 2.4 1.8 
Turvação 2.4 1.9 2.1 1.8 1.6 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.9 0.7 0.6 0.7 0.9 
Turvação 1.6 1.4 1.5 1.3 1.6 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.7 0.8 0.7 0.7 0.8 
Turvação 1.5 1.3 1.5 1.4 1.6 
 
                                     Tabela A4 - Torneira do Bairro Hélder Neto (C). 
Dados Recolhidos da Torneira Bairro Hélder Neto (Pediatria) 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 10/12/15 a 16/12/15 Cloro Residual Livre 0.3 0.2 0.2 0.3 0.4 
Turvação 1.3 1.5 1.8 1.4 1.6 
2ª Semana 17/12/15 a 23/12/15 Cloro Residual Livre 0.4 0.2 0.3 0.4 0.3 
Turvação 1.6 1.7 1.7 1.8 1.8 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.3 0.3 0.0 0.3 0.4 
Turvação 1.8 1.8 1.8 1.9 1.7 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.2 0.3 0.3 0.3 0.3 





  Tabela A5 - Torneira do Bairro Só Frio (B). 
Dados Recolhidos da Torneira do Bairro Só Frio 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 10/12/15 a 16/12/15 Cloro Residual Livre 0.2 0.3 0.1 0.3 0.2 
Turvação 0.8 1.5 0.8 1.4 2.8 
2ª Semana 17/12/15 a 23/12/15 Cloro Residual Livre 0.2 0.2 0.4 0.3 0.3 
Turvação 2.1 2.0 1.8 2.3 2.4 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.2 0.3 0.3 0.3 0.1 
Turvação 2.3 1.9 2.3 2.2 2.2 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.3 0.2 0.1 0.4 0.2 
Turvação 2.1 1.7 1.9 2.1 1.9 
 
Tabela A6 - Torneira do Bairro Comercial (A). 
Dados Recolhidos da Torneira do Bairro Comercial (Governo Provincial ) 
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 9/12/15 a 15/12/15 Cloro Residual Livre 0.3 0.4 0.3 0.2 0.4 
Turvação 0.8 1.8 3.6 3.1 2.6 
2ª Semana 17/12/15 a 15/12/15 Cloro Residual Livre 0.4 0.2 0.4 0.3 0.2 
Turvação 3.1 2.2 1.1 1.7 1.9 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre 0.4 0.3 0.2 0.3 0.4 
Turvação 1.9 1.6 1.7 1.5 1.9 
4ª Semana 11/01/16 a 15/01/16 Cloro Residual Livre 0.3 0.4 0.3 0.3 0.4 





 Tabela A7 - Chafariz (AA). 
Dados Recolhidos do Chafariz (AA)  
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 9/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 5.9 5.9 4.8 6.2 6.1 
2ª Semana 17/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 5.7 6.0 5.6 5.6 5.6 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre      
Turvação 5.5 5.7 5.2 6.1 5.2 
4ª Semana 11/01/16 Cloro Residual Livre      
Turvação 5.1 5.1 4.6 3.7 5.4 
 
Tabela A8 - Chafariz (BB). 
Dados Recolhidos do Chafariz (BB)  
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 9/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 73.3 98.3 88.1 90.3 89.9 
2ª Semana 17/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 75.4 75.3 78.5 77.7 77.9 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre      
Turvação 78.6 79.1 78.9 80.0 75.7 
4ª Semana 11/01/16 Cloro Residual Livre      





Tabela A9 - Chafariz (CC). 
Dados Recolhidos do Chafariz (CC)  
Data/Hora da colheita 1  2  3  4  5  
1ª Semana 9/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 7.9 6.9 7.8 6.9 7.1 
2ª Semana 17/12/15 a 15/12/15 Cloro Residual Livre      
Turvação 6.9 6.9 7.3 7.6 7.5 
3ª Semana 28/12/15 a 6/01/16 Cloro Residual Livre      
Turvação 7.1 7.5 7.5 7.8 7.9 
4ª Semana 11/01/16 Cloro Residual Livre      



































































































Apêndice III - Fatores de construção das cartas para controlo de variáveis (constantes). 
 
                       
 
