Abstract-The paper considers an a priori given robot trajectory which has to be recomputed when online sensed information on the environment is available. Then the original trajectory is adapted in order to continue the so far commanded motion by the sensed geometric shape. The adapted trajectory has to comply with restrictions on velocity, acceleration and jerk. Furthermore it is desired to converge to the original trajectory. At least if the robot is in contact with the environment it is further essential that the geometrical path is not left when modifying the trajectory. This means that preferably only the temporal profile is changed by scaling or rescaling the velocity. In order to inhibit overshooting, future restrictions are predicted and backtracked in the case of a violation. All this computation is done within a single sampling step, i.e. within 4 ms for a standard KUKA industrial robot. This precludes accurate optimization algorithms. When applied without an a priori given trajectory the method results in an near timeoptimal solution.
I. INTRODUCTION
Trajectory generation of fixed robot paths can be done offline, considering sophisticated optimization criteria. In contrast, trajectories from paths which are computed or adapted online from sensor data have to be computed in a time efficient manner. Thus optimization methods as e.g. [1] , [2] , [3] are too slow. Instead, the computation time should be below 1 ms, even if this results in a sub-optimal trajectory. This is important for fast motion with high accuracy requirements, e.g. when approaching an object, where the sensed desired path abruptly changes when a contact force is measured. Then, in order to avoid excessive forces as well as a loss of contact after the first overshooting, the robot should decelerate as fast as possible and then perform the desired contact motion, e.g. polishing with the desired pressure. Another critical task for trajectory generation is stopping during constrained motion, without exerting undesired forces, i.e. without leaving the previously defined path.
Sudden changes of the desired trajectory can also be present before sensing a contact, e.g. in pick-and-place operations or during assembly, when the exact gripping pose is not known until it is sensed (e.g. by an eye-in-hand camera of limited field of view). Then, a significant change of orientation may be needed in a very short time. And this path correction should be executed without colliding with the object to be gripped.
A general formulation of the problem is, first, the definition of desired trajectories q d (k+κ) from each sampling step k, representing the sampled positions of the next 100 ms or so, incorporating the current information on the environment. For this paper, the desired trajectories are assumed to be given. Second, there are restrictions, usually given by the robot manufacturer, limiting the velocity, the acceleration and the jerk of the individual axes. In addition, there may be restrictions on Cartesian level. If the desired trajectory does not comply with the restrictions, the task of trajectory generation is to modify the trajectory such that:
• The restrictions are met.
• The desired trajectory is reached as soon as possible.
• The modified path, i.e. the geometrical shape of the trajectory, complies with the desired path. The latter requirement is called path-accuracy 1 . The resulting executable trajectory is called limited desired trajectory, with the first value denoted as the commanded position q c (k) which provides the desired values for the servo loops.
Typical interpolation methods as e.g. [4] , [5] generate a trajectory from the current position to a goal position, assuming that the robot stands still at both places. Other algorithms generate a trajectory through several points in the axis space, as e.g. [3] , [6] , [7] , [8] . All this is not applicable, when the robot is in motion and the desired path suddenly changes because of unexpected sensor signals.
The Reflexxes Motion Library [9] provides a useful trajectory generator to limit the velocity, the acceleration, and the jerk, considering the full current state. However, the goal is to reach the target pose with given velocity and acceleration in minimum time. So there are two drawbacks for the task on hand: First, when using the algorithm, q d (k), q d (k + 1), q d (k + 2) · · · and the appropriate derivatives have to be tested as goal, until the algorithm confirms that a solution is possible within the given number of sampling steps. In this way, the experiments are done in Section IV. The second drawback is even worse. Since the only criterium is timeoptimality, there is no desired trajectory processed. Therefore the limited desired trajectory may be quite far from the desired trajectory, not considering a possible collision.
Scanning other methods it turns out that time optimality is predominantly used as cost function. Also with methods that explicitly consider the tracking of a desired path (as e.g. [10] , [11] , [12] , [13] , [14] , [15] ), minimum execution time is aimed instead of synchronization with a given trajectory. The latter however, is desired with given robot programs. This is the motivation for the method of this paper.
If a velocity profile for a given path is computed, the path is represented with the arc length s as parameter. Then the task is to compute the velocityṡ(s) in the phase space, that complies with the restrictions. Early papers as [10] , [11] , [12] did not consider constraints on the jerk. In contrast, [13] uses forward and backward computation and smoothing at the meeting point to account for these limits as well. [14] only computes from the beginning of the trajectory, but switches before entering a trapped area, since otherwise the path will be lost later.
While in most papers (as [4] , [9] , [12] , [13] , [14] , [16] ) the motion is divided into a limited number of phases with given characteristics, as a constant jerk or a constant acceleration, the consideration of the path-accuracy affords the generation of a continuous trajectory. Therefore the number of phases can be up to the number of sampling steps until the desired trajectory is reached. As mentioned before, the optimization of so many degrees of freedom (dof) is not possible within the given computing time.
It should be noted that in contrast to the offline generation of a whole trajectory it is not always possible to generate a path-accurate trajectory from a given state, that meets all restrictions. For example, in the above mentioned task of approaching an object it may be impossible to inhibit overshooting. In contrast to acceleration phases, the pathaccuracy is always at risk if the desired deceleration 2 exceeds the limits, even more if some axes are decelerated while others are accelerated. This is discussed in more detail in [9] , [14] .
This problem might be relieved if not only the current time step is considered but also future restrictions, similar to a whole trajectory. [15] locally restricts the given velocity limits in order to comply with the limits on the acceleration and the jerk. Instead, in this paper it is proposed to predict future restrictions and then to modify the trajectory at previous time steps. This is outlined in Section III.
The paper is organized as follows: The next section tries to modify a desired position in order to comply with the robot restrictions, given the so far commanded trajectory. Since this may result in overshooting, Section III considers several future sampling steps. Both approaches are shown in experiments in Section IV.
II. PATH-ACCURATE SCALING OF THE CURRENT TIME-STEP
In this section the desired axis positions q d (k) are modified to commands q c (k), in order to comply with the restrictions. This is explained in three steps, considering the limitations on velocity, acceleration, and jerk.
For convenience, in the following equations we omit the sampling time T 0 = 1, which means that the time is expressed in steps instead of seconds. Furthermore, we denote q c (k) as the output of each step, which then becomes the input of the next step, i.e. q d (k). The same applies if there is Modification of a 1 dof path by scaling the velocity at the discontinuity of the desired path in order to comply with a velocity limit.
an iteration within a step. Past values q c (k
A. Scaling of the Velocity
For each axis the restriction
applies. If the desired position violates the restriction in at least one axis i, i.e.
the velocity has to be scaled. Scaling of the velocity between time step (k − 1) and k always results in a path-accurate trajectory since not the path is modified but the time profile of its execution. The modification is executed in two steps. First, the scaling factor α is computed as
This computation is always possible and results in α > 1. Then the velocity of all axes is scaled
For one degree of freedom (dof) this is displayed in Fig. 1 . In addition, if α exceeds a valueᾱ v , e.g. 2, the motion is stopped by q c (k) = q d (k − 1), since then probably a sensor failure or another fault has occurred.
B. Path-Accurate Scaling of the Acceleration
| >ā i , the velocity is scaled (see Fig. 2 ). (3) gives
and hence the scaling factor The sign ofā i is positive if a di (k) >ā i , it is negative if a di (k) < −ā i . Otherwise axis i does not contribute to the computation of α since the component i of (4) is met.
If the result is α > 1, (3) meets (4) in all axes. Then the modification is path-accurate. But the condition on α is not always met.
Unfortunately, a scaling in axis i 1 may cause a limitation in another axis i 2 , since the value of q c (k) which is modified according to (3) has to be used in (4) . Simply speaking, if the velocity has to be reduced because of a big desired acceleration in axis i 1 , the reduction of the velocity of axis i 2 may exceed the maximum deceleration. Therefore all scaling is repeated iteratively, until a solution is found that meets all restrictions. The number of steps of this iteration is not greater than the number of axes. If such a solution cannot be found, the modification of the desired trajectory will not be path-accurate.
As well for the acceleration a fault detection is implemented which stops the motion if α >ᾱ a , whereᾱ a for the scaling of the acceleration can be bigger thanᾱ v , e.g. α a = 30, depending on the sampling time.
C. Other Scaling of the Acceleration
If no path-accurate scaling is possible, the acceleration is scaled directly, since the robot controller inhibits the motion if the restrictions are not met.
The scaling factor is computed by
Then the scaling is done by
This modification of the desired trajectory is always possible, since α > 1 if the acceleration limits are violated without scaling. Fig. 3 shows the geometrical interpretation. The scaling is done between the position which would be reached without acceleration and the desired position which is not reachable with the given restrictions on the acceleration.
D. Path-Accurate Scaling of the Jerk
The restriction of the jerk is
(9) Scaling is required if the limit is exceeded by at least a single axis. As with the acceleration it is first tried to modify the desired trajectory in a pathaccurate way, i.e. by scaling the velocity. (3) gives
Thus the scaling factor
can be computed and inserted in (3). As with the acceleration this has to be repeated until a solution is found that meets all restrictions. Still it is possible that no solution exists.
E. Other Scaling of the Jerk
If the scaling of the velocity is not possible, as well here it is required to modify the desired trajectory in order to comply with the restrictions. This can be done by scaling the accelerations or directly the jerk. Since the scaling of the accelerations between the current and the previous time step is not always successful in order to meet the jerk limitations, it is not explained here. Instead, the jerk is scaled by
This results in α > 1 if the jerk limits are violated without scaling. Thus this scaling always gives a valid modification of the desired trajectory
F. Limitations of Scaling
In this way a valid scaling is possible for the restrictions in each level, but this does not always result in a path-accurate modification of the desired trajectory.
Even worse, there are desired trajectories for which no valid modification is possible at all. This may happen if the robot has accelerated until the maximum velocity is reached. But then the robot continues to accelerate because the restrictions on the jerk do not allow zero acceleration in the next step. This is called a forbidden point in [13] .
Besides the kinematic restrictions, as in this paper, it is possible to provide for dynamic restrictions as a limited motor torque. In this caseā is a time variant function of the allowed motor torques, considering couplings from other axes as e.g. velocity dependent terms. (see e.g. [11] , [14] for other methods accounting for torques)
III. PREDICTIVE SCALING BY BACKTRACKING
In the same way as q d (k) is modified, future time steps q d (k + κ) can be modified. If the desired trajectory is not only given for the current time step k, the knowledge of its future limitations gives the chance to avoid deviations from the desired path, i.e. modifications of the desired trajectory which cannot be done path-accurately. For example, a strong deceleration at time step k + κ will produce overshooting if this is not inhibited by starting the deceleration before. Then the speed reduction can be executed path-accurately.
Another application for predictive scaling is the execution of a desired step, e.g. during sensor controlled motion when the desired position differs from the actual one because of a changed model of the environment. If the desired trajectory (the step) is scaled according to Section II, the speed of the limited desired trajectory will increase until the step is executed. But then it is too late for deceleration. This is shown in Section IV (see Fig. 5 ).
But the algorithm which is explained in the sequel is not restricted to these examples. It is applicable as well, e.g. to a desired trajectory which offers a high curvature in time step k + 20.
The procedure is as follows. 
A. Restriction on the Acceleration
By a path-accurate modification of q d (k + κ) and q d (k + κ − 1) it is always possible to meet the limits of the acceleration a c (k +κ) = q c (k +κ)−2q c (k +κ−1)+q c (k +κ−2).
For brevity, in the sequel we denote k + κ as k . Then the modification is done by two scalings of the velocity
In order to limit the computing time, we concatenate these scalings by selecting α k = α and
which results in α from (7), with k instead of k.
For α → ∞ this converges to
and thus results in an acceleration q c (k ) − 2q c (k − 1) + q c (k − 2) of zero.
For the critical axis from which α has been computed, we get
and thus
B. Restriction on the Jerk
Similarly the path-accurate modification of − 3) . Here, as well, k + κ is denoted as k .
Analogously to (16) and (17) the modification is done by
which results in α from (12), with k instead of k. For α → ∞ this converges to
C. Limitations of Backtracking
In this way backtracking will find a path-accurate solution in most cases. If the iteration is aborted, e.g. because already time step k + κ with κ = 0 cannot be scaled path-accurately, the restrictions can be met by a scaling according to Section II-C or II-E. Thus, besides the exception 3 mentioned in Section II-F, the modified trajectory will comply with the restrictions.
By scaling and by backtracking the trajectory is always slowed down, because the positions are shifted towards positions at previous time steps. Thus the restrictions are probably met. But it will not be path-accurate if the backtracking exceeds the current time step k. Therefore with this conservative procedure it is not ensured that a possible pathaccurate solution is found. On the other side it has been stated in the Introduction that a full optimization is not feasible.
The required number of future time steps that can be used for backtracking depends on the velocity and on how close the desired trajectory is from the limits. In the experiments we use 0 ≤ κ <κ = 20 which is usually sufficient. 
IV. EXPERIMENTS
In this section we first consider the case of a vertical motion of the tcp (see setup in Fig. 4) , until a reaction force is measured. This happens in time step 2801 in Figs. 5 to 7, much earlier than expected. Then the future desired trajectory is recomputed as that position, at which the desired force will be executed. This approach is explained in detail in [17] . It results in a step since the actual position at which the force is sensed is delayed with respect to the so far desired trajectory. The desired trajectory is recalculated as well in further time steps. Then the desired position slightly changes because the assumptions on the robot compliance are disturbed. In theory there is no feedback from the robot motion to the desired motion. Therefore the latter is assumed to be given in this paper irrespective of the type of sensor.
Figures 5 to 7 show the experimental results in Cartesian space, using a KUKA KR16 robot which is controlled at 250 Hz via RSI Ethernet from an external computer. In Fig. 6 the path error is displayed, i.e. the motion perpendicular to the desired path. Fig. 7 displays the computed accelerations and jerks. Their used limits in the joint space are displayed in Table I , meaning, e.g., velocity limitsv i /T 0 in rad/4ms.
When the desired position is changed (because of a sensed contact), in the first step all methods are identical. An overshooting cannot be avoided. Thus this step is not pathaccurate.
Then the method of Section II executes maximum acceleration until the desired value is reached. Then, as far as the jerk limit allows, the deceleration is maximal. Like this, a poorly damped oscillation around the desired position is executed. The robot motion may even become unstable if the limits of the jerk are very restrictive. In contrast, with backtracking there is no overshooting since the acceleration is reduced in time. Apart from sampling step 2801, the trajectory is path-accurate. The plots of the acceleration and the jerk show however, that the trajectory is sub-optimal since they do not feature the typical shape as with the scaling. Tracing the experiment discloses that in step 2802 backtracking is executed for time steps 2807 (jerk), 2808 (acc.), 2807 (jerk), 2805 (jerk), 2809( acc.), 2808 (acc.), 2807 (jerk), 2805 (jerk), 2808 (jerk), 2810 (acc.). Similarly, backtracking is performed in each of the next sampling steps.
The result of the Reflexxes Motion Library [18] is similar to this, at least according to tentatively calling the function RMLPosition for κ = 0, · · · ,κ until the target is reached within at most κ time steps. 4 The intermediate time steps k, · · · , k + κ − 1 are not considered in each case. Therefore the motion is not path-accurate, i.e. there are small deviations in x-direction. In this example, the deviations are not essential since there is no contact in this direction. However, deviations in the sub-millimeter range may be significant if the robot is in stiff contact of e.g. 1000 N/mm and thus generates undesired forces.
In a second experiment the task is overlaid by a constant horizontal velocity in y direction. The resulting path is displayed in Fig. 8 .
As a third experiment the previous one is repeated 5 times faster, where instead of the force-torque sensor a distance sensor is simulated. This sensor can predict the contact point and thus the changed desired trajectory. So the predictive approach decelerates early enough, such that there is no overshooting (Fig. 9 ). This cannot be exploited by the other two methods.
The video attachment gives an impression of the three experiments. However, the different methods cannot be distinguished there.
V. CONCLUSION
The paper presents a trajectory generator that in each sampling step continues the so far commanded robot motion towards the currently sensed path, complying with restrictions on the velocity, the acceleration, and the jerk, and synchronizing with the offline computed desired trajectory. The latter will be reached exactly or displaced after a short time, depending on the sensed environment. With expected sensor values, motion continues as in a typical industrial robot program. Thus the method is applicable for industrial robots with standard robot programs which in this way are locally modified according to the sensor data.
