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The purpose of this thesis is to introduce the development and evaluation of some 
Advanced Driver Assistance Systems (ADAS) techniques using a single camera and 
LIDAR. This thesis describes the hardware architecture and software algorithms 
including lane mark detection (LMD), vehicle detection, vehicle tracking, longitudinal 
and lateral distance estimation, and sensor fusion. The intention of this thesis is to 









 With the rapid growth of Advanced Driver Assistance Systems (ADAS) 
technology, its market has become globally promising [1]. Most of the automotive 
companies and even some global IT companies have already jumped into the ADAS 
industry, and it is very common to see a vehicle with at least several ADAS features 
nowadays. It is indisputable that the ADAS technology stands in the future of the 
automotive industry.  
 As a part of Georgia Tech's participation in the EcoCAR-3 competition, I was 
tasked with leading the group responsible for designing, integrating and testing ADAS 
for our team's 2016 Chevy Camaro. This thesis documents the results of this effort and 
provides an informative technical reference for future ADAS developers. 
 The hardware architecture includes two single board computers, a camera, and 
LIDAR, and the specification and functionality of each component will be shared. The 
ADAS software includes the following features: 
• Lane mark detection (LMD)  
• Vehicle detection  
• Vehicle tracking  
• Longitudinal and lateral distance estimation  
• Sensor fusion  
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The development method and result for each feature’s algorithm is shared. The 
conclusions and future improvement ideas to develop a better ADAS are also provided in 









2.1 System Overview 
 Figure 2.1 is a system overview diagram showing the hardware integration of the 
ADAS described in this thesis. The NVIDIA Jetson TX2 and NXP S32V234 are single-
board computers for processing the ADAS algorithms. The Logitech C920 camera and 
LeddarTech LIDAR are the sensors for acquiring visual and existence information of 
target objects. The system communicates with vehicle controller of the subject vehicle in 
the form of a feedback loop.  
 




2.2 Hardware Setup 
 
Figure 2.2.1. Side (Left) and Aerial (Right) Views of Hardware Installation 
 
 The installation location for each hardware component is shown in the Figure 
2.2.1. The Jetson TX2 and NXP S32V234 boards are installed in the trunk on the side. 
The Logitech camera is mounted inside the vehicle between the front windshield and 
back mirror. The LeddarTech LIDAR is mounted on the front bumper. Because the 
LIDAR uses light laser, its lens should not be blocked by any part of the bumper.  
 
2.2.1 NVIDIA Jetson TX2 [2] 
The Jetson TX2 is an embedded computer that is designed for applications such as 
computer vision and deep learning. The TX2 runs computationally expensive algorithms 
as fast as real-time by putting some or all loads on its graphics processing units (GPU). It 
also supports the NVIDIA Jetpack software development kit (SDK), which provides a wide 
range of libraries for deep learning, computer vision, GPU computing, and more. The TX2 
runs any Linux operating system (OS) and provides various types of ports and peripherals 
including controller area network (CAN). NVIDIA also supports a strong community 





2.2.2 NXP S32V234 [3] 
 The NXP S32V234 is a vision processor designed to support various image 
processing applications, such as computer vision. It offers dual APEX-2 vision 
accelerator cores, embedded Image Sensor Processing (ISP), and a 3D Vivante GPU with 
OpenCL and OpenGL to accelerate image processing speed. It supports S32 Design 
Studio integrated development environment (IDE), which includes a compiler, debugger, 
Vision SDK, Linux board support package (BSP) and graph tools. Various ports and 
peripherals including CAN are also available. 
 
2.2.3 Logitech C920 HD Pro Camera 
The selected camera sensor is the Logitech C920 HD Pro. It can output up to 
1920×1080 pixel resolution video at 30 frames per second. It provides a 78-degree 
horizontal field of view (FOV) as shown in the Figure 2.2.2. A stream of image frames 
captured by the camera is transferred to the TX2 to be processed by computer vision 
algorithms. 
 
Figure 2.2.2. Camera and LIDAR Locations and Field of Views 
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2.2.4 LeddarTech LeddarVu-8 LIDAR 
A LIDAR emits light waves, which are reflected off objects and travel back to the 
LIDAR receiver. It measures the round-trip time of the light to calculate the distance 
from the LIDAR to detected objects. LIDAR plays an important role in many ADAS 
applications, because it offers several advantages over a camera. Cameras have strengths 
in detecting and classifying objects, while LIDAR provides accurate distance 
measurements.  
The LIDAR used in this thesis is the LeddarTech LeddarVu-8. The LeddarVu8 
offers multi-object detection within 20 horizontal degrees by 0.3 vertical degrees fields of 
view (FOV) as shown in the Figure 2.2.2. The horizontal FOV is split over eight 










3.1 Software Architecture 
 The high-level system architecture is shown in Figure 3.1. The software 
algorithms used for ADAS include lane mark detection (LMD), vehicle detection, vehicle 
tracking, longitudinal and lateral distance estimation, and sensor fusion. The NVIDIA 
TX2 runs the computer vision algorithms and transfers the output data to the NXP 
S32V234. The S32V234 receives both computer vision and LIDAR data and integrates 






Figure 3.1. System Architecture 
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3.2 Lane Mark Detection (LMD)  
 LMD takes a stream of images as inputs to detect left and right marks of the lane 
on which the subject vehicle is driving. The LMD output can be useful in many ADAS 
applications such as auto steering and adaptive cruise control. In auto steering, the LMD 
output is used to control the subject vehicle to stay within the lane while driving. In 
adaptive cruise control, the result can be useful in identifying whether the detected car in 
the front is driving in the same lane as the subject vehicle or in an adjacent lane. LMD is 
an essential feature for ADAS. 
 
3.2.1 Grayscale Conversion 
 Prior to searching for lane marks, the captured image is first converted to a 
grayscale image. The purpose of this step is to reduce the size of the image data from a 
three-layer color matrix to a single-layer grayscale matrix. A grayscale pixel is a 
weighted average of red, green, and blue (RGB) pixel values. The formula to convert a 
RGB pixel to a grayscale pixel is following [4]: 
 
Grayscale Pixel =  0.299 ∙ 𝑅 + 0.587 ∙ 𝐺 + 0.114 ∙ 𝐵 
 




Figure 3.2.1. The Input RGB (Left) and Grayscale (Right) Images  
 
3.2.2 Gaussian Blur [5] 
 The grayscale image is blurred by Gaussian blur to reduce the image noise and 
details. Blurring the image helps to minimize undesired edge detection. A Gaussian 
kernel is a square matrix of pixels where the values correspond to the values of Gaussian 
curve and is shown in the Figure 3.2.2. 
 
Figure 3.2.2. 5 × 5 Gaussian Blur Kernel [5] 
 
Each pixel in the input image is convolved with the Gaussian kernel as shown in the 
Figure 3.2.3. The center of the kernel is placed on the input image pixel, and the 
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overlapping pixels are multiplied by the corresponding kernel values. Then, the 
multiplied values are added and assigned to the output image pixel.  
 
Figure 3.2.3. Convolution of Input Image with a Gaussian Kernel [6] 
 
The input grayscale image and output blurred image are shown in the Figure 3.2.4. 
  
Figure 3.2.4. The Input Grayscale (Left) and Blurred (Right) Images 
 
3.2.3 Edge Detection [7] 
 Edges on the image can be detected by an edge detector operator that measures 
the pixel intensity gradient of the image. A high gradient magnitude indicates that the 
intensity of the pixels is changing rapidly, implying an edge. The edges are always 
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normal to the direction of gradient since the intensity does not change along an edge, but 
across the edge. A Sobel kernel is used to calculate the first derivative of pixel intensity 
in horizontal (𝐺𝑥) and vertical (𝐺𝑦) directions. Assuming 𝐼 is the input image, 𝐺𝑥 and 𝐺𝑦  









] ∙ 𝐼 
Then, the edge gradient and direction of each pixel are found as follows: 
Gradient (𝐺) =  √𝐺𝑥2 + 𝐺𝑦2 




After calculating the gradient and direction for every pixel in the image, the local 
gradient maximum is found in the direction of the gradient. As shown in the Figure 3.2.5, 
when A, B, and C are in the gradient direction and pixel A has the maximum gradient, A 
is considered as a candidate of the edges, and B and C are suppressed to zero. This step is 
also called non-maximum suppression.  
 
 




Finally, the candidate edges found in the previous step are filtered by hysteresis 
thresholding, minVal and maxVal. Any edges below the minVal are discarded. Any 
edges above the maxVal are considered as ‘sure-edge’. The edges lying in between the 
maxVal and minVal are determined based on their connection with the sure-edge. As 
shown in the Figure 3.2.6, C is considered as a part of edge because it is connected to A, 
which is sure-edge. But, even though B is in the same region as C, it is not considered as 
an edge because B is not part of any sure-edge. The output image is a binary matrix with 
ones (white) representing the edge and zeros (black) representing the rest. 
 
Figure 3.2.6. Hysteresis Thresholding with MinVal and MaxVal [7] 
 
The input blurred image and output edge image are shown in the Figure 3.2.7. 
  
Figure 3.2.7. The Input Blurred (Left) and Output Edge (Right) Images 
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3.2.4 Hough Line Transform [8] 
 Straight lines are detected on a binary edge image using a technique called Hough 
line transform. A line can be expressed in a polar coordinate system using two variables 
(𝜃, 𝑟) as shown in the Figure 3.2.8.  
 
Figure 3.2.8. A Line Expressed in Polar Coordinate System [8] 
 








which can be rearranged as: 
𝑟 = 𝑥 ∙ cos𝜃 + 𝑦 ∙ sin𝜃 
A family of lines that go through a single point can be found by varying 𝜃 and 𝑟, and a 
corresponding sinusoid can be plotted on a 𝜃- 𝑟 plane as shown in the Figure 3.2.9. 
 
Figure 3.2.9. A Family of Lines for a Single Point [8] 
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If two or more sinusoids intersect at one point, it means that the corresponding points are 
on the same line, and those sinusoids can be plotted as shown in the Figure 3.2.10. 
 
Figure 3.2.10. Three Sinusoids Representing Three Points Lying on the Same Line [8] 
 
The number of sinusoids intersecting at a point can be a threshold variable for detecting 
lines. If a point has a number of intersections above a threshold, it is declared as a line 
with the corresponding parameters (𝜃, 𝑟) of the intersection point. The input edge image 
and output with red straight lines are shown in the Figure 3.2.11. 
  






3.2.5 Additional Filtering  
After the Hough line transform, all straight lines in the image are found as candidates of 
the true left and right lane marks of the host lane. As shown in the Figure 3.2.11, there 
can be too many candidates. Additional filters can be used to extract the true lane marks 
as follows: 
• Region of Interest (ROI) 
Many candidates can be filtered by using a ROI before converting the RGB image 
to grayscale. The camera is installed at an angle so that the true lane marks are 
most likely to be on the bottom half region of the image frame unless the vehicle 
is driving on an extreme vertical curve road. Therefore, the bottom half region is 
selected as the ROI which indicates that the LMD only searches lines inside the 
ROI instead of the entire frame as shown in the Figure 3.2.12. This step also 
reduces the computation load by using a smaller image matrix for the image 
processing and filtering. 
 
Figure 3.2.12. Region of Interest 
 
• Left and Right Lane Mark Candidates 
The lane mark candidates can be divided into two categories depending on their 
16 
 
line angles: candidates for left lane mark and candidates for right lane mark. As 
shown in the Figure 3.2.13, given that an angle of a line is measured from a 
positive x-axis going counter-clock wise, the angle of a right lane mark is most 
likely between 90 and 180 degrees unless the subject vehicle is changing lanes or 
driving on a sharp curve. Lines that have such angle are right lane mark 
candidates. Using the same logic, the angle of a left lane mark is most likely 
between 0 and 90 degrees. Lines that have such angle are left lane candidates.  
 
 
Figure 3.2.13. Line Angles 
 
• Filtering by Position 
The lane mark candidates of each category can be filtered by line position. The 
position of a mid-point of each line is calculated. Two mid-points are shown by 
green dots as an example in the Figure 3.2.14. If a line is a left lane mark 
candidate, but its mid-point is located on the right half plane of the image, it is 
removed from the candidate list. Using the same logic, if a mid-point of a right 




Figure 3.2.14. Positions of Line Mid-points 
 
• Filtering by Angle 
Finally, lane mark candidates are filtered by their angles until only one remains 
for the left and right categories. The line whose angle is the closest to 90 degrees 
is selected as the true lane mark for each category. As shown in the Figure 3.2.13, 
the true left and right lane marks are the most vertical lines that have their angles 
closest to 90 degrees. 
 
After the filtering processes, the LMD outputs one out of three possible options: two lane 
marks (left and right), one lane mark (left or right), or none. The LMD flow chart 
diagram is shown in the Figure 3.2.15.  
 




Desired Results                                           Undesired Results 
  
   
  
  
      
Figure 3.2.16. Desired and Undesired Results of Lane Mark Detection 
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 The Figure 3.2.16 above shows the results of the LMD. When the lane marks are 
clearly visible, the LMD detects lane marks well on most straight and wide curve roads. 
But, it sometimes misses lane marks when the subject vehicle is driving on a sharp curve 
or is changing lanes. Also, the LMD have false detections when the pavement is not 
uniform, or some portion of the lane marks is occluded. Sometimes, LMD falsely 





3.3 Vehicle Detection 
 Vehicle detection is a type of object detection, a technology that detects a specific 
target and locates its position in a pixel image. Nowadays, it is very common to find 
various applications of object detection, such as face detection for security, product 
detection in the manufacturing industry, human detection for people counting, and so on. 
ADAS also uses object detection to detect various objects such as vehicles, pedestrians, 
and traffic signs. Deep learning and convolutional neural network (CNN) have become 
dominant for object detection due to the recent advance of processing capacity of 
hardware technology. CNN is a type multi-layer artificial neural network that was 
inspired by the neural system of animal visual cortex. CNN is a fundamental technology 
for many state of the art object detection systems including faster region based 
convolutional neural networks (Faster R-CNN) [9], region based fully convolutional 
network (R-FCN) [10], single shot multi-box detection (SSD) [11], and you only look 
once (YOLO) [12] systems. The vehicle detection algorithm used in this thesis uses 
YOLO version 2 (YOLOv2) [13] which detects the rear of vehicles moving in the same 
direction as the subject vehicle. 
 
3.3.1. How YOLO Works [12] 
 Like other CNN based detection systems, YOLO applies CNN on input images to 
detect its target objects. But, YOLO differentiates itself from other systems by running 
CNN only once, which accounts for its name. Prior to detecting objects, YOLO divides 
the input image into a grid of 13 by 13 cells. Each cell is responsible for predicting five 
bounding boxes, for a total of 845 boxes. A bounding box describes a rectangle that 
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encloses any kind of object. YOLO measures a confidence score indicating how certain it 
is that the predicted bounding box holds an object. Each bounding box also measures a 
classification score to predict a class with a probability distribution over all the possible 
classes. In this case, there is only one possible class, a vehicle. The confidence and 
classification scores are combined into a single final score. The bounding boxes with low 
scores are filtered by a threshold and only the meaningful boxes remain as shown in the 
Figure 3.3.1. YOLO handles this process of finding bounding box coordinates and scores 
from input images as a single regression problem. Therefore, YOLO runs the CNN only 
once, which makes it one of the fastest neural network systems for vehicle detection.  
 






3.3.2 Training a Vehicle Detector  
 For training a YOLO detector, Joseph Redmond proposed a CNN model called 
Darknet-19 [13]. Redmond provided convolutional weights that are pre-trained on a well-
known image database called ImageNet using the Darknet-19 model. The detailed layers 
of Darknet-19 are shown in the Figure 3.3.2. 
 
Figure 3.3.2. Darknet-19 by Joseph Redmon [13] 
 
 Using the convolutional weights, a vehicle detector is trained on a custom dataset. 
The custom dataset includes vehicle rear images from common objects in context 
(COCO) dataset [14]. To add more variations and sizes of vehicles, many pictures are 
captured using the Logitech camera and added to the custom dataset. Each vehicle rear is 
enclosed by a bounding box and is labelled as ‘vehicle’. The bounding box is used to 




3.3.3 Evaluation Method 
 To evaluate the performance of the vehicle detection, a test video is recorded with 
the Logitech camera installed in the subject vehicle. The test video covers some common 
driving scenarios, such as following a vehicle in the same lane, following a vehicle in the 
adjacent lane, passing a vehicle, and being passed by a vehicle. The vehicle detection is 
implemented on the test video to log outputs including frame numbers and bounding 
boxes of the detected vehicles. On the same video, ground truth data is also created by 
manually tagging the vehicles with bounding boxes using the MATLAB ground truth 
labeling tool. The vehicle detection algorithm output and the ground truth data are 
visualized in Figure 3.3.3.  
 
  
Figure 3.3.3. Vehicle Detection Output (Left) and Ground Truth Data (Right) 
 
 The performance of the vehicle detection is evaluated by comparing its output 
with the ground truth data using the following metrics: 
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• True positive rate (TPR): True positive (TP) indicates that the algorithm correctly 
identifies the vehicle presence. TPR measures the sensitivity of the algorithm and 
is calculated by dividing TP by real positive or ground truth positive (P), which is 
a sum of TP and false negative (FN): 
TPR =  
TP
P
 =  
TP
TP +  FN
  
• False positive rate (FPR): False positive (FP) indicates that the algorithm falsely 
identifies a non-existent vehicle. FNR is calculated by dividing FP by the real 
negative or ground truth negative (N), which is a sum of FP and true negative 
(TN): 
FPR =  
FP
N
 =  
FP
FP +  TN
  
• True negative rate (TNR): True negative (TN) indicates that the algorithm 
correctly identifies that there is no vehicle. TNR measures the specificity or 
selectivity of the algorithm and is calculated by dividing TN by N: 
TNR =  
TN
N
 =  
TN
FP +  TN
  
• False negative rate (FNR): False negative (FN) indicates that the algorithm fails to 
detect an existing vehicle. FNR measures the miss rate of the algorithm and is 
calculated by dividing FN by P: 
FNR =  
FN
P
 =  
FN
TP +  FN
  
• Precision: Precision or positive predictive value is calculated as:  
Precision =  
TP





• Accuracy: Accuracy is calculated as:  
Accuracy =  
TP +  TN
P +  N
 =  
TP +  TN
TP + TN +  FP +  FN
  
For each vehicle detection, intersection over union (IoU) between the areas of the 
detection and ground truth bounding boxes is calculated. When the IoU of a detection is 
over 70 percent, it is considered as a correct detection.  
 
3.3.4. Results  
 The result of the detection algorithm is shown in Figure 3.3.4 and Table 3.3.1. 
The algorithm TPR and FNR show 83.36% and 16.64%, respectively. The vehicle 
detection has high TPR when the target vehicles are close to the subject vehicle, but the 
TPR starts to decrease when the targets are farther away. Sometimes, the algorithm 
falsely detects oncoming vehicles as targets. The FPR and TNR are N/A because the 
recorded video has no true negative which means that it includes at least one vehicle in 









Table 3.3.1. Vehicle Detection and Ground Truth Result 
Metrics Vehicle Detection Ground Truth 
TP 481 577 
FP 21 0 
TN 0 0 
FN 96 0 
TPR 83.36% 100% 
FPR N/A N/A 
TNR N/A N/A 
FNR 16.64% 0% 
Precision 95.82% 100% 
Accuracy 80.43% 100% 
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Desired Results                                            Undesired Results 
   
   
   
   
   




3.4. Vehicle Tracking 
 Object tracking provides a robust way to track detections through consecutive 
frames. The vehicle tracking algorithm detects the motion of a target vehicle and predicts 
its next location in the frame. Tracking can also provide a way to filter out unreliable 
detections by keeping track of each target vehicle.  
 
3.4.1 Kalman Filter 
 The tracking algorithm, as implemented, relies heavily on a technology called 
Kalman filter [15]. The Kalman filter is a set of mathematical equations to calculate the 
present and future states of a system. The filter works as a form of feedback control. It 
projects the current state of the system and error covariance estimate to predict the future 
state in time. Then, it takes a feedback in the form of a new noisy measurement to update 
or improve the predicted state. This process can be summarized as a two-step feedback 
loop as shown in Figure 3.4.1. In the case of vehicle tracking, the system takes the 
velocity of a moving vehicle to predict its future location.   
 
Figure 3.4.1. Discrete Kalman Filter Cycle [16] 
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This two-step process can also be expressed with two equations [17] as: 
                          Prediction Equation:        𝑋(𝑛) = 𝐹 ∙ 𝑋(𝑛 − 1) + 𝑉𝑞(𝑛 − 1) 
                             Update Equation:        𝑌(𝑛) = 𝐻 ∙ 𝑋(𝑛) + 𝑉𝑝(𝑛)     
where 𝑋(𝑛) is the estimated state variable, and 𝑌(𝑛) is the measurement variable. 𝐹 is the 
state transition matrix, and 𝐻 is the measurement matrix. 𝑉𝑞(𝑛 − 1) and 𝑉𝑝(𝑛) denote the 
system noise and measurement noise, respectively. The two equations can be rewritten in 
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where (𝑥𝑡, 𝑦𝑡) and (?̇?𝑡, ?̇?𝑡) are the position and velocity state variables of a detected 
vehicle in a 2-D system, respectively. 𝑇 represents the time interval between consecutive 
frames. 
 
3.4.2 Hungarian Algorithm 
The Hungarian algorithm is implemented for tracking multiple objects. The 
Hungarian algorithm is a combinatorial optimization technique used for optimal cost-
based assignment. When a new detection is present, a track is assigned to the detection. A 
track contains information about the detection, such as a unique ID, current state, Kalman 
filter’s predicted state, age, visible, and invisible count. The cost is defined as the 
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distance between the center of the new detection bounding box and the Kalman filter’s 
predicted state coordinates of an existing track. For each detection, the cost for all 
existing tracks are calculated. The detection is assigned to the track with the minimum 
cost. 
 
Figure 3.4.2. The Flow Chart Diagram of Multiple Tracking using Tracks 
 
Figure 3.4.2 shows the flow chart diagram of how the vehicle tracking handles 
multiple tracking using tracks. When a vehicle is detected with no assigned track, a new 
track is created. In the next frame, if a new detection is assigned to this track by the 
Hungarian algorithm assignment, the track is updated. If none of the new detections were 
assigned to this track, the track is updated based on the Kalman filter’s prediction state. 
The track is deleted if there are no assignments for a threshold number of consecutive 
frames.  
The nature of such a state tracker allows for an accurate prediction and correction 
to smooth out the frames of a detection. Using the Kalman filter, the system can track a 
target vehicle even when the vehicle is completely occluded for a few frames by some 
moving object.  




   
   
 
   
   





 Figure 3.4.3 shows two examples of vehicle tracking. Using the predicted states 
of the Kalman filter, the detected vehicle is still tracked even when it is completely 
occluded by another vehicle. The unique ID assigned to each detected vehicle stays with 
the correct detection even when two detected vehicles are overlapped with each other 




3.5 Longitudinal and Lateral Distance Estimation with Sensor Fusion 
When a target vehicle is detected, its longitudinal and lateral position relative to 
the subject vehicle is measured and assigned to the detection. The distances are measured 
by two sources: camera and LIDAR. A sensor fusion algorithm is used to integrate the 
two measurements of the same object into a final output. 
 
3.5.1 Camera Based Distance Estimation 
 When the vehicle detection algorithm detects a vehicle, its relative position from 
the camera is calculated. This step involves converting the 2-D pixel image coordinate 
system to the 3-D real world coordinate system. Figure 3.5.1 shows the coordinate system 
conversion using a pinhole camera model.  
 







3.5.1.1. Longitudinal Distance Estimation 
 The longitudinal distance is estimated using the width of the detection bounding 
box because the width variation of a vehicle is usually limited by the lane width, whereas 
the height variation can be large depending on the type of a vehicle. The longitudinal 
distance is calculated using the following equation: 
 
Longitudinal Distance  =  
Vehicle Width ∙ Focal Length
Width of the Bounding Box
 
               
Since the actual width of a detected vehicle is unknown, the estimated average of a 
vehicle is used for the vehicle width. The focal length is one of the intrinsic parameters of 
the Logitech C920 camera.  
 
3.5.1.2. Lateral Distance Estimation 
Using the calculated longitudinal distance, the lateral distance can also be 














𝑢 and 𝑣 indicate the pixel coordinates on the image frame as shown in the Figure 3.5.1. 
𝑐𝑥 and 𝑐𝑦 indicate the coordinates of the camera’s principle point. 𝑓 is the focal length of 
the camera. 𝑋, 𝑌, and 𝑍 are the coordinates of the center of the target vehicle bounding 






3.5.2 Sensor Fusion 
 Sensor fusion is a technology that integrates or fuses data from multiple sensors to 
develop a more reliable and accurate system. This technology is used in many 
applications nowadays including robotics, defense systems, and autonomous driving. One 
of the most cited sensor fusion models is the one developed by the U.S defense research 
foundation, Joint Directors of Laboratory (JDL) [18]. The JDL introduces different levels 
of sensor fusion models based on the combination of level of data abstraction and level of 
problem-space complexity. These levels are defined as follows: 
• Level 0: Estimation of States of Sub-Object Entities (e.g. signals, features) 
• Level 1: Estimation of States of Discrete Physical Objects (e.g. vehicles, 
buildings) 
• Level 2: Estimation of Relationships Among Entities (e.g. aggregates, cuing, 
intent, acting on) 
• Level 3: Estimation of Impacts (e.g. consequences of threat activities on one’s 
own assets and goals) 
The Level 1 model approach is used to combine detections from the camera and LIDAR. 
The two sensors operate simultaneously to detect the states of objects, which are then 
integrated into a single final data. 
 ADAS gains a huge advantage using sensor fusion. LIDAR has its strength in 
measuring accurate and reliable relative distance of a detected object but has a weakness 
in classifying the type of object. On the other hand, the camera can classify the type of 
detected object but does not always provide accurate relative distance. Combining the 
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two sensors with a good sensor fusion algorithm allows ADAS to take advantage of each 
sensor’s strength. 
 
3.5.2.1. Coordinate Calibration 
Before fusing the camera and LIDAR detections, their coordinate systems need to 
be calibrated since the mounting locations of the LIDAR and camera are different as 
shown in the Figure 2.2.1. When viewed from the front, both sensors are mounted in the 
middle of the car, so no lateral offset is needed. However, longitudinal offset is needed 
because the LIDAR is mounted on the front bumper whereas the camera is mounted 
behind the front wind shield. About one meter of longitudinal offset is added to the 
camera detections. After the coordinate systems are calibrated, the camera and LIDAR 
detections as well as the sensor fusion outputs are plotted on a bird’s eye plot as shown in 
the Figure 3.5.2. The center of the front bumper of the subject car is on the origin of the 
plot.  
 





Figure 3.5.3. Flow Chart Diagram of Sensor Fusion Algorithm 
 
3.5.2.2. Grouping Camera and LIDAR Detections 
Figure 3.5.3 is a flow chart diagram of the sensor fusion algorithm. The camera-
based vehicle detection detects a vehicle and estimates its longitudinal and lateral 
coordinates. A virtual fusion circle with a threshold radius is created around this detection 
coordinates as shown by the orange circle in Figure 3.5.2. The virtual fusion circle is used 
to check if any LIDAR detections are close enough to a camera detection for sensor 
fusion. The system checks if any of new LIDAR detections fall inside this orange circle. 
If a single LIDAR detection is inside of the circle as shown in Figure 3.5.2, the camera 
and LIDAR detections are grouped to be a single fusion detection. This grouping 
indicates that the distance between the LIDAR and camera detections is smaller than the 
threshold distance (radius of fusion circle) and the two detections are detecting the same 
object. In this case, the LIDAR’s distance measurement is used for the final output 
because the LIDAR is more reliable in measuring distance. If multiple LIDAR detections 
are inside the fusion circle, the one that is closest to the camera detection is grouped. If 
no LIDAR detection is inside the fusion circle, no grouping is performed. In this case, the 
system uses the camera distance measurement as the final output.  
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3.5.2.3. Time Synchronization with Multi-Threads 
  Computing speed of the camera-based vehicle detection and LIDAR detection 
are different. The camera-based system outputs detection results at about 5 Hertz, 
whereas the LIDAR outputs detection results at about 20 Hertz. A time synchronization 
of the two detection systems is required for the sensor fusion. To handle this, three 
threads are created: a camera detection thread, a LIDAR detection thread, and a sensor 
fusion thread. The steps taken to achieve the time synchronization are shown in Figure 
3.5.4.  
 
Figure 3.5.4. Time Synchronization with Multi-Threads 
 
• Step 1: The sensor fusion thread monitors only the camera detection thread for a 
new detection output and ignores detections from the LIDAR thread.  
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• Step 2: The sensor fusion thread receives a detection output from the camera 
thread. 
• Step 3: The sensor fusion thread monitors the LIDAR thread and receives the 
next available LIDAR detection.   
• Step 4: The sensor fusion thread combines the two detections from each thread 
and outputs a final vehicle detection result. 
 
3.5.3. Evaluation Method 
 To evaluate the accuracy of the longitudinal distance estimation, a test track is set 
up with traffic cones in a controlled parking lot. A target vehicle is parked at the end of 
the track about 100 meters away. A subject vehicle is parked at a starting point on the 
other end of the track. A simple drive maneuver is performed by the subject vehicle as 
follows: start from a stationary position, accelerate, stay at a constant speed for a few 
seconds, decelerate, and stop. The distance estimation algorithm records the detected 
vehicle’s longitudinal distance estimation on a csv file along with a time stamp. Also, the 
ground truth data is produced from the vehicle CAN log. With the velocity log of the 
subject vehicle, the ground truth longitudinal distance from the target vehicle and time 
stamp are collected. Then, modal errors with 0.1 second interval and average error are 
calculated by comparing the algorithm estimation and the ground truth data.  
  
3.5.4. Results 
 The results are shown in Table 1 of the Appendix section. The average error of 
the distance estimation is 8.77%. Figure 3.5.5 shows the algorithm estimation and ground 
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truth in a scatter plot. The distance estimation is very close to the ground truth up to about 
20 meters, but the system starts losing the target car afterwards.  
 








CONCLUSIONS AND FUTURE WORK 
 
 4.1 Conclusions 
 This thesis introduces some of most popular ADAS techniques along with the 
implemented hardware and software architectures. The hardware architecture includes a 
camera and LIDAR to collect perception data about the surrounding environment and two 
single board computers to process the collected data. The computers run the software 
algorithms including lane mark detection (LMD), vehicle detection, vehicle tracking, 
longitudinal and lateral distance estimation, and sensor fusion. The outputs of these 
software algorithms can be utilized by the vehicle controller for any type of ADAS 
applications such as auto steering and adaptive cruise control.  
 
4.1.1. Conclusion - Lane Mark Detection (LMD) 
 LMD development and results are shared in Section 3.2. The result is useful in 
checking whether a subject vehicle and detected vehicle ahead are driving in the host 
lane. As shown in Figure 3.2.16, on a straight or wide curve road, LMD shows a good 
result unless the pavement is not uniform, or the lane marks are hardly visible. LMD 
shows some failure when the subject vehicle is driving on an extreme curve or changing 





4.1.2. Conclusion - Vehicle Detection 
 Vehicle detection development and results are shared in Section 3.3. The 
algorithm detects the target vehicle most of the time when they are close to the subject 
vehicle. Most of the false negatives occur when the target vehicle is far away, and its size 
becomes small in the image. The precision of 95.82 % shows that the algorithm rarely 
output false positives, which occurs when the system detects oncoming vehicles. The 
algorithm fails sometimes when the orientation of the target vehicle tilts at an angle on 
the side of the image. 
 
4.1.3. Conclusion - Vehicle Tracking 
 Vehicle tracking development and results are shared in Section 3.4. The vehicle 
tracking is combined with the vehicle detection and provides multi-vehicle tracking by 
assigning a track to each detected target. Using Kalman filter’s prediction, the detected 
vehicle can still be tracked even when it is completely occluded temporally by some 
object. The Hungarian algorithm allows tracking of multiple vehicles even when they 
briefly overlap with each other and then break apart.  
 
4.1.4. Conclusion - Longitudinal and Lateral Distance Estimation and Sensor Fusion 
 Longitudinal and lateral distance estimation and sensor fusion development and 
results are shared in Section 3.5. The camera-based distance estimation is not very 
reliable. But, when it is combined with the LIDAR distance measurement by the sensor 
fusion algorithm, the final longitudinal distance output is much more accurate with an 
average error of 8.77%. The maximum longitudinal range is about 20 meters due to the 
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limitation of the vehicle detection algorithm. If the detection algorithm is improved and 
detects vehicles that are farther away, the maximum longitudinal range can also be 
improved.  
 
4.2 Future work 
 This thesis only covers a basic level of some ADAS techniques. ADAS is a 
technology that is growing at an extreme speed, and a large number of new papers and 
new algorithms are being developed and published every day. The proposed software 
algorithms can be improved in many ways and some possible ideas are shared.  
 For LMD, machine learning can also be used to detect lane marks.  
 For vehicle detection, YOLO version 3 is now available. It is faster and more 
accurate than YOLOv2 [19]. Also, the custom dataset can be expanded to include more 
variations and number of images. The training parameters used for training the detector 
can also be set differently to produce better results. 
 For vehicle tracking, more advanced Kalman filters such as Extended Kalman 
filter and Unscented Kalman filter can be used to handle non-linearity of the system.  
 For sensor fusion, as introduced in SSection 3.5.2, different levels of the sensor 







Table 1. Longitudinal Distance Estimation Result 










34.5 21.21 19.64 7.44 8.77 
35.0 20.33 19.43 4.47   
35.4 19.74 18.68 5.38   
35.8 18.65 17.91 3.99   
36.3 18.27 17.19 5.92   
36.7 17.48 16.50 5.62   
37.2 17.01 15.76 7.36   
37.6 16.03 15.09 5.88   
38.1 15.41 14.34 6.95   
38.6 14.58 13.63 6.54   
38.9 13.82 12.92 6.52   
39.4 13.26 14.61 10.12   
39.8 12.54 11.44 8.77   
40.3 12.15 11.48 5.54   
40.8 10.96 11.30 3.06   
41.2 10.51 10.44 0.65   
41.7 9.41 9.14 2.85   
42.1 8.87 9.02 1.61   
42.6 7.96 8.36 5.01   
43.0 7.26 7.90 8.79   
43.5 6.56 7.33 11.76   
44.0 5.71 6.57 15.03   
44.3 5.30 6.28 18.45   
44.8 4.57 5.67 24.16   
45.2 4.24 3.12 26.42   
45.7 3.35 2.81 16.17   
46.1 2.95 2.32 21.19   
46.6 2.33 2.07 11.35   
47.1 1.98 1.86 6.02   
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