ABSTRACT Extensive adoption of intelligent devices with ubiquitous connectivity has increased Internet of Things (IoT) traffic tremendously. The smart devices promise to improve human life through improved safety and security through the implementation of intelligent transportation systems, optimization of power grids, and applications in human health. Devices produce a large amount of data for analytic applications running inside a cloud infrastructure. Unlike core networks, the main objective of an attack on an IoT network is to disrupt the availability of IoT data for the applications by overwhelming devices with information requests. Detection of such an attack cannot be done either in the cloud where the analytical application runs nor on the IoT device itself due to its limited computational resources. Furthermore, the standard networking paradigm does not provide an easy way to instrument and control networking nodes, for an effective mitigation of identified threats. In this paper, we propose a fog-assisted software defined networking (SDN) driven intrusion detection/prevention system (IDPS) for IoT networks. A collocated fog computational arrangement with IoT network equips proposed IDPS for timely identification of various attack models in near real time for effective neutralization of threats using SDN control. We have found our approach more effective from traditional techniques of intrusion detection in the IoT network.
I. INTRODUCTION
Ubiquitously connected intelligent devices form the Internet of Things (IoT) realm, a next generation network of devices persistently available and interacting without human intervention [1] . The devices produce a massive volume of data that usually requires computational processing prior to its consumption by the analytic applications [2] . For such processing of data, cloud-based infrastructure is considered a natural choice. Intelligent pesticide control, transport management, smart grids, health-care and field surveillance are few important applications interpreting and consuming IoT data. Fog based computational infrastructures are useful to bring computational services as near as possible to the edge devices to accommodate latency sensitive data analytic applications [3] . Unlike common use-cases, some unorthodox applications centered on context awareness and mobility are being proposed using the fog based computing architecture [4] . Computational infrastructures are employing Software Defined Networking (SDN), an emerging futuristic networking paradigm that dictates separation of the control plane from data plane of a network [5] , [6] . Separation of control from forwarding devices leverages a centralized control plane allowing decoupling of network control from data plane forwarding. This facilitates monitoring of network flows, a programmable network fabric and the ability to scale both planes independently.
The IoT is renovating home, cities and industries. The commercial value of this shift across all applications is projected to be trillions of dollars and the societal influence on health, productivity and energy efficiency are massive. In conjunction with potential paybacks of interconnected smart devices comes an increased risk and potential for exploitation when inserting sensing and intelligence into every device [7] . One of the fundamental difficulties with the accumulative number of IoT devices is the amplified complexity that is mandatory to operate them securely and safely. This increased complexity creates new usability, privacy, security and safety encounters and challenges [8] . Unlike conventional computers, IoT devices have limited computational resources limiting their ability to implement security features and are cheaply developed leading to the inclusion of security vulnerabilities. They are also difficult to patch and given their throwaway nature are likely to be abandoned by manufacturers meaning vulnerabilities will continue to be present in the long term. When we consider an IoT application consisting of the IoT devices and supporting cloud infrastructure, the IoT devices are more likely to be both the source and victims of attacks as they represent a softer target. Attacking cloud infrastructure requires a lot of resources in addition to a deep understanding of state of the art technology that provisions multi-tenancy, elasticity and multi-tier architectural support in cloud [9] . Guarding IoT devices and the access network responsible for transporting useful data towards the cloud requires mitigation of attacks like DoS, port scanning, network scanning, alpha flows and flash crowd. Attacks from IoT devices targeting the access network will not only disrupt services that consume data from IoT devices but also put into question the reliability of the access network. Creating a defense against IoT attacks is challenging due to the scale of the components in the IoT application and volume of data coming from the IoT devices [10] .
In this paper, we propose an Intrusion Detection / Prevention System (IDPS) for IoT network that is assisted with fog computational infrastructure in order to discover anomalies despite large scale of data produced by the IoT devices. Attacking devices at the edge and blocking their data to reach the cloud through core network is a known threat for IoT network [11] . Employing intrusion detection on edge devices is constrained by the computing power whereas threat prevention at cloud cannot stop an attack at edge revoking data transport towards cloud. We propose a fog assisted intrusion detection framework at edge by adding a management layer on top of fog that takes care of the IoT network scale and allocates required computational resources for attack detection. This management plane also coordinates with SDN driven control plane of the IoT network for installing appropriate flow rules for attack mitigation. SDN driven control plane of this proposed framework helps install collection rules across the switches making up the access layer of the network required for timely detection of network-wide unusual malicious activity. This control plane also leverages sampling of the IoT network traffic and forwarding sampled packets towards allocated server at fog for intrusion detection computations. The proposed framework uses IoT network partitioning and allocation of fog resources based on traffic volume for better intrusion detection. Revoking identified flows that pose a threat to IoT devices is a prevention function of the proposed framework and is achieved by applying appropriate forwarding rules on SDN enabled forwarding devices.
DDoS attacks can generally be divided into two types: Low-intensity and high-intensity attacks. The main difference between these attacks is the rate of packet transmission in the network traffic. Low-intensity attacks such as Slowloris [12] are application-level attacks that do not rely upon volume to cause a denial-of-service. Whereas, high-intensity attacks such as Smurf [13] communicate traffic at a high rate causing a sudden outpouring in traffic volume. The quantitative measures of low-intensity and high-intensity attacks are depicted in Table 1 . Entropy based attack detection has attracted attention of the research community due to limitation of other prevalent techniques [14] , [15] . Volumetric-based detection is commonly used for intense Distributed Denial of Service (DDoS) attacks, usually choke actual traffic by creating an artificial surge in traffic [13] . Low-intensity attacks, however, remain undetected by volumetric-based detection techniques. The motive of such attacks is often deterioration and degradation of service provided by the victim in order to achieve economic benefits as described in [12] and [16] . One of the basic reason behind popularity of entropy based scheme is its effectiveness at detecting low-intensity attacks besides highintensity vulnerabilities. We make use of a novel approach of detecting low-intensity attacks beside high intensity by employing E3ML (Entropy based Triple Machine Learning) classifier detection system proposed in [17] . E3ML effectively deals with the right selection of detection thresholds, considered as a real challenge for any machine learning based DDoS attack prevention system detection accuracy and generality.
CONTRIBUTIONS:
Following are the key research contributions of the proposed IDPS framework.
• We have derived a system model and an architecture for effective Intrusion Detection/Prevention System for IoT devices at the network edge.
• We have trained and tested four machine learning classifiers on UNSW-NB15 dataset to detect intrusions in an automated way.
• We have also proposed an algorithm for an effective allocation of fog resources in resource constrained environment to address scale of the IoT network. The rest of the paper is organized as follows. Section II provides state of the art work in the security of the IoT networks. System architecture is presented in section III prior to presenting validation setup in section IV and results of our proposed framework in section V. Section VI concludes the paper.
II. RELATED WORK
Security apparatus that is built for IDPS must operate near real-time in order to mitigate threats for IoT networks, failing to which active attacks may choke transportation of IoT traffic towards the cloud. Many researches have started considering entropy based schemes due to limitations of volume centric techniques for instantaneous detection of active as well as passive attacks [18] . Entropy provides a single measure that describes the distribution of the traffic inside a network [19] , [20] . Using just entropy as a measure, the variety of attacks can be detected due to change of traffic distribution across the network as evident in the literature [21] . In addition to entropy based features, for an intrusion detection, some research work utilized derived features constructed through differences of simple entropy features [22] , [23] . For example, the rate of change in entropy of source to destination IP addresses in a network usually points to the occurrence of Distributed Denial of Service (DDoS).
Research work presented in [24] discusses the mechanism of detecting attacks using entropy based methods. Such mechanisms can further be refined by employing efficient sampling of data as proposed in [25] . The process of detection and mitigation of attack based on deep packet inspection and protocol analysis of data originating from IoT devices requires significant processing power while inducing latency in data forwarding. Although the proposed fog assisted framework processes this data in parallel to forwarding it towards cloud, it would not cause a major delay in data forwarding if it efficiently balances the processing load over multiple processing nodes. A known research work processes traffic to cope multi-gigabit speed of network by employing three layers of multi-queue Network Interface Cards (NICs), Central Processing Units (CPUs) and Graphic Processing Units (GPUs) [26] . Adaptation of this concept of processing in our perspective of entropy based solution in contrast to a volumetric approach does not require many changes. In [27] , DDoS attacks are mitigated through load balancing of servers. However, the nature of the data flow model in the IoT network does not allow to use this technique in order to guard against DDoS attack. In order to load balance computational resources in a fog arrangement, a solution in [28] provides a vague outline and recommends deployment of hardware for the scattering of data. Specialized hardware distributes the data across multiple processing nodes which are responsible for inspection and forwarding of packets. The major challenge for such types of proposals and load balancers is the minimum communication between nodes receiving the traffic, which is often neglected area of research [29] . [30] proposed a forwarding assessment based detection (FADE) scheme to mitigate grey hole attacks in Mesh Networks. It detects DoS attacks by means of forwarding assessments assisted by two-hop byline observation.
The solution presented in this paper relies on the architecture of SDN [31] , [32] . SDN provides programmability and flexibility for various networking environments for instance, edge and core. The SDN based environment responds to changes in the network due to its adaptive nature. Work published in [33] and [34] use load balancing and policy enforcement in SDN paradigm. However, the performance of SDN is a major concern often pointed out in literature, especially for high-speed networks [35] , [32] . However, work presented in [36] solves this issue by complex calculations being assigned to multiple processors. Further, these processors can be added or removed in fog processing nodes depending on the requirements. Moreover, these fog processing nodes can be elastically added or removed depending on the traffic volume while removing loads on SDN controller providing flexibility to implement architecture proposed in this work.
III. SYSTEM ARCHITECTURE A. OVERVIEW
Core motivation for this work is to identify and mitigate security threats at the edge of the network. The computation required at IoT nodes in order to detect any intrusion is expensive and undesirable. Whereas detection of any malicious activity with IoT devices at cloud where IoT data is to be transported would not help to revoke obstruction of data for the transportation. Therefore, we propose a framework at the edge network just beside IoT devices to detect and help revoke malicious activities. The architectural constellation of this proposed framework is presented in Fig 1. In deployment plane, shown in upper portion of Fig 1, the reader can see that IoT data transparent to its application reaches respective Cloudlet. Cloudlet or a fog network exists at the edge of the network, co-located with IoT devices within Area Network. Cloudlet passes IoT data to a cloud infrastructure, after necessary processing required for intrusion detection as explained later in this section. Application specific management and pre-processing of IoT data are carried out at the cloud, very much necessitated by the analytic application. Analytic applications act as real consumers of the IoT produced information in this ecosystem. Decisions driven by the business intelligence created through IoT data pre-processed by the cloud are made available to the end users through an analytic application. Application specific description of IoT data, analytic applications and cloud processing are out of the scope of this text.
The conceptual plane, shown at the bottom of Fig 1 , describes the functional components of the proposed architecture and an association between each, in order to segregate normal traffic from malignant traffic. Proposed architecture can be visualized as association of tightly coupled four system components. IDPS coordinator forms the management plane of the architecture, responsible for functions like traffic sampling rate, traffic features selection and coordination among other system components. Resource manager (RM) component allocates computing resources available at fog by judging computational load. The process of load assessment includes, at first, the rate of traffic sampling for which IDPS coordinator owns the responsibility. Secondly, RM evaluates a number of processors required for labeling features after extraction of these features through deep packet inspection of sampled traffic. It also considers a number of computing resource that may be required to run machine learning classifiers for making a decision on intrusion detection. Any change in traffic sampling requires re-evaluation of computational load and may lead to the relocation of resources in case of managing additional traffic. However, it is quite clear that we are not dividing the traffic of same Area Network, instead, allocation of resources requires adding new area network into consideration for intrusion detection. Another important component of proposed architecture, SDN Fabric Manager (SFM), administers the control plane coordination with the SDN controllers of various instances of Area Networks. This control plane coordination includes installing appropriate flow rules for sampling IoT traffic. SFM is also responsible for installing flow rules, inside an Area Network, to revoke identified malicious traffic flows once IDPS system classifies the malignant traffic.
Feature Selector (FS) component of our proposed architecture is responsible for choosing appropriate attributes from sampled traffic. After appropriate processing it yields labeled attributes. These labeled attributes are dispatched to the allocated processor running entropy calculation code. The code calculates the entropy of each attribute to produce a labeled feature required for traffic classification into normal and malicious categories. We have used total of twenty (20) features, in contrast to six (06) features based classification model used by a majority of machine learning based intrusion detection systems. In addition to employing more number of features for intrusion detection, we classify traffic with E3CL. Recurrent Neural Network (RNN), MultiLayer Perceptron (MLP) and Alternate Decision Tree (ADT) form the constituent building blocks of E3ML multi-classifier for detection and prevention of anomalies in IoT network. In addition to six known features used by majority of intrusion detection systems i-e. protocol, delta time, source and destination IP addresses, source and destination port addresses, we have considered another ten (10) independent features in addition to these commonly used features including source and destination MAC as well as network addresses, packet length, Differentiated Services Code Point (DSCP) value, TCP length, its window size and sequence number. We have also used five (05) extended features constructed through independent features. These features include the rate of separation between source and destination IP, source and destination port, source and destination MAC, source and destination network and source TCP window size and destination TCP segment length, each of which is effective to detect the different version of the attack. For example, Separation IP tells occurrence of Distributed Denial of Service attack through separation rate between source and destination IP addresses. 
B. SYSTEM MODEL
Idea of proposed architecture revolves around detecting anomalies at the network edge inside IoT network by acquiring fog computational resources. Fog resources facilitate running machine learning classifier to let the framework categorize nature of the traffic into normal and attack traffic. Machine learning classifiers in turn depend on entropy of various features extracted using Shannon Entropy presented in equation 1.
In this equation, probability p of a feature X is used to calculate entropy E and depends on the learning rate of the algorithm. For ease of understanding, we explain the relationship of entropy with a certain feature as follows.
The decrease in entropy value of destination IP addresses feature shows that the amount of traffic directed towards a small number of hosts has increased and now occupies a substantial portion of total traffic. The rate of change in the entropy value is helpful to determine a particular threat. However, setting up thresholds for the rate of change in entropy value may lead towards an incorrect decision. This is prime motivation of using machine learning in order to determine the accurate thresholds. We have arranged three classifiers in parallel to those received entropy based features from FS component of the proposed framework as shown in Fig 2. RNN and MLP classify traffic and output as the vote to let the system decide whether some particular instance of time traffic is normal IoT traffic or it contains attack signature. In case votes for an attack are more, the system concludes the situation as an attack and passes on necessary information to neutralize the attack. This information depends upon the type of attack such as source IP address shall pass on to the respective controller in case of Denial of Service attack, so a controller can install appropriate flow rule to block the traffic of attacking IP address. In case votes from RNN and MLP are equal, then ADT result is used as the arbiter for the declaration of an attack. ADT is used as arbiter to increase the accuracy of DDoS attack detection. As already discussed, this avoids dependency on single classifier for better detection of low and high-intensity attacks. This approach uses individual classifier strength for accuracy. By testing many ML classifiers, we have come across MLP, ADT and RNN giving best results. MLP serves better in detecting normal traffic and has poor precision. RNN detects with high precision high-intensity attacks but does not perform well in low-intensity attacks. ADT achieve well in both highintensity and low-intensity attacks but precision for both situation is not as good as RNN. We have found the proposed framework effective for nine (09) different types of attacks. Fuzzers, Analysis, Back-doors, DoS, Exploits, Generic, Reconnaissance, Shell-code and Worms are the attacks for which our framework provides effective identification and mitigation.
1) SCALABILITY PERSPECTIVE
The motivation of adding fog to secure network edge and enforcing better IoT security is derived from literature that suggests to adopt hierarchical distribution of computing resources at the edge [37] . This natural distribution leverages to implant security apparatus like our proposal for an effective protection of IoT devices from the variety of attacks. Use of fog assisted security mechanism allows us to invoke computing resources as required and makes the proposal scalable. Resource Manager (RM) component of our proposed architecture compartmentalizes each area network and offers a separate set of computational resources. It also monitors the state of resources and relocates computations in case of overburdening of a particular resource. In our framework, we have required computational management at two places. First, when the framework extracts independent features after deep packet inspection and calculates derived features. Second, when features are passed on to the classifiers for intrusion detection. In order to perform load management of computing resources, RM runs multiple copies of load balancing algorithm, each for separate area network. The generalized form of this algorithm is presented in Algorithm 1. We use load balancing to ensure capacity scaling. The main objective to introduce load balancing algorithm is to facilitate traffic from the greater number of IoT devices for an efficient detection of the threat with minimum delay. The algorithm presented in this work equalizes the traffic load on active processors. Moreover, these processors can be added or removed depending on the volume of traffic i.e. number of area networks. The controller is responsible solely for network functions and routing of traffic. The traffic is balanced by routing configured length prefixes based on load from one component link to other. Keep alive messages for each active processors interval difference will keep track of the number of packets for processing containing the summary of total number of packets processed during the last interval. After that, the SDN controller associates packet count reported. If the difference occurs between imbalance thresholds, the controller performs re-balancing by rerouting from congested link to the less-used processor. The algorithm chooses the prefixes by estimating the number of packets after rerouting is finished.
To minimize the number of iteration to re-balance the traffic, the prefixes are listed in descending order depending on packet count. 
2) SDN BASED THREAT MITIGATION
Software Defined Networking has provided us means and ways to rationalize threat mitigation. SDN controller of each area network controls the in as well as out traffic flows across the IoT devices. Each controller maintains an access control list that contains blacklist prefixes. Appropriate rules are pushed in respective flow tables of all switches in the area so that switches act as the sink for incoming traffic from blacklist prefixes. SDN fabric manager component of the proposed system calls the appropriate function of northbound Application Programming Interface(API) to populate and withdraw prefixes from access control list of respective SDN controller of the area network. The objective of the northbound interface in the SDN driven network is to provide high-level objectives that the controller needs to translate into network-related end to end configurations through the installation of flow rules on physical devices. Installation of these flow rules then becomes the responsibility of the southbound API like OpenFlow. SDN fabric manager does not derive or force area controller for particular routing decision making; its controller's own decision that how to route IoT data within its domain however, it complies access control list to mitigate attacks. Topology and mobility management of IoT devices by the area controller is also kept private in order to ensure the privacy of the area network.
C. MULTIPLE CLASSIFIER SYSTEM
Multiple classifier system (MCS) relies on combining multiple classifiers exploiting their strengths for more accurate system for classification. Authors have combined decision tree and neural networks in past for better detection accuracy and ability to generalize [38] , [39] examined many machine learning classifiers on performance based on detection of DDoS. They proposed and validate that a combination of classifiers such as Random Forest and AdaBoost performs far better than classifying alone. [40] proposed MCS and showed that using Support Vector Machine (SVM) with other techniques give better detection of attacks than using single approach. That is the reason that we have used RNN, MLP and ADT, to construct a more powerful detection method.
D. SDN FOR AN EDGE SOLUTION
Edge computing can greatly benefit from software defined networking as comprehensively documented in [41] . Entire scheme of proposing fog assisted anomaly detection framework for an IoT network is rationalized through SDN provided extended control.This control leverages mitigation of detected anomalies by installing appropriate flow rules for a modified data plane that isolates and discards unwanted attack traffic from normal traffic within the IoT network. Edge computing provides required computational resources for machine learning based anomaly detection framework. Placement of this computational intensive framework over the edge is critical. In case, the framework operates from a distant place like cloud, resultant delay in mitigation of anomaly becomes unaffordable. However, edge computing cannot mitigate detected anomalies alone. It requires SDN control, described here, to segregate normal traffic from attack traffic for an effective mitigation.
IV. EXPERIMENTAL SETUP
To conduct a comprehensive evaluation of our proposed framework, we have setup IoT network using SDN-WISE [42] alongside Contiki Operating System (OS) based Cooja simulator [43] inside SDN emulation tool Mininet [44] . SDN-WISE is an SDN wrapper over wireless sensor networking stack. It allows to manage, experiment and verify wireless networking novel approaches prior to their implementation in reality. Mininet-wifi is another similar approach to wrap SDN functionality in wireless infrastructure. Whereas, Contiki based Cooja simulator enables to simulate IoT devices. Contiki is a light-weight multitasking OS for wireless sensor networks. We have used Ryu as SDN controller that acts as area controller to manage the switches responsible for receiving traffic to and from the IoT devices. We have created a tree topology with depth value four (4) and fanout value eight (8) in the Mininet. Few random switches in the Mininet topology are further associated with IoT network (Cooja simulated IoT nodes) using SDN-WISE. We have used this setup to verify revoking of traffic from the verified malicious node by installing appropriate flow rules at the corresponding switch. We have used UNSW-NB15 intrusion detection data set [45] for our evaluation to verify the usefulness of the proposed architecture in the simulation environment.
UNSW-NB15 dataset consists of raw network packets. These packets are created by the IXIA PerfectStorm tool in a lab environment. Australian Centre for Cyber Security (ACCS) cyber range lab has generated this traffic that is a hybrid of modern application's activity packets and simulated attack patterns. The lab has used Tcpdump tool to capture a large amount of raw traffic (100 GB) in a Pcap file format. This dataset includes nine types of attack patterns included in the traffic as depicted in Table 2 . In the next section, we describe the results of machine learning classifier in order to train these attack patterns available in the data set.
V. RESULTS
This section presents the results of our evaluation in order to train and test four classifiers for our proposed IDPS. We have used k-fold cross-validation in order to train the classifiers with k = 10. In this k-fold cross-validation, we have divided data set into nine equal sized partitions. Out of these ten (10) partitioned sub-samples, one partition is used to test the classifiers whereas, rest of the sub-samples are used for training the classifier. This process of partitioning, training and testing is repeated for the k times (known as folds). Results captured in each fold are combined to take an average and produce the output. We have been able to use all parts of the dataset for the training as well as for the testing of the classifiers which is an inherent advantage of this technique.
Precision provides the answer to the question as to what is the proportion of true positive with respect to cases which were actually negative but predicted as positive. Another similar term is the recall, that is the ratio of correctly detected attack traffic to the total of actual attack traffic. F1-score, on the other hand, is a weighted average or harmonic average of the aforementioned two factors i.e. precision and the recall. It shows the accuracy of the predictive power of the classifier. Therefore, we can say that the higher value of F-means indicates better predictive power of a classifier. Closely looking at the result in Fig 4, we see that it conforms the definition of F-measure that is the harmonic average of recall 3b and precision 3a. The precision of the Alternate Decision Tree (ADT) classifier outperforms other classifiers. Similarly, recall value of the ADT in the start of the graph is not good as at that moment, the precision value is more. Receiver Operating Characteristics (ROC) curve can be plotted as the TP rate against False Positive (FP) rate. TP rate in any machine learning environment shows the probability of detection rate, whereas FP is known as the probability of false alarm. Comparing probability of detection against the probability of false alarm is known as ROC. In a case when probability distribution of both are known, Cumulative Distribution Function (CDF) of detection as well as false alarm give us ROC curve. ROC curves of all four classifiers show initial oscillation however, E3ML curve shows less FP rate while maintaining good TP rate. Whereas other classifiers have gained more FP rate lately. FP and False Negative (FN) rates are shown in Fig 7a and Fig 7b respectively MLP performs better in detecting normal traffic but at the same time have a poor precision overall. MLP shows sharp decrease in precision at fewer intervals. At this point, E3ML and RNN performed slightly better than ADT. Similarly, in Fig 3b, ADT gives the highest recall value than other classifiers in most window size tested. However, ADT performs the worst in small window sizes before outperforming other classifiers when the window size used for classification is larger than 60 seconds. The graph in Fig 4 shows the  F1 -scores of all classifiers where it indicates that ADT gives the best performance among the four classifiers with large window sizes and MLP, RNN, and E3ML provide better performance with small window sizes.
In Fig 5, the ROC curve indicates that E3ML shows low FP rate while maintaining good TP rate as opposed to other classifiers which show much higher FP rate with similar TP rate.
Fig 8a shows the true positive rate of RNN, ADT, MLP, and E3ML. All four classifiers achieved high TP rate when the window size is between 120 seconds and 180 seconds. However, ADT shows a significantly lower TP rate than other three classifiers when the window size used is between 10 seconds and 30 seconds but outperformed the three classifiers when the window size is larger or equal than 60 seconds. Unlike TP rate, TN rate for the four classifiers has a sharp decline when the window size is between 120 seconds and 180 seconds. However, the TN rate of all four classifiers is well above 90% for all window sizes which is considered a good performance.
B. COMPLEXITY OF THREE ML CLASSIFIERS
The asymptotic complexity of trained Neural networks depends on the number of nodes in layer(n) multiplied with the number of nodes in layer(n-1). The overall complexity can be assumed as constant, O(n 2 ) [46] . Secondly, complexity of MLP to converge to optimal solution is O(2 n ) [47] . Lastly, ADT algorithm has a complexity of O(m.n) [48] , where m is the size of the training data and n is the number of attributes (it is the generalization of decision trees i.e. voted decision tree).
VI. CONCLUSIONS
Various attacks on IoT devices saturate the network edge and revoke IoT data from forwarding to the cloud. In this paper, we have proposed a fog assisted Intrusion Detection and Prevention System (IDPS) architecture that adds protection at the network edge for IoT devices. This architecture employs machine learning classifiers that, after training over the UNSW-NB15 dataset, are able to detect multiple threats and invoke SDN controller to dynamically install preventive measures. The SDN controller installs appropriate flow rules across switches of the network edge in order to control the disruption of attack traffic. We have also evaluated different classifiers and compared performance of each in terms of ROC and PRC curves. Our proposal for IoT network satisfies the prime requirement of scalability as we can add more computational resources in case of the large increase in the number of IoT devices. Overall, the results of the experiment VOLUME 6, 2018 show the usefulness of different classifiers when using different window sizes. The proposed classifier combination technique maintains a good performance across almost all the window sizes. Whereas, RNN and MLP performances can be slightly unstable depending on the window size used. IAN WELCH received the bachelor's degree in commerce focusing on accountancy and commercial law from Victoria University and the M.Sc. and Ph.D. degrees from the University of Newcastle upon Tyne. He worked for a range of employers, including the State Services Commission, Deloitte Touche Tohmatsu Ltd., Accenture, and the U.K. National Health System. He is currently the Leader of the new Cyber security B.E. (Hons.) program at the Victoria University of Wellington. His current research includes machine learning for network security, IoT-specific security policies, and honeypots. He is a Board Member of the Faucet Foundation. VOLUME 6, 2018 
