Many robotics researchers tend to believe that anthropomorphism describes a set of human-like features of a robot (like shape, speech capabilities, facial expression). We refer to these characteristics as the anthropomorphic design of the robot [1] . Anthropomorphism, on the other hand, refers to the social phenomenon that emerges from the interaction between a robot and an user. According to Epley et al. [2], this includes for instance emotional states, motivations, intentions ascribed by the user to the robot.
Many robotics researchers tend to believe that anthropomorphism describes a set of human-like features of a robot (like shape, speech capabilities, facial expression). We refer to these characteristics as the anthropomorphic design of the robot [1] . Anthropomorphism, on the other hand, refers to the social phenomenon that emerges from the interaction between a robot and an user. According to Epley et al. [2] , this includes for instance emotional states, motivations, intentions ascribed by the user to the robot.
So far, the HRI community has not much investigated how anthropomorphism in human-robot interactions evolves over time (during the process of adopting a robot, for instance). Anthropomorphism is traditionally perceived in robotics as a static feature that once observed during a short-term interaction reflects a sustaining social effect. Based on an literature review previously published [1] , a long-term field study in a natural environment [3] , as well as two on-going child-robot experiments, we believe that anthropomorphic effects do evolve over time in non-monotonic ways, and play a central role in sustaining engagement in human-robot interaction.
We propose to formalize these dynamic effects into a model that we call the dynamics of anthromorphism. We hope that it may support further discussions and reflections on how anthromorphism impacts human-robot interaction on the long run, and also foster research on the affective bonds induced by anthorpomorphic projections on robots.
As such, we propose to represent how the level of anthropomorphic effects (i.e. observable manifestations of anthropomorphism) evolves over a long-term human-robot interaction ( Figure 1 ). By long-term interaction, we mean direct (non-mediated), repeated interaction with the same robot, over an extended period of time (typically longer than a week).
We distinguish three main phases, depicted in different shades in Figure 1 .
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Expectation mismatch disruptive behaviors Figure 1 : Anthropomorphism evolves over three phases, initialization, familiarization and stabilization, preceded by a pre-interaction phase. In the pre-interaction phase, users build an initial capital of anthropomorphism (ICA). Once the interaction starts, the level of anthropomorphism increases due to the novelty effect [4] , and then decreases to reach a stabilized level of anthropomorphism (SLA).
an increased level of anthropomorphism, from an initial capital of anthropomorphism (ICA, a value that measures initial expectations toward the robot, computed from three factors: the personality of the human, the design of the robot and the context/purpose of the interaction. The variability of this value is pictured in Figure 1 ) to a peak of anthropomorphic manifestations that corresponds to the maximum of the novelty effect.
The second phase, familiarization, lasts longer (up to several days) and models the process of the human getting acquainted to the robot: by observation and interaction, the human builds a model of the robot's behavior that allows him/her to predict the robot's actions. We observe a decrease of anthropomorphic effects during this phase, that we explain by the acquired ability to predict the behavior of the robot: the initial apparent behavioral complexity vanishes, and the robot is considered more and more as a tool.
The last phase is the stabilization phase. The level of anthropomorphic effects tends to stabilize over a longer time, to reach a stabilized level of anthropomorphism (SLA). Like the ICA, the SLA is a multi-factor value that depends on the human, the robot and the interaction context. Figure 2 : Behaviors of the robot that are unexpected by the user may be intentional (the robot has planned the behavior) or not (typically, a failure: misdetection, bug,...). Independently of that, the behavior may be perceived by the user as intentional or not.
ELEMENTS OF INTERPRETATION
To understand and possibly better manage the evolution of human-robot interactions over time, we briefly describe preliminary behavioral observations and cognitive interpretations that are related to our model. We are currently conducting more experiments to further support and extend these findings.
Role of disruptive behaviors. By disruptive behaviors, we mean any behavior exhibited by the robot that is unexpected for the user: for instance, a robot may usually follow always the same route to go from one place to another, but suddenly change it. As long as this reason is not immediately intelligible to the user, the behavior counts as disruptive.
Our model represents disruptive behaviors as local increases of anthropomorphic effects in the familiarization phase (and to a lower extent, in the stabilization phase): because such behaviors are unexpected, they impact the rationality that the user ascribes to the robot, and a human observer may interpret them as the result of a richer deliberative process, which in turn leads to the supposition of complex cognitive skills in the robot. This is however to be modulated depending on the real and perceived reasons for the unexpected behavior. It may increase if the user perceives (rightfully or not) a form of intentionality, as well as decrease if the unexpected behavior is perceived as a failure. Figure 2 summarizes the possible situations.
Cognitive interpretations. The underlying cognitive process in anthropomorphism is understood as perceiving and reasoning about something non-human and unfamiliar based on one's representation of the familiar and well-known concept of being human [2] . This led us to interpret the phases of anthropomorphic interactions as parallel cognitive phases.
The so-called phase I is the instinctive, pre-cognitive identification of living peers. This is supported by studies done by Rosenthal-von der Pütten et al. [5] who investigated the neural correlates of emotional reactions of humans towards a robot. Empathy is characteristic of this stage.
After a longer observation period (typically including complete action sequences of the robot) or short interaction (touching, short talk like greetings), we suggest the human enters the cognitive phase II : in this phase, the human starts building a behavioral and cognitive model of the robot that would support both the observed and imagined capabilities of the robot. The familiarity thesis [6] would support the idea that the human first projects onto the robot mental models of similar agents he/she is already familiar with.
The cognitive phase III occurs after a contextualized interaction. A contextualized interaction is explicitly purposeful, and takes place in an environment that fosters a stronger cognitive (and possibly affective/social) commitment from the human in the interaction (typically, at home). During this interaction, the human iteratively restates his/her behavioral and mental model of the robot (How does the robot react to situations/inputs? What does the robot know about me? What can the robot learn?, etc.).
This mental process heavily depends on the human understanding of the robot's inner working, as well as his/her own tendency to anthropomorphize, but at this stage, the perception of the robot (its shape for instance) and its intended purpose play a less important role. It is mostly a human-centric process. The result of this third phase would be an iteratively adapted cognitive model of the robot.
These cognitive phases overlap but do not exactly match the Initialization, Familiarization and Stabilization phases introduced in our model of the dynamics of anthromorphism, and we are currently investigating the relations between both.
CONCLUSION
Anthropomorphism is traditionally understood as the interactions between the anthropomorphic design of a robot and the psychological determinants of the user. We have found out that the duration and context of the interaction is a third factor that plays a key role. In this preliminary report, we sketch a new formal model of anthropomorphism that accounts for these three factors and also explicits the dynamics of anthromorphism. We introduce the concepts of initial capital and stabilized level of anthropomorphism as compound factors to characterize the profile of a given anthropomorphic interaction.
While not definitive, we hope that this contribution may ultimately consolidate the scientific grounds of anthropomorphism, and provides support for further research on longterm acceptance of robots in human environments.
