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Abstract
A method to perform unfolding with Gaussian processes (GPs) is presented. Using Bayesian regression, we define an
estimator for the underlying truth distribution as the mode of the posterior. We show that in the case where the bin
contents are distributed approximately according to a Gaussian, this estimator is equivalent to the mean function of
a GP conditioned on the maximum likelihood estimator. Regularisation is introduced via the kernel function of the
GP, which has a natural interpretation as the covariance of the underlying distribution. This novel approach allows for
the regularisation to be informed by prior knowledge of the underlying distribution, and for it to be varied along the
spectrum. In addition, the full statistical covariance matrix for the estimator is obtained as part of the result. The
method is applied to two examples: a double-peaked bimodal distribution and a falling spectrum.
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1. Introduction
Experimental measurements are distorted and biased
by detector effects, due to limitations of the measuring in-
strument and procedures. The need to infer the underlying
distribution using the measured data is shared by variety
of fields, from astronomy [1] and medical applications [2]
to the investigation of the parameters that describe oil well
properties [3].
In most of these fields, these techniques are called de-
convolution or restoration [4]. They are used to solve what
is defined as the inverse problem: to infer an unknown
function f(x) from the measured data, using knowledge
and assumptions of the distortions.
In particle physics such techniques are known as un-
folding and a variety of methods have been developed for
this purpose (for some reviews see Refs. [5, 6, 7]).
In this paper, a novel Bayesian method to perform un-
folding in particle physics is proposed. We use an approach
that “gives prior probability to every possible function” via
Gaussian process regression [8], where higher probabilities
are assigned to functions that are considered to agree with
the observations. This approach allows greater flexibil-
ity than unfolding schemes based on a set of parametrised
functions belonging to a specific class. In addition, it is
shown to have a locally tunable regularisation scheme in
terms of the variable to be unfolded.
In Sec. 2, we define the unfolding problem and the
notation for approximately Gaussian-distributed datasets.
Sec. 3 discusses the solution to the unfolding problem based
∗Corresponding author: adam.bozson@cern.ch
on the maximum likelihood (ML) method, and the need
for regularisation. In a Bayesian setting, the likelihood
is enhanced by prior information so that the ML solu-
tion is replaced by the mode of the posterior distribution.
Sec. 4 connects the maximum a posteriori (MAP) estim-
ator to the solution of a regression problem which condi-
tions prior knowledge encoded in a Gaussian process on
the ML solution extracted from data. Example applica-
tions are provided in Sec. 5. Finally, we report the conclu-
sions and outlook for future exploration of this method in
Sec. 6.
2. Definitions and notation
In particle physics, measured distributions are often re-
ported as populations of bins rather than continuous func-
tions. Therefore the first step we will take is to represent
the underlying distributions with discretised bin popula-
tions. We note that this process biases the estimated his-
togram away from the true distribution.
The truth distribution is referred to as f(x) and rep-
resented by a histogram µ = (µ1, . . . , µM ) with contents
µj ∝
∫
bin j
f(x) dx, j = 1, . . . ,M . Observed data are con-
tained in a histogram n = (n1, . . . , nN ) with N bins. The
expectation value of n is the histogram ν.
The truth and observed distributions are related through
the effects of detector response, acceptance, and back-
ground contributions. For simplicity, we take the back-
ground to be zero (the relaxation of this assumption is
discussed in Sec. 6). The contents of µ and ν are linearly
related by
ν = Rµ, (1)
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where R is the N ×M response matrix with elements Rij
giving the conditional probability for an event to lie in bin
i of the observed histogram, given its true value is in bin
j of the truth histogram.
The goal of unfolding is to construct estimators µˆ for
the truth histogram µ, along with their covariance mat-
rix Uij = cov[µˆi, µˆj ]. In an experiment, the bin counts of
the observed histogram ni fluctuate according to the Pois-
son distribution with expectation values νi and covariance
matrix Vij = νi δij . The findings in this paper apply when
bin counts are approximately Gaussian, i.e., for large νi.
3. ML solution and regularisation
Since the data n are approximately Gaussian-distributed
around ν, the likelihood is given by
P (n|ν) =
[
(2pi)N det(V )
]− 12
exp
[
−1
2
(n− ν)TV −1(n− ν)
]
(2)
and hence the log-likelihood may be written
logP (n|µ) = −1
2
(n−Rµ)T V −1 (n−Rµ) + . . . , (3)
where we have substituted ν = Rµ and not written terms
that do not depend on µ. It can be shown that the max-
imum likelihood (ML) solution µˆML satisfies n = RµˆML.
We write the ML solution as µˆML = R
−1n, which may be
obtained by explicit matrix inversion for invertible R when
N = M or by alternative methods, such as numerically
maximising Eq. (3) or singular value decomposition. The
ML covariance matrix is given by UML = R
−1V
(
R−1
)T
[9].
The detector response acts to smear out fine structure
in the truth distribution, so statistical fluctuations in the
data can lead to a large amount of fine structure in the
unfolded result. This effect yields large local fluctuations
in the ML unfolded solution when the typical bin width is
not much larger than the detector resolution. In addition,
the estimators for neighbouring bin counts can often have
strong negative correlations.
These unwanted false features are typically reduced by
a technique known as regularisation. Regularisation may
be introduced by minimising a cost functional Φ(µ) =
−α logP (n|µ)+S(µ), where S(µ) penalises high-variance
distributions, effectively constricting the space of possible
unfolded solutions. Multiple measures of smoothness may
be used, such as those based on derivatives [10, 11] or en-
tropy [12]. The ML solution has the minimum variance for
an unbiased estimator, so any reduction in variance must
be balanced by introducing some bias. The regularisation
parameter α controls this bias–variance trade-off.
An unfolded distribution may alternatively be obtained
by iterative techniques [13, 14], which converge on the ML
solution. Stopping after a fixed number of iterations can
yield a solution with the desired properties, although the
fact that the bias–variance trade-off is controlled by a dis-
crete parameter, rather than a continuous one, is seen as
a disadvantage because it limits the possibility to tune the
parameter values. Fully Bayesian unfolding [15] addresses
regularisation through a non-constant prior distribution,
and performs the unfolding by sampling from the posterior
distribution.
4. Gaussian process method
The method presented in this paper builds on the ML
solution from Sec. 3. Starting from the Gaussian likelihood
given by Eq. (3) and a Gaussian process (GP) prior, Bayes’
theorem is applied to obtain a posterior distribution. We
define the estimator representing the unfolded distribution
as a summary statistic of the posterior, namely the mode.
We remark that while the ML solution is a frequentist es-
timator, the method presented here incorporates elements
of Bayesian statistics. However the final estimator for the
unfolded distribution is a valid frequentist estimator, so
this method may be used in either fully Bayesian or hy-
brid analyses.
A random process extends the notion of a random vari-
able to the space of functions of a set of indices X. A GP is
therefore a set of indexed random variables, any finite sub-
set of which are distributed according to a joint Gaussian
distribution [8]. Since the Gaussian distribution is entirely
defined by its mean and covariance, a complete description
of a GP requires just a mean function m(x) = E[f(x)] and
a kernel function k(x,x′) = cov[f(x), f(x′)]. A GP can
be thought of as a probability distribution for the latent
function f(x).
GPs may be used for regression, where one wishes to
estimate the function f of the (generally multidimensional)
variable x, given some observations y taken at X = (x1,
x2, . . .). This is done by updating a GP prior using Bayes’
theorem to obtain a posterior GP for f . The mean (or
equivalently the mode) of the posterior, evaluated at X∗ =
(x∗1,x∗2, . . .), is denoted f¯∗ and used as the estimator for
f . A rich treatment of using GPs for regression may be
found in Ch. 2 of Ref. [8], whose notation we follow in this
paper. Here we state the posterior mean and covariance
of a GP with prior mean function m and kernel function k
for a vector of observations y with data covariance matrix
V :
f¯∗ = KT∗ [K + V ]
−1
y +m∗, (4)
cov(f∗) = K∗∗ −KT∗ [K + V ]−1K∗, (5)
with the matrices Kij = k(xi,xj), [K∗]ij = k(xi,x∗j),
[K∗∗]ij = k(x∗i,x∗j). Here m∗ = m(X∗).
This standard result from GP regression is used in the
following section to link the estimator for an unfolded dis-
tribution to a GP.
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4.1. MAP estimator
We consider again the model from Sec. 3 with the like-
lihood P (n|µ) given by Eq. (3). From Bayes’ theorem, the
log-posterior probability is given by
logP (µ|n) = logP (n|µ) + logP (µ)− logP (n), (6)
where P (µ) is the prior probability, and the last term P (n)
may be ignored since it does not depend on µ.
We take the prior probability to be given by a GP with
mean vector m (the reference histogram) and covariance
matrix Kij = k(xi,xj). The log-prior probability is then
given by
logP (µ) = −1
2
(µ−m)TK−1 (µ−m) + . . . . (7)
Substituting the likelihood Eq. (3) and prior Eq. (7) into
the expression for the posterior Eq. (6), we obtain
logP (µ|n) =− 1
2
(n−Rµ)T V −1 (n−Rµ)
− 1
2
(µ−m)TK−1 (µ−m) + . . . , (8)
dropping terms which do not contain µ. The maximum
a posteriori (MAP) estimator µˆ is the mode of this pos-
terior probability, and maximises logP (µ|n). This sum-
mary statistic is found to be given by
µˆ = K
[
K +R−1V (R−1)T
]−1 (
R−1n−m
)
+m. (9)
A derivation of this is given in Appendix A.
By comparing the MAP estimator from Eq. (9) to that
obtained from GP regression in Eq. (4), we find the im-
portant result that µˆ is the posterior mean of a GP re-
gression whose observations are the ML solution, which
is given by µˆML = R
−1n with covariance matrix UML =
R−1V (R−1)T. Since the posterior distribution is a product
of Gaussians, it is also Gaussian and therefore the mode is
identical to the mean. This connection allows us to write
that the covariance of the MAP estimator may be given
by
U = K −K
[
K +R−1V (R−1)T
]−1
K. (10)
Furthermore, if the observation (training) indices X =
(x1,x2, . . .) are different from the prediction (testing) in-
dices X∗ = (x∗1,x∗2, . . .), and the reference histogram can
be obtained for bins defined by X∗, then we may use the
standard results from GP regression to generalise the MAP
solution to
µˆ = KT∗ [K + UML]
−1
(µˆML −m) +m∗, (11)
U = K∗∗ −KT∗ [K + UML]−1K∗, (12)
where [K∗]ij = k(xi,x∗j), [K∗∗]ij = k(x∗i,x∗j), and m∗
is the mean histogram at X∗.
The generalised results in Eq. (11) and Eq. (12) are
simple algebraic expressions once the ML solution is known.
Therefore the unfolded estimator and covariance are effi-
cient to compute. This is an advantage over other, more
CPU-intensive unfolding schemes. In addition, these res-
ults are linear in n so error propagation is simple.
4.2. Kernel choice and optimisation
In the proposed GP unfolding method, the regularisa-
tion is introduced via the kernel function k(x,x′) which
constricts the space of possible solutions to those with a
particular covariance. A common choice for the kernel
function is the squared-exponential:
k(x,x′) = A exp
−∥∥x− x′∥∥2
2l2
 . (13)
This kernel function is stationary in the sense that it is a
function of only the distance between the inputs,
∥∥x− x′∥∥.
It is parameterised by the amplitude A and length scale
l, referred to as the set of hyperparameters, θ = {A, l}.
Various methods exist to choose their values.
One method for this is by simulation, as is often done
in particle physics analyses. In this approach, a simulation
program produces values for µ, ν, and statistically inde-
pendent n. Then the pseudo-data n are unfolded with
varying hyperparameters to obtain µˆθ, and the agreement
with µ checked for closure. The acceptable degree of clos-
ure, and its measure, are often chosen by eye, although a
more specific goodness-of-fit statistic may be used.
Another approach, taken from GP methods [8], is to
maximise the marginal likelihood,
logP (n;θ) = log
(∫
P (n|µ)P (µ;θ) dµ
)
=− 1
2
(µˆML −m)T [Kθ + UML]−1 (µˆML −m)
− 1
2
log |Kθ + UML| − N
2
log 2pi, (14)
where Kθ = kθ(X,X) is the kernel function evaluated at
X with the hyperparameters set to θ. This is a Bayesian
approach, marginalising over the latent distribution µ.
The maximum of this marginal likelihood defines a model
with a trade-off between the fit to the data (the first term)
versus model complexity (the second term). For example,
a GP using a squared-exponential kernel with very small
length scale l will tend to fit to µˆML, but will be overly
complex (under-regularisation). In contrast, a large l de-
scribes a simpler model, but will fail to fit to the µˆML
(over-regularisation). These extreme situations are pen-
alised by the marginal likelihood, whose maximum point
may be used to choose values for θ.
Finally, we mention the method of cross validation, of-
ten employed for hyperparameter optimisation in machine
learning [16]. Various approaches for cross validation ex-
ist, but given the relatively small number of bins M in
a typical unfolding scenario, and the fast computation of
the GP unfolded result, we recommend the leave-one-out
3
variant. Here, M sets of M−1 bins, X(1)∗ , X(2)∗ , . . . , X(M)∗ ,
are produced with each X
(i)
∗ missing the ith bin. Then
the prediction for µi is compared to its true value via a
loss function, most often the squared error. The set of
M losses for some hyperparameters θ can then be used to
choose their values.
Other kernel functions may be more suitable for de-
scribing the truth distribution. An attractive feature of the
approach presented here is that one may encode knowledge
of the underlying physical process to derive a physically-
motivated kernel [17] which may better describe the truth
distribution.
The mathematics of reproducing kernel Hilbert spaces
formalises the link between the kernel and the traditional
regularisation approach used in some particle physics res-
ults. For example, a thin plate covariance [18] leads to a
solution equivalent to that of spline regularisation, known
as Tikhonov regularisation in particle physics [9, 10, 11,
19]. In one dimension, this stationary kernel may be writ-
ten k(r) = A(2r3−3Rr2+R3), where r = |x−x′| and R is
determined by boundary conditions. This kernel contains
a single parameter A, which controls the global strength of
the regularisation, as is the case with Tikhonov regularisa-
tion in its usual implementation. In contrast, an advant-
age of the GP approach presented in this paper is that the
regularisation may be varied locally along the spectrum
by using a non-stationary kernel function. We provide an
example of this in Sec. 5.2.
5. Example applications
Python code for the following examples may be found
in Ref. [20]. We consider the case of a bimodal distribution
in Sec. 5.1, and a falling spectrum in Sec. 5.2.
5.1. Bimodal distribution
A set of 20 000 toy truth events is obtained by sampling
from two Gaussian distributions for x with mean values 0.3
and 0.7, both with standard deviation 0.1. These truth
events are histogrammed in µ. The truth events are then
smeared with a Gaussian resolution of σ = 0.075 to gener-
ate the histogram ν. Events are accepted in the region
0 < x < 1 and both the µ and ν histograms use 20
constant-width bins. The truth and smeared events are
used to determine the response matrix R from a normal-
ised 2D histogram. Finally, the observed histogram n is
generated by Poisson fluctuations around ν. The three
histograms are shown in Fig. 1.
We use a GP with the squared-exponential kernel func-
tion given by Eq. (13). The values for the two hyper-
parameters A and l are chosen to be those that maxim-
ise the marginal likelihood given by Eq. (14). The max-
imum and contours of the marginal likelihood are shown
in Fig. 3. The mean histogram for the GP, m, is taken to
be 0 for all bins since it is found to have little impact on
the final result. The unfolded estimator for the truth, µˆ
given by Eq. (9), is shown in Fig. 2. The covariance mat-
rix U is defined by Eq. (10), and the correlation matrix
ρij = Uij/
√
UiiUjj is shown in Fig. 4.
5.2. Falling spectrum
1 000 truth events are sampled from an exponential dis-
tribution f(x) = e−x in the region 1 < x < 5 and accu-
mulated in 20 bins of equal width (µ). These events are
smeared according to a Gaussian with resolution 0.2
√
x.
The smeared events are placed in a histogram ν with 30
bins of equal width in the region 0.5 < x < 5, and the
observed histogram n is generated from a Poisson distri-
bution around ν. These three histograms are shown in
Fig. 5.
In this example, N > M so while the problem is well-
constrained, the N ×M response matrix R is not directly
invertible. To mitigate this, we use the ML estimator as
the starting point and then regularise with the MAP pre-
scription detailed in Sec. 4. Specifically, we numerically
maximise the Gaussian likelihood in Eq. (3) using MINUIT
[21] via the iminuit [22] Python interface to obtain the ML
estimator µˆML. The covariance matrix for the ML estim-
ator, UML is obtained by inverting the Hessian matrix with
the HESSE subroutine. These results are then substituted
in Eq. (9) with R−1n→ µˆML and R−1V (R−1)T → UML.
Since the (a priori known) detector resolution increases
proportionally with
√
x, a kernel with constant length scale,
such as the squared-exponential Eq. (13) is unsuitable in
this case. Therefore we choose a kernel function with vari-
able length scale, the Gibbs kernel [8, 23] in 1D,
k(x, x′) = A
√
2l(x)l(x′)
l2(x) + l2(x′)
exp
(
− (x− x
′)2
l2(x) + l2(x′)
)
,
(15)
where l(x) is an arbitrary positive function of x, here
chosen to be l(x) = bx + c. This allows for a linearly-
changing length scale. The increased flexibility afforded
by this kernel function is realised by introducing more reg-
ularisation parameters, θ = {A, b, c}. We remark that for
a large number of parameters, it becomes increasingly dif-
ficult to choose the optimal point.
The unfolded estimators are shown against the truth
histogram in Fig. 6. Here the parameters θ are chosen
with the maximum marginal likelihood prescription given
in Sec. 4.2. As expected, b > 0 so the length scale increases
with x.
6. Conclusions and Outlook
In this paper we have presented how GPs may be ap-
plied to the unfolding problem. It is shown that condi-
tioning a GP prior on the ML solution is equivalent to
constructing the MAP estimator. In this application, the
use of a GP regressor may be thought of as a method of
regularising the ML solution.
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Figure 1: Truth (µ), expected (ν), and observed (n) histograms
for the two-peak unfolding example. The histogram definitions are
reported in the text. The error bars on n represent their Poisson
uncertainties.
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Figure 2: Truth (µ) and unfolded truth estimators (µˆ) for the two-
peak example. The error bars on µˆ represent the standard deviations
obtained from the covariance matrix as defined by Eq. (10).
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Figure 3: Contours of the log-marginal likelihood Eq. (14) for the
two-peak example as a function of the parameters for the squared-
exponential kernel, A and l. The cross indicates the point of max-
imum marginal likelihood. The contour labels are the depth of the
contour below the maximum.
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Figure 4: Correlation matrix for the unfolded truth estimators µˆ for
the two-peak example.
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Figure 5: Truth (µ), expected (ν), and observed (n) histograms for
the falling spectrum example, as defined in the text. The error bars
on n represent their Poisson uncertainties.
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Figure 6: Truth (µ) and unfolded truth estimators (µˆ) for the falling
spectrum example.
The GP is entirely described by mean and kernel func-
tions. While the mean function is found to have little
impact on the result, the kernel function prescribes the co-
variance of unfolded estimation for the truth distribution.
By choosing an appropriate kernel function, the smooth-
ness in the unfolded estimator can be controlled. Further-
more, the kernel function has a direct interpretation and
may be motivated by knowledge of the underlying physics.
This means that, in contrast to other unfolding schemes,
the regularisation is a natural product of this approach.
For N = M , where the bins for the truth and observed
histograms are equal, the ML solution is simply given by
inverting the response matrix, µˆML = R
−1n. However,
generally N 6= M and this method may not be used. For
the general case we envisage two possibilities. First, the
N×M response matrix R is constructed from Monte Carlo
simulation, and the ML solution is found numerically by
maximising the likelihood given by Eq. (3). This is the
approach taken in Sec. 5.2 for the falling spectrum ex-
ample. Alternatively, the square N × N matrix R′ could
be constructed using the same binning for the truth and
observed histograms. Then the predictive GP mean func-
tion Eq. (11) is evaluated at X∗, the M centers of the bins
for the desired truth histograms.
In Sec. 2, we take the background contribution to be
equal to zero for simplicity. Background contributions,
in the form of the N -dimensional vector β, are simple
to include by modifying the folding equation Eq. (1) to
ν = Rµ+ β. Then for the estimators used in the method
presented in this paper, one simply substitutes the data
for the background-subtracted data, n→ n− β.
This paper assumes throughout that the data may be
approximated as distributed according to a Gaussian, and
we note that this is not universally the case in particle
physics. However, the choice of unfolding method depends
on the analysis being done and should be tested against
simulation in any case. Therefore we recommend that for
histograms with small bin populations, the unfolding is
tested to ensure it acceptably meets the requirements of
the analysis under consideration.
The treatment of systematic uncertainties is postponed
to future work in this area. We remark that that approx-
imate variational approaches, as used in published particle
physics analyses [24, 25], may still be employed in this
case. We envisage further research into the applications of
Student-t processes [26] in unfolding in particle physics, as
an extension to this work.
GPs have been introduced to a number of scientific
fields to improve their statistical procedures [3, 4]. They
have not, however, traditionally been used in particle phys-
ics, although recent developments in this area have shown
promise [17]. In this paper, we have introduced GPs into
the important problem of unfolding. We show that the
method is generally applicable to problems of different
shapes and sizes, that the regularisation can be controlled
naturally, and that the result – including the unfolded co-
variance matrix – can be obtained conveniently.
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Appendix A. Derivation of MAP estimator
With reference to Eq. (8), we wish to find the value µˆ
that maximises the expression
−1
2
(n−Rµ)T V −1 (n−Rµ)− 1
2
(µ−m)TK−1 (µ−m) .
(A.1)
The derivative for each term is given by
∂
∂µ
[
−1
2
(n−Rµ)T V −1 (n−Rµ)
]
= (n−Rµ)T V −1R,
(A.2)
∂
∂µ
[
−1
2
(µ−m)TK−1 (µ−m)
]
= − (µ−m)TK−1.
(A.3)
Combining these and taking the transpose (V −1 and K−1
are symmetric), we therefore require that µˆ satisfies
0 = RTV −1 (n−Rµˆ)−K−1 (µˆ−m) (A.4)
= RTV −1n−
[
RTV −1R+K−1
]
µˆ+K−1m. (A.5)
Now we use that the covariance of the ML solution from
Sec. 3 is given by UML = R
−1V (R−1)T and therefore that
RTV −1R = U−1ML. Substituting into Eq. (A.5) and rearran-
ging for µˆ,
µˆ =
[
K−1 + U−1ML
]−1 (
U−1MLR
−1n+K−1m
)
(A.6)
= K [K + UML]
−1
R−1n+ UML [K + UML]
−1
m (A.7)
= K [K + UML]
−1
(
R−1n−m
)
+m, (A.8)
where from Eq. (A.6) to Eq. (A.7) we use that[
A−1 +B−1
]−1
B−1 ≡ A [A+B]−1 for invertible matrices
A and B.
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