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М Е Т О Д  ВС П О М О ГАТЕЛ ЬН Ы Х  СИ СТЕМ  Ш И М А Н О В А  
В ЗА Д А Ч Е  П О С Т РО Е Н И Я  У РА В Н Е Н И Й  РА ЗВ Е Т В Л Е Н И Я *
1. Локальная постановка задачи нахож дения периодических  
колебаний в неавтономных системах
Рассмотрим систему дифференциальных уравнений с последействием
=  ф(г,Ж(,0 , (1-1)
где х  : К —У К.п 5 зц =  ж(£ +  #), $ Е [—г, 0]; ад Е В  С С =  С ([—г, 0], Мп ), £ Е М, 
^ Е ( а , /0); отображение Ф : К х Р х (о ! ,/3) -А К.п непрерывно, имеет в указанной 
области непрерывную производную и периодически, с периодом са,
зависит от аргумента £; г < со.
Предположим, что система (1.1) имеет са-периодическое решение х  =  %(£) 
при значении параметра ^ =  гдц Ставится задача изучить периодические 
колебания в системе (1.1) в малой окрестности выделенного периодическо­
го решения. В теории бифуркаций периодических решений важное значение 
имеет уравнение разветвления. В рамках теории периодических колебаний 
Л япунова-Пуанкаре методы построения уравнения разветвления описаны в 
работах [1-5]. Автор использует для нахождения уравнения разветвления ме­
тод вспомогательных систем Ш иманова [6- 8]. Метод вспомогательных систем 
позволяет разделять задачи нахождения условий существования и построе­
ния периодических решений. В настоящей работе предлагается при разделе­
нии этих задач использовать специальное интегральное уравнение. Рассмат­
риваемый подход развивается в общей ситуации, когда не задается скорость 
убывания по малому параметру нелинейной части системы. Метод вспомога­
тельных систем Ш иманова использовался ранее автором настоящей работы 
при изучении бифуркаций Хопфа в автономных системах дифференциаль­
ных уравнений с малым запаздыванием [9].
* Работа выполнена при поддержке гранта Министерства образования РФ ЖЕ00-1.0-91 
и программы фундаментальных исследований Президиума РАН «Управление механиче­
скими системами».
©  Ю. Ф. Долгий, 2003
55
2003 Известия УрГУ №26
В системе дифференциальных уравнений с последействием (1.1) произве­
дем замену переменных
V =  щ  +  / / , а Д )  =  х Д  + у ( Д  (1 .2 )
В результате система (1.1) преобразуется к виду
Л Д )
dt
= a(t )y t + (1.3)
где у  : Ж -)• Мга; yt = у (t + $),■& Е [—т, 0]; y t Е Л* С С , t Е Ж, ц  Е
(—д*,д*);  ö • К х  С  —X К.п -  линейное непрерывное отображение; отображение 
/  : ШС х Д  х (—Д*, Д*) —X К.п непрерывно, имеет в указанной области непре­
рывную производную ; отображения a u f  периодически, с периодом
са, зависят от аргумента t. Отображение а допускает аналитическое представ­
ление [10, с. 556]
a ( t ) y t =  /  drj(t ,s)y(t  + s),
J —г
где отображение rj : М х [—г, 0 ] —X К.пхп периодически, с периодом са, зависит 
от аргумента £, а также удовлетворяет условиям: т/(£, 0) =  0 при t Е [0, о;]; 
при каждом фиксированном значении t Е [0,са] функция т/(£, •) имеет огра­
ниченную вариацию на отрезке [—г, 0 ]; sup г>аг г/ (#, «s) < оо и при любом
0 < т < ou функция JQT г] (t, «s) ds непрерывна по t на отрезке [0, ои\.
У тверж дение 1 .1 . Справедливы оценки
\ f ( t , z , n) \  < 0(Ф , \ц\) +  | | z | | f i ( | ^ ,  ||z||,0)> (1.4)
I ^  q z ’ ^  I — ^ D* Ç С, t E R; Ц E (—/J-*, Ц*)- (1.5)
Здесь П(Ф, |/i|) =  зир(||Ф(£, гц z/) — Ф(£,гцгд))|| : ф  — z/q| < \y \ ,u £ D  Ç C, t E M),
fi ( | | > l k l l > H )  =  sup (II9% x“,i;) -  ЭФ(£ Д о) II : l ^ - ^ o l  < H , l l « - x t l l  < İkil, 
« e D ç c ^ e R ) .
В результате замены (1.2) мы пришли к задаче нахождения периодиче­
ских решений системы дифференциальных уравнений с последействием в ма­
лой окрестности нуля. В системе дифференциальных уравнений с последей­
ствием (1.1) нелинейность мала. Степень ее малости определяется неравен­
ствами (1.4), (1.5). В отличие от традиционной постановки задачи в теории 
периодических колебаний Л япунова-Пуанкаре в данной работе мы не вводим 
перед нелинейностью в качестве множителя малый параметр д.
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2 . Функция Грина периодической задачи для системы  
диф ф еренциальны х уравнений с последействием
Рассматривается система (1.3) в случае, когда функция /  явно не зависит 
от y t1 т. е. система (1.3) является линейной неоднородной системой диф ф е­
ренциальных уравнений с последействием
= J  dï?(M )y(* + s ) +  Ж  Л - (2-1)
Общее решение системы (2.1) определяется формулой [4, с. 180]
y(t,<p) = V(t,0)<p(0) + [  dp( f  V ( t ,a ) r i (a ,P  -  a)da)<p(P) +
J - r  j  0
+  [  V (£, s ) f  («s, y) ds, t > 0,
J о
где начальная функция cp G (7; r](t,s) =  r/(£, — г) при s < — г; V  -  решение 
уравнения V i t ,  a) =  I n — f ^ V ( t ,  s)pis,  a  — s)ds  при t > a; V( t ,  a)  =  0 при 
t < a.  Существование са-периодических решений системы (2.1) связано с раз­
решимостью уравнения
( ( I - U ) ) tp)(0) = V{w + Û, s ) f { s , n ) d 8 , #  G [- r ,0 ] , с р е С ,  (2.2) 
J о
где U -  оператор монодромии [11], определяемый формулой
(U<p)(â) = V ( u  + #,0)<p(0) +
—0
dp( V(üü + ê ,a )r ] (a , /3 — a) da)(p(/3), $ G [—r, 0], <p G C.
-r J  о
Мы рассматриваем резонансный случай, когда оператор монодромии U 
имеет полупростое собственное число р =  1, которому отвечает d линейно 
независимых собственных функций р \ ,  . . .  С С. Сопряженный оператор 
?7* имеет полупростое собственное число р =  1, которому отвечает d линейно 
независимых собственных элементов , . . .  ,p>*d G С*. Здесь (7* -  сопряжен­
ное пространство к пространству (7, т. е. пространство линейных непрерыв­
ных функционалов. Функционалы ср*, . . .  , 99^  можно выбрать таким образом, 
чтобы pyppjn =  к , т  =  l , d ,  где 8^m ( k , m  =  1, d) -  символы Кронекера.
Необходимые и достаточные условия разрешимости уравнения (2.2) име­
ют вид [12, с. 474]
ip*k [  V { u  + -, s) f i s ,  p) ds =  0, к =  1, d.
J 0
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Введем функции фЦв)  =  p^V(ou +  •, s), к =  l , d ,  s E [0, о;]. Периодические 
продолжения функций к =  1,ф  являю тся линейно независимыми ио- 
периодическими решениями системы интегральных уравнений [4, с. 189]
r[a/üü-\-2]üü
ф*( а ) +  / i/j*(s)r](s,a — s) ds =  const, ö G İ  (2.3)
J a
В результате необходимые и достаточные условия существования са-периоди- 
ческих решений системы (2.1) принимают вид
[  ^ t ( s ) f ( s , n ) d s  = 0 , k  = l , d.  (2.4)
Jo
Л е м м а  2 .1 . При выполнении условий  (2.4) общее решение уравнения (2.2) 
определяется формулой
V ( oj + - , s) f ( s ,  ц) ds)(d),  ı ? e [ - r , 0 ] -
Здесь 7 ı, . . .  , 7  ^ — произвольные действительные числа; 7 =  (71, . . .  , 7^)т ; 
т -  значок транспонирования; линейный ограниченный оператор S  : С С  
определяется формулой
d
(SV)($) =  ({I -  U)p){-â) e  [—г, 0], р  6 С,
fc=l
îi имеет ограниченный обратный оператор.
Обратный оператор S ~ l допускает следующее аналитическое представле­
ние [10, с. 556]:
( S ~ 1^) ( s )  = j  dK(t f ,s)ip(s), t f  € [-r,0],İ> е  С,
J —г
где отображение К  : [—г, 0] х [—г, 0] —>► W ıxn удовлетворяет условиям: 
К ( д ,  0) =  0 при д  Е [—г, 0]; при каждом фиксированном значении д  из 
[—г, 0] функция К( д, - )  имеет ограниченную вариацию на отрезке [—г, 0];
sup var К  (#, s) < 00 и при любом — г < г  < 0 функция К  (#, «s) oLs
tfe[-r,o]-r<s<°
непрерывна по д  на отрезке [—г, 0].
Пусть р£ (А; =  l , d)  -  функции с ограниченным изменением на отрезке 
[—г, 0], порождающие функционалы ^  (к =  l ,d) .  Считаем, что р^(0) =  0, 
А; =  1, d.
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Л емма 2.2. Матричная функция К  удовлетворяет уравнениям
гО
' +- К ( д ,  -0 )  -  f  dsK ( d , s )V ( cü +  5 ,0)
J —г
+ Е f  daK{$,s)<pk (8)p*k { - G ) = I n , d € [—г,0],
k=l r
/ 0 rüü-\-S
dsK( d , s )  / V(üü + s,a)r](a, f3 — a) d a —
-r J  o
E f  dsK{#,s)4>k {s)P*k {p) = W - p ) I n , /3 G [—r ,0), t f e [ - r ,0 ] ,
/-- 1 —гk =l J ~r 
а также уравнению
r-O рш+Ф/ и rOJ V
dpi V ( u  + â , a ) r ı ( a , P - a ) d a ) K ( P , s )  +
-r J  0
+ K ( d ,s )  -  Е ^ Ю  f  dp*k (l3)K(l3,s) = 1(0 -  s ) In ,# , s  € [-r,0].
/c=l J - r
Здесь 1 (•) -  функция Хевисайда.
Л е м м а  2.3. Функции p^(k  =  l , d)  удовлетворяют уравнениям
/ 0 rüü-\-S
dp*(s) / V ( üü + s,a)r](a, f3 — a) da = 0, Д е ( —г, 0),
-г Уо
/
0 ruo-\-s
dp*{s) / И(са +  s, a)r](a, — г — a) da  =  £*(—г +  0) — £*(—г),
е*(-г) = е*(-о)-
При выполнении условий (2.4) система дифференциальных уравнений
(2.1) допускает ^-параметрическое семейство са-периодических решений
W , l )  = X j JPkit ) l k +  f  G ( t , s ) f ( s ,p )  ds, (2.5)
к=ı Jo
где Трк (к = 1, d) -  линейно независимые са-периодические решения однород­
ной системы дифференциальных уравнений с последействием
= j  drı(t,s)y(t + s); (2 .6 )
G -  матричная функция Грина периодической задачи для системы (2.1).
59
2003 Известия УрГУ №26
Л емма 2.4. Матричная функция Грина G периодической задачи для систе­
мы дифференциальных уравнений с последействием задается формулой
G(t, s) = V (t,  s) + V (t,  0)K(0, s) +
+  f  dp( f  V (t,a )r j(a , /3 — a) da)K(j3, s), t G R, s g [ 0 ,  w],
J - r  J  0
где матричная функция К  определяется формулами 
К (й ,  s) = - К { д ,  - r ) V ( u  - r , s ) ~
- j  da, s е  [0,ш -  г), -д е  [~r,0\,
K ( d , s )  = - K ( 0 , s - u )  -
-  [  К { д , а ) ^ ^ ° ^  da, s g [из -  г ,ш \,й  g [—г*, 0 ].
J s—üj VS
В формуле (2.5) интеграл определен для произвольной непрерывной 
периодической функции / .  Только для тех функций / ,  которые удовле­
творяют условию (2.4), этот интеграл является периодической функцией. 
Это обстоятельство создает технические трудности в теории метода Л япу­
нова-Пуанкаре. Один из путей преодоления этих трудностей предложил 
С .Н .Ш иманов. Он построил вспомогательную систему интегродифференци- 
альных уравнений, которая в резонансном случае всегда имеет периодические 
решения. В линейном случае эта система имеет вид
dy(t)
dt
= [  dp ( t ,s )y ( t  + s) + f ( t , p )  -  (2.7)
J - r  Ш k=1 Jo
Вспомогательная система (2.7) для произвольной периодической функции 
/  имеет ^-параметрическое семейство периодических решений
<уД,7 ) =  УЛ аДЬа; +  [  G( t , s ) f ( s , n ) d s .  (2 .8 )
k=1 Jo
У тверж дение 2 .1 . Функция Грина периодической задачи для вспомога­
тельной системы (2.7) определяется формулой
G(t, s) = G(t, s) -  -  У 2  [  G{t,T)ıpk {T)dTİ^*k (s), t G M, s G [0,w]. (2.9)
w k=ı Jo
60
Ю. Ф. Долгий. Метод вспомогательных систем
В формуле (2.8) функция Грина (7 периодически зависит от аргумента £. 
Поэтому эта формула дает периодические решения системы (2.7) при любой 
функции / .  При выполнении условий (2.4) эти решения совпадают с перио­
дическими решениями системы (2.1), так как в этом случае системы (2.1) и 
(2.7) совпадают. Метод вспомогательных систем ориентирован на исследова­
ние периодических колебаний в нелинейных системах. Построенная в данном 
пункте функция Грина (2.9) будет использована при построении уравнения 
разветвления.
3. Уравнения разветвления для неавтономных систем
В нелинейном случае вспомогательная система Ш иманова имеет вид
Л емма 3.1. Решение вспомогательной системы (3.1) является со-периоди­
ческим тогда и только тогда, когда оно является решением специального 
интегрального уравнения
Возможность разделения задач нахождения условий существования и вы­
числения периодических решений связана с однозначной разрешимостью спе­
циального интегрального уравнения.
Теорема 3.1. Существуют такие положительные числа и 7(Ъ что пРи 
\ц\ < До и |7 &| < 7 0 (к =  1,(1) уравнение (3.2) имеет единственное решение, 
непрерывно зависящее от параметров 7 1 , . . .  , 7 ^,ц.
При доказательстве теоремы используется принцип сжатых отображений. 
М алость нелинейной части описывается неравенствами (1.4) и (1.5). Она но­
сит общий характер, так как при выводе неравенств (1.4) и (1.5) в окрестности 
невозмущенного периодического решения не накладывались дополнительные 
ограничения на нелинейную функцию Ф.
Пусть у =  у(£,7 , д) -  решение уравнения (3.2). Оно периодически зависит 
от £ и удовлетворяет условию у(£, 0,0) =  0. Введем функции
^ § Г =  [  <1г}(г,8)у(г+8)+/(г,уг,1 л ) -1 ' ^2< рк(г) [  ^ Ю ) /С ,у * , Л  (3.1) 
3 —г Ш , _л 3 0
(3.2)
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Т е о р е м а  3 .2 . Д л я  существования периодического решения y( t , p)  у систе­
мы  (1.3); удовлетворяющего условию  у(£, 0) =  0 и непрерывно зависящего 
от параметра р при \р\ < /io; необходимо и достаточно; чтобы система 
уравнений разветвления
w k Cf,fi) = о, к = м ,  (з.з)
имела решение 7  =  ^(р) ,  удовлетворяющее условию  7 (0 ) =  0 и непрерывно 
зависящее от параметра р при \р\ < р^.
Периодическое решение y( t , p)  системы (1.3) определяется формулой 
y( t , p)  =  y ( t ,7 (/i),/i), так как на этом решении система (3.1) совпадает с 
системой (1.3).
Д ля составления системы уравнений разветвления (3.3) необходимо нахо­
дить решение интегрального уравнения (3.2). Его можно искать как предел 
последовательных приближений
y(t,  7 , Л =  lim Ут (*>7,Л-гп—^оо
Здесь у 0(£,7 , р) =  0, ym( t ,7 ,/i) -  ^-параметрическое семейство са-периодиче- 
ских решений системы
dydt ^  = J dy( t , s ) ym (t + s) + f ( t , y m~ 1(t, 7 , //),//) -
d
TO =  C 2, (3.4)
k = 1
где
Т С - 1( 7 , Л  = -  [  ^*00 /0* ,3 /Г _1(7 ,ß), fJ' )ds,  к = l , d,  m  =  1, 2, . . .  . 
и  Jo
Положим G0 =  sup \G(t, s)|; ip0 = sup || ipk{t)\\( ; фо = sup \\фъф) ||f -
t,sC[0,cj] £G[0,cj] £G[0,cj]
Т е о р е м а  3 .3 . Пусть  6 ,/io ,7 o -  положительные числа; для которых выпол­
няются неравенства
дФ
Ф070 +  cjG qÜ ( Ф, ро) <  —  , е, 0)) ,
дФ
к = — ,e , / i0) < 1.
o x t
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Тогда
Ю Ц  Л  = И т  Ю Щ ,  Д  3 =  М ,  при \ц\ < но, |7| < 70-гп^оо ]
В указанной области изменения параметров 7 , р скорость сходимости опре­
деляется неравенствами
\ w p c f , д - ^ ( 7 ,м)|  < •7 =  Т^ ’ т  =  1’2’ -- - -
Предложенная процедура позволяет находить приближенные уравнения 
разветвления.
4. П р и м е р
Рассмотрим систему дифференциальных уравнений с запаздыванием
Лпг 1 (+\ 9
=  Х2^ — 7г) +  и Бт^ )  +  2(и — 1) С08^)х1^)^
(И
 ^ =  —тц(£ — я )  +  (Зи — 2) с о з ( £ )  +  х \ { 1  — тг) .  (4.1)
(В
При значении параметра V =  щ  =  1 система (4.1) имеет 27г-периодическое 
решение: тц(£) =  XI № =  5^ х 2(£) =  Х2 ^ )  =  й т ( ф  После замены (1.2) эта 
система записывается следующим образом:
Д Д )  _  (Л. ч ■ /*Ч ■ о___ ЛЛ 2
(В
= у2( Ь -  7г) +  / / вт(£) +  2// сов(*)у1 (£),
=  —У\{1 ~  7Г) +  З/л с о б ^ )  +  у \ ($  — 7 г).(В
В данном случае система (2.6) стационарна и имеет вид
Д Д * )  ^  Ч / ^ Ч  ,Л 04—  =  Ы *  -  -г), —  =  - И ( (  -  -Г). (4.2)
Ее характеристическое уравнение А2 +  ехр(—27гА) =  0 имеет два чисто мни­
мых корня: А =  ±г. Этой паре чисто мнимых корней отвечает полупростое 
собственное число р =  1 оператора монодромии. Находим 27г-периодические 
решения системы (4.2): </щ(£) =  (соз(£), 8ш(£))т ; Р2 ^ )  =  ( в т ( ф  — соз(£))Т. В 
данном примере матричная функция г/ не зависит от £, т. е. т/(£, 5) =  г/(з), и 
ее элементы определяются следующим образом: 7711(5) =  7722(5) =  0; 7721(5) =
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— —^ 12(5) =  1 (—7г — 5) при 5 < 0. Системе интегральных уравнений (2.3) в 
данном примере соответствует система дифференциальных уравнений
^  ^  =  -* !(*  +  *)•
Ее периодические решения суть ф*(£) =  (соз(£), зт(£ )), ф2 (^) = (8'т ( )^  ^~  СОБ(^))' 
Д ля построения уравнения разветвления используем процедуру последо­
вательных приближений. Система (3.4) при т  =  1 имеет вид
^  ^  = А у 1(г -  ж) +
где
<и
1  /*
(7 ,Д  =  ^  у  ‘ф Ц з ) / 1(8,ц)6з ,  j  = 1 , 2 ; 
’ 1 { ^ ’ I, 3 /1 0 * 4 ) у/ '4 - “  о
Находим 4 ( 7 ,  Д  =  0 и 4 (7 , Д  =  - / / ;  Д ( / , 7 , Д  =  +  вйД Ц г и
2/4 , 7 , Д  =  — соз(^72 +  в т (£)(71 +  2/л). Система (3.4) при т  =  2 имеет вид
=  4 4  -  Д  +  / 4 , 7 , д  -  -  ^ Д 4 ,
где
1  /*
4  =  4 ( 7 , Д  =  —  Уо У * (Д /2Ц 7 , Д < & ,   ^ =  1, 2;
Л2(*> Д  =  4 (3 7 1  -  72) со4 ) +  Д 1 +  7172) вт(£) +
+ 4 ( 7 1  -  7272) соз(3£) + /17172 8Ш(ЗД 
/2 (*>Д  =  4  -  4 1  -  р 1 7 2) со4 )  -  |(7 ?7 2  +  7г) 8“ 4 )  +  
+  ( - 4 1  +  4 1 7 2 )  соз(3£) +  ( - 4 1 7 2  +  4 2 )  з т ( 3£).
Находим
4 (7 , Д  =  ^ ( у 'Н 2 -  Д  -  4 1 7 2  -  4 2 ),
1 3 3
4 (7 , Д  =  +  М7172 +  4 ? +  4 1 7 2 )-
Эти функции задаю т систему приближенных уравнений разветвления. 
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