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In the past decade there has been considerable interest 
in the electronic band structure of tne noble metals. Optical 
studies (along with other experimental work) have been useful 
in verifying theoretical band calculations as well as suggest­
ing improvements to be made in the calculations. 
In the present work the optical properties of silver and 
silver-palladium alloys were studied in the visible and ultra­
violet, where three basic types of electron excitations in 
silver occur; individual free-electron-like excitations, 
collective oscillations, and interband transitions, k fourth 
type of excitation of electrons in localized impurity levels 
of alloys is also possible. In silver the three types of 
excitations are reasonably well separated in energy. However, 
the interband transitions do affect the collective oscilla­
tions, In addition, there seems to be more than one interband 
transition occurring at about the same energy. The purpose 
of the present work is to learn more about these various over­
lapping excitations by altering slightly the energy bands in 
silver. 
Two techniques were used. First, the bands were altered 
by alloying palladium with silver (introducing the possibility 
of the fourth type of excitation). Information about the 
energy bands and the different excitations was gained by 
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measuring the reflection and transmission of thin films of 
silver and silver-palladium alloys. Second, the bands were 
changed by straining the films of silver and the alloys. The 
fractional change in reflectivity of the strained films was 
measured and this was related to the band structure. 
Optical Constants 
To gain knowledge of the electronic behavior of a materi­
al through its optical properties, it is necessary to use 
Maxwell*s equations to obtain certain optical constants from 
the measured optical behavior. These optical constants can 
then be related to the electronic behavior of the material. 
The photon energy range we consider is high enough so that 
only electrons contribute to the optical characteristics; 
lattice contributions and magnetic effects are insignificant. 
For a non-charged, non-magnetic, isotropic, homogeneous 
dielectric, the conduction current J le zero and Maxwell's 
equations can be written 
V • B = 0, (1-1) 
e ^ .  E = 0,  (1-2) 
(1-3) 
^ X B = ~ , (1-4) 
C 3t 
where E and B are the electric and magnetic fields and e is 
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the dielectric constant which relates the displacement vector 
D to E according to the equation 
D = ef. (1-5) 
The standard solutions of these equations are transverse 
plane waves (except, perhaps, for a static, constant term 
that is not important) and are written as 
f = Eo e^'5 • r - lot)^ (i_6) 
B = S el(g - r - (1-7) 
q is in the direction of propagation and has the magni­
tude 2TTA, X "being the wavelength of the radiation in the 
dielectric, u) is the angular frequency, and and BQ deter­
mine the amplitudes of the waves, E, B, and "q are mutually 
perpendicular with 
B = g q X E. (1-8) 
Now by substituting these solutions into Maxwell's equa­
tions, one can obtain the relation 
, = ^  . (1-9) 
Then it is clear that 
= n , (1-10) 
where n is the standard index of refraction, the ratio of the 
radiation wavelength in vacuum to that in the dielectric. 
Now for metals where 3^ is no longer zero, the standard 
procedure is to introduce the complex dielectric constant c. 
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defined so that Maxwell's fourth equation becomes 
^ X B = i ^ . (1-11) 
C Bt 
Solutions for metals are thus identical to those for 
dielectrics, with s replaced by e. Since e is clearly com­
plex, Equation (1-9) must be replaced by 
VT = R = n + ik, (1-12) 
where n is called the complex index of refraction and n and k 
are real, n tJtill is the ratio between the vacuum and metal 
wavelength and k gives the damping of the wave as it passes 
through the metal, 
€, being complex, will be written as 
e = + iGg. (1-13) 
From Equation (1-12) then, 
= n^ - k^, and (1-14) 
Gg = 2nk. (1-15) 
A more detailed development of the preceding relations 
can be found in many discussions of optical properties (1,2). 
Most measured optical characteristics of a material are 
expressed as functions of n and k. Equations (l-l4) and (1-
15) show how then to obtain values of which can more easily 
be used to discuss electronic behavior than can n. 
The physical significance of ê will now be investigated. 
First, one of Maxwell's equations is rewritten. Since B = H, 
Equation (1-11) can be written 
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ÎT = B - 1 SB = 15:11 sus 
c at c 3t 
By taking the dot product of both sides of Equation (1-3) 
with C/^TT B and the dot product of both sides of Equation 
(l-l6) with -C/kn E, adding, and making simple vector manipu­
lations, one obtains 
ov'(ÊxB) + a E2+B2_ (6-1) a , ag ,, 
— * St W ® 
Now the first term is the rate of flow of the field 
energy density of an electromagnetic wave; the second term is 
the rate of increase of the field energy density. By energy 
conservation» the right hand term must be the rate of transfer 
of energy density from the electromagnetic field to the medium. 
To find the average rate of energy transfer, one wants to 
find the real part of the time average of the right hand term 
of Equation (1-17), Using the standard relation that 
Real <I ' B> = i Real (k • %, (1-18) 
where < > denotes time average, one obtains for the average 
rate of energy density absorption, 3W/Bt, the expression 
II = I Real ( « ^  E . If ). (1-19) 
Since S has an e"^^^ time dependence, 
# = . (1-20) 
Thus («@2 is a measure of the rate of energy absorption. 
Equation (1-20) is a valid expression for the energy loss 
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of a transverse electromagnetic field, with E perpendicular to 
the propagation vector q. However, for a longitudinal field, 
such as that associated with a moving charged particle, it can 
be shown (3) that the rate of energy transfer in an infinite 
medium is proportional to -Im(l/ë), which is commonly called 
the loss function, 
A simple method of deriving the loss function is to re­
write Equation (1-19) (4). E is the fundamental quantity for 
transverse waves. However, for a charged particle passing 
through a medium, D is the field associated with that particle 
from the equation 
V . D = 4np , (1-21) 
where p is the charge density of the particle. Thus, when 
discussing longitudinal fields, such as those due to moving 
charges. Equation (1-19) should be written 
|ï = è HeaK- f • fi li'- (1-22) 
or 
M ^ I D„|2 . (1.23) 
Although it will be assumed that the transverse waves 
used in this experiment will not be absorbed by mechanisms 
that absorb only longitudinal perturbations, it is still pos­
sible to jLearn something about such mechanisms by calculating 
the loss function from optical data. Doing this requires that 
^ be the same for both transverse and longitudinal fields. 
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However, for long wavelength fields (such as visible light) 
the response is essentially the same, and one K is adequate 
to describe the system (5)- This can be made plausible by the 
following argument; for long wavelengths, q % 0, and it be­
comes impossible to distinguish between vectors perpendicular 
. and parallel to q, 
Free-Electron Gas 
It is instructive to consider first the electrons in a 
metal in terms of a free-electron gas, which is a collection 
of point electrons imbedded in a uniform sea of positive 
charge so that the net charge is zero. In the presence of the 
periodic potential of the atoms of a real metal, much of the 
behavior of the electrons, particularly in the energy range 
below the onset of interband transitions, is still free-
electron-like. 
•In the visible region, e is given approximately by (1) 
«J 2 
c = 1 E , (1-24) 
(«((JO + i/r) 
where 
U)p = VSnNe^ /m , (1-25) 
and T is a phenomenoligical damping term. 
The fact that Cg is non-zero means that the free-electron 
gas can absorb energy from transverse waves. This absorption 
is usually due to individual electrons absorbing energy and 
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arises because T is not infinite. In an actual solid, a 
finite t means that imperfections in the lattice can interact 
with the free electrons. This provides a mechanism for 
optically excited electrons to give their energy to the lat­
tice and decay back to the ground state. 
Collective motions of the electron gas are also possible. 
If T is infinite (^2 equal to zero), the condition for such 
oscillations is (6) 
e( w ) = 0, (1-26) 
which has the solution 
w = Wp. (1-27) 
Equation (1-26) is simply the condition for the existence 
of a non-zero E field within the gas. Since the gas is un­
charged, D must be zero, which is possible only if s( "^ ) is 
zero. 
It can be shown (3) that this collective motion manifests 
itself as a longitudinal electron density fluctuation of fre­
quency tWp in the long wavelength limit. Such density fluctua­
tions are called plasma oscillations or plasmons. 
If T is finite, then G2 is non-zero and the solution of 
Equation (1-2 6) yields a complex frequency + i^2» "^1 giving 
the plasma frequency and the damping of the plasmons. 
Assuming WT » 1 (which is usually the case) the solu­
tions to Equation (1-26) are 
("1 « (Dp, (1-28) 
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UJ^ « . (1-29) 
^ 2 
The plasmons still occur at approximately and decay at a 
rate proportional to w by exciting individual electrons, 
P ^ 
A quantum mechanical calculation also shows that plasmon 
damping is proportional to (7) 
Now if Gg is very small, the loss function -Im(l/e) will 
exhibit a sharp peak when passes through zero, at the 
plasmon energy. This shows that an important mechanism for 
the energy loss of a charged particle passing through a medium 
is the excitation of plasmons. 
Because 63» which describes the energy loss of transverse 
plane waves, must be small for a plasmon to be a well-defined 
excitation, it is clear that transverse waves are not usually 
absorbed by plasmon excitation. This is to be expected since 
the plasmons are longitudinal. However, at the boundary 
between two media, a different situation arises. If the trans­
verse waves have a component of their field perpendicular to 
the boundary, the field can produce an imbalance of charge at 
the boundary, contrary to the case for an infinite medium (8), 
If air is on one side of the boundary, the presence of polar­
ization charge at the boundary combined with the continuity of 
the normal component of D requires that 
e( w )  = -1,  (1-30) 
This is the condition for the existence of surface plasmons 
(9). 
10 
Since these surface plasraons can be produced by non-
normal transverse waves, one would expect an anomalous en­
hancement of S2 in the neighborhood of the frequency satisfy­
ing Equation (1-30). Actually, surface plasmons can be 
important even if radiation is incident normally on a surface, 
provided the surface is rough, for this would lead to non-
normal incidence on a microscopic scale. There have been many 
reports of £2 varying with surface roughness, consistent with 
the creation of surface plasmons, although such variations are 
small compared to the magnitude of @2 (10,11). 
In summary, a transverse plane wave can impart energy to 
a free-electron gas either by exciting individual electrons to 
higher energy states, important at low photon energies, or by 
•exciting surface plasmons, important near = -1. 
Electrons in a Real Solid 
The electronic band structure of a metal can be related 
to its optical behavior through a quantum mechanical deriva­
tion of the complex dielectric constant e, such as that given 
by Adler (5) or Ehrenreich and Cohen (12). It is assumed that 
the electrons can be described by the usual one-electron Bloch 
states, and respond in a linear, self-consistent fashion to 
any applied field. With these assumptions, for fields at 
optical frequencies interacting with crystals of cubic sym­
metry, the longitudinal and transverse dielectric constants 
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are equal and can be written 
1 . 9 f ^—> ' M' 
(1-31) U) +1/T ^ I I -- -
- H ' C f,(k) 
(1-32) 
1/ nw,;, 
where Wp is the usual plasma frequency \/WNe^/m* vjith 
# = 3 • <1-33) 
where hw^fk) is the energy of the conduction band as a func­
tion of wave vector k. T is the relaxation time of electrons 
in the conduction band, p denotes the principal part of the 
integral, and fjj(k) is the Fermi distribution function for the 
u 
energy band ^ and wave vector k. f^i^ is the oscillator 
strength for transitions between bands X' and defined by 
|<4'k|p*l4k>| 2, (1-34) 
with |4k> being the periodic part of a Bloch function of an 
electron in state k and band 1, and.p^ being the component of 
its momentum in the direction of polarization of the radiation, 
is the energy difference of the state k between bands 
and JÎ, 
It is standard to include a heuristic interband dai'.ping 
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term in Equations (1~31) and (1-32) to provide for 
broadening always observed in optical transitions (13). For 
convenience in the following treatment of "e, the damping term 
has been omitted. It should be remembered, though, that the 
perfectly sharp structure implied by the omission of 74,4 is 
never observed physically. 
The first term in arises from the fact that the con­
duction band of metals is only partially occupied. Thus elec­
trons can absorb energy and make transitions to states within 
the same band (intraband transitions) without violating the 
Pauli exclusion principle, and T have values that make the 
contribution of the first term to Sg rather small in the 
energy range of interest. This term is similar to the classi­
cal Drude expression for a free-electron gas, and hence is 
called the free-electron term. For convenience this term will 
be denoted by 
Likewise, the first two terms in are similar to those 
for a free-electron gas, and will be labelled e^. 
The second term for ^2 called the bound electron term 
and will be labelled eg* It describes electron transitions 
from one band to another (interband transitions). Similarly, 
the last term in is due to interband transitions, and will 
be labelled e^. 
The presence of and can have profound effects on 
the free-electron behavior of a metal (14). A non-zero 
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will change the photon energy at which passes through zero, 
which defines the plasmon energy. For example, for silver tii«p 
is 9*20 eV, but a large shifts the energy at which passes 
through zero to 3.78 eV. From Equation (1-31) it can be seen 
that whenever there are interband transitions,®^ can be non­
zero at all energies, and thus the plasmon energy in a real 
metal is always shifted from the free-electron value. 
Because of the delta-function in Sg» though, ®2 will not 
necessarily be everywhere changed from its free-electron value. 
At energies below the smallest value of Çg will be zero 
(neglecting broadening). Thus in the lower energy range of a 
metal, the absorption of transverse waves is exactly like that 
of a free-electron gas. 
If interband transitions occur at the plasmon energy, the 
resulting large €£ means plasmons are strongly damped, which 
causes a smaller, broader loss function. In this case, plas­
mons decay by exciting interband transitions in addition to 
the intraband transitions associated with a free-electron gas 
(3). 
The expressions given for and are correct only if 
the quantum number k is conserved in transitions. However, 
recent theoretical work by Klievrer and Puchs indicates that at 
least for fields at non-normal incidence, it is not necessary 
for k to be conserved in electronic transitions^. Also, the 
%Hewer, K. L., Ames, Iowa, Iowa State University, 
Theory of non-local dielectric constant. Private communica­
tion, 1969. 
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experiments of Berglund and Spicer show that k is not always 
conserved in the photoemission process (15,16,17). However, 
since the photoemission process is considerably more compli­
cated than ordinary optical transitions, and since a quan­
titative description of e in the framework of the theory of 
Kliewer and Puchs is not available for anything as complex as 
the noble metals, and will be written aS they appear in 
Equations (1-31) and (1-32). It turns out that this seems to 
be quite satisfactory for discussing the electronic behavior 
of the noble metals. If k is conserved, only so-called " 
vertical transitions (or direct transitions) are allowed in 
a reduced zone scheme. 
To look at Cg in more detail, it will be assumed that the 
temperature is low enough that f^^k) is essentially a step 
function, being one for Ex(k) < Ep and zero for E^fk) > Ep, 
where Ep is the Fermi energy. Also, it will be assumed that 
fx'jî is independent of k so that it can be removed from the 
integration. This is not a very good assumption, but it does 
lead to a much more transparent expression for e^. With these 
assumptions, 
i C f A (1-35) 




E^(k) < Ep < E^i (k). 
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It is apparent that there are contributions to only 
when = m. This of course, is just a statement of con­
servation of energy. Now it is possible to relate the shape 
of Gg structure to the shape of the energy bands in k-space. 
Most structure in is from van Hove singularities (18). 
To see this, it is perhaps best to use a property of the delta 
function (19) to write 
'2 = n Çl ' (1-3?) 
where 
^8 19 )l • 
is called the joint density of states; S is the 
surface in k-space defined by W4'4(k) = m. It is apparent 
that P414 will be large when l^j^«"x'x(^) ' = 0. This condi­
tion is satisfied if 
^ kBj'Ck) = V kE^(k) ^  0 (1-39) 
9 A,(k) = ^k^x(k) = 0 . (1-40) 
or 
Equations (1-39) and (l-40) are conditions for van Hove 
singularities (18). Equation (l-40) is met at points of high 
symmetry in the Brillouin zone; Equation (1-39) can be met at 
any general point in the Brillouin zone. Most optical transi­
tions are associated with symmetry points in the Brillouin 
zone (13). For face centered cubic lattices (the structure 
for all the noble metals) the symmetry points P , L, X, and W 
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are shown in Fig. 1 (20). 
It turns out that there is another source of structure in 
@2 which can best be seen by referring to Equation (1-35) (21). 
p 
Neglecting the co dependence in the denominator, the size of 
@2 is proportional to the area of the fraction of the energy 
surface in k-space that satisfies =w and < Ep < E^i. 
Thus the sharpness of determined by the. rapidity with 
which, as w is increased, the area of the surface satisfying 
the above conditions is increased. Now, if the lower band ^ 
is very flat, that is, independent of k, then will experi­
ence a sudden rise from zero as E^i(k) passes through the 
Fermi surface and makes the whole area of a constant energy 
surface contribute to the joint density of states. If the 
lower band is not perfectly flat, there can still be strong 
structure in although it will be diminished and spread 
out in energy more than the ideal case. Note that this 
important electron transition does not occur at a symmetry 
point, but is located where an energy band intersects the 
Fermi surface. 
Thus it is evident that with a knowledge of obtained 
from an optical experiment, one can learn something about the 
band structure of a material. The onset of structure can be 
related.to energy band separations, and the shape of the 
structure can be related to the shape of the bands. A brief 
discussion will now be given on the present knowledge of the 
17 
Pig. 1. Brillouin zone including symmetry points for face-
centered cubic crystals (20) 
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band structure of silver and the other noble metals. 
Band Structure of the Noble Metals 
Until about the last year, only one band calculation from 
first principles for silver was performed, by Segall (22). 
In the last year, other band calculations for silver have been 
reported (23,24). For the interband transitions of interest 
here, all the calculations are in qualitative agreement, and 
are also in close numerical agreement if certain corrections 
(to be discussed below) are made to Segall*s results. For 
historical reasons, the results of Segall's band calculations 
'Will be used. 
Segall has also made a similar calculation for copper (22), 
as has Burdick (25). Non-relativistic atomic wave functions 
were used in the calculations, so the copper results are more 
reliable than the silver results, since copper atoms are con­
siderably lighter than silver. 
One would expect, since both noble metals have the same 
number of conduction electrons per atom and the same crystal 
structure, the energy band diagrams for silver and copper to 
look very much the same. Segall's results bear this out. The 
primary difference for the two metals is that the 4d levels in 
silver do not have the same energy separation from the Fermi 
surface as do the corresponding 3d electrons in copper. In 
fact, the exact location of the 4d levels is rather uncertain, 
and depends strongly on the exact potential chosen. 
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The location of the levels in silver has "been obtained 
in the following way: Ehrenreich and Philipp (13)» and later 
Cooper, Ehrenreich, and Philipp (21), using the optical data 
of Taft and Philipp (26), identified structure in €£ for 
copper using Segall*s and Burdick's band calculations. They 
then looked for similarities in the structure of fig for silver. 
Having assigned definite interband transitions to peaks in 
this way, they used the energy locations of the peaks to 
determine the relative locations of the ^d bands. 
The energy band diagram for silver, as calculated by 
Christensen, is shown in Pig, 2, (The corrections to the 4d 
bands of Segall's calculations are available only over a 
limited range; for this reason Christensen's are presented. 
Both seem to be in close agreement at the symmetry points, so 
the use of Christensen's diagram is justified.) 
The first absorption edge for copper occurs at 2.1 eV, 
and by studying Burdick's diagrams Ehrenreich and Philipp 
associated this edge with the (d-band) "• P.S, (Fermi Sur­
face) transition. The first absorption edge for silver 
occurs at 3»9 eV, and by identifying this with the P.S. 
transitions, they determined the energy location of the 4d 
bands. The result is that they shifted the 4d bands rigidly 
downward in energy by 1.8 eV from Segall's result using a 
Hartree free-ion potential. 















w r K.U X 
Pig. 2, Energy band diagram for silver calculated by Clirlstensen (23) 
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interest for copper are the transition and the 
Li transition, 
Burdick's "band diagrams for copper predict the 
critical point should occur at ^.0 eV and the L2 * transi­
tion at 4,6 eV. While Taft and Philipp observed an edge in ©£ 
at approximately 2,1 and 4,3 eV, they reported no structure 
at 4.0 eV, Gerhardt, however, has recently observed a small 
peak in slightly below 4,0 eV which he associated with the 
Xipt transition (27). Although the joint density of states 
is large for this transition, small oscillator strengths make 
So rather small* 
Gerhardt also discussed the singularities causing each 
transition. The Lj F,S, transition is the sort associated 
with a flat lower band rather than a critical point. The 
X^ "• X£j,f transition is a type critical point. The L21 
transition is a type M2 critical point, but the shape of the 
singularity is strongly influenced by the Fermi surface cutting 
the lower energy band. The general shape of the joint density 
of states for these three types of transition is shown in Pig, 
3. From this figure, one can see that the L21 edge in 
62 actually occurs at an energy - Ep rather than E^^ 
This makes the 4,2 eV edge reported by Gerhardt, Philipp, and 
Taft consistent with the Ej^^ - Ep value of Burdick, Since only 
vertical transitions are being considered, the energy differ­
ence E]^^ - Ep must be determined by the difference between the 
22 
FLAT LOWER BAND NEARLY FLAT LOWER BAND 
Pi'x 
Px'x 
- X X  
Tioj 
Mj CRITICAL POINT 
Tiw 
Mg CRITICAL POINT Mg CRITICAL POINT 
ALTERED BY FERMI SURFACE 
Pig. 3» Joint density of states functions for various types 
of transitions from References (21) and (27) 
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two bands of interest at the region in k-space where the 
upper band intersects the Fermi surface, rather than at the 
symmetry point. The label should thus be considered only 
as an identification of the band near the L symmetry point» 
The various theoretical and experimental band separa­
tions for copper from references 25, 26, and 27 are given in 
Table 1. 
Table 1. Comparison of interband transitions and sg structure 
in copper 
Transition Calculated energy Measured Measured 
differences eg edges peaks 






X5 " X4, 4.0 eV 3.9 eV 
F.S. L]_ 4.1 eV 4.2 eV 
^2* % 4.6 eV 
CO 
eV 
It is expected that the same transitions would occur in 
silver and cause similar structure in Sp, shifted in energy 
from copper, as already mentioned. From Segall's band diagram 
(corrected by Ehrenreich ^  âl*) the energy location of the 
three transitions are: P.S. j 3.9 eV; : 5.4 eV; 
Lgi Li : 6.0 eV. 
These are consistent with the photoemission work of 
Berglund and Spicer (16,1?) except Lgi L^, which they 
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reported as "being 4.2 eV. This was explained by Lewis and Lee 
in the following way (28): In shifting the d bands dotm by 
1.8 eV, Ehrenreich £t al. also shifted the level L21, which 
is p-like, while leaving the Fermi energy unchanged. By not 
shifting L2I, a transition at 4.2 eV is obtained. 
Now since the edge in @2 due to the L21 L^ transition 
occurs at an energy of E^^ - Ep, and since Ep is greater than 
E^g, by several tenths of an eV, the two transitions at the L 
symmetry point should be at the same energy for silver. This 
is consistent with Gg reported by Philipp and Taft which has 
a large edge at 3*9 eV and a small peak somewhat above 5 eV. 
The possibility of the L21 L^ transition occurring at 3*9 eV 
has also been suggested by Beaglehole (29) and by Mueller and 
Phillips (30). 
One of the primary purposes of the present work is to 
separate the two overlapping edges in ^2 at 3*9 eV by per­
turbing the energy levels through the alloying process and 
with strain techniques. 
Band Structure of the Noble Metal Alloys 
Alloying has been of some value in obtaining knowledge 
about the band structure of the pure solvent. This is because 
the introduction of a small amount of impurities changes the 
potential seen by the electrons, which causes a change in the 
energy bands. This change might produce different relative 
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shifts of different absorption structure in Sg, permitting a 
partial "sorting out" of structure that overlaps in the pure 
solvent. 
Strictly speaking, it is incorrect to speak of energy 
bands, Bloch states, and Fermi surfaces for alloys, which no 
longer are periodic lattices. However, for reasonably dilute 
alloys (such as are used in the present experiment), Bloch 
states seem to be a fairly good approximation.. The fact that 
Bloch states are no longer exact eigenfunctions for alloys 
does lead to some uncertainty in the exact location of energy 
bands and the Fermi surface in k-space. This "fuzziness" of 
such things as the Fermi surface does not become outrageously 
bad, though, until fairly concentrated alloys are considered. 
The simplest way of describing the alloying phenomenon is 
the rigid band model (20,31), In this model, the shape of the 
bands does not change with alloying, but the bands can shift 
relative to each other in energy. Also, the Fermi energy 
changes relative to the conduction band to exactly accommodate 
any change in the number of conduction electrons due to a 
difference in valency between the solute and solvent. 
This model, being extremely simple, has not been success­
ful in several respects, particularly in regard to specific 
heat measurements (32). However, Stern has introduced modifi­
cations to the theory that can account for the specific heat 
results (33)' In any case, the rigid band model seems to be 
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adequate to explain, at least in a qualitative manner, ms-ny of 
the optical experiments that have been performed. 
For example. Green has measured the optical properties of 
silver-cadmium and silver-zinc alloys (3^). If there are two 
transitions in silver in the neighborhood of the 3*9 eV 
absorption peak in silver, as indicated in the previous dis­
cussion, and one is to the Fermi surface and the other from 
the Fermi surface, then these two transitions should separate 
upon the addition of cadmium or zinc. This is just what Green 
observed. A small shoulder develops on the absorption edge 
and becomes a distinct peak as sufficient cadmium or zinc is 
added. Green attributed this peak as being due to the F.S, 
L]_ transition,-which would move to lower energies upon alloy­
ing as the Fermi surface shifts upward to accommodate the 
additional conduction electrons from the cadmj.um or zinc. 
Likewise, the main absorption peak shifts to higher energies 
with alloying. This is just what one would expect if the peak 
is due to the "• F.S. transition, as Green pointed out, 
Morgan and Lynch also reported a similar phenomenon when 
they alloyed silver with indium (35). They observed a shoulder 
developing on the low energy side of the absorption peak and 
the main peak shifting to higher energies as more indium was 
added. 
Shortly after the present work on silver-palladium alloys 
was begun, a paper by Myers, Wallden, and Karlsson appeared 
27 
reporting work they have done on silver-palladium alloys ( 3 6 ) .  
Because palladium has effectively a lower valence than silver, 
one would expect» on the basis of the rigid band model, the 
îsain absorption peak to shift to lower energies and a smaller 
peak to shift to higher energies as the Fermi energy is 
lowered due to the decreased number of conduction electrons. 
This behavior was not observed by Myers et al. (nor was it 
observed in the present work). This is because the rigid band 
model is not appropriate for describing alloys of transition 
metals such as palladium with, say, silver. Instead, the 
model of Friedel seems to be appropriate (36,37)• 
Priedel*s model states (20,38) that if an impurity has a 
different number of valence electrons than the host atoms, 
this excess (or deficiency) of electrons associated with the 
impurity need not affect the total number of conduction elec­
trons. Instead the excess electrons can remain strongly 
localized around the impurity. 
There are three noteworthy features of this model. First, 
it is possible for the number of conduction electrons per 
solvent atom to remain essentially unchanged with alloying. 
Second, if the excess electrons are strongly enough localized 
around the impurities, they can effectively screen the excess 
charge of the impurity atom, and the conduction electrons will 
experience a potential not unlike that of the pure solvent. 
Third, the impurity atoms, being strongly screened, can behave 
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as separate entities rather independent of the matrix as a 
whole. 
The first two features discussed above indicate that the 
band structure of the host matrix can remain essentially un­
changed. The third feature implies that additional absorption 
bands," associated with the energy levels of the individual 
impurity atoms (which can certainly be at different energies 
from the bands of the solvent) can arise. 
Both of these effects are reported by Myers £t for 
the silver-palladium alloys. For reasonably dilute alloys, 
little change can be seen in the absorption edge except a 
slight broadening which is probably due to the disruption of 
the periodicity of the lattice by the impurities. Also» a 
large absorption band, increasing with palladium concentra­
tion, arises around 2,6 eV, This they attributed to localized 
levels of the palladium atoms. 
•The main disadvantage of using alloys to separate over­
lapping absorption peaks is that such peaks, which are usually 
at least several tenths of an eV wide to start with, become 
somewhat broader upon alloying. This, of course, makes it 
difficult to determine with much certainty where the peaks 
should be in the pure solvent, Morgan and Lynch, for example, 
could only estimate the low energy peak location for 4^ indium 
in silver, and could say little about where it should be for 
pure silver. A much more satisfying method is the use of 
strain techniques, to be discussed now. 
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Band Structure of the Noble Metals Under Strain 
More can be sometimes learned about the optical constants 
of a material by observing the change in the optical constants 
upon applying a perturbation to the material, such as an 
electric field, change in temperature, or a magnetic field. 
Such techniques can be particularly useful if the optical 
constants contain overlapping broad structures. The change in 
optical constants with a small perturbation, often being of a 
derivative-like nature, can contain more sharply peaked struc­
tures, thus permitting a "sorting out'' of the overlapping 
features of the optical constants, In addition to showing how 
the optical constants change with the particular perturbation 
applied. 
The application of stress as the perturbing field intro­
duces a complication in the analysis of the optical constants. 
This is because the stress, unless it is a hydrostatic pres­
sure, will remove the cubic symmetry of a cubic crystal. The 
stressed crystal, being no longer isotropic, will require the 
writing of its optical constants as tensor quantities. Assum­
ing that the change in optical constants is a linear function 
of strain, one can write (39) 
'"ij = %n ' 
where the strain-induced change in s, e is the strain, 
and W is a fourth rank tensor relating the two quantities. 
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Equation (1-41) looks like the stress-strain relation with 
à'ë replacing the stress tensor and \I replacing the elastic 
stiffness tensor, Ae, being complex, and e, being real, re­
quire W to be complex. For cubic materials, the real and 
imaginary parts of W can ee^h be determined by 4- independent 
quantities» For the noble metals, having (m3m) symmetry, the 
number of necessary independent quantities to determine each 
of the parts of ¥ is reduced to 3. Using the standard conven­
tion for 4th rank tensors in cubic symmetry, these are written 
Wii» #22» and where the V/'s are complex (39). 
To determine W completely, it is thus necessary to use 
single crystals and to make six different measurements using 
different orientations of the strain and light polarization. 
These orientations must be chosen with care in order for the 
results to be analyzable. 
In the present experiment,-the samples are evaporated 
polycrystalline films. They experience a uniform planar 
strain, and the reflectivity measurements are made with un-
polarized light. Thus it would seem that the results of this 
work would give a meaningless combination of various tensor 
components of As, However, it turns out that the crystallites 
of the evaporated films have (100) and (111) directions normal 
to the plane of the film, and are otherwise randomly oriented 
(39). For these two particular orientations, a planar expan­
sion leaves the dielectric constant a scalar, rather than a 
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tensor quantity. For the (111) crystallites, the change in 
the dielectric constant can be written 
Ac = 2(811+2812) (W11+2W12) + ^ (I-Z4-2) 
and for the (100) crystallites, it can be written 
àe = (W11+2W12 + ~~ W12) e , (1-43) 
S11+S12 
where 822* and are the elastic compliances and e is 
the magnitude of the uniform planar expansion (39). The re­
sults of the present work will yield the change in the scalar-
dielectric constant which is a sum of the A'e's expressed in 
equations (1-42) and (1-^3)• However, it will not yield 
information about the individual components of the tensor W. 
There are usually two main reasons that a strain causes 
a change in e (27). If the strain is hydrostatic in nature, 
the change in lattice spacing changes the potential seen by 
the electrons which results in slightly altered energy bands. 
In addition, if the strain is not hydrostatip, it will reduce 
the crystal symmetry which can lead to additional changes in 
the energy bands. Because of their different locations in k-
space, the different optical transitions vary in their sensi­
tivity to different types of shear strains, as discussed by 
Gerhardt (2?). 
To gain an idea of how G2 responds to strain, a simple 
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model is useful (39). Considering just one interband transi­
tion localized in k-space, and assuming that the shift in each 
energy band is independent of k in this region (corresponding 
to rigid energy band shifts), then if is independent of 
the strain e. 
The behavior of Aeg for this simple case is illustrated 
in Fig. 4. It can be seen that Asg has a maximum near the 
onset of the transition and returns to zero near the maximum 
Interband absorption. Most real transitions exhibit this 
same qualitative relation between ASg and (27) although 
they are considerably more complicated, due to a dependence 
of ASg on k. 
Piezoreflection measurements on the noble metals and 
their alloys have been performed by at least three different 
groups. Perhaps the most illuminating work was that done on 
copper by Gerhardt, for he is the only one who has used single 
crystals, polarized light, and different types of strain (2?), 
Gerhardt observed peaks in Asg at 2.1 eV and ^.3 eV for hydro­
static pressure which he associated with F,S. and L^, 
transitions respectively. The quantity determined with 
hydrostatic pressure is In the notation of Equation 
(1-41). Applying a trigonal stress yields the quantity 







Fig. 4. Typical change in with strain 
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sinall negative peak in - W2^2 3»9 eV which Gerhardt 
attributed to the transition. The negative peak in 
Wii - ¥^2 Is very broad, starting at 2,1 eV, which is the 
energy difference between Ep and the band that passes through 
X^, In addition there is considerable small structure in the 
low energy range of this peak, which Gerhardt did not discuss, 
Garfinkel, Tiemann, and Engeler have made piezoreflection 
experiments on all the noble metals, using evaporated poly-
crystalline films, as in the present experiment (39). The 
results they obtained for copper should be a weighted super­
position of the curves reported by Gerhardt, in accordance with 
Equations (1-42) and (1-43), The exact amount of weighting is 
not known for two reasons. First, the relative amount of the 
two crystal orientations is not known. Second, Equations 
(1-42) and (1-43) assume that the whole evaporated film 
follows exactly the planar expansion of the transducer, which 
is probably not correct. 
Still, their results are in reasonable agreement with 
Gerhardt's. They saw large positive peaks in Asg at 2,1 eV 
and 4,2 eV, They saw no negative peak at 3*9 eV, but this is 
understandable since according to Gerhardt's results and 
Equations (1-42) and (1-43), the contribution of the X^ 
transition to ASg should be more than an order of magnitude 
smaller than the other two transitions of interest. 
Garfinkel et al. also obtained a negative peak in ASg 
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for all the noble metals below the onset of the first large 
positive peak. This they indicated might be due to interband 
transitions at energies lower than any known transitions. They 
supported this by showing that all the noble metals have a 
small departure in eg from the free electron value somewhat 
below the onset of the first large absorption edge. 
The silver data of Garfinkel e_t aj., exhibit a peak in 
ASg near 4 eV, as would be expected from previous discussions» 
Values of and Aeg are not reported from about 3»7 eV to 
3*9 eV because and Asg are very sensitive to the exact 
values of and Sg in this region. This is probably just as 
well, since the optical data of Philipp and Taft used by 
Garfinkel £t gl. are perhaps unreliable in this energy range 
(40). If the assignment of two transitions, F.S. and 
Lgi Lj» to about the same energy, 4 eV, in silver is correct, 
one would expect to see two peaks instead of one in ASg, 
although they may not be resolved. The data of Garfinkel £t 
al, cannot be considered to be conclusive on this point, since 
they do not exhibit values of Ae^ over part of the energy 
range of interest. 
Additional structure in the Asg spectrum of silver of 
Garfinkel et al. are a small peak near 3*5 eV and a negative 
peak around 4.2 eV. 
Finally, Morris and Lynch have made piezoreflection 
measurements on evaporated polycrystalline films of silver-
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indium alloys (4l). The interesting aspects of their results 
are: their curves exhibit one large peak at 3,88 eV for 
0.4^ indium which shifts rapidly to lower energies with in­
creasing indium concentration, which they ascribed to the 
Lgi transition, in agreement with the optical work of 
Green (3^) and of Morgan and Lynch (35)• For the second-most-
dilute alloy, there is a small peak on the high energy side 
of the large peak of Ae2, at 4,1 eV, although they made no 
mention of this. It is conceivable that this peak is from 
the F.S, transition, which is masked by the large peak 
due to the Lgt transition in the most dilute alloy, and 
shifts to energies high enough in the more concentrated alloys 
that it cannot, be observed, or is obscured by uncertainties in 
the data which occur at such high energies. 
Thus it is possible, although it has not been conclu­
sively shown, that there are two 4,0 eV peaks in A23 in silver, 
which would be expected from the piezoreflection results for 
copper. 
One more comment is in order. Morris and Lynch observed 
low energy structure in ASg, as did Garfinkel et aJ. Since 
there are no known interband transitions at this low energy, 
Morris and Lynch attributed the structure for pure silver to 
surface plasmons, which should occur at 3,6$ eV, The sample 
surfaces used by Morris and Lynch were quite rough, having 
an r.m.s, roughness of 70^, This is consistent with their 
assumption of the creation of surface plasmons. However, 
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for the alloys, the surface plasmons should be rapidly damped, 
according to Morris and Lynch, because Gg becomes large at thé 
surface plasmon energy. They felt the low energy structure in 
the alloys was due to indirect transitions. Indirect 
transitions for the alloys are allowed because the impurity 





All optical measurements were made on evaporated films. 
Arc melted alloys containing various relative amounts of 
99.999^ pure silver and 99*99% pure palladium were used as 
the évaporants. 
The evaporations were performed in an Ultek TNB high 
vacuum system. The alloys were evaporated from two boats made 
of two molybdenum strips ,003" x 3/^" x 4", rolled into a 
trough-like shape and mounted side by side. Three types of 
substrates were used - polished quartz plates of Suprasil II, 
polished lead z.lrconate-lead titanate ceramics, and glass 
microscope slides, . 
The quartz plates were substrates for the films used in 
the ordinary reflection and transmission measurements. Three 
such substrates were used for each evaporation, and were 
mounted on the underside of a copper block that was built in 
a stairstep fashion, with one substrate under each step. Be­
cause the film thickness varies with the distance from boat to 
substrate, such a mounting arrangement permitted the simultan­
eous production of three films of different thicknesses, allow­
ing one to see if there was any dependence of the optical 
constants on film thickness. Because the films transmitted a 
measurable amount of light, each film had to be of uniform 
thickness to make a meaningful analysis of the data. For this 
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reason, the quartz substrates were placed at relatively large 
distances from the boats, approximately 28 cm to 32 cm. Film 
thicknesses ranged from 800 R to 1200 with the variation in 
the three film thicknesses for any one alloy being about 200 A. 
A Varian interferometer was used to measure thicknesses, and 
at least fifteen measurements were made on each film. 
The lead zirconate-lead titanate ceramics are piezo-
electrics, and were used as transducers in the piezoreflection 
measurements. Analyzing the piezoreflection data required 
that the films be opaque» necessitating film thicknesses of 
the order of one micron. Since evaporation times should be 
reasonably short for high quality films, the piezoelectric 
ceramics were mounted quite close to the boats, about 8 cm 
away. 
The microscope slides were curved to fit in a back-
focusing x-ray armera so a Debye-Scherrer x-ray analysis of 
the evaporated films could be made. During an evaporation a 
microscope slide was mounted beside a piezoelectric ceramic 
on the underside of a copper block. 
Debye-Scherrer diffraction rings were used to determine 
the lattice parameter of the evaporated films, giving an easy 
way to determine the palladium concentration of each alloy. 
The x-ray analysis was necessary because the concentration 
of the evaporated film was not quite the same as that of the 
starting material. 
The diffraction patterns were useful for a second reacon. 
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for they indicated the condition of the evaporated films. 
Annealing of the films at 310° C for 24- hours was necessary 
to obtain sharp diffraction patterns. Apparently the films 
that were not annealed were not homogeneous or not crystalline, 
for they gave no diffraction pattern at all. 
The first attempts to evaporate silver-palladium films by 
placing a quantity of the alloy in the boats and heating the 
boats were not successful. When heated, the alloy melted and 
the palladium seemed to flow and "wet" the boats and not evap­
orate, while the silver remained localized and evaporated 
rapidly, probably because silver has a much higher vapor pres­
sure than palladium. The lattice parameter of the evaporated 
films was that, of pure silver. 
To avoid this problem, a "flash" evaporation technique 
Was used, where many small pieces of the alloy were dropped 
onto the molybdenum boats which-were maintained at an elevated 
temperature. Each small piece, as it struck one of the boats, 
would "flash", evaporating rapidly, before the palladium had 
time to wet the boat. The flash apparatus consisted of two 
stainless steel plates, one on top of the other. The bottom 
plate had two holes in it, and was positioned horizontally in 
such a way that one hole was- over each boat. The top plate 
had 100 holes in rows along its length, into which approxi­
mately 100 small alloy pieces were placed. With a rotary 
feedthrough connected by a chain drive to a threaded rod on 
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the top plate of the flash apparatus» the top plate was moved 
along the length of the bottom plate, which was kept station­
ary. As each of the 100 holes passed over one of the two 
holes in the bottom plate, a small alloy piece would drop 
through onto one of the boats and evaporate. The small alloy 
pieces were made by rolling larger quantities of the alloys 
into thin sheets (about ,007" thick) and then punching small 
pieces out of the sheets. The mass of a small piece was 
approximately 2 mg. 
There was still a slight tendency for the palladium to 
wet the boats, because there always was a residue on the 
boats following an evaporation, and the x-ray analysis showed 
that the evaporated films had a lower palladium concentration 
than the bulk material. 
Ideally, films for the regular optical measurements 
should have been evaporated simultaneously with the piezo-
reflection films to insure the same alloy concentration for 
all types of measurements. Unfortunately, considerable ex­
perimental difficulties in obtaining suitable data made it 
impractical to use all the samples produced from the same 
evaporation. This led to slight discrepancies in the alloy 
concentrations of the two types of samples. 
The bulk alloys, before being rolled into sheets, had any 
surface contamination removed with a clean file. They were 
then rinsed successively in distilled water, trichloroethylene, 
distilled water, acetone, and methanol. After the rolling 
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process, the sheets were sanded smooth to remove any impuri­
ties imbedded by the rolling process, and were then given the 
same rinsing procedure used before. The small pieces punched 
from the sheets were handled only with tweezers washed in 
acetone. 
The substrates were cleaned by rinsing them in distilled 
water, washing them with a cotton swab soaked in alcoholic 
potassium hydroxide, and finally rinsing them again with dis­
tilled water. They were then dried rapidly in the hot air 
blast from a heat gun. During and after the cleaning, the 
substrates were handled with tweezers cleaned with acetone. 
All the substrates and the alloy sheets were cleaned 
immediately before placing them in the vacuum system to reduce 
the contamination from the air. The vacuum system, using a 
combination of ion pumps and titanium sublimation, was pumped 
—R down to a pressure less than 10" torr. The boats were then 
outgàssed for one minute by passing a current of 135 A through 
them, during which the substrates were protected by a metal 
shutter placed over the boats. Because of the outgassing, the 
pressure rose about two orders of magnitude, so after the 
current through the boats was shut off, pumping was continued 
o 
until the pressure was again less than 10" torr. The boats 
were again heated with 135 A, and the shutter was removed from 
over the boats. The flash evaporation was then performed. 
Evaporation time was typically one minute, and the pressure 
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remained less than 2 x 10"? torr. 
When the evaporation was completed, the films were 
annealed in the vacuum system, eliminating the possibility 
of atmospheric contamination before or during the annealing. 
After returning to room temperature, the films were removed 
from the vacuum system and stored in a desiccator filled with 
silica gel. 
All reported optical measurements were made on the films 
within 2^ hours of their removal from the vacuum system, al­
though there was no detectable difference in measurements 
made a week later. However, to further reduce the errors 
from any oxide layer on the film surface, reflection measure­
ments were made from the substrate-air interface rather than 
the film-air interface. 
Optical Measurements 
The reflection and transmission measurements were per­
formed in a Gary 14R spectrophotometer, which is a dual beam 
instrument. The average band pass was 0.02 eV over the data 
range from 1.8 eV to 5»^ eV. 
For the transmission measurements, a sample was simply 
placed in the sample chamber of the spectrophotometer, perpen­
dicular to the light beam. The optical density of the sample 
was then recorded as a function of wavelength. Unfortunately 
the samples had an absorbance at both ends of the spectrum 
which Was higher than the spectrophotometer can normally 
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record. In these spectral regions a neutral density screen, 
of known optical density, was placed in the reference light 
beam, which reduced the optical density recorded for the 
sample. True sample optical densities slightly greater than 
four could be measured in this way. The presence of the 
neutral density screen increased the band pass to about .05 eV. 
For the reflection measurements a reflectometer, similar 
to that designed by Hartman and Logothetis (42), was used. It 
consisted of several plane mirrors that redirected the reflec­
ted light beam back to its original path and a spherical mirror 
that refocussed the light beam, necessary because the reflec­
ted beam followed a longer path than normal. Obviously, the 
intensity of the light beam was determined by the reflectivity 
of the mirrors in the reflectometer in addition to the re­
flectivity of the sample. To determine this contribution, two 
series of measurements had to be made. The schematic drawings 
for the two reflectometer arrangements are shown in Fig. 5» 
The sample and mirror M]_ were mounted so the path length 
of the light beam was the same for both measurements. It is 
clear (Fig. 5) that the only difference between the two meas­
urements is that light is reflected twice from the sample in 
the first arrangement and not at all in the second. By taking 
the difference between the signals for the two measurements, 
the effects of the reflectometer were eliminated. 
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Fis» 5. Schematic arrangement of the two reflectoaeter 
measurements 
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Impossible to perform. The angle of incidence was 15° from• 
the normal, 
To measure the piezoreflection of the alloys, electrical 
leads from an oscillator were attached with cement and silver 
paint to the two faces of the lead zirconate-lead titanate 
ceramic, A 9^0 volt, 1.1 kHz signal from the oscillator was 
applied to the ceramic, causing a uniform planar expansion of 
4.1 X 10"^, calculated from the piezoelectric constants 
furnished by the ceramic manufacturer. This produced the 
strain in the alloy film on the ceramic face, A schematic 
of the experimental apparatus is shown in Fig, 6, 
A xenon arc was the light source. It was powered by a 
well regulated (<,01^ ripple) power supply, A Leiss double 
monochromator was used, with an average band pass of ,02 eV. 
The detector was a photomultiplier with an S13 response. 
Data were taken from 1.8 eV to 4,6 eV, 
By applying a small stress to the sample, two outputs 
from the detector could simultaneously be recorded; a dc 
output, proportional to R, the reflectivity; and an ac output, 
proportional to AR, the difference in reflectivity between the 
strained and the unstrained film. The dc signal was measured 
with a digital voltmeter and sent to a recorder, and the ac 
signal was amplified by a synchronous detector and sent to a 
second recorder. 
The outputs of the photomultiplier were measured in terms 
SYNCHRONOUS 
AMPLIFIER OSCILLATOR RECORDER 




Schematic arrangement of the piezoreflectance apparatus including 
the sample holder 
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of voltages that they produced in the measuring system. How-
. ever, it is the current output of a photomultiplier that is 
determined by the intensity, of the light striking the photo-
multiplier. Thus the ratio of the ac reflectivity to the dc 
reflectivity is obtained from the relation 
AR Vac 
where and are the measured ac and dc voltages respec­
tively, and c is the ratio of the dc impedance to the ac 
impedance in the measuring circuit. 
At this point, one experimental difficulty should be 
discussed; an additional unwanted AR/R signal, presumed to be 
wavelength independent, was also present. The slight oscilla­
tory motion of the ceramic and film caused this undesirable 
signal by changing the geometry of the reflected light beam 
and by mechanically coupling to the photomultiplier and 
causing it to vibrate. This signal was different from the 
desired one, which was due only to the fact that the strained 
film, due to internal changes, had a different reflectivity. 
Several things were done to reduce the spurious signal. The 
photomultiplier and the sample were mounted in a massive 
chamber to reduce the amount of vibration, and the ceramic 
was mounted at its center of mass to reduce vibration. The 
light beam was slightly out of focus to reduce the effect of 
any geometrical changes. Also, the slit width was kept con­
stant over the entire spectrum so as not to introduce any 
additional geometrical effects. An analytic method of treat­
ing any remaining undesirable signal will be discussed later. 
Analysis of Data 
With values of reflection (R) and transmission (T) as a 
function of energy for each of the alloys available in the 
energy range from 1.8 eV to 5»^ eV, the complex index of 
refraction was calculated. Because there was no detectable 
systematic variation in n and-k with film thickness, the data 
reported are the averages of the three films for each alloy, 
n and k were calculated in the following way; From Maxwell's 
equations, the tangential components of E and H must be con­
served across the boundary between two media. These boundary 
conditions, when applied successively to the air-film, film-
quartz, and quartz-air interfaces, allowed R and T to be 
"written in terms of n, k, and the film thickness, (A deriva­
tion of these relations is given in Appendix A.) The equa­
tions cannot be inverted to write n and k as explicit func­
tions of R and T. Thus an iteration process had to be used, 
with the aid of ah IBM 3^0 computer. For a given energy, 
trial values of n and k were chosen, and R^al "^cal 
calculated from these trial values, k was then varied until 
IT - T^ail was a minimum. Using this value of k, n, was 
varied until IR - Real' ^ras a minimum. The whole process 
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was repeated until the trial values of n and k changed by-
less than 0,001 in a complete iteration cycle. 
Because T is governed by an exponential dependence on k, 
the above method is very good for calculating T. Since T is 
a strongly varying function of k, k is very insensitive to 
small errors in T. 
For the samples studied here, it is also true that n is 
not extremely sensitive to small errors in R, in the lower 
part of the energy range studied. However, at higher energies, 
n becomes extremely sensitive to the value of R (also to T), 
Added to this is the fact that annealing the samples, neces­
sary to obtain good polycrystalline films, seems to make the 
reflectivity of the films anomalously low at higher energies. 
The reason for this effect, observed by others, is not known 
(43). The result is that above about 4 eV the values calcu­
lated for n by the above method are extremely unreliable. In 
fact., it was frequently found that n, k solutions did not 
even exist for the R, T values measured. 
This serious problem was solved by performing a Kramers-
Kronig analysis of the transmission to obtain the phase shift 
(o of the transmitted light, T seems to be much less affected 
than R by the annealing process, and also n is much less 
sensitive to errors in 0 than in R« An iteration process, 
similar to that described before, was used to evaluate n and 
k as functions of T and 0, All data reported in this paper 
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use n and k eval"uated from R and T below 3 eV and from 0 and 
T above 3 eV. Because the Kramers-Kronig analysis gives 
uncertain results near the end regions of the data spectrum, 
it was not used below 3 eV and its results are not given above 
4.6 eV, although data were actually available up to eV. 
For a more detailed discussion of the Kramers-Kronig relations, 
see Appendix B. 
A similar technique was used to analyze the piezo-reflec-
tance data. Because the films were essentially infinitely 
thick, only one set of boundary conditions had to be solved, 
leading to the reasonably simple relation 
: IS I 1 • 
where r is the ratio of the amplitudes of the reflected to the 
incident waves, and 0 is the difference in phase between the 
two Waves. Equation (2-1) is used to relate small fractional 
changes in r, Ar/r, and small changes in 6, AO, to changes in 
n and k, An and Ak, Then, with the aid of equations (1-14) 
and (1-15), Asj and Ae^ can be evaluated. The final results 
are (39) 
ACji^ = g^nfs^—1)—k€2]AE/R + £k(€2^—l)+n€23 A6 , (2—2) 
and 
Asg = i[k(6i-l)+ne2]AR/R - [n(e^-l)_ke2]^e. (2-3) 
R, being the ratio of intensities rather than amplitudes, 
2 is equal to Irl . A© is determined from a Kramers-Kronig 
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analysis of AR/R, as discussed in Appendix C. 
The alloys used in the piezoreflection data did not, as 
previously noted, have the same composition as the alloys used 
to obtain the optical constants. To determine the optical 
constants of the piezoreflection alloys, second order curves 
were fit to the measured optical constants using a least 
squares program. From these curves the optical constants for 
the piezoreflection alloys were obtained. 
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RESULTS 
Presentation of Results 
The palladium concentrations of the alloys are given in 
Table 2. The concentrations of the films were determined by 
comparing the lattice parameters calculated from the x-ray 
data with the lattice parameters for silver-palladium alloys 
(corrected to 25°C) given by Pearson (44). The compositions 
of the bulk évaporants were determined by chemical analysis. 
The slight discrepancies for the two types of alloys are due 
to the fact that the two types of alloys were not evaporated 
simultaneously. The uncertainty in the compositions is due to 
two causes. First, the x-ray diffraction rings have a finite 
width, and become increasingly diffuse with increasing palla­
dium concentration. Second, the thermal expansion of the 
films can influence the lattice parameters, A difference of 
2 G° in the temperatures of the films, which seems reasonable 
due to fluctuations in room temperature, is roughly equivalent 
to a change in palladium concentration of O.ljC (44), 
Table 2, Palladium concentrations (at,^) of the alloys 




2 6 , 3  
2.4 + .3 
4.2 + «5 
7.0 + 1.0 
14.8 + 3.0 
1.2 + .2 
2.3 ± .3 
4.1 + .5 
5^ 
The values of n and k for the alloys obtained from the 
Iteration program using R and T measurements are shown in 
Figs, 7 and 8 respectively, and ££ for these alloys, eval­
uated with the aid of Equations (1-14) and (1-15), are dis­
played in Figs, 9 and 10 respectively, 
wSg for these alloys is shown in Pig. 11. was obtained 
from Gg by evaluating from Equation (1-25). Values of 
were determined by assuming that for pure silver is 9.20 
eV, (13) and is proportional to the square root of the silver 
concentration of the alloys, as discussed in Appendix C. T 
was determined from the resistivity data of Savitskii and 
Pravoverov (45), again as discussed in Appendix C. The results 
are given in Table 3* 
Table 3» Parameters used to determine 
Alloy (at,^ Pd) hWp(eV) T( lO^^^sec) 
0.0 9.20 10.4 
2,4 9.09 8.7 
4.2 9.00 8.0 
7.0 8.88 7.4 
14,8 8.50 6.3 
The loss function, -Im (1/S), for these alloys is pre­
sented in Fig. 12. 
AR/R for the other set of alloys is shown in Fig. 13. 
A6, calculated from a Kramers-Kroni^ analysis of Ar/r, is 
found in Fig. 14, n and k for these alloy concentrations. 
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obtained from a second order interpolation of n and k of the 
other alloys, are shown in Figs. 15 and I6 respectively. The 
quantities k(e^-l)+ne2 and n(e^-l)-ke2 appearing in Equations 
(2-2) and (2-3) are shown in Figs, 17 and 18, The contribu­
tion to Asg of each term, i[k(e^-l)+ne2]AR/R, and -[n(e^-l) 
-kGgjAG, appearing in Equation (2-3)» is displayed for a 
limited energy range in Fig, I9. Agg for the alloys is given 
in Fig. 20. 
Discussion of Results 
One of the main items of interest is the effect of alloy­
ing on the interband transitions, which can best be seen in 
the behavior of the rate of energy absorption, shown in 
Fig. 11. The main absorption edge for pure silver is seen to 
occur at 3*8? eV. This value was obtained by making a 
straight line extrapolation of along its maximum slope. 
The straight line intercepted the energy axis at 3.8? eV, 
This seems to be a reasonable way to eliminate the slight 
broadening in the curves. For the two most dilute alloys 
there is little shift in the position of this edge. Apparently 
the palladium atoms are so strongly screened by the localized 
electrons they alter neither the band structure nor the Fermi 
energy of the silver. 
• As the palladium concentration is increased to that of 
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absorption edge is observed. However, there is no detectable 
separation into two edges, contrary to the case for alloys of 
silver with indium, cadmium, or zinc (3^t35)* This may be 
because palladium is on the opposite side of silver in the 
periodic table than the other impurities mentioned. This 
might be expected to cause opposite trends in the energy 
shifts of the transitions, due to opposite effects on lattice 
parameter and perturbing potential. The dominant F.S, 
transition would then continue to mask the weaker Lgi Lq_ 
transition in the palladium alloys. 
Another feature of the curves is that a broad peak 
centered around 2,6 eV arises upon alloying, and its magnitude 
increases with increasing palladium concentration. This was 
first observed by Myers et aJ., (36) and is very probably due 
to the localized electrons associated with d-states of the 
impurity atoms. These electrons, are at energies different 
from the electrons of the d-bands of the silver solvent and 
thus can be optically excited to the Fermi energy, or to other 
localized levels, at photon energies completely different from 
those of any absorption bands of the solvent. 
The data of Myers et aJ.* extended to lower energies than 
the present work. They were.thus better able to determine the 
shape of the peak in wgg due to the localized energy levels. 
They concluded the peak has a half width of 1,8 eV and, 
assuming a symmetry about the maximum, goes to zero at 1,2 eV 
and 4.0 eV. This should be contrasted to the photoemission 
study of Norris and Nilsson (46). They also observed local­
ized levels, but reported a half width of 1,4 eV rather than 
1,8 eV, The two types of results are actually consistent 
because the photoemission work gives the energy spread in only 
the initial localized states. The optical absorption reflects 
the spread of available final states in addition. 
An accurate determination of the relative contributions 
of the localized impurity levels and the host matrix interband 
transitions to in the region of overlap between 3.8 eV and 
4,0 eV is not strictly possible. However, if it is assumed 
that the peak due to localized levels behaves as in the pre­
vious paragraph and the silver interband edge does not change 
significantly with alloying, a crude separation of the two 
contributions is possible. 
The importance of trying to make such a separation can be 
•seen by studying the loss function of the alloys in Fig, 12 and 
recalling from a previous discussion that the mechanisms caus­
ing a broadening of the loss function are the mechanisms con­
tributing to 5 2, These are what determine the damping of 
plasma oscillations. 
For example, in the 7^ .alloy at 3*9 eV, it seems reason­
able that absorption due to the localized levels contributes 
somewhere between 25^ and to wsg if the crude extrapola­
tion discussed above is made. Also, is much smaller than 
@2 at this energy. Thus, one would expect that plasmons 
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excited in the 7^ alloy at 3.9 eV would decay by either 
exciting interband transitions or by exciting electrons in 
localized states with roughly comparable probabilities. Free 
electron effects are relatively small in damping the plasma 
oscillations in these-alloys. 
For the 14.8^ alloy, ££ due to localized level excita­
tions and interband transitions is so large that plasma oscil­
lations are rapidly damped. This is illustrated by the loss 
function, which has only a small and very broad peak near 3*9 
eV (Fig. 12). 
It has been recognized for some time that interband tran­
sitions are a source of plasmon damping, along with intraband 
transitions (4). However, to our knowledge excitation of local­
ized electrons is a new-found cause of plasmon decay, and, at 
least in the case of silver-palladium alloys, an important one. 
Before continuing with the discussion, it is desirable to 
assess the reliability of the results of the optical measure­
ments. The optical constants n and k are in close agreement 
with those obtained by Heubner aJ. (47), even though their 
results were based on reflectivity measurements on evaporated 
films considerably thicker than the ones used in the present 
work. The primary difference between these optical constants 
and those of Taft and Philipp (26) is the minimum in k near 
3»8 eV reported by them is about half the magnitude of that 
obtained here or by Huebner et al. (47). The optical constants 
of Huebner et al., and not Taft and Philipp, seem to be con-
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sistent with measurements of photon emission from electron-
bombarded silver films and in pure optical studies of the 
Im(l/e) loss function spectrum (4?). Thus the sample prepara­
tion, optical measurements, and data analysis in the present 
work seem to yield reliable optical constants. 
Since n and k vary rather slowly with palladium concentra­
tion, the optical constants calculated for the piezoreflection 
alloys are also probably quite accurate. Any uncertainties in 
the concentrations would yield rather small possible errors in 
the interpolated optical constants. Also, the piezoreflection 
data for pure silver are in close agreement with the results 
of Garfinkel et a2, (39)» if the differences in the magnitudes 
of the strain .are taken into account. 
The effects of strain on the alloys will be discussed 
in terms of ^^2» shown in Fig, 20, Because Ar/r is extremely 
small at both ends of the data range and since in these 
regions is rather sensitive to small errors in ^R/R, any 
structure in below 2,0 eV and above 4,3 eV will be ignored. 
Also, the magnitude of below about 3 eV depends on 
the value chosen for ^R/R at 1,8 eV, Thus the negative values 
of AGg for the two most concentrated alloys may be due to 
errors in determining the baseline. This may also be the 
cause of the negative reported by Garfinkel et aj., for 
all the noble metals in the low energy range. 
For discussing the change in interband transitions due 
7^ 
to strain, Ae^ is the correct quantity to use. However, 
calculated as described in Appendix C, is less than 2 x 10"*^ 
at 1.8 eV and.decreases monotonically with increasing energy. 
Thus and are virtually equal and will be regarded as 
being the same. 
The most interesting feature of the Ae^ curve for pure 
silver is the large peak at 3*9 eV which has a definite shoul­
der around ^.0 eV. For the 1.2^ alloy, there are two peaks, 
one near 3«90 eV and one at 3•98 eV (ignoring the slight dip 
at 3*85 eV for the time being). In the 2.3% alloy, there are 
also two peaks, one again near 3*90 eV and one at 4.02 eV. 
Finally, for the 4.1^ alloy, there is only one peak evident, 
at 4.04 eV. 
It is also noteworthy that between 2 eV and 3 eV no 
structure in Ae^ develops that shows any dependence on alloy­
ing. This would indicate that the transitions involving 
localized levels are not sensitive to strain. This is under­
standable since the localized levels are associated with the 
isolated impurity atoms and not the crystal as a whole. Small 
changes in crystal potential due to strain thus should have 
little effect on the energy of the localized levels. 
There seem to be two interband transitions giving rise 
to ASg, one at 3*9 eV and one at 4.0 eV. In pure silver the 
contribution of the transition at 3*9 eV dominated the struc­
ture. However, As2 due to the 3*9 eV transition seems to be 
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rapidly damped with alloying, while Ae^ from the 4.0 eV tran­
sition remains practically unchanged except for a slight shift 
to higher energies with alloying. 
It appears as if the ^^2 structure in the 4.1^ alloy is 
due primarily to the 4.0 eV transition. If it is assumed that 
the contribution to ^63 of the 4,0 eV transition is the same, 
except for a small energy shift, for all the alloys including 
pure silver (which seems reasonable from Pig. 20), then it is 
possible to subtract this contribution from all the Acg 
curves. This allows a crude estimate to be made of the size 
of ASg from the 3«9 eV transition. 
Doing this yields a peak in Ae2 around 3,88 eV which 
decreases in a.rather uniform fashion with increasing palla­
dium concentration. Thus the structure in AG2 of pure silver 
can be explained by two peaks that are not completely resolved, 
one occurring at 3,88 eV and the other at 3*98 eV. Both are 
of comparable size. 
The slight dip in the 1,2^ alloy at 3*85 eV seems diffi­
cult to explain in terms of interband transitions, since there 
are only two known transitions in this energy region. How­
ever, a look at Pig, 19 may provide an explanation for the 
additional structure. It can be seen that ^ €3 is a sum of two 
curves which are quite wildly oscillating between 3*7 and 4,1 
eV, It seems quite remarkable that the superposition of two 
Such curves would yield the smooth curves of Ae2 with as little 
structure as there is. Perhaps some small error in the data 
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for the 1,2% alloy leads to an incomplete cancellation of the 
oscillations in the curves of Fig. 19» thus making an erron­
eous dip in Acg. This could possibly arise from the interpola­
tion of the n and k curves for the alloys, since the 1,2% 
alloy is the only one not having R and T data for an alloy of 
almost the same concentration. 
It remains to identify the particular transitions giving 
rise to the two peaks in 622 for the more dilute alloys. The 
F.S, transition will be assigned to the 3,88 eV peak and 
the L21 transition will be assigned to the 3*98 eV peak 
for three reasons. 
First, according to Mueller and Phillips (30), the -* 
P.S, should be.much stronger than the Lgi transition for 
silver because of the smaller density of electrons available 
for the latter. Since the absorption edge in silver has no 
additional structure, one would think it would be due to the 
stronger transition. That is because if the weaker transition 
occurred at a lower energy than the stronger, the initial 
absorption would be due to the weaker transition and would 
exhibit a shoulder as the stronger transition became important 
at slightly higher energies. The first peak in occurring 
within ,01 eV of the same energy as the absorption edge, 
should therefore be due to the stronger L3 F.S, transition. 
Also, because of a greater sensitivity to crystal poten- . 
tial, the L21 I'l transition is expected to shift more with 
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alloying, a.s discussed by Morris and Lynch (^1). The high 
energy peak in does shift more in energy with alloying 
than the low energy peak, although the shift is admittedly 
quite small, being some .06 eV for the most concentrated 
alloy. 
Finally, the rapid damping with alloying of the low 
energy peak in h&2 offers a third reason. Since both transi­
tions certainly contribute to Asg, one wonders why both were 
not seen in the piezoreflection results of Morris and Lynch. 
Clearly the L21 L^ transition provided the large structure 
in seen by Morris and Lynch, and a rapid damping with 
alloying of the L^ P.S, contribution would explain their 
results at higher energies, discussed previously. 
No wholly satisfactory explanation for this rapid damping 
of 6^2 can be given. The absorption edge in does broaden 
somewhat with alloying, so a^2 the 4.1^ alloy may be about 
half of that for pure silver at 3»9 eV. However, this does 
not seem to be adequate to completely explain the damping. It 
may be that damping in ASg is caused by changes in crystal 
orientation with alloying. For pure silver the evaporated 
films had crystallites with either a (111) or a (100) axis 
normal to the plane of the film according to Garfinkel et al. 
(39), However, this is no assurance that evaporated films of 
silver-palladium alloys had the same crystallite orientation, 
for x-ray dlffractometer measurements on a film containing 
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some 10^ palladium indicated that the (100) orientation became 
stronger relative to the (111) orientation for pure silver. 
If the films do change their preferred orientation with 
increasing palladium concentration, the problem of analyzing 
the piezoreflection data becomes almost impossible. However, 
it is conceivable that the change in orientation causes a 
reduction in the Lj -* P.S, transition contribution to Ae2, 
while leaving the L21 transition unchanged. This is 
because the two transitions respond to strains along different 
crystalline directions with completely different sensitivities, 
as discussed by Gerhardt (27). 
It seems reasonable, then,to conclude that the energy 
difference Ep - is about 3.88 eV in pure silver and 
changes little with alloying. The transition L3 P.S., 
involving a flat lower band as shown in Fig. 3» is very sim­
ilar in shape to the curve demonstrating the behavior of Asg 
in Fig. Thus one expects a peak in Acg to indicate the 
onset of the F.S. transition, Ep -
For the L21 transition, 62 is expected to be slightly 
different, having a modified H2 critical point as illustrated 
in Fig. 3. The onset of the transition at E^^ - Ep will cor­
respond to a peak in 662* In addition, a critical point at 
the maximum in eg will cause a sharper negative peak in 
than in the example of Fig. 4. Thus a negative peak in ASg 
will indicate the energy difference E%,^ - 5^2 • the symmetry 
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point where the critical point occurs. On the basis of this, 
the high energy peaks in A63 indicate that - Ep is approx­
imately 3.9# eV and increases gradually with alloying to 
eV for 4.1^ palladium. The energy difference E^^ - E^^, at 
the symmetry point, as indicated by the negative peak in a62» 
is ^,25 eV for pure silver and seems to shift to a slightly 
higher energy in the 4.1% alloy. However, uncertainties in 
the data at these high energies make an accurate assessment of 
Eli difficult. 
A comparison of the present results with those of Gar-
finkel et al. (39) In the light of Pig. 19 shows that the dif­
ficulty they encountered between 3*7 and 3»9 eV is probably 
due to the large oscillations in the terms contributing to 
662. Small errors in n and k, which would arise from using 
the data of Taft and Philipp (26), could cause considerable 
structure in Ae2. In fact this may have also been the cause 
of the structure in Ae^ near 3*5 eV reported by Garfinkel £t 
al., for only a trace of similar structure is apparent in Fig. 
20. It therefore seems unlikely that this structure is due to 
the piezoreflection effect of surface plasmons as hypothesized 
by Morris and Lynch (4l). 
No low energy structure in Is observed for the palla­
dium alloys, in contrast to the results of Morris and Lynch 
for silver-indium alloys. This is because the palladium 
impurities, being much more strongly screened than the indium 
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impurities, would not disrupt the periodic potential of the 
lattice as strongly» This would decrease the importance of 
indirect transitions for silver-palladium alloys in comparison 
to the silver-indium alloys. Thus the lack of low energy 
structure in the present case is consistent with the interpre­
tation of Morris and Lynch, that indirect transitions are 
important for silver-indium alloys. 
It is unfortunate that the two peaks in Ae2 lie so close 
together. It would be desirable to make piezoreflection meas­
urements on single crystals using polarized light, so that the 
contributions of the two transitions could be isolated. This 
would virtually eliminate the uncertainty in assigning definite 
transitions to. each peak. 
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SUMMARY 
Upon alloying palladium with silver, additional absorp­
tion at 2,6 eV, indicated by a broad peak in is observed. 
This has been attributed to localized electron levels asso­
ciated with palladium impurity atoms. This band extends into 
the region where the loss function has a peak at 3.8 eV, 
indicating that excitation of localized electrons is an 
important mechanism for the damping of plasma oscillations. ' 
The 3*87 eV absorption edge in pure silver remains un­
changed with alloying, except for broadening. The energies 
of the F,S, and L21 transitions contributing to this 
edge have been obtained. The F.S, transition occurs 
approximately at 3,88 eV for all the alloys. The L21 
transition edge, occurring at - Ep, is at 3.98 eV for 
pure silver and increases in energy upon alloying to 4,04 eV 
for the 4^ alloy. For pure silver - E^gi at the L sym­
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Appendix A, R and T as Functions of n and k 
The derivation of the R, T and n, k relations given here 
assumes that the light is at normal incidence, which is not 
strictly correct. The error in n and k from assuming the 15° 
angle of incidence is actually 0° has been calculated to be 
less than 1%, so the use of the considerably simpler normal 
incidence equations is justified. 
The system being dealt with is a thin absorbing film on 
a thick transparent substrate, with light incident on the sub­
strate side. The arrangement is shoim in Fig. 21. 
The boundary conditions require Ê and H to have continu­
ous tangential components. These, combined with Equations 
(1-6), (1-7), (1-8), (1-9), and (1-10), give the following 
equations ; 
At the air-substrate interface; 
E+ -inomd/o. 
At the substrate-film interface; 
El - E- = E+ - Eg , (A-3) 
no(S+ + EJ) = (n + Ik)(Eg + Eg). (A-4) 







n - no 
f\j 
n = n + ik 





Using some rather lengthy but straightforward algebra, one can 
solve for !EQ/E^I^ and which are R and T, respec­
tively. The result is 
T = 32no2(n2+k2) . ^ 
S.2+SL2 cos(2noWd/o) + a^ sin(2nQWd/c) * 
and 
^ _ ali. + a.2 cos(2no"^d/c) + a-) sin(2no'^d/c) ^ 
R — - • • 9 (A—8) 
ai + a2 cos(2no(iud/c) + a^ sin(2nQ(«d/c) 
where 
&! = (l+n)^+k^][(nQ+l) (nQ+n^)+i^-nQn+k^(nQ+l)] 
+ e""^^'"'^^°[(l-n)^+k^][(np+l) (no+n2)-4nQn+k2(n2+l)] 
+ 2cos(2nu)Vc)[(l-n^-k^)(nQ+l)(n^-n^+k^)+8k^nQ] 
+tesin(2ntoVc)[(nQ+l)(n^-nQ+k^) - 2nQ(l-n^-k^)], (A-9) 
Etel(H+ik)Wj/c_g-2-l(n+ik)Wj/c_ g @1^4/0 
^ 2 3 ' 
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82 = e^^"^'^^^[(l+n)^+k^](nQ-l) (n^-n§+k2) 
+ e"2kw4/c[(i_n)2+%2](n2_i)(n2_n2+k2) 
+2008 (2niwVc ) ( 1-n^-k^ ) (n^-l ) (n^+riQ+k^ ) 
+ ^ksin{2n«)Vc) (iio-l) (n^+îio+k^), (A-10) 
= -^l'nnQSin(2nUJVc) (1-n^-k^ ) (no~l) 
+ 8knnQCos(2nujVc) (HQ-I) , (A-ll) 
ai}, = e^ '^"'^ /®[(l+n)^ +k^ ][(n|+l) (nQ+n^ )-^ n^ n+k^ {n^ +l)] 
+ (riQ+l) )+4non+k2(nQ+l)] 
+ 2co8(2nw4/G)[l-n2-k2)(n|+l)(n^~n^+k^)-8k^nQ3 
+ 4ksin(2ni«Vc)[(no+l)(n^-no+k^)+2no(l-n^-k^)]. (A-12) 
These expressions can be simplified somewhat because the 
quartz substrates are very thick compared to the radiation 
wavelength. Since the light beam is not perfectly collimated, 
different parts of the beam passing through a substrate will 
have completely random phases, as if the substrate thickness 
varied by more than one wavelength. It is then permissible 
to find the average value of R and T in the following way: 
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2n 




f = -1. f Ti0)d0, (A-14) 
2TT J 
o 
where 0 = 2nQ(Md/c, This averaging eliminates the need to know 
the thickness, d, of the substrate and leads to somewhat 
simpler equations: 
B = 1 + (~ax+aij,)/Va^~a|-a^ , (A-15) 
T = 32nQ (n^+k^ ) / -N/a^-a|~a^ . 
B and T are the #2^1 discussed in the text. 
An equivalent, and perhaps somewhat simpler, method of 
finding R and T is to use Presnel coefficients. An idea of 
how this method can be used is found in Appendix B. 
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Appendix B. Kramers-Kronig Analysis of T 
To derive the phase shift of a transmitted beam, it is 
desirable to use Fresnel coefficients, which are simply ratios 
of the reflected or transmitted intensity to the incident 
intensity at a single boundary, using the standard boundary 
conditions. The system being considered is the same as in 
Appendix A, In Appendix A, the amplitudes are the resultant 
of many reflections of the original light beam; in the present 
treatment, these multiply reflected beams must all be explic­
itly considered. 
In Fig, 22, the schematic arrangement showing the rela­
tive amplitudes of the various beams is given. The amplitudes 
are expressed in terms of the Fresnel coefficients (4#) which 
are defined as follows ; 
(B-1) 
_ 2no (B-2) 
no+n+ik 
I _ 2(n+ik) 
^ no+n+ik 
(B-3) 
to = 2(n+ik) 
^ 1+n+ik 
(B-4) 
1 "ïîïî; (B-5) 








rsJ FILM n = n + ik 
AIR 
1 2 3  3  2  
Pig. 22. Amplitudes of transmitted light beams from multiple 
reflections in the film 
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The resultant beam is then the .summation of all the mul­
tiply reflected beams. However, an analysis of only the first 
beam passing through the substrate was performed, in the fol­
lowing way: ï was defined as the ratio of the resultant 
amplitude of all the beams passing through the film due to 
the first beam in the substrate to the amplitude of that first 
beam. That is, 
t = fginwf/cg-kwd/c ^  ^  ^ »g3in'«Vcg-3k(w^/c 
H 3 2 (B-9) 
Doing some simple manipulations yields 
w -iCf 4no(n+ik)exp(inw4/c-kw4/c) (B-10) 
(n+no+ik) (n+l+ik)exp(21nu)^/c-2kmVc)-(n-n^+ik) (n-l+ik) * 
Performing a Kramers-Kronig integration, one obtains (43) 
00 
jf(») = âï p f . "if. (B-ii) 
O 
A knowledge of t(w') (which can be obtained from T, as 
will be shown shortly) enables one to calculate 0(w), Then 
from Equation (B-10), n and k can be calculated, using an 
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iteration process identical to that described before, with 0 
replacing R, The only problem is that T (and hence t) is 
known only over a limited energy range, in this case 1,8 eV 
to eV. Calling these two limits and ^2 respectively, 
one can then write 
oui 00 
r lnt(w')dwr ^ .2^ r lnt(w')dw' . 
TT J IUI2_(D2 TT J WI2_W2 
X (B-12) 
^ 2" _ r lnt(«")d®' njje 
+ — p] - — • 
By applying a mean value theorem to the first two integrals, 
the result can be obtained (^3) that 
2^. 
lnt(w' )d(ju' _ ££ 
wi2_w2 c 
(B-13) 
Now A and B are not strictly constants, but are functions 
of UJ, However, A and B do not depart strongly from a constant 
value except near and Wg respectively, where the logarith­
mic functions that multiply them become very large. In the 
interior data region, A and B can be considered constant to a 
fairly good approximation. Near ^2* ^  and B change in 
such a way to cause the optical constant n to be lowered from 
the correct value (43). 
Assuming A and B are constant, with the aid of Equation 
(B-I3), their values can be determined if 0 is known for two 




values of w, say cUg^ and As discussed in the text, R and T 
are good quantities to determine n and k below approximately 
4 eV. With n and k knoi-m from B and T at and 0 can be 
solved at and from Equation (B-10). Then, with the aid 
of Equation (B-13)» A and B can be evaluated. 
To check the assumption that A and B are constant, the 
Kramers-Kronig analysis was performed and and evaluated 
for over eight different pairs of and ranging between 
2,0 eV and 3t5 eV. For all eight calculations the peak in 
^2 shifted in energy less than 0,01 eV , although the magni­
tude of Gg at the 4.5 eV peak did change by about 10^, 
The pair of and that was chosen for the final 
calculation was the pair that allowed n to remain as high 
as possible in the higher energy range. The energies of the 
pair were 2,0 eV and 3,0 eV, 
One thing remains to be discussed - how to obtain t from 
the measured values cf T. Since both are functions of n and 
k according to Equations (A-7) and (B-10), in principle one 
can solve for t in terms of T from these two equations, A 
simpler way is to use Fresnel coefficients to find T in two 
steps. First, a beam in the substrate incident on the film 
is related to the beam reflected back into the substrate, 
including multiple reflections within the film. This can be 
done v;lth the aid of Fig, 23. The result, the ratio of the 





12 23 2 
FILM 
n* = I AIR 
Pig. 23 Amplitudes of light beams reflected into the 
substrate from multiple reflections in the film 
be called r and can be written 
r = rEr;e4lnw4/0e-4kw4/c+... 3 X ^ ^2 
This can be reduced to 
-ie no-(n+ik) 






+ exp(-21nw4/c+2kw4/c) (n^+n+ik)(n+l+ik) 
Next, multiple reflections within the substrate are con­
sidered, Things are simplified by treating the whole metal 
film as one boundary with "effective Fresnel coefficients" r 
and S. This is presented in Pig. 24. The summation is further 
simplified by using the fact that the substrate is very thick, 
as discussed in Appendix A. This fact has the effect that 
every reflected beam at a substrate boundary acts like an 
incoherent light source with respect to the other reflected 
beams; equivalently, it is meaningless to discuss phase rela­
tionships of the various beams. This means that intensities, 
rather than amplitudes, are to be summed. The result is 
T = + It^trrjlZ + I t^'tr^i^ ^  I• * * . (B-l6) 
Simplifying yields 







Pig. 2^. Amplitudes of multiply reflected beams with the 
film considered a single boundary 
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Rearranging .this leads to 
t = (B-18) 
where r can be obtained from Equation (B-15). 
Clearly, t cannot be solved exactly from T without a 
knowledge of n and k. Fortunately, for quartz substrates in 
the energe range of interest, n^ is approximately 1.5# and so 
(l-no)2/(l+nQ)^ has a value of about 0.04. This, combined with 
the fact that r < 1, means that 
t =( 11^0 ) T& . (B-19) 
Therefore, to a fairly good approximation, t was obtained from 
T with Equation (B-19). The Kramers-Kronig analysis was per­
formed on t to obtain the phase shift 0 from which n and k 
were calculated with the iteration process. Then i- was solved 
from Equation (B-15) and t was calculated according to Equa­
tion (B-18). 
Repeating the cycle of Kramers-Kronig analysis and itera­
tion process yielded new values of n and k which differed from 
the first values by less than 3^» and no additional repeti­
tions of the cycle were necessary. 
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Appendix C, Kramers-Kronig Analysis of AR/R 
The phase shift of the reflected light can "be shown (1) 
to satisfy a Kramers-Kronig relation similar to that for trans­
mitted light: 
00 
e(w) = % f -JSBlïill-dm' . (0.1) 
o uu ' -uu 
This relation, of course, is true for both the strained 
and the unstrained solid. If 6 and R describe the unstrained 
solid and 0 + 60 and R + AR describe the strained solid, then 
00 
e + A0 = £ P r ln(R+AR) dio* ^ (C-2) 
TT J 
O 
Combining-this with Equation (C-1) and expanding the 
logarithm in a power series in AR/R yields 
CD 
AR/R(("') ^ (c_3) 
where only the lowest order term is retained since AR/R < 
10"^. Since ^R/R is measured only over a finite range, say 
between and Wg, the integral must be broken up into three 
parts ; 
W2 
6E(w) = - \ AR/R dw' + W R Ar/r 








Only the second integral can be evaluated immediately. 
To obtain the values of the other two integrals, the method 
of Garfinkel et aJL. (39) was used. For energies below it 
was assumed that the electrons behaved as free electrons (for 
the more concentrated alloys, this is not a very good assump­
tion, but the contribution of this integral to AÔ is not very 
large, so the error is not important). Then, the optical 
constants below are (1) 






Ae = e r2AWp (i_u)2^2) AT] 
^ ^ L Wp i+uj2t2 t J (C-8) 
Now if m* does not change with strain, then 
£!Ie = . 1 w (C-9) 
and 
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where V is the volume of a sample and p is its resistivity. 
So, 
iSj, = (e^-l) [-1 + (1 - )] "Y . (c-ll) 
ieg = e [-1 + i=~^ (1 - )] ^  . (0-12) 
l+oj^T-Z BlnV V 
Now expanding the area of a film should cause the thick­
ness to decrease by about the same amount as one of the area 
dimensions so that 
. (C-13) 
where e is the linear expansion coefficient. This is not 
strictly true, but the Kramers-Kronig values of A6 are insensi­
tive to the exact value chosen for AV/V, 
The values of ôlnp/ôlnV were evaluated from the resistiv­
ity data for silver-palladium alloys of Savitskii and Pravoverov 
(49). They measured the fractional change in resistance as a 
function of the fractional change in length of a number of 
wires of different alloys. Using Poisson*s ratio and the 
relation 
P = ^  (C-14) 
where R = resistance, ^ = length, and A = area, it was a 
simple matter to translate their data into values of âlnp/BlnV. 
c«p for the alloys was assumed to be directly proportional 
to the square root of the silver concentration of the alloys. 
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and was taken to be 9.20 eV for pure silver (13). This 
dependence on alloy concentration was justified theoretically 
by Kjôllerstrôm (37)» and was observed in the optical data of 
Myers ^  aJ., (36). They extended their data to frequencies 
sufficiently low that £3 were governed by Equations 
(C-5) and (C-6), permitting Wp and t to be determined. How­
ever, their value of TiOp was O.6O eV lower than that of others 
(13) for pure silver, perhaps because their films were too 
thin (some were less than 3OO 2) to reflect the bulk proper­
ties. 
Similarly, the values of r obtained by Myers et al, are 
questionable for the same reason. It is quite possible that 
r is a fairly sensitive function of film thickness in the 
thickness range they were using, and this may explain the 
? fact that the values of t they calculated show no uniform 
variation with alloy concentration. 
So, in order to find values of T for the alloys, it was 
assumed that £3 foi" silver could be represented by its free-
electron term at the lowest energy available, 1.8 eV. Knowing 
w, tCp, and allowed t to be calculated. Then it was assumed 
that Mathiessen's rule (50) was obeyed, that is, 
i = • <c-l5) 
where is the relaxation time for pure silver and is the 
Karlsson, Gothenburg, Sweden, Chalmers University of 
Technology. Data for AgPd alloys. Private communication. 
1968. 
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contribution to the relaxation time due to impurities. The 
resistivity data of Savitskii and Pravoverov (^5) were used to 
find T^, They reported a linear change in p with alloy concen­
tration up to about 20^ palladium. This, combined with a 
knowledge of N/m* as a function of concentration, has been used 
to calculate the contribution lAj, of the palladium impurity to 
1/t of the alloys. 
The values of oUp, t, and Blnp/^lnV for the alloys are 
given in Table 4. 
Table 4, Parameters used to determine Ar/r 
Alloy (at.^ Pd) •hujp(eV) T( 10~^^sec) ôlnp/âlnV 
0.0 9.20 10.4 4.7 
1,2 9.15 9.4 4.3 
2.3 9.10 8.8 3.9 
4.1 9.01 8.1 3.4 
It was mentioned in the text that a spurious AR/R signal 
was present. This was eliminated by requiring that the exper­
imental value of AR/R at 1.80 eV equal the free-electron 
value as calculated from Equations (2=2) and (2-3). A con­
stant amount was subtracted from all experimental AR/R values 
to achieve the continuity with the free electron AR/R at 1.80 
eV. Since the more concentrated alloys are obviously not free-
electron like at 1.8 eV -, this procedure is not completely 
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justified. However, subtracting different values from AR/R 
did not change Ae2 in any significant way, except for a base­
line shift at low energies. The corrections added to the AR/R 
data to obtain the free-electron values at 1,8 eV were, in 
order of increasing palladium concentration, 1.2 x 10"^, 2,4 
X 10~^. 6.9 X 10"^, 1.1 X 10"*^. 
For energies above '-'-'g, it was assumed that AR/R is a 
constant. This constant value is obtained by requiring that 
the value of A6 at l.BO eV calculated from the Kramers-Kronig 
integrals equals the free electron value of A@. Again, this 
is not a valid assumption for all the alloys, but AE 2 is 
Insensitive to the exact value of the high energy AR/R, 
