Abstract. For measures on the unit circle with convergent Verblunsky coefficients we find relations in form of inequalities between these coefficients and the distances from mass points to the essential support of the measure.
Introduction
Let µ be a nontrivial (i.e., not a finite combination of delta measures) probability measure on the unit circle T. The orthonormal with respect to µ polynomials ϕ n (z) = ϕ n (µ, z) = κ n (µ)z n + . . .
are uniquely determined by the requirement that κ n (µ) > 0 and The parameters α n = −Φ n+1 (0), α −1 = −1 are called Verblunsky coefficients after [10] where they appeared for the first time (in a different setting) They play a key role in the theory of orthogonal polynomials on the unit circle (OPUC) due to a fundamental result of Verblunsky that µ ↔ {α n } ∞ n=0 sets up a one-one correspondence between nontrivial measures on T and the direct product of unit disks ⊗ ∞ n=0 D, that is, each sequences α n of complex numbers from the open unit disk D comes up as a sequence of Verblunsky coefficients for a certain uniquely determined nontrivial probability measure µ on the unit circle.
It was Ya.L. Geronimus who put these parameters in force in the theory of OPUC in early 40th and proved a number of remarkable results concerning properties of measures on T based on specific behavior of their Verblunsky coefficients (so they could equally well be named Geronimus parameters).
In a fundamental treatise [8, 9] B. Simon suggests a new approach to the relation µ ↔ {α n } ∞ n=0 as a spectral theory problem analogous to the association of V to the spectral measure of the corresponding Schrödinger operatoror of Jacobi parameters to a measure in the theory of orthogonal polynomials on the real line.
The problem discussed in the present note is inspired by the following results from [9, Section 12.2] .
Theorem S1. Suppose µ has Verblunsky coefficients α j and The first result is a bound of Lieb-Thirring type [7] , while the second one is of Bargmann type [1] .
In the present paper we study the simplest case m = 1 and so β 0 = β 1 = . . . = α (measures and orthogonal polynomials on one arc). Our goal is to find quantitative results in form of inequalities from which the above theorems for almost constant Verblunsky coefficients drop out immediately. It turns out that Theorem S1 holds for q ≥ 1 and p ≥ q − 1/2, as it belongs (cf. [5, 6] 
is composed of a closed arc (essential support)
and a set of mass points ζ ± n = e iγ ± n off this arc, where we put ζ
Suppose µ has Verblunsky coefficients α n which satisfy (1.1). Then for the mass points ζ
where p ≥ 1/2 and a positive constant C depends on p and |α|. 
then the number N (µ) of mass points of µ off the essential support is bounded from above by
where a positive constant C depends only on |α|.
It may look strange enough that summation in the RHS (1.3) and (1.5) is taken from n = −1 and so the expression on the right is always strictly positive. However, the simplest example of the Geronimus polynomials with α n = α, n = 0, 1, . . . and |α + 1/2| > 1/2, for which the orthogonality measure has one mass point off the essential support (cf. [8, Theorem 1.6 .13]), shows that there is no hope to have inequalities of the form (1.3) or (1.5) with the sum taken from n = 0.
There are two main ingredients of the proof. First, we apply Zhukovsky's transform rather than Caley's to the corresponding CMV matrix and work with symmetric five-diagonal matrices. Secondly, we make up a Jacobi-type model (see Section 2) which relates five-and three-diagonal matrices and enables one to use the results for Jacobi matrices to the full extent. Theorems 1.1 and 1.2 are proved is Sections 3 and 4, respectively.
It is my pleasure to wish Barry Simon, now the world renowned expert in orthogonal polynomials on the unit circle, much success and many more years of creative life.
Jacobi-type model for five diagonal matrices
Given a Hilbert space H, take the orthogonal sum of two identical copies of it
For an orthonormal basis {e k } k≥0 in H definẽ e 2k := (e k , 0),ẽ 2k+1 := (0, e k ); k ∈ Z + , and so {ẽ k } k≥0 is the orthonormal basis in H ⊕ H.
There is a canonical isomorphism U : H → H ⊕ H, given by U e j =ẽ j , which maps any vector h 
Conversely, if an operator
In what follows we shall deal with symmetric five diagonal matrices (operators in 2 (Z + )) of the form
The notation here is consistent with the standard one for Jacobi matrices J ({a n }, {b n }) with the main diagonal {b n } and the second diagonal {a n }.
will also appear on the scene. The matrix F = U F U −1 is called a Jacobi-type model for F . According to the general formula (2.1)
k ∈ Z + . In particular, if q i = 0, then F is unitarily equivalent to the orthogonal sum of two Jacobi matrices. Let µ be a probability measure on the unit circle T with Verblunsky coefficients {α n (µ)} ∞ 0 , α −1 = −1 and CMV matrix C(µ) (see [2] , [8, Section 4.2]). The main object we are working with is the five diagonal matrix
It is easily seen from the expression for CMV matrices ([2], [8, Proposition 4.2.3]) that (2.4)
So D = diag{ρ(α + 1), 0, 0, . . .},
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The above example suggests that in the case lim n α n = α we are interested in the right scaling for the Jacobi-type model F would be (2.5)
It follows directly from (2.5)-(2.8) that under the assumption lim n α n = α, |α| < 1, the scaled Jacobi-type model F satisfies
where J 0 = J ({1}, {0}) is the free Jacobi matrix and K a compact operator.
Lieb-Thirring inequalities
As usual, we denote by σ(T ) the spectrum of a bounded linear operator T . It is well known that under assumption (1.1) the spectrum of the corresponding CMV matrix C(µ) is
where ∆ γ is the closed arc (1.2) and {e iγ + n } ({e iγ − n }) a discrete set of eigenvalues on the upper (lower) semicircle, off the arc ∆ γ , with the endpoints e iγ (e −iγ ) being the only possible accumulation points. By the Spectral Mapping Theorem for the spectrum of F we have
as n → ∞. Clearly, Thus for every p > 0
p with positive constants K 1 , K 2 which depend on |α| and p. Our next step is to find a block Jacobi matrix which dominates the scaled Jacobitype model F (2.5). Let
The calculation of its quadratic form gives
Now put
and so the desired matrix takes the form
We apply the above procedure to G = F (2.5):
. It is clear from the convergence assumption that
The spectrum of the RHS in (3.5) is under control:
(there is no spectrum below −2 by (3.1) and (3.5)). Moreover,
Bargmann-type bounds
Assume that the Verblunsky coefficients α n satisfy n n|α n − α| < ∞, 0 < |α| < 1.
It was proved in [4, Theorem 12 ] that the number N (µ) = N (C) of eigenvalues {e iγ ± n } of the CMV operator C(µ) (the number of mass points of the orthogonality measure µ) off the arc ∆ γ (1.2) is finite. We are looking for quantitative bounds for the value N (µ) in terms of α n .
The procedure described in the previous sections works perfectly well to solve this problem. It follows easily from the above construction that To complete the proof of Theorem 1.2 it remains only to go over from the Jacobi coefficients b in , a in to Verblunsky coefficients α n .
