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Plan
Le but de ce cours est d’introduire la me´thode d’analysemulti-e´chelle (AME) pour des proble`mes d’homoge´ne´isation
pe´riodiques: une pe´riode ε apparaıˆt naturellement dans le proble`me via les coefficients de l’ope´rateur (coeffi-
cient rapidement oscillants) ou la ge´ome´trie du domaine (re´seau pe´riodique de perforations). Le but de l’analyse
est de de´crie le comportement des solution du proble`me pour ε petit. La me´thode AME consiste a` proposer de
fac¸on constructive un Ansatz de de´veloppement en se´rie en puissances de ε et a` en e´tudier la pertinence et la
convergence vers la solution du proble`me initial.
Si, comme on va le voir au Ch.1, ce programme admet une solution naturelle, e´le´gante et relativement facile
d’acce`s quand les conditions aux limitesmacroscopiques sont une conse´quence de la pe´riodicite´microscopique,
il n’en est pas de meˆme dans le cas ge´ne´ral: l’interaction de la pe´riodicite´ et des conditions aux limites macro-
scopiques donne lieu a` (dans le meilleur des cas) a` des phe´nome`nes de couches limites, que l’on doit de´crire
par un Ansatz diffe´rent ou, meˆme, par une approche purement fonctionnelle.
Source principale: [OLE] O. A. OLEINIK, A. S. SHAMAEV, G. A. YOSIFIAN. Mathematical Problems in Elas-
ticity and Homogenization. Studies in mathematics and its applications. North-Holland, Amsterdam 1992.
• Analyse Multi- ´Echelle pour le Tout-Pe´riodique. Ch.1
On se place dans le cas ou` les conditions aux limites de cellule se superposent a` celles sur le domaine.
On trouve le de´veloppement asymptotique complet en puissances entie`res de ε avec des termes a` deux
e´chelles de la forme W
(
x
ε
)
v(x) .
• Analyse Asymptotique a` deux niveaux pour Dirichlet. Ch.2
Dans la situation plus re´aliste d’inde´pendance des conditions aux limites de cellule par rapport a` celles
sur le domaine, on e´tudie la performance d’approximation du de´veloppement multi-e´chelle tronque´ au
deuxie`me niveau. On de´montre une erreur en O(ε1/2) pour la norme H1 . On montrera des re´sultats
de calcul.
• Analyse Multi- ´Echelle pour les proble`mes avec trous. Ch.3 et 4
Apre`s avoir analyse´ le cas des conditions de Neumann et de Dirichlet constant sur le bord des trous
(Ch.3), on examinera plus particulie`rement la situation des perforations avec condition de Dirichlet nulle.
On montrera que l’adjonction des termes de couche limite au bord externe permet une description comple`te
de l’asymptotique a` tous ordres. On illustrera par des calculs effectue´s a` l’aide de la librairie d’e´le´ments
finis ME´LINA.
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Chapitre 1. Analyse Multi-Echelle pour le Tout-Pe´riodique
Domaine macroscopique Ω ⊂ Rn , variable x = (x1, . . . , xn) .
On suppose que Ω est un hyper-cube
∏n
j=1(0, Lj) a` dimensions Lj entie`res. Soit H
1
#
(Ω) l’espace des
fonctions H1(Ω) pe´riodiques sur Ω .
Le comportement rapidement oscillant est de´crit graˆce a` l’introduction de la cellule e´le´mentaire Y qui est le cube
unite´ Y = (0, 1)n , variable y = (y1, . . . , yn) . Soit y → A(y) une application C∞# (Y ) a` valeurs
dans les matrices syme´triques de´finies positives (i.e. pe´riodiques sur Y ).
Soit ε ∈ (0, 1) . On suppose, pour e´viter les proble`mes duˆs aux conditions aux limites macroscopiques, que
ε est de la forme de l’inverse d’un entier: ε = 1
m
.
Proble`me (Pε)
Trouver uε ∈ H1
#
(Ω) avec
∫
Ω
uε(x) dx = 0,
∀v ∈ H1
#
(Ω),
∫
Ω
A
(x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ω
f(x) v(x) dx
Si f ∈ H−1
#
(Ω) est orthogonal aux constantes, le proble`me (Pε) a une solution unique.
On suppose que f ∈ C∞
#
(Ω) . On va essayer de construire un de´veloppement asymptotique en puissances
de ε pour uε . Ceci va passer par l’essai de plusieurs Ansa¨tze successifs, avant d’arriver au bon. On e´crit
d’abord (Pε) sous forme d’un proble`me aux limites et on trouve, en plus des conditions de pe´riodicite´ et de
moyenne nulle
Lεuε = −f, ou` Lε = divA
(
x
ε
)
∇.
Le principe est de chercher uε sous forme d’une se´rie
∑
ℓ∈N
εℓuℓ avec pour chaque ℓ ∈ N
uℓ(ε, x) =W ℓ
(x
ε
)
vℓ(x) =W ℓ(y) vℓ(x)
∣∣∣
y = x
ε
(1)
Avec les notations ∂k =
∂
∂xk
et ∂̂k =
∂
∂yk
la relation fondamentale est
∂k
(
W
(x
ε
)
v(x)
)
=
1
ε
∂̂kW
(x
ε
)
v(x) +W
(x
ε
)
∂kv(x)
Ainsi, l’ope´rateur inte´rieur Lε de (Pε) s’e´crit
∑
jk
(
∂jAjk
(x
ε
)
∂k
)(
W
(x
ε
)
v(x)
)
=∑
jk
(
(ε−1∂̂j + ∂j)Ajk(y)(ε
−1∂̂k + ∂k)
) (
W (y) v(x)
)∣∣∣∣∣
y = x
ε
2
On de´veloppe le membre de droite, utilisant que ∂k et ∂̂k commutent. Regroupant les puissances de ε , on
obtient∑
jk
(
(ε−1∂̂j + ∂j)Ajk(y)(ε
−1∂̂k + ∂k)
) (
W (y) v(x)
)
= (*)
ε−2 A0(∂̂)W (y) v(x)
+ ε−1
(∑
j
A
1,d
j (∂̂)W (y) ∂jv(x) +
∑
k
A
1,g
k (∂̂)W (y) ∂kv(x)
)
+ ε0
∑
j,k
A2jk(∂̂)W (y) ∂jkv(x)
avec les ope´rateurs de cellule
A0W =
∑
jk
∂̂j
(
Ajk(y)(∂̂kW )
)
(2)
A
1,d
j W =
∑
k
Ajk(y)(∂̂kW ) et A
1,g
k W =
∑
j
∂̂j
(
Ajk(y)W
)
(3)
A2jkW = Ajk(y)W. (4)
Ainsi le membre de gauche (*) s’e´crit, avec A1 = A1,g + A1,d :
Lε
(
W
(
x
ε
)
v(x)
)
= ε−2 A0W (y) v(x) + ε−1
∑
j
A1jW (y) ∂jv(x) +
∑
jk
A2jkW (y) ∂jkv(x)
=
2∑
m=0
ε−2+m
∑
|α|=m
Amα (∂̂)W (y) ∂
αv(x) (5)
ou` α = (α1, . . . , αn) est un multi-indice dans Nn , avec sa longueur |α| =
∑
j αj .
Combinant l’Ansatz (1) avec le de´veloppement (5) de l’ope´rateur Lε , on cherche si on peut trouver des suites
W ℓ(y) et vℓ(x) pour re´soudre
2∑
m=0
∞∑
ℓ=0
ε−2+m+ℓ
∑
|α|=m
Amα (∂̂)W
ℓ(y) ∂αvℓ(x) = −f(x).
On identifie les puissances de ε .
−2 A0W 0(y) v0(x) = 0.
Pour avoir une chance de trouver un v0 = 0 , on doit re´soudre A0W 0(y) = 0 .
L’ope´rateur coercif A0 sur les fonctions pe´riodiques a comme noyau les constantes. D’ou`
W 0(y) = 1
´Equation suivante
−1 A0W 1(y) v1(x) +
∑
j
A1jW
0(y) ∂jv
0(x) = 0.
On ressent alors la ne´cessite´ d’un Ansatz plus ge´ne´ral que W 1v1 , a` savoir
∑
kW
1
k v
1
k pour obtenir ne serait-
ce qu’une solution particulie`re. La solution ge´ne´rale s’obtient par superposition avec les solutions de la premie`re
e´quation. Par identification v1j = ∂jv
0
.
3
Nouvelle forme de l’e´quation
−1
∑
j
(
A0W 1j (y) + A
1
jW
0(y)
)
∂jv
0(x) = 0,
qui, avec le fait que A1jW
0 = A
1,g
j W
0 =
∑
k ∂̂kAjk(y) , redonne l’e´quation bien connue des profils
oscillants a` re´soudre dans H1
#
(Y ) pour j = 1, . . . , n :
∑
ik
∂̂i
(
Aik(y)(∂̂kW
1
j )
)
= −
∑
k
∂̂kAjk(y)
´Equation suivante
0 A0W 2 v2(x) +
∑
jk
A1jW
1
k ∂jv
1
k(x) +
∑
jk
A2jkW
0 ∂jkv
0(x) = −f(x) .
Comme, en fait, v1k = ∂kv
0
, on de´duit la ne´cessite´ de l’Ansatz enrichi
∑
jkW
2
jkv
2
jk , en meˆme temps
que l’identification v2jk = ∂jkv
0
. Pour faire le lien entre micro-e´chelle y et macro-e´chelle x , on e´crit les
e´quations, pour j, k = 1, . . . , n :∑
il
∂̂i
(
Ail(y)(∂̂lW
2
jk)
)
+
∑
i
(
∂̂iAij(y) +Aij(y)∂̂i
)
W 1k +Ajk(y) =Mjk
avec Mjk constantes.
Jusqu’a` pre´sent, on n’a pas preˆte´ attention au fait qu’une e´quation du type A0W = G a` re´soudre dans
H1
#
(Y ) exige la condition de compatibilite´
∫
Y
G(y) dy = 0 .
Le second membre
∑
k ∂̂kAjk(y) de l’e´quation du niveau −1 satisfait:∫
Y
∂̂kAjk(y)dy =
∫
Y
Ajk(y)∂̂k1dy = 0 (car les Ajk sont pe´riodiques).
Pour le niveau 0 on doit trouver les const. Mjk et les fonctions pe´riodiques W 2jk
A0W 2jk =Mjk −Ajk(y)−
∑
i
(
∂̂iAij(y) +Aij(y)∂̂i
)
W 1k
Comme
∫
Y
∂̂i(AijW
1
k )(y) dy = 0 , la condition de re´solubilite´ de l’e´quation en W
2
jk est
Mjk =
∫
Y
Ajk(y) +
∑
iAij(y)∂̂iW
1
k (y) dy
D’ou` l’e´quation du niveau 0 : ∑
jk
Mjk∂jkv
0(x) = −f(x)
Ainsi, on a trouve´ les relations, pour tout |α| = 2 , i.e. pour tout α = (α1, α2)
A0W 2α + A
1
α1
W 1α2 + A
2
αW
0 =Mα
4
et, avec l’ope´rateur M0 :=
∑
|α|=2Mα∂
α
, l’e´quation
M0v0(x) + f(x) = 0
On continue l’Ansatz avec le terme d’ordre 3:
v0(x) + ε
∑
|α|=1
W 1α(y) ∂
αv0(x) + ε2
∑
|α|=2
W 2α(y) ∂
αv0(x) + ε3
∑
|α|=3
W 3α(y) ∂
αv0(x)
et on obtient le syste`me:∑
|α|=3
A0W 3α ∂
αv0 +
∑
j
∑
|α|=2
A1jW
2
α ∂j∂
αv0 +
∑
jk
∑
|α|=1
A2jkW
1
α ∂jk∂
αv0 = 0
i.e. ∑
|α|=3
(
A0W 3α + A
1
α1
W 2α2α3 + A
2
α1α2
W 1α3
)
∂αv0 = 0
ou encore,
A0W 3α + A
1
α1
W 2α2α3 + A
2
α1α2
W 1α3 = 0, ∀α, |α| = 3.
Mais A1α1W
2
α2α3
+ A2α1α2W
1
α3
n’a aucune raison d’eˆtre de moyenne nulle... On sauve la situation en
enrichissant a` l’Ansatz par les termes engendre´s par une fonction εv1
εv1(x) + ε2
∑
|α|=1
W 1α(y) ∂
αv1(x) + ε3
∑
|α|=2
W 2α(y) ∂
αv1(x)
et au lieu de ∑
|α|=3
(
A0W 3α + A
1
α1
W 2α2α3 + A
2
α1α2
W 1α3
)
∂αv0 = 0
on obtient∑
|α|=3
(
A0W 3α + A
1
α1
W 2α2α3 + A
2
α1α2
W 1α3
)
∂αv0
+
∑
|α|=2
(
A0W 2α + A
1
α1
W 1α2 + A
2
α1α2
W 0
)
∂αv1 = 0.
Maintenant l’histoire se re´pe`te: il existe des constantes Mα , |α| = 3 , t.q. les e´quations
A0W 3α + A
1
α1
W 2α2α3 + A
2
α1α2
W 1α3 =Mα
aient des solutions W 3α dans H
1
#
(Y ) .
Posant M1 =
∑
|α|=3Mα∂
α il nous reste alors l’e´quation
M1v0 + M0v1 = 0
Maintenant on peut attaquer la re´currence: L’Ansatz de re´solution est
∞∑
m=0
εm
∞∑
ℓ=0
εℓ
∑
|α|=ℓ
W ℓα(y) ∂
αvm(x), y = x
ε
5
ou` les profils pe´riodiques W ℓα sont solutions des e´quations, pour tout α , |α| = ℓ ,
A0W ℓα + A
1
α1
W ℓ−1α2...αℓ + A
2
α1α2
W ℓ−2α3...αℓ =Mα
et, posant Mℓ =
∑
|α|=ℓMα∂
α
, les fonctions en variables lentes vℓ sont solution de
M0vℓ + M1vℓ−1 + . . .+ Mℓv0 = 0
On peut montrer (avec quelque peine!) que l’ope´rateur a` coefficients constants M0 est elliptique.
Jusqu’a` pre´sent on n’a pas tenu compte des conditions aux limites sur ∂Ω .
Sans ajuster les conditions aux limites, aucune estimation n’est possible. Le de´veloppement n’est pas valide´.
C’est le moment ou` l’on peut de´couvrir que l’Ansatz de re´solution n’est pas suffisant....
Dans le cadre de ce Ch.1, on a fait tout ce qu’il faut pour e´viter les difficulte´s: La grille fine εY est cale´e sur le
domaine Ω . Donc pour tout m entier positif,
W ∈ Hm
#
(Y ) et v ∈Wm,∞
#
(Ω) =⇒ W
(
x
ε
)
v(x) ∈ Hm
#
(Ω).
Les conditions aux limites sur la solution uε du proble`me (Pε) sont [uε] = 0 et
[∑
jk νjAjk
(
x
ε
)
∂ku
ε
]
=
0 avec [ ] le saut a` travers les coˆte´s oppose´s de Ω et νj les composantes de la normale. Comme les
coefficients Ajk sont suffisamment re´guliers, les conditions aux limites reviennent simplement a`
[uε] = 0 et [∂νuε] = 0 i.e. [uε] = 0 et [∂juε] = 0, ∀j = 1, . . . , n.
On applique les conditions aux limites a` l’Ansatz∑
m,ℓ≥ 0
εm+ℓ
∑
|α|=ℓ
W ℓα
(
x
ε
)
∂αvm(x).
Comme les profils W ℓα sont pe´riodiques sur Y , les fonctions W
ℓ
α
(
x
ε
)
sont pe´riodiques sur Ω . Donc l’Ansatz
est pe´riodique si
∀m ∈ N, ∀α ∈ Nn,
[
∂αvm
]
= 0
Maintenant on peut fournir la solution comple`te du proble`me et valider l’Ansatz.
On de´termine les profils pe´riodiques W ℓα sur Y par la condition∫
Y
W ℓα(y) dy = 0, ∀ℓ ≥ 1, ∀α ∈ N
n, |α| = ℓ.
On de´termine les vm , m ∈ N , par les conditions pe´riodiques [vm] = 0 , [∂nvm] = 0 , et∫
Ω
vm(x) dx = 0.
Comme f est C∞ -pe´riodique, les vm sont aussi C∞ -pe´riodiques.
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Lemme 1. Pour tout v ∈ C∞
#
(Ω) et tout W ∈ L2
#
(Y ) on a pour ε = 1
m
, m ∈ N∫
Ω
W
(
x
ε
)
v(x) dx =
∫
Y
W (y) dy
∫
Ω
v(x) dx+O(m−∞) , m→∞,
ce qui signifie que pour tout N ∈ N la suite m → mN
∣∣ ∫
Ω
W (mx)v(x) dx−
∫
Y
W
∫
Ω
v
∣∣ est borne´e.
Preuve : Sans restriction on suppose que Ω = (0, 1)n . Soit vj et wk , j, k ∈ Zn les coefficients de
Fourier de v et W sur Ω et Y : on a
v(x) =
∑
j∈Zn
vje
2iπ x·j et W (y) =
∑
k∈Zn
wke
2iπ y·k
On a ∫
Ω
W (mx) v(x) dx =
∑
k∈Zn
wkvkm = w0v0 +
∑
|k|≥1
wkvkm .
Ceci nous donne le re´sultat car w0v0 est e´gal a`
∫
Y
W
∫
Ω
v et, comme v est C∞ pe´riodique, vj est un
O(j−∞) .
Ainsi, pour tout K ≥ 0 , le de´veloppement tronque´
U [K](x, ε) :=
K∑
k=0
εkuk avec uk =
∑
m+ℓ= k
∑
|α|=ℓ
W ℓα
(
x
ε
)
∂αvm(x)
satisfait ∀ε tel que ε−1 ∈ N
[
U [K](·, ε)
]
= 0,
[
∂nU
[K](·, ε)
]
= 0, et
∫
Ω
U [K](x, ε) dx = O(εK+1).
Pour faire les estimations d’erreur, on calcule d’abord l’effet de l’ope´rateur Lε = divA
(
x
ε
)
∇ sur uε−U [K] .
Tenant compte des relations ad hoc on obtient
Lε(uε − U [K]) = εK−1
K∑
m=0
∑
|α|=K−m
∑
|β|=1
A1β(∂̂)W
K−m
α (y) ∂
α+βvm(x)
+ εK−1
K∑
m=0
∑
|α|=K−m−1
∑
|β|=2
A2β(∂̂)W
K−m−1
α (y) ∂
α+βvm(x)
+ εK
K∑
m=0
∑
|α|=K−m−
∑
|β|=2
A2β(∂̂)W
K−m
α (y) ∂
α+βvm(x)
∣∣
y = x
ε
Donc ‖Lε(uε − U [K])‖
L2(Ω)
= O(εK−1) . Comme uε − U [K] est pe´riodique sur Ω et a` moyenne
O(εK+1) , on obtient l’estimation grossie`re
‖uε − U [K]‖
H1(Ω)
= O(εK−1). (6)
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Lemme 2. Pour v ∈W 1,∞(Ω) et W ∈ H1(Ω) on a, quand ε→ 0
‖W
(
x
ε
)
v(x)‖
L2(Ω)
= O(1) et ‖W
(
x
ε
)
v(x)‖
H1(Ω)
= O(ε−1).
Comme ‖uε − U [K]‖
H1(Ω)
≤ ‖uε − U [K+1]‖
H1(Ω)
+ ‖εK+1uK+1‖
H1(Ω)
, on de´duit de (6) et du
Lemme que (et similairement pour la norme L2 )
The´ore`me 3. On a les estimations suivantes entre la solution uε du proble`me (Pε) et le de´veloppement
tronque´ U [K] a` l’ordre K , pour ε = 1
m
(m entier)
‖uε − U [K]‖
L2(Ω)
≤ C εK+1 et ‖uε − U [K]‖
H1(Ω)
≤ C εK
ou` la constante C est inde´pendante de ε . Ces estimations sont ge´ne´riquement optimales.
• Comme corollaire on obtient pour K = 0 :
‖uε − v0‖
L2(Ω)
= O(ε) et ‖uε − v0‖
H1(Ω)
= O(1)
Le deuxie`me re´sultat doit eˆtre mis en relation avec le fait que l’on peut de´montrer par ailleurs la convergence
faible de uε vers v0 dans H1(Ω) .
• Avec K = 1 , on a ‖uε−U [1]‖
H1(Ω)
≤ C ε . Mais sans inclure le terme εv1 , comme ‖εv1‖
H1(Ω)
≤
C ε on obtient
‖uε −
{
v0 + ε
∑n
j=1W
1
j
(
x
ε
)
∂jv
0
}
‖
H1(Ω)
≤ C ε
Par contre, si on veut une estimation en ε2 pour la norme L2(Ω) on doit garder la contribution de εv1 .
• On obtient une approximation de ∇uε en de´rivant v0+ ε
∑n
j=1W
1
j
(
x
ε
)
∂jv
0
. On peut jeter les termes
ε
∑n
j=1W
1
j
(
x
ε
)
∂j,kv
0 qui s’estiment aussi en O(ε) . Posant
P ε = Id +
(
∂̂kW 1j
)
j,k
on obtient la matrice des “correcteurs” et l’estimation
‖∇uε − P ε
(
x
ε
)
∇v0‖
L2(Ω)
= O(ε)
Terminons ce chapitre par quelques remarques sur la re´gularite´.
Pour avoir un sens, le de´veloppement asymptotique complet requiert que les vm soient C∞(Ω) , donc, en
l’occurrence, un second membre C∞ pe´riodique.
Par contre, la re´gularite´ H1(Y ) des profils W ℓα est assure´e par des hypothe`ses faibles sur les coefficients
Ajk(y) . Il suffit qu’ils soient L∞(Y ) (avec l’hypothe`se de coercivite´). Dans ce cas, on doit utiliser la
formulation faible pour les proble`mes impliquant A0(∂̂) .
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Chapitre 2. Analyse Asymptotique a` deux niveaux pour Dirichlet.
Echelle macro: Domaine Ω ⊂ Rn , variable x = (x1, . . . , xn) .
Echelle micro: Cellule Y cube unite´ Y = (0, 1)n , variable y = (y1, . . . , yn) .
On suppose que Ω est un domaine a` bord ∂Ω re´gulier. On conside`re les conditions de Dirichlet sur ∂Ω .
L’espace variationnel est H10(Ω) .
Soit y → A(y) une application C∞
#
(Y ) a` valeurs dans les matrices syme´triques de´finies positives (i.e.
pe´riodiques sur Y ).
Soit ε ∈ (0, 1) quelconque.
Proble`me (PεDir)
Trouver uε ∈ H10(Ω),
∀v ∈ H10(Ω),
∫
Ω
A
(x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ω
f(x) v(x) dx
Pour tout f ∈ H−1(Ω) , le proble`me (PεDir) a une solution unique. On suppose que f ∈ C
∞(Ω) .
Tirant les enseignements du Ch.1, on peut construire un Ansatz en
∞∑
m=0
∞∑
ℓ=0
εm+ℓ
∑
|α|=ℓ
W ℓα(y) ∂
αvm(x), y = x
ε
pour la re´solution de l’e´quation inte´rieure Lεuε = f dans Ω , ou` Lε = divA
(
x
ε
)
∇ .
Le terme d’ordre 0 de la trace Dirichlet de l’Ansatz est v0
∣∣
∂Ω
. Donc on comple`te l’e´quation inte´rieure M0v0 =
−f que doit satisfaire v0 par la condition de Dirichlet nulle:
Proble`me (QDir)
Trouver v0 ∈ H10(Ω),
∀v ∈ H10(Ω),
∫
Ω
∑
jk
Mjk∂kv
0(x) ∂jv(x) dx =
∫
Ω
f(x) v(x) dx
avec
Mjk =
∫
Y
Ajk(y) +
∑
ℓAjℓ(y)∂̂ℓW
1
k (y) dy
Le terme en ε1 de la trace Dirichlet de l’Ansatz est v1(x) +
∑
jW
1
j
(
x
ε
)
∂jv
0(x)
∣∣
∂Ω
.
Bien suˆr, la de´rive´e normale de v0 n’a aucune raison d’eˆtre nulle, donc la partie
∑
jW
1
j
(
x
ε
)
∂jv
0(x) posse`de
ge´ne´riquement une trace non nulle.
Comme, en attendant mieux, on ne voit pas comment choisir la trace de v1(x) pour compenser la trace du
terme pre´ce´dent, on de´cide pour le moment de conside´rer comme approximation de uε l’Ansatz a` deux niveaux
base´ sur v0 la solution du proble`me (QDir)
U(x, ε) := v0(x) + ε
∑
j
W 1j
(
x
ε
)
∂jv
0(x)
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Pour estimer uε − U(ε) , on va e´valuer
‖F (ε)‖
H−1(Ω)
ou` F (ε) := Lε
(
U(ε)− uε
)
et ‖Φ(ε)‖
H1/2(∂Ω)
ou` Φ(ε) :=
(
U(ε)− uε
) ∣∣
∂Ω
.
On a, avec une constante C > 0 inde´pendante de ε :
‖uε − U(ε)‖
H1(Ω)
≤ C
(
‖F (ε)‖
H−1(Ω)
+ ‖Φ(ε)‖
H1/2(∂Ω)
)
. (7)
On rappelle que, cf (5)
Lε
(
W
(
x
ε
)
v(x)
)
= ε−2A0W v + ε−1
∑
j
A1jW ∂jv +
∑
jk
A2jkW ∂j∂kv
Donc (on rappelle que W 0 = 1 )
Lε
(
U(ε)
)
= Lε
(
W 0 v0 + ε
∑
ℓ
W 1ℓ ∂ℓv
0
)
=
ε−1
∑
j
A1jW
0 ∂jv
0 +
∑
jk
A2jkW
0 ∂j∂kv
0 +
ε−1
∑
ℓ
A0W 1ℓ ∂ℓv
0 +
∑
ℓj
A1jW
1
ℓ ∂ℓ∂jv
0 + ε
∑
ℓjk
A2jkW
1
ℓ ∂ℓ∂j∂kv
0
Or A1jW
0 + A0W 1j = 0 et A
2
jkW
0 + A1jW
1
k =Mjk − A
0W 2jk . Donc
Lε
(
W 0 v0 + ε
∑
ℓ
W 1ℓ ∂ℓv
0
)
=
∑
jk
Mjk∂j∂kv
0 −
∑
jk
A0W 2jk ∂j∂kv
0 + ε
∑
ℓjk
A2jkW
1
ℓ ∂ℓ∂j∂kv
0
Comme
∑
jkMjk∂j∂kv
0 = −f , on a trouve´ pour F (ε) = Lε(U(ε)− uε) :
F (ε) = −
∑
jk
A0W 2jk ∂j∂kv
0 + ε
∑
ℓjk
A2jkW
1
ℓ ∂ℓ∂j∂kv
0.
On estime chaque morceau de F (ε) :
(i) Concernant le premier:
‖ εA2jkW
1
ℓ ∂ℓ∂j∂kv
0‖
H−1(Ω)
≤ ‖ εA2jkW
1
ℓ ∂ℓ∂j∂kv
0‖
L2(Ω)
≤ C ε ‖A2jkW
1
ℓ ‖L∞(Y ) ‖v
0‖
H3(Ω)
= O(ε).
(ii) Les termes A0W 2jk ∂j∂kv
0 sont des sommes de termes en ∂̂ℓWv . Soit ϕ ∈ H10(Ω) .∣∣∣ ∫
Ω
∂̂ℓW
(
x
ε
)
v(x)ϕ(x) dx
∣∣∣ = ε ∣∣∣ ∫
Ω
∂ℓW
(
x
ε
)
v(x)ϕ(x) dx
∣∣∣
= ε
∣∣∣ ∫
Ω
W
(
x
ε
)
∂ℓ
(
v(x)ϕ(x)
)
dx
∣∣∣
≤ C ε ‖W‖
L∞(Y )
‖v‖
H1(Ω)
‖ϕ‖
H1(Ω)
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Avec (i) et (ii) on a obtenu
‖F (ε)‖
H−1(Ω)
≤ C ε. (8)
La trace Φ(ε) de U(ε)− uε est en fait e´gale a`
Φ(ε) = ε
∑
ℓ
W 1ℓ
(
x
ε
)
∂ℓv
0(x)
∣∣
∂Ω
.
On doit estimer ‖ εW 1ℓ
(
x
ε
)
∂ℓv
0(x)‖
H1/2(∂Ω)
.
On va construire un rele`vement de εW 1ℓ ∂ℓv
0
∣∣
∂Ω
dans une couche Kε autour du bord. Soit χ ∈ C∞0 (R)
une fonction de troncature telle que χ(t) ≡ 1 si |t| ≤ 1 , χ(t) ≡ 0 si |t| ≥ 2 . Soit r la distance a` ∂Ω .
Le rele`vement conside´re´ est
ε χ
(
r
ε
)
W 1ℓ
(
x
ε
)
∂ℓv
0(x).
Il est a` support dans la couche Kε = {x ∈ Ω; r < 2ε} . Nos estimations reposent sur le
Lemme 4. Pour tout v ∈ H1(Ω) on a ‖v‖
L2(Kε)
≤ C ε1/2‖v‖
H1(Ω)
avec C inde´pendant de ε .
Preuve : Pour 0 < ρ < 2ε , soit Γρ la surface r = ρ . On a la majoration
∃C, ∀ρ < ρ0,
∫
Γρ
|v|2 dσ ≤ C‖v‖
2
H1(Ω)
D’ou`, en inte´grant en ρ de 0 a` 2ε
‖v‖
2
L2(Kε)
≤ C
∫ 2ε
0
∫
Γρ
|v|2 dσdρ ≤ Cε‖v‖
2
H1(Ω)
.
(i) On a:
‖ ε χ
(
r
ε
)
W 1ℓ
(
x
ε
)
∂ℓv
0(x)‖
H1(Ω)
≤ C
(
‖v0‖
H1(Kε)
+ ε‖v0‖
H2(Kε)
)
.
(ii) Or graˆce au Lemme, ‖v0‖
H1(Kε)
≤ Cε1/2‖v0‖
H2(Ω)
On a donc obtenu
‖Φ(ε)‖
H1/2(∂Ω)
≤ C ε1/2. (9)
Les ine´galite´s (7) – (9) donnent
The´ore`me 5. On a l’estimation en e´nergie ‖uε − U(ε)‖
H1(Ω)
≤ O(ε1/2) .
• On n’ame´liore pas l’estimation en ajoutant le terme ε2∑jkW 2jk∂jkv0 a` U(ε) .
• On a la meˆme estimation pour le proble`me de Neumann.
• On verra que cette estimation est optimale (on butte sur la premie`re couche limite de bord).
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Chapitre 3. Proble`mes a` trous.
Apre`s avoir introduit le cadre commun a` tous les proble`mes a` trous que nous e´tudierons, nous conside´rerons dans
ce chapitre deux sortes de conditions aux limites sur le bord des trous correspondant a` la limite des inclusions
molles et dures.
3.1 Ge´ne´ralite´s
Soit un ensemble fini I de “trous”
(
τi
)
i∈I
: chaque τi est un sous-ensemble connexe de la cellule unite´ Y .
Soit ω l’ensemble pe´riodique de pe´riode 1 :
ω =
{
x ∈ Rn ; x = y + z avec y ∈ Y \
(⋃
i∈I τi
)
et z ∈ Zn
}
et on suppose, pour fixer les ide´es que ∂τi ne rencontre pas ∂Y , mais surtout que
Y ∩ ω est connexe.
Pour ε > 0 le domaine de´pend de ε : Ωε = Ω ∩ εω avec les 2 parties de son bord
γε = Ω ∩ ε
(
∂ω
)
et Γε = ∂Ω ∩ Ωε.
Exemple du disque unite´ avec ε = 1
4
. Exemple du disque unite´ avec ε = 1
8
De´crivons maintenant les diffe´rentes conditions aux limites que l’on va e´tudier.
On conside`re toujours les conditions de Dirichlet sur le bord “exte´rieur” (i.e. Γε ).
Sur les bords de cellule γε , on pourra prendre les conditions de
(i) Neumann (Classe 1)
(ii) Dirichlet
{
(iia) constantes sur chaque trou (Classe 1)
(iib) nulles (Classe Exp.)
Espaces variationnels Vε correspondants:
(i) Neumann Vε = H10(Ω
ε,Γε) :=
{
u ∈ H1(Ωε) ; u
∣∣
Γε
= 0
}
(ii) Dirichlet
{
(iia) Vε =
{
u ∈ H10(Ω) ; u = cst dans chaque trou
}
(iib) Vε = H10(Ω
ε)
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Soit A ∈ C∞
#
(Y ) comme d’habitude et ε ∈ (0, 1) quelconque.
Proble`me (Pε) Trouver uε ∈ Vε,
∀v ∈ Vε,
∫
Ωε ou Ω
A
(
x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ωε ou Ω
f(x) v(x) dx
Pour tout f ∈ L2(Ωε) , le proble`me (Pε) a une solution unique. On suppose f ∈ C∞(Ω) .
3.2 Neumann (inclusions molles)
C’est la limite des “inclusions molles” (soft). Cela signifie que ce proble`me est la limite en pre´sence d’un autre
parame`tre, disons δ . Le proble`me avec ce parame`tre est pose´ sur Ω , avec la matrice A de´finie sur Y
de´pendant de δ : sur les τi (qui sont les inclusions), A{δ} = δA{1} et les conditions de Neumann sur le
bord des trous apparaissent a` la limite quand δ → 0 .
L’ope´rateur inte´rieur est Lε = divA
(
x
ε
)
∇ et l’ope´rateur de Neumann sur γε est T ε :
T εu =
∑
jk
νεj (x)Ajk
(
x
ε
)
∂ku
∣∣
γε
ou`, en fait, νε(x) = ν
(
x
ε
)
.
On reprend l’Ansatz e´le´mentaire W
(
x
ε
)
v(x) . On rappelle
Lε
(
W
(
x
ε
)
v(x)
)
= ε−2A0W v + ε−1
∑
j
A1jW ∂jv +
∑
jk
A2jkW ∂j∂kv
et on a
T ε
(
W
(
x
ε
)
v(x)
) ∣∣
γε
= ε−1B0W v +
∑
j
B1jW ∂jv
avec
B0W =
∑
jk
νj(y)Ajk(y)∂̂kW
∣∣
Y ∩ ∂ω
et B1W =
∑
j
νj(y)Ajk(y)W
∣∣
Y ∩ ∂ω
.
On voit que B0 est l’ope´rateur de Neumann associe´ a` A0 , et B1 celui de A1 .
On commence l’Ansatz par W 0
(
x
ε
)
v0(x) et par identification des puissances ε−2 pour l’e´quation inte´rieure
et ε−1 pour la condition de Neumann on trouve le proble`me aux limites cellulaire{
A0W 0 = 0 dans Y ∩ ω
B0W 0 = 0 sur Y ∩ ∂ω et W 0 1-pe´riodique.
dont la solution est W 0 = 1 comme auparavant.
Ainsi on continue l’Ansatz comme d’habitude par
∑
jW
1
j
(
x
ε
)
∂jv
0(x) et on trouve les e´quations{
A0W 1j + A
1
jW
0 = 0 dans Y ∩ ω
B0W 1j + B
1
jW
0 = 0 sur Y ∩ ∂ω et W 1j 1-pe´riodique.
Avec l’espace H1
#
(Y ∩ ω) des fonctions H1 sur Y ∩ ω et 1 -pe´riodiques, et les application biline´aires
a0(W,V ) =
∑
ℓk
Aℓk(y)∂̂kW ∂̂ℓV et a1j (W,V ) =
∑
ℓ
Aℓj(y)W ∂̂ℓV
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la formulation variationnelle est:
Proble`me (O#)
Trouver W 1j ∈ H
1
#
(Y ∩ ω),
∀V ∈ H1
#
(Y ∩ ω),
∫
Y ∩ω
a0(W 1j , V ) dy = −
∫
Y ∩ω
a1j (W
0, V ) dy
qui est re´soluble, car son second membre est orthogonal aux constantes.
La re´solution du proble`me pour trouver les prochains profils W 2jk{
A0W 2jk + A
1
jW
1
k + A
2
jkW
0 =Mjk dans Y ∩ ω
B0W 2jk + B
1
jW
1
k = 0 sur Y ∩ ∂ω et W
2
jk 1-pe´riodique.
est un proble`me de Neumann dans H1
#
(Y ∩ω) et requiert encore la condition de compatibilite´ d’orthogonalite´
aux constantes, d’ou` la de´termination des coefficients Mjk tels que∫
Y ∩ω
Mjk dy =
∫
Y ∩ω
Ajk(y) +
∑
iAij(y)∂̂iW
1
k (y) dy
D’ou`
Mjk =
(
mes (Y ∩ ω)
)−1 ∫
Y ∩ω
Ajk(y) +
∑
iAij(y)∂̂iW
1
k (y) dy
et v0 est solution du proble`me de Dirichlet sur Ω :
v0 ∈ H10(Ω),
∑
jk
Mjk∂jkv
0 = −f.
D’ou` le de´marrage pour l’Ansatz de re´solution inte´rieur du proble`me (Pε)
∂αv0(x)
∣∣
Ωε
+ ε
∑
j
W 1j (y)
∣∣
Y ∩ω
∂jv
0(x)
∣∣
Ωε
+ ε2
∑
jk
W 2jk(y)
∣∣
Y ∩ω
∂jkv
0(x)
∣∣
Ωε
, y = x
ε
On en tire les meˆmes estimations pour l’asymptotique a` deux niveaux que dans le cas sans trous, cf Th. 5.
3.3 Dirichlet constant (inclusions dures)
C’est la limite (stiff), c’est-a`-dire quand δ →∞ , cf de´but du § pre´ce´dent.
Soit τ εi , i ∈ I
ε l’ensemble des trous contenus dans Ω et
on note ∂εΩ la re´union de Γε avec le bord des trous in-
comple`tement contenus dans Ω .
Pour v ∈ H1(Ω) , on a v ∈ Vε iff
v
∣∣
∂εΩ
= 0 et v
∣∣
τεi
= cεi , c
ε
i constantes.
Proble`me (Pε): Trouver uε ∈ Vε,
∀v ∈ Vε,
∫
Ω
A
(
x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ω
f(x) v(x) dx.
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Equations du proble`me (Pε) : ∀i ∈ Iε , ∃cεi ∈ R , u
ε
∣∣
τεi
= cεi et
Lεuε = −f dans Ωε, et
∫
∂τεi
T εuε dσ =
∫
τεi
f(x) dx, ∀i ∈ Iε.
L’e´quation inte´rieure est trouve´e de fac¸on classique avec des fonctions test dans C∞0 (Ω
ε) et la deuxie`me avec
une fonction test qui vaut 1 dans le trou τ εi et 0 dans les autres. Ainsi, le proble`me (P
ε) admet des conditions
de Dirichlet relaxe´e sur le bord des trous, et, en compensation, une condition de Neumann en moyenne sur le
bord de chaque trou.
On commence l’analyse par un re´sultat de re´solution pour un proble`me de cellule.
Lemme 6. Soit Gi ∈ H3/2(∂τi) et di ∈ H1/2(∂τi) , i ∈ I (ensemble des trous dans Y ) et
F ∈ L2(Y ∩ ω) . Le proble`me de cellule est:
(O)

A0W = F dans Y ∩ ω∫
∂τi
B0W dσy =
∫
∂τi
di dσy ∀i ∈ I
∃ci ∈ R, W
∣∣
∂τi
= Gi + ci, ∀i ∈ I et W 1-pe´riodique.
Il existe une solution W ∈ H1
#
(Y ∩ ω) (unique a` une constante additive pre`s) ssi∫
Y ∩ω
F (y) dy =
∑
i
∫
∂τi
di dσy .
Preuve : Soit G ∈ H2(Y ∩ ω) , un rele`vement 1-pe´riodique des traces Gi , i ∈ I . On pose A0G = F˘
et
∫
∂τi
B0G =
∫
∂τi
d˘i . L’inte´gration par parties contre 1 donne∫
Y ∩ω
F˘ (y) dy =
∫
Y ∩ω
A0G(y) dy =
∫
Y ∩∂ω
B0G dσy =
∑
i∈I
∫
∂τi
d˘i dσy.
On peut donc se ramener a` Gi = 0 , i ∈ I . On re´sout le proble`me (O) avec Gi = 0 par formulation
variationnelle sur
V#(Y ) =
{
V ∈ H1
#
(Y ) ; ∇V
∣∣
τi
= 0, i ∈ I
}
.
Trouver W ∈ V#(Y )
∀W ∈ V#(Y ),
∫
Y
a0(W,V ) dy =
∫
Y ∩ω
F V dy −
∑
i∈I
∫
∂τi
di V dσy.
La forme (W,V ) →
∫
Y
a0(W,V ) dy est coercive sur V (Y )/R . La re´solubilite´ est assure´e par l’orthogonalite´
du second membre aux constantes, i.e.∫
Y ∩ω
F dy −
∑
i∈I
∫
∂τi
di dσy = 0,
· · · qui est l’hypothe`se.
On part de l’Ansatz a` 3 niveaux habituel, avec y = x
ε
:
W 0(y) v0(x) + ε
∑
j
W 1j (y) ∂jv
0(x) + ε2
∑
jk
W 2jk(y) ∂jkv
0(x) + . . .
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On e´tudie successivement l’effet sur l’Ansatz des e´quations
(a) Lεuε = −f ,
(b) uε = cεi sur ∂τ εi
(c) ∫
∂τεi
T εuε dσ =
∫
τεi
f(x) dx
• L’e´quation Lεuε = −f se traduit aux ordres 0 , 1 et 2 par
(a0) A0W 0 = 0
(a1) A0W 1j + A1jW 0 = 0 ,
(a2) A0W 2jk + A1jW 1k + A2jkW 0 =Mjk ∈ R et
∑
jkMjk∂jkv
0 = −f
• L’e´quation uε = cεi sur ∂τ
ε
i se traduit a` l’ordre 0 par
(b0) W 0 = c0i sur ∂τi ou` τi = ε−1τ εi .
Comme on ne peut imposer a` v0 d’eˆtre constant sur ∂τ εi , on regarde son de´veloppement de Taylor en
x = ζ + εy , ζ ∈ εZn , y ∈ Y :
v0(ζ + εy) = v0(ζ) + ε
∑
j
yj∂jv
0(x)− ε2
∑
jk
1
2
yjyk∂jkv
0(x) + . . .
D’ou`, pour y ∈ ∂τi et x = ζ + εy ∈ ∂τ εi :
W 0v0(x) + ε
∑
j
W 1j (y) ∂jv
0(x) ≃ c0i v
0(ζ) + ε
∑
j
(W 1j (y) + yjW
0) ∂jv
0(x)
On de´duit
(b1) W 1j (y) + yjW 0 = c1i,j sur ∂τi
De´veloppant
∂jv
0(ζ + εy) = ∂jv
0(ζ) + ε
∑
k
yk∂jkv
0(x) + . . .
on trouve de meˆme
(b2) W 2jk(y) + yjW 1k + 12yjykW 0 = c2i,jk sur ∂τi
• L’e´quation
∫
∂τεi
T εuε dσ =
∫
τεi
f(x) dx se traduit a` l’ordre 0 par
(c0) ∫
∂τi
B0W 0 dσ = 0
Lemme 7. Les seules solutions du syste`me (a0), (b0), (c0) sont les constantes sur Y ∩ ω . D’ou` W 0 = 1 .
On rappelle que, avec B0 l’ope´rateur de Neumann associe´ a` A0 , et B1 celui de A1 :
T ε
(
W
(
x
ε
)
v(x)
) ∣∣
γε
= ε−1B0W v +
∑
j
B1jW ∂jv.
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Remplac¸ant uε par l’Ansatz a` 3 niveaux, l’e´quation devient, par scaling de τ εi sur τi∫
∂τi
{
ε−2 B0W 0 v0(ζ + εy) + ε−1
∑
j
(
B0W 1j (y) + B
1
jW
0
)
∂jv
0(ζ + εy)
+
∑
jk
(
B0W 2jk(y) + B
1
jW
1
k (y)
)
∂jkv
0(ζ + εy)
}
dσy ≃
∫
τi
f(ζ + εy) dy.
Comme W 0 = 1 , B0W 0 ≡ 0 et le terme en ε−2 disparaıˆt. L’annulation du terme en ε−1 donne :
(c1) ∫
∂τi
(
B0W 1j + B
1
jW
0
)
dσy = 0
Avec le de´veloppement de Taylor ∂jv0(ζ + εy) ≃ ∂jv0(ζ) + ε
∑
k
yk∂jkv
0(x) :
(c2) ∫
∂τi
(
B0W 2jk + B
1
jW
1
k + yk
(
B0W 1j + B
1
jW
0
))
dσy = mi,jk
• Pour tout j le syste`me (a1), (b1), (c1) d’inconnue W 1j s’e´crit:
A0W 1j = − A
1
jW
0, dans Y ∩ ω∫
∂τi
B0W 1j = −
∫
∂τi
B1jW
0 dσ, ∀i ∈ I
∃c1i,j ∈ R, W
1
j
∣∣
∂τi
= − yj + c
1
i,j, ∀i ∈ I et W
1
j 1-pe´riodique.
Il est re´soluble car il satisfait la condition de compatibilite´, cf Lemme 6∫
Y ∩ω
A1jW
0 dy =
∫
Y ∩ ∂ω
B1jW
0 dσy.
• Pour tout j, k le syste`me (a2), (b2), (c2) d’inconnue W 2jk s’e´crit:
A0W 2jk = Mjk − A
1
jW
1
k − A
2
jkW
0,∫
∂τi
B0W 2jk = mi,jk −
∫
∂τi
B1jW
1
k + yk
(
B0W 1j + B
1
jW
0
)
dσ
∃c2i,jk ∈ R, W
2
jk
∣∣
∂τi
= − yjW
1
k +
1
2
yjykW
0 + c2i,jk,
comple´te´ par les e´quations sur v0∑
jk
Mjk∂jkv
0(x) = −f(x) et
∀i ∈ I,
∑
jk
mi,jk ∂jkv
0(ζ + εy) =
∫
τi
f(ζ + εy) dy.
La deuxie`me relation s’e´crivant∑
jk
mi,jk ∂jkv
0(ζ) =
∫
τi
f(ζ) dy +O(ε)
on obtient que ∀i ∈ I , mi,jk = −mes τiMjk
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La condition de compatibilite´ su syste`me (a2), (b2), (c2) s’e´crit:∫
Y ∩ω
(
Mjk − A
1
jW
1
k − A
2
jkW
0
)
dy =
−
∑
i∈I
{
mes τiMjk +
∫
∂τi
B1jW
1
k + yk
(
B0W 1j + B
1
jW
0
)
dσ
}
Les relations mes (Y ∩ω)+
∑
i mes τi = mesY = 1 et
∫
Y ∩ω A
1
jW
1
k =
∑
i∈I
∫
∂τi
B1jW
1
k donnent
Mjk =
∫
Y ∩ω
Ajk dy −
∑
i∈I
∫
∂τi
yk
(
B0W 1j + B
1
jW
0
)
dσ
Le dernier terme est
∫
Y ∩ ∂ω[· · · ] donc e´gal a`∫
Y ∩ω
− yk
(
A0W 1j + A
1
jW
0
)︸ ︷︷ ︸
= 0
+ a0(W 1j , yk) + a
1
j (W
0, yk)︸ ︷︷ ︸
= 0
dy
D’ou`, finalement
Mjk =
∫
Y ∩ω
Ajk(y) +
∑
ℓ
Akℓ(y)∂̂ℓW
1
j (y) dy
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Chapitre 4. Proble`mes a` trous Dirichlet.
Soit un ensemble fini I de “trous”
(
τi
)
i∈I
: chaque τi est un sous-ensemble connexe de la cellule unite´ Y .
Soit ω l’ensemble pe´riodique de pe´riode 1 :
ω =
{
x ∈ Rn ; x = y + z avec y ∈ Y \
(⋃
i∈I τi
)
et z ∈ Zn
}
et on suppose que Y ∩ ω est connexe. Pour ε > 0 le domaine de´pend de ε : Ωε = Ω ∩ εω avec les 2
parties de son bord
γε = Ω ∩ ε
(
∂ω
)
et Γε = ∂Ω ∩ Ωε.
Soit A ∈ C∞
#
(Y ) comme d’habitude et ε ∈ (0, 1) quelconque.
Proble`me (Pε) :
Trouver uε ∈ H10(Ω
ε),
∀v ∈ H10(Ω
ε),
∫
Ωε
A
(
x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ωε
f(x) v(x) dx
Pour tout f ∈ L2(Ωε) , le proble`me (Pε) a une solution unique. On suppose f ∈ C∞(Ω) .
4.1 Ansatz inte´rieur
On part de l’Ansatz habituel, avec y = x
ε
:
W 0(y) v0(x) + ε
∑
j
W 1j (y) ∂jv
0(x) + ε2
∑
jk
W 2jk(y) ∂jkv
0(x) + . . .
L’e´quation Lεuε = −f se traduit par
(a0) A0W 0 = 0
(a1) A0W 1j + A1jW 0 = 0
L’e´quation uε = 0 sur ∂τ εi se traduit par
(b0) W 0 = 0 sur ∂τi
(b1) W 1 = 0 sur ∂τi
La seule solution du syste`me (a0) – (b0) est W 0 = 0 sur Y ∩ ω .
C’est la 1e fois qu’on voit apparaıˆtre W 0 = 0 au lieu de W0 = 1 . “Classe exceptionnelle”.
La seule solution du syste`me (a1) – (b1) est W 1j = 0 sur Y ∩ ω .
On modifie l’Ansatz habituel en:
ε2W 2(y) v0(x) + ε3
∑
j
W 3j (y) ∂jv
0(x) + ε4
∑
jk
W 4jk(y) ∂jkv
0(x) + . . .
L’e´quation Lεuε = −f se traduit par
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(a2) A0W 2 = −1 et v0 = f
(a3) A0W 3j + A1jW 2 = 0
L’e´quation uε = 0 sur ∂τ εi se traduit par
(b2) W 2 = 0 sur ∂τi
(b3) W 3 = 0 sur ∂τi
La forme int-diff a0 associe´e a` A0 est coercive sur {V ∈ H1
#
(Y ∩ ω) ; V
∣∣
∂ω
= 0}
=⇒ Les syste`mes (a2) – (b2) et (a3) – (b3) ont une unique solution sur Y ∩ ω , etc ........
On a obtenu l’Ansatz inte´rieur.
ε2W 2(y) f(x) + ε3
∑
j
W 3j (y) ∂jf(x) + ε
4
∑
jk
W 4jk(y) ∂jkf(x) + . . .
qui re´sout Lεuε = −f dans Ωε et uε = 0 sur γε .
Il reste la condition de Dirichlet sur le bord exte´rieur Γε = ∂Ω ∪ Ωε .
The´ore`me 8. Si f ∈ C∞0 (Ω) , pour tout α , ∂αf
∣∣
∂Ω
= 0 , l’Ansatz
∞∑
ℓ=0
ε2+ℓ
∑
|α|=ℓ
W 2+ℓα (y) ∂
αf(x)
∣∣∣
y = x
ε
(10)
satisfait les conditions de Dirichlet sur Γε . De plus on a les meˆmes estimations pour uε − U [K] (sommes
partielles de l’Ansatz) que dans le cas “tout pe´riodique”, voir The´ore`me 3.
4.2 Pre´paration aux couches limites
Dans le cas ou` f ne s’annule pas a` l’ordre infini sur ∂Ω , on va construire un
Ansatz comple´mentaire “couche limite”
pour corriger au bord l’Ansatz (10). En effet l’Ansatz utilise´ jusqu’a` pre´sent n’est visiblement pas suffisant. On
espe`re que les termes de secours que l’on va maintenant construire et examiner vont de´croıˆtre exponentielle-
ment rapidement lorsqu’on s’e´loigne du bord ∂Ω , c’est-a`-dire en e−µr/ε ou` r est la distance a` ∂Ω et µ
serait un nombre > 0 . Pourquoi s’attendrait-on a` c¸a ? Par expe´rience avec d’autres proble`mes... L’analyse
mathe´matique de ces nouveaux objets repose sur deux lemmes, dont le premier est le fameux “lemme inf-sup”,
duˆ a` BABUSˇKA (a) (1971), et le deuxie`me utilise le lemme inf-sup et la coercivite´ “cellulaire” de notre ope´rateur
avec conditions de Dirichlet sur les trous.
(a) Voir par exemple le Th. 1.15 dans
[S] C. SCHWAB. p - and hp -finite element methods. Theory and applications in solid and fluid mechanics.
The Clarendon Press Oxford University Press, New York 1998.
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Lemme 9. Soit U et V deux espaces de Hilbert et V′ le dual de V , c’est-a`-dire avec la norme
‖F‖
V′
= sup
V ∈V
F (V )
‖V ‖
V
Soit a une forme biline´aire U × V → R et A l’ope´rateur associe´ U → V′ qui a` U associe V →
a(U, V ) . On suppose les trois conditions suivantes:
(i) Il existe C0 > 0 tel que
∀U ∈ U, ∀V ∈ V, |a(U, V )| ≤ C0‖U‖
U
‖V ‖
V
,
(ii) Il existe γ0 tel que
∀U ∈ U, ∃V ∈ V, a(U, V ) ≥ γ0‖U‖
U
‖V ‖
V
(iii) On a
∀V ∈ V, V = 0, ∃U ∈ U, a(U, V ) > 0 .
Alors A est continu inversible et
‖A‖
U→V′
≤ C0 et ‖A−1‖
V′→U
≤ γ−10 .
Le deuxie`me lemme requiert l’introduction d’espaces a` poids. Soit Θ un ouvert (borne´ ou non) dans Rn . Soit
µ un re´el et ρ une fonction C1 sur Rn . On introduit
H1,{µ}(Θ) =
{
U ∈ D′(Θ) ; eµρU ∈ L2(Θ), eµρ∇U ∈ L2(Θ)n
}
.
On note H1,{µ}0 (Θ) le sous espace de H1,{µ}(Θ) des fonctions a` trace nulles sur ∂Θ .
Remarque 10.
L’espace H1,{µ}(Θ) est e´quivalemment l’espace des U tels que eµρU est dans H1(Θ) .
Lemme 11. Soit ρ une fonction C1 sur Rn telle que
∃M > 0, ∀y ∈ Rn, k = 1, . . . , n, |∂kρ(y)| ≤M. (11)
Soit Θ ⊂ Rn un ouvert. Soit µ ∈ R . Soit U = H1,{µ}0 (Θ ∩ ω) et V = H
1,{−µ}
0 (Θ ∩ ω) avec les
normes
‖U‖
U
= ‖eµρ∇U‖
L2(Θ∩ω)
et ‖V ‖
V
= ‖e−µρ∇V ‖
L2(Θ∩ω)
.
Soit a la forme
a(U, V ) =
∫
Θ∩ω
∑
ℓk
Aℓk(y)∂̂kU ∂̂ℓV dy .
Alors il existe µ0 > 0 tel que ∀µ , |µ| ≤ µ0 , la forme a satisfait les hypothe`ses du Lemme 9 (avec
certaines constantes C0 et γ0 ). De plus, les constantes µ0 , C0 et γ0 ne de´pendent que de ω , A , et
M (et, donc, pas de Θ ).
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Preuve : La continuite´ (condition (i) du Lemme 9) est e´vidente.
Montrons (ii) (ce qui montrera aussi (iii) au passage).
Soit U ∈ U et V = e2µρU . Soit W = eµρU = e−µρV . Noter que W ∈ H1(Θ ∩ ω) , cf Rem. 10.
On a
a(U, V ) =
∫
Θ∩ω
A(y)∇U ∇V dy =
∫
Θ∩ω
A(y)∇(e−µρW )∇(eµρW ) dy.
Mais ∇(e−µρW ) = e−µρ∇W + [e−µρ,∇]W et ∇(eµρW ) = eµρ∇W + [eµρ,∇]W .
Or [e±µρ, ∂k]W = ±µe±µρ(∂kρ)W . Donc
a(U, V ) ≥
∫
Θ∩ω
A(y)∇W ∇W dy − b(W,W ) (12)
ou` b satisfait, avec C1 := nM maxA
|b(W,W )| ≤ µC1‖W‖H1(Θ∩ω) ‖W‖L2(Θ∩ω) + µ
2C21‖W‖
2
L2(Θ∩ω)
. (13)
Soit W˜ le prolongement de W par 0 sur ω . On a (avec Yz le translate´ par z de la cellule Y )∫
Θ∩ω
A(y)∇W ∇W dy =
∫
ω
A(y)∇W˜ ∇W˜ dy
=
∑
z∈Zn
∫
Yz∩ω
A(y)∇W˜ ∇W˜ dy
≥
∑
z∈Zn
γ‖W˜‖
2
H1(Yz∩ω)
(14)
Dans (18), on a utilise´ la coercivite´ de a sur chaque cellule Yz ∩ ω (la constante γ est e´videmment
inde´pendante de z ). Graˆce au facteur µ dans (13), (12)–(18) donnent le re´sultat.
4.2 Couches limites dans le cas semi-pe´riodique
Comme exemple de cas ou` un terme de couche limite structure´ apparaıˆt, on va conside´rer une situation a` peine
plus re´aliste que le “tout-pe´riodique”, c’est le “semi-pe´riodique”.
Pour Ω = (0, 1)n−1 × (a, b) ∋ (x1, . . . , xn−1, xn) = (x′, xn) on conside`re Ωε = Ω ∩ εω .
On note H1(Ωε, γε) le sous-espace de H1(Ωε) des fonctions a` trace nulle sur le bord γε = Ω ∩ ε∂ω
des trous.
Soit H1
#,... ,#,0(Ω
ε, γε) le sous-espace de H1(Ωε, γε) des fonctions u pe´riodiques en x′ et telles que
u(x′, a) = u(x′, b) = 0, ∀x′ ∈ (0, 1)n−1.
Pour ε = 1
m
, et avec f ∈ C∞
#,... ,#, • (Ω) (i.e. pe´riodique en x′ et C∞ en xn ) on conside`re le
Proble`me (Pε)
Trouver uε ∈ H1
#,... ,#,0(Ω
ε),
∀v ∈ H1
#,... ,#,0(Ω
ε),
∫
Ωε
A
(x
ε
)
∇uε(x) · ∇v(x) dx =
∫
Ωε
f(x) v(x) dx
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L’Ansatz “inte´rieur” (10) ∑ℓ≥0 ε2+ℓ∑|α|=ℓW 2+ℓα (y) ∂αf(x) satisfait les conditions de pe´riodicite´ en
x′ = (x1, . . . , xn−1) car f les satisfait et car ε = 1m .
On compensera les traces en xn = a , resp. xn = b de W 2+ℓα (y) ∂
αf(x) par des termes en
B±α [ε](y
′, X±n ) ∂
αf(x), avec y′ =
x′
ε
, X+n =
xn − a
ε
resp. X−n =
b− xn
ε
.
Soit
Σ±[ε] =
{
(y′, X±n ) ∈ (0, 1)
n−1 × R+ ; y (b) ∈ ω
}
et γ± = Σ± ∩ ∂ω . Pour µ ∈ R , soit H1,{µ}(Σ±) l’espace a` poids avec la norme
‖U‖
H1,{µ}(Σ±)
:= ‖eµX
±
n∇U‖
L2(Σ±)
et on note son sous-espace de fonctions pe´riodiques en y′ = (y1, . . . , yn−1) et a` trace 0 sur γ± par
H1,{µ}
#,... ,#, • (Σ
±, γ±) .
Proposition 12. Il existe µ > 0 tel que ∀ε = 1
m
, il existe une unique solution
B±α [ε] ∈ H
1,{µ}
#,... ,#, • (Σ
±, γ±), |α| = ℓ, ℓ = 0, 1, . . . ,
au proble`me de Dirichlet (L±)
(L±)

A0(y)B±α (y
′, X±n ) = −F
±
α , dans Σ
±
B+α (y
′, 0) = W 2+ℓα (y)
∣∣
yn =
a
ε
, i.e. trace en xn = a
B−α (y
′, 0) = W 2+ℓα (y)
∣∣
yn =
b
ε
, i.e. trace en xn = b
avec les second membres inte´rieurs de´finis successivement par re´currence par
F±0 = 0, F
±
j = A
1
jB
±
0 , . . . , Fα = A
1
α1
B±α2...αℓ + A
2
α1α2
B±α3...αℓ
Preuve : On fixe a et on omet le “+ ”. On se rame`ne a` un proble`me a` trace Dirichlet nulle en relevant la trace
W 2+ℓα par χ(Xn)W
2+ℓ
α , avec χ ∈ C
∞
0 (R) , qui vaut 1 pour 0 ≤ Xn ≤ 1 et 0 pour Xn ≥ 2 . Le
nouveau proble`me est, avec F˜α = A0(χW 2+ℓα )
A0(y)B˜α = F˜α + Fα et B˜α
∣∣
Xn=0
= 0.
Avec U := {U ∈ H1,{µ}#,... ,#, • (Σ, γ) ; U
∣∣
Xn=0
= 0} , et V son analogue pour −µ , on se retrouve
dans une situation similaire au Lemme 11, avec Θ ∩ ω = Σ , ρ = Xn (et la pe´riodicite´ en y′ en plus, ce
qui ne change rien aux conclusions).
D’ou` l’existence de Bα = χW 2+ℓα − B˜α dans H
1,{µ}
#,... ,#, • (Σ, γ) .
(b) Ici y = (y1, . . . , yn−1, yn) ∈ Y avec yn = X+n + a/ε , resp. yn = −X+n + b/ε .
23
On peut maintenant e´crire le de´veloppement asymptotique de la solution uε :
∞∑
ℓ=0
ε2+ℓ
∑
|α|=ℓ
{
W 2+ℓα
(
x
ε
)
−B+α [ε]
(
x′
ε
, xn−a
ε
)
−B−α [ε]
(
x′
ε
, b−xn
ε
)}
∂αf(x) (15)
La trace de B+α sur xn = b n’est pas nulle a priori, mais, correspondant a` la valeur X
+
n = (b− a)/ε , elle
se comporte en e−µ(b−a)/ε qui est un O(ε∞) .
Utilisant le fait que B±α est inte´grable sur Σ
±
, on montre que
‖B+α
(
x′
ε
, xn−a
ε
)
‖
L2(Ωε)
= O(ε1/2) et ‖B+α
(
x′
ε
, xn−a
ε
)
‖
H1(Ωε)
= O(ε−1/2).
On note d’autre part que
‖W 2+ℓα
(
x
ε
)
‖
L2(Ωε)
= O(1) et ‖W 2+ℓα
(
x
ε
)
‖
H1(Ωε)
= O(ε−1).
On en de´duit:
The´ore`me 13. On a les estimations d’erreurs relatives
‖uε − ε2W 2
(
x
ε
)
f(x)‖
H1(Ωε)
≤ Cε1/2‖uε‖
H1(Ωε)
et de meˆme avec les normes L2(Ωε) . Posant
U [K] :=
K∑
ℓ=0
ε2+ℓ
∑
|α|=ℓ
{
W 2+ℓα
(
x
ε
)
−B+α [ε]
(
x′
ε
, xn−a
ε
)
−B−α [ε]
(
x′
ε
, b−xn
ε
)}
∂αf(x)
on a
‖uε − U [K]‖
H1(Ωε)
≤ CεK+1‖uε‖
H1(Ωε)
Si (et seulement si) a ∈ Z , la bande Σ+ ne de´pend pas de ε , et le terme B+α , comme fonction sur Σ+ ,
ne de´pend pas de ε non plus. On dit alors que c’est un profil. On a l’analogue pour Σ− et B−α si b ∈ Z .
Ainsi, seulement si a et b sont entiers, on a un vrai de´veloppement asymptotique a` 3 e´chelles:
• Macro x • Micro pe´riodique y • Micro semi-pe´riodique et exp. de´croissante (y′, Xn) .
Cependant, meˆme si a ou b n’est pas entier, on a des estimations uniformes (par l’application des lemmes 11
et 9) sur les Bα[ε] :
∀α, ∃C, ∀ε > 0, ‖eµX
±
n∇B±α [ε]‖L2(Σ[ε]) ≤ C .
Avec H{̺} l’homothe´tie de rapport ̺ , soit Θε := H{ε−1}(Ω) ∩ ω et soit Υε la partie de ∂Θε
correspondant a` xn = a ou b . On de´finit Bα sur Θε par
Bα(y) := B
+
α (y
′, yn −
a
ε
) +B−α (y
′, b
ε
− yn)
et on a l’estimation, avec Yz := Y + z la cellule translate´e et R(z) la distance de z a` Υε
∀α, ∃C, ∀z ∈ Zn, ∀ε > 0, ‖∇Bα[ε]‖L2(Yz∩Θε)
≤ Ce−µR(z). (16)
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4.3 Couches limites dans le cas ge´ne´ral
On revient a` la situation de de´part ou` Ω est un domaine re´gulier et les conditions aux limites externes sont
Dirichlet sur Γε = ∂Ω ∩ εω . Soit r la distance au bord de Ω .
Soit Θε := H{ε−1}(Ωε) = H{ε−1}(Ω) ∩ ω , ou` H{̺} est l’homothe´tie de rapport ̺ .
Soit Υε = H{ε−1}(∂Ω) ∩ ω le bord externe de Θε . La variable dans Θε est y .
La compensation au bord est fournie par
Proposition 14. Soit ℓ et α , |α| = ℓ . Soit Bα[ε] la solution du proble`me de Dirichlet{
A0(y)Bα[ε] = −Fα[ε], dans Θε
Bα[ε] = W
2+ℓ
α sur Υ
ε.
avec Fα de´fini par re´currence par Fα = A1α1B
±
α2...αℓ
+ A2α1α2B
±
α3...αℓ
. Alors il existe µ > 0 et C
tels que pour tout ε > 0 on ait l’estimation
‖eµR∇Bα[ε]‖L2(Θε) ≤ C‖W
2+ℓ
α ‖H1/2(Υε) (17)
ou` R = r/ε est la distance au bord de H{ε−1}(Ω) .
Preuve : Conse´quence directe des lemmes 11 et 9, apre`s un argument de rele`vement de trace comme dans la
preuve de la proposition 12.
On peut maintenant e´crire le de´veloppement asymptotique de la solution uε :
∞∑
ℓ=0
ε2+ℓ
∑
|α|=ℓ
{
W 2+ℓα
(
x
ε
)
−Bα[ε]
(
x
ε
)}
∂αf(x) (18)
Pour R0 > 0 , soit ΘεR<R0 la couronne {y ∈ Θ
ε ; R(y) < R0} . On de´duit de (17)
‖eµR∇Bα[ε]‖L2(Θε) ≤ C‖W
2+ℓ
α ‖H1(ΘεR<1)
.
A cause de la pe´riodicite´ de W 2+ℓα dans toutes les directions, on a
‖W 2+ℓα ‖
2
H1(ΘεR<1)
= O(ε−(n−1)) et ‖W 2+ℓα ‖
2
H1(Θε)
= O(ε−n).
D’ou` l’estimation relative
‖eµR∇Bα[ε]‖L2(Θε) ≤ Cε
1/2‖W 2+ℓα ‖H1(Θε) ,
qui implique, comme dans le cas semi-pe´riodique
‖uε − ε2W 2
(
x
ε
)
f(x)‖
H1(Ωε)
≤ Cε1/2‖uε‖
H1(Ωε)
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Les compensations au bord Bα[ε] de´pendent de manie`re “non-structure´e” de ε . Leur caracte´ristique est
l’estimation exponentielle de´croissante, uniforme´ment en ε , que l’on peut encore e´crire
∃µ > 0, C > 0, ∀ε > 0, ‖eµR∇Bα[ε]‖L2(Θε) ≤ C Vol(Υ
ε),
qui est de meˆme nature que l’estimation du cas semi-pe´riodique
∃µ > 0, C > 0, ∀ε > 0, ‖eµX
±
n∇B±α [ε]‖L2(Σ[ε]) ≤ C .
Dans le cas ge´ne´ral on peut aussi montrer l’estimation uniforme sur les cellules
∃C, ∀z ∈ Zn, ∀ε > 0, ‖∇Bα[ε]‖L2(Yz∩Θε)
≤ Ce−µR(z).
Contrairement au cas semi-pe´riodique (16) ou` c’e´tait une conse´quence de la pe´riodicite´, ici cela requiert une
de´monstration particulie`re. C’est base´ sur le caracte`re pseudo-local du proble`me de Dirichlet associe´ a` A0 sur
Θε : la contribution principale a` Bα[ε] sur Yz ∩Θε vient de la partie du bord Υε la plus proche de z , donc
“essentiellement” de quelques cellules Yz˜ , ou` |z − z˜| ≃ R(z) .
Expe´riences nume´riques
Se reporter au site web http://www.maths.univ-rennes1.fr/˜dauge/homo2.html pour te´le´charger
les .m et .mat qui fournissent les figures via Matlab.
Le coefficient oscillant est scalaire: Ajk(y) = A(y)δjk . Deux possibilite´s
(i) A(y1, y2) =
(
α(1− cos 2πy1) + 1
)(
α(1− cos 2πy2) + 1
)
(ii) A(y1, y2) =
(
α(1 + cos 2πy1) + 1
)(
α(1 + cos 2πy2) + 1
)
Cas sans trous (cadre du Ch.2)
→ Le domaine Ω est le carre´ unite´ et on est dans la situation (i) .
B1, B2 graphes de uε et uε − v0 pour ε = 0.15
B3, B4 graphes de uε et uε − v0 pour ε = 0.075
→ On conside`re un cas a priori exclus de notre e´tude: Ω est le carre´ moins un secteur de π/6 . On a
programme´ ce domaine par pe´nalisation a` 108 de la matrice de rigidite´.
B5, B6, B7 graphes de uε , de v0 et uε − v0 pour ε = 0.075 .
Cas avec trous Dirichlet (cadre du Ch.4)
→ Le domaine Ω est le carre´ unite´.
Les trous sont en fait des micro-fissures, qui seront:
(i) soit aligne´es dans les zones ou` A est minimal,
(ii) soit aligne´es dans les zones ou` A est maximal.
D1,..., D4 graphes de uε avec f = 1 pour ε = 0.2 , 0.1 , 0.09625 , 0.0925 et situation (i) .
D5, D6 graphes de uε avec f = 1 pour ε = 0.09625 , 0.0925 et situation (ii) .
→ Ω est le disque unite´. Calcule´ par pe´nalisation a` 108 de la matrice de rigidite´.
D7 graphe de uε pour ε = 0.09625 avec f = 1 situation (i) ,
D8 graphe de uε pour ε = 0.09625 avec f = 1 situation (ii) ,
D9 graphe de uε pour ε = 0.09625 avec f = (x1 − 12)
2 + (x2 −
1
2
)2 situation (i) .
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