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Введение
Порядковые статистики являются объектом многочисленных исследований в
математической статистике. Огромное число применений порядковых статистик
стимулирует их дальнейшее исследование. Порядковые статистики, например,
применяются при исследовании наводнений, засух, прочности материалов на раз-
рыв, усталости материалов, контроля качества, обнаружения аномальных наблю-
дений. Настоящая статья посвящена исследованию асимптотических свойств по-
рядковых статистик с ростом объема выборки, по которой строятся статистики.
Пусть независимые одинаково распределенные случайные величины 𝑋1, ..., 𝑋𝑛
определены на некотором вероятностном пространстве (Ω,ℱ ,P). Предполагается,
что функция распределения 𝐹 (𝑥) = P{𝑋1 ≤ 𝑥} имеет производную 𝑓(𝑥) = 𝐹 ′(𝑥),
−∞ < 𝑥 < ∞. Построим вариационный ряд 𝑋(𝑛)1 ≤, ...,≤ 𝑋(𝑛)𝑛 по случайным ве-
личинам 𝑋1, ..., 𝑋𝑛. Пусть даны числа 0 < 𝑡1 < · · · < 𝑡𝑚, 𝑡𝑚+2 > · · · > 𝑡𝑚+𝑙+1 > 0,
0 < 𝛼 < 1, 0 < 𝑝 < 1. Обозначим [𝑥] целую часть любого веще-
ственного числа 𝑥, 𝑛𝑖 = [𝑡𝑖𝑛
𝛼], 𝑖 = 1, ...,𝑚, 𝑛𝑚+1 = [𝑛𝑝] + 1, 𝐹 (𝜁) = 𝑝,
𝑛𝑗 = [𝑛 − 𝑡𝑗𝑛𝛼 + 1], 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1. Ниже будут исследованы асимптоти-
ческие свойства компонент случайного вектора (𝑋
(𝑛)
𝑛1 , ..., 𝑋
(𝑛)
𝑛𝑚 , 𝑋
(𝑛)
𝑛𝑚+1 , ..., 𝑋
(𝑛)
𝑛𝑚+𝑙+1)
при 𝑛→∞.
Введем
𝜆𝑘,𝑛 = 𝑘/𝑛, 𝑘 = 𝑘(𝑛) →∞, 𝜆𝑘,𝑛 → 0 при 𝑛→∞. (1)
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В работах [1,2] указаны необходимые и достаточные условия асимптотической нор-
мальности при 𝑛 → ∞ статистики 𝑇𝑛 = (𝑋(𝑛)𝑘 − 𝑑𝑛)/𝑐𝑛 при некоторых 𝑐𝑛 > 0 и
𝑑𝑛 , указаны правила нахождения величин 𝑐𝑛 и 𝑑𝑛. В работах [3,4] показано, что
при условии (1) возможными предельными распределениями при 𝑛 → ∞ стати-
стики 𝑇𝑛 являются нормальное и логнормальное распределения.
Совместное асимптотическое распределение при 𝑛→∞ центральных порядко-
вых статистик ранга [𝑛𝜆𝑖]+1, 𝑖 = 1, ...,𝑚, 0 < 𝜆1 < ..., 𝜆𝑚 < 1 рассмотрено в работе
[5]. Предельное распределение процесса 𝑉
(𝑛)
𝑘 (𝑡) = (𝑋
(𝑛)
𝑛−𝑘𝑡−𝛽(𝑛)𝑘𝑡 )/𝛼(𝑛)𝑘𝑡 , где 𝑘 опреде-
ляется соотношениями (1), а параметр 𝑡 не зависит от 𝑛, исследуется в работе [6].
В работе [7] исследуется предельное распределение промежуточных порядковых
статистик, когда исходные величины 𝑋1, ..., 𝑋𝑛 удовлетворяют некоторым общим
условиям зависимости. В работе [8] рассмотрено предельное распределение про-
межуточных порядковых статистик, построенных по выборке случайного объема.
1. Основной результат
Введем величины 𝑑𝑛,𝑖 и 𝑏𝑛,𝑗 , которые определяются из соотношений
𝐹 (𝑑𝑛,𝑖) = 𝑡𝑖/𝑛
1−𝛼, 𝑖 = 1, ...,𝑚, 𝐹 (𝑏𝑛,𝑗) = 1− 𝑡𝑗/𝑛1−𝛼, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1.
Основной результат настоящей статьи составляет следующая
Теорема 1. Предположим, что функция 𝑓(𝑥) дифференцируема в окрестности
точек 𝑑𝑛,𝑖, 𝑓(𝑑𝑛,𝑖) ̸= 0, 𝑖 = 1, ...,𝑚, 𝜁, 𝑏𝑛,𝑗 , 𝑓(𝑏𝑛,𝑗) ̸= 0, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1.
Потребуем также выполнение условий
lim
𝑛→∞𝑛
1−𝛼/2𝑓(𝑑𝑛,1) ̸= 0, lim
𝑛→∞𝑛
1−𝛼/2𝑓(𝑏𝑛,𝑚+2) ̸= 0.
Тогда для любого 𝜁, 𝑓(𝜁) ̸= 0, совместное распределение случайных величин
𝑋(𝑛)𝑛1 − 𝑑𝑛,1, ..., 𝑋(𝑛)𝑛𝑚 − 𝑑𝑛,𝑚, 𝑋(𝑛)𝑛𝑚+1 − 𝜁,𝑋(𝑛)𝑛𝑚+2 − 𝑏𝑛,𝑚+2, ..., 𝑋(𝑛)𝑛𝑚+𝑙+1 − 𝑏𝑛,𝑚+𝑙+1
при 𝑛 → ∞ сходится к (𝑚 + 𝑙 + 1) – мерному нормальному распределению с
вектором нулевых математических ожиданий, дисперсиями и ковариациями,
которые асимптотически имеют вид
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑖/(𝑛
2−𝛼𝑓(𝑑𝑛,𝑖)𝑓(𝑑𝑛,𝑗)), 𝑖, 𝑗 = 1, ...𝑚, 𝑖 ≤ 𝑗,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑖/(𝑛
2−𝛼𝑓(𝑏𝑛,𝑖)𝑓(𝑏𝑛,𝑗)), 𝑖, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1, 𝑗 ≤ 𝑖,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑚+1) = 𝑡𝑖(1− 𝑝)/(𝑛2−𝛼𝑓(𝑑𝑛,𝑖)𝑓(𝜁)), 𝑖 = 1, ...,𝑚,
cov(𝑋(𝑛)𝑛𝑗 , 𝑋
(𝑛)
𝑛𝑚+1) = 𝑡𝑗𝑝/(𝑛
2−𝛼𝑓(𝑏𝑛,𝑗)𝑓(𝜁)), 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑖𝑡𝑗/(𝑛
3−2𝛼𝑓(𝑑𝑛,𝑖)𝑓(𝑏𝑛,𝑗)), 𝑖 = 1, ...𝑚, 𝑗 = 𝑚 + 2, ...𝑚 + 𝑙 + 1,
D𝑋(𝑛)𝑛𝑚+1 = 𝑝(1− 𝑝)/(𝑛𝑓2(𝜁)).
Сначала теорема будет доказана в предположении, что случайные величины
𝑋1, . . . , 𝑋𝑛 имеют равномерное распределение на отрезке (0, 1). Далее будет пока-
зано, как с помощью хорошо известного приема из этого частного случая следует
общий случай.
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2. Случай равномерного распределения
Докажем теорему 1 для случая равномерного распределения на отрезке (0, 1).
Доказательство. Совместная плотность распределения величин
𝑋
(𝑛)
𝑛𝑖 , 𝑖 = 1, ...,𝑚 + 𝑙 + 1, имеет следующий вид [9]
ℎ(𝑥1, ..., 𝑥𝑚+𝑙+1) = 𝐶𝑥
𝑛1−1
1
𝑚+𝑙+1∏︁
𝑖=2
(𝑥𝑖 − 𝑥𝑖−1)𝑛𝑖−𝑛𝑖−1−1(1− 𝑥𝑚+𝑙+1)𝑛−𝑛𝑚+𝑙+1 ,
где 𝐶 — общее обозначение для постоянной. Введем вектор (𝑌1, ..., 𝑌𝑚+𝑙+1), ком-
поненты которого связаны с компонентами вектора (𝑋
(𝑛)
𝑛1 , ..., 𝑋
(𝑛)
𝑛𝑚+𝑙+1) следующим
образом
𝑋(𝑛)𝑛𝑖 = 𝑡𝑖/𝑛
1−𝛼 +
√
𝑡𝑖𝑌𝑖/𝑛
1−𝛼/2, 𝑖 = 1, ...,𝑚, 𝑋(𝑛)𝑛𝑚+1 = 𝑝 +
√︀
𝑝(1− 𝑝)𝑌𝑚+1/
√
𝑛,
𝑋(𝑛)𝑛𝑗 = 1− 𝑡𝑗/𝑛1−𝛼 +
√︀
𝑡𝑗𝑌𝑗/𝑛
1−𝛼/2, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1.
(2)
После этого в выражении для ℎ(𝑥1, ..., 𝑥𝑚+𝑙+1) сделаем замену переменных
𝑥𝑖 = 𝑡𝑖/𝑛
1−𝛼 +
√
𝑡𝑖𝑦𝑖/𝑛
1−𝛼/2, 𝑖 = 1, ...,𝑚, 𝑥𝑚+1 = 𝑝 +
√︀
𝑝 (1− 𝑝)𝑦𝑚+1/
√
𝑛,
𝑥𝑗 = 1− 𝑡𝑗/𝑛1−𝛼 +
√︀
𝑡𝑗𝑦𝑗/𝑛
1−𝛼/2, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1.
При указанной замене переменных функция ℎ(𝑥1, . . . , 𝑥𝑚+𝑙+1) преобразуется к сле-
дующему виду
ℎ(𝑥1, ..., 𝑥𝑚+𝑙+1) = 𝐶𝐷1𝐷2𝐷3𝐷4,
где сомножители 𝐷1, 𝐷2, 𝐷3, 𝐷4 записаны в удобном для последующего исследо-
вания виде
𝐷1 =
(︂
1 +
𝑦1√
𝑡1𝑛𝛼/2
)︂𝑡1𝑛𝛼/2−1 𝑚∏︁
𝑖=2
(︂
1 +
√
𝑡𝑖𝑦𝑖 −√𝑡𝑖−1𝑦𝑖−1
(𝑡𝑖 − 𝑡𝑖−1)𝑛𝛼/2
)︂(𝑡𝑖−𝑡𝑖−1)𝑛𝛼−1
,
𝐷2 =
(︃
1 +
√︀
𝑝 (1− 𝑝)√𝑛𝑦𝑚+1
(𝑛𝑝− 𝑛𝛼𝑡𝑚) −
𝑛𝛼/2
√
𝑡𝑚𝑦𝑚
𝑛𝑝− 𝑛𝛼𝑡𝑚
)︃𝑛𝑝−𝑛𝛼𝑡𝑚+1
,
𝐷3 =
(︃
1 +
𝑛𝛼/2
√
𝑡𝑚+2𝑦𝑚+2
𝑛(1− 𝑝)− 𝑛𝛼𝑡𝑚+2 −
√︀
𝑝 (1− 𝑝)√𝑛𝑦𝑚+1
𝑛(1− 𝑝)− 𝑛𝛼𝑡𝑚+2
)︃𝑛(1−𝑝)−𝑛𝛼𝑡𝑚+2−1
,
𝐷4 =
𝑚+𝑙+1∏︁
𝑖=𝑚+3
(︂
1 +
√
𝑡𝑖𝑦𝑖 −√𝑡𝑖−1𝑦𝑖−1
(𝑡𝑖−1 − 𝑡𝑖)𝑛𝛼/2
)︂(𝑡𝑖−1−𝑡𝑖)𝑛𝛼−1(︂
1− 𝑦𝑚+𝑙+1√
𝑡𝑚+𝑙+1𝑛𝛼/2
)︂𝑡𝑚+𝑙+1𝑛𝛼−1
.
Найдем совместное асимптотическое распределение при 𝑛→∞ компонент век-
тора (𝑌1, ..., 𝑌𝑚+𝑙+1),𝑚 ≥ 2, 𝑙 ≥ 2. Удобнее вместо функции ℎ(𝑥1, . . . , 𝑥𝑚+𝑙+1) ис-
следовать ее логарифм
− 2(lnℎ(𝑥1, ..., 𝑥𝑚+𝑙+1) + 𝐶) = −2 ln𝐷1 − 2 ln𝐷2 − 2 ln𝐷3 − 2 ln𝐷4 =
= 𝑦21
𝑡2
(𝑡2 − 𝑡1) +
𝑚−1∑︁
𝑖=2
𝑦2𝑖
𝑡𝑖(𝑡𝑖+1 − 𝑡𝑖−1)
(𝑡𝑖 − 𝑡𝑖−1)(𝑡𝑖+1 − 𝑡𝑖) + 𝑦
2
𝑚
𝑡𝑚
(𝑡𝑚 − 𝑡𝑚−1) + 𝑦
2
𝑚+1+
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+ 𝑦2𝑚+2
𝑡𝑚+2
(𝑡𝑚+2 − 𝑡𝑚+3) +
𝑚+𝑙∑︁
𝑖=𝑚+3
𝑦2𝑖
𝑡𝑖(𝑡𝑖−1 − 𝑡𝑖+1)
(𝑡𝑖−1 − 𝑡𝑖)(𝑡𝑖 − 𝑡𝑖+1) + 𝑦
2
𝑚+𝑙+1
𝑡𝑚+𝑙
(𝑡𝑚+𝑙 − 𝑡𝑚+𝑙+1)−
−2
𝑚−1∑︁
𝑖=1
𝑦𝑖𝑦𝑖+1
√
𝑡𝑖𝑡𝑖+1
(𝑡𝑖+1 − 𝑡𝑖)−2
√︂
1− 𝑝
𝑝
√
𝑡𝑚
𝑛(1−𝛼)/2
𝑦𝑚𝑦𝑚+1−2
√︂
𝑝
1− 𝑝
√
𝑡𝑚+2
𝑛(1−𝛼)/2
𝑦𝑚+1𝑦𝑚+2−
− 2
𝑚+𝑙∑︁
𝑖=𝑚+2
𝑦𝑖𝑦𝑖+1
√
𝑡𝑖𝑡𝑖+1
(𝑡𝑖 − 𝑡𝑖+1) + 𝑂
(︂
max
(︂
1
𝑛𝛼/2
,
1
𝑛1−𝛼
)︂)︂
. (3)
Заметим, что при 𝑚 = 2 исчезает первая сумма, а при 𝑙 = 2 исчезает вторая сумма
в (3)). Матрица 𝐴 = (𝐴𝑖𝑗) коэффициентов квадратичной формы в соотношении
(3) имеет вид ( указаны главные члены асимптотических представлений элементов
матрицы 𝐴 ):
𝐴11 =
𝑡2
𝑡2 − 𝑡1 , 𝐴𝑖𝑖 =
𝑡𝑖(𝑡𝑖+1 − 𝑡𝑖−1)
(𝑡𝑖 − 𝑡𝑖−1)(𝑡𝑖+1 − 𝑡𝑖) , 𝑖 = 2, ...,𝑚− 1, 𝐴𝑚𝑚 =
𝑡𝑚
𝑡𝑚 − 𝑡𝑚−1 ,
𝐴𝑚+1,𝑚+1 = 1, 𝐴𝑚+2,𝑚+2 =
𝑡𝑚+2
𝑡𝑚+2 − 𝑡𝑚+3 , 𝐴𝑖𝑖 =
𝑡𝑖(𝑡𝑖−1 − 𝑡𝑖+1)
(𝑡𝑖−1 − 𝑡𝑖)(𝑡𝑖 − 𝑡𝑖+1) ,
𝑖 = 𝑚 + 3, ...,𝑚 + 𝑙, 𝐴𝑚+𝑙+1,𝑚+𝑙+1 =
𝑡𝑚+𝑙
𝑡𝑚+𝑙 − 𝑡𝑚+𝑙+1 , 𝐴𝑖,𝑖+1 = 𝐴𝑖+1,𝑖 = −
√
𝑡𝑖𝑡𝑖+1
(𝑡𝑖+1 − 𝑡𝑖) ,
𝑖 = 1, ...,𝑚− 1, 𝐴𝑚,𝑚+1 = 𝐴𝑚+1,𝑚 = −
√︂
1− 𝑝
𝑝
√
𝑡𝑚
𝑛(1−𝛼)/2
,
𝐴𝑚+1,𝑚+2 = 𝐴𝑚+2,𝑚+1 = −
√︂
𝑝
1− 𝑝
√
𝑡𝑚+2
𝑛(1−𝛼)/2
,
𝐴𝑖+2,𝑖+3 = 𝐴𝑖+3,𝑖+2 = −
√
𝑡𝑖+2𝑡𝑖+3
(𝑡𝑖+2 − 𝑡𝑖+3) , 𝑖 = 𝑚, ...,𝑚 + 𝑙 − 2,
𝐴𝑖𝑗 = 0 при |𝑖− 𝑗| > 1.
Вычисления показывают, что определитель матрицы 𝐴, которая получается в ре-
зультате предельного перехода при 𝑛→∞, равен
|𝐴| =
⎛⎝ 𝑚∏︁
𝑖=2
𝑡𝑖
𝑚+𝑙∏︁
𝑗=𝑚+2
𝑡𝑗
⎞⎠⧸︃⎛⎝ 𝑚∏︁
𝑖=2
(𝑡𝑖 − 𝑡𝑖−1)
𝑚+𝑙∏︁
𝑗=𝑚+2
(𝑡𝑗 − 𝑡𝑗+1)
⎞⎠ > 0.
Он положителен и, следовательно, матрица 𝐴 положительно определена. Это до-
казывает, что предельным распределением случайного вектора (𝑌1, ..., 𝑌𝑚+𝑙+1) яв-
ляется (𝑚+ 𝑙+ 1) -мерное нормальное распределение с вектором нулевых матема-
тических ожиданий и ковариационной матрицей, обратной к матрице 𝐴. Чтобы из-
бежать утомительных вычислений, мы не будем обращать матрицу 𝐴, а вычислим
ковариации величин 𝑌𝑖 и 𝑌𝑗 , используя их двумерное распределение. В результа-
те получим, что при 𝑛→∞ предельным распределением вектора (𝑌1, ..., 𝑌𝑚+𝑙+1)
является (𝑚+𝑙+1) -мерное нормальное распределение с вектором нулевых матема-
тических ожиданий, единичными дисперсиями и ковариациями, асимптотически
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имеющими вид
cov(𝑌𝑖, 𝑌𝑗) =
√︁
𝑡𝑖/𝑡𝑗 , 0 < 𝑡𝑖 ≤ 𝑡𝑗 , 𝑖, 𝑗 = 1, ...,𝑚,
cov(𝑌𝑖, 𝑌𝑗) =
√︀
𝑡𝑖𝑡𝑗/𝑛
1−𝛼, 𝑖 = 1, ...,𝑚, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
cov(𝑌𝑖, 𝑌𝑗) =
√︁
𝑡𝑗/𝑡𝑖, 0 < 𝑡𝑗 ≤ 𝑡𝑖, 𝑖, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
cov(𝑌𝑖, 𝑌𝑚+1) =
√︀
(1− 𝑝)/𝑝√𝑡𝑖/𝑛(1−𝛼)/2, 𝑖 = 1, ...,𝑚,
cov(𝑌𝑖, 𝑌𝑚+1) =
√︀
𝑝/(1− 𝑝)√𝑡𝑖/𝑛(1−𝛼)/2, 𝑖 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1.
Учитывая соотношения (2), получим, что предельное при 𝑛 → ∞ совместное
распределение случайных величин
𝑋(𝑛)𝑛1 −
𝑡1
𝑛1−𝛼
, ..., 𝑋(𝑛)𝑛𝑚 −
𝑡𝑚
𝑛1−𝛼
, 𝑋(𝑛)𝑛𝑚+1 − 𝑝,𝑋(𝑛)𝑛𝑚+2 +
𝑡𝑚+2
𝑛1−𝛼
− 1, ..., 𝑋(𝑛)𝑛𝑚+𝑙+1 +
𝑡𝑚+𝑙+1
𝑛1−𝛼
− 1
является (𝑚 + 𝑙 + 1)-мерным нормальным распределением с нулевым вектором
математических ожиданий, дисперсиями и ковариациями, асимптотически имею-
щими вид
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑖/𝑛
2−𝛼, 0 < 𝑡𝑖 ≤ 𝑡𝑗 , 𝑖, 𝑗 = 1, ...,𝑚,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑚+1) = 𝑡𝑖(1− 𝑝)/𝑛2−𝛼, 𝑖 = 1, ...,𝑚,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑖𝑡𝑗/𝑛
3−2𝛼, 𝑖 = 1, ...,𝑚, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) = 𝑡𝑗/𝑛
2−𝛼, 0 < 𝑡𝑗 ≤ 𝑡𝑖, 𝑖, 𝑗 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
cov(𝑋(𝑛)𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑚+1) = 𝑡𝑖𝑝/𝑛
2−𝛼, 𝑖 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
D𝑋(𝑛)𝑛𝑚+1 = 𝑝(1− 𝑝)/𝑛.
(4)
Теорема доказана в предположении, что случайные величины 𝑋1, . . . , 𝑋𝑛 равно-
мерно распределены на отрезке (0,1).
3. Общий случай
Для доказательства теоремы в общем случае нам понадобится следующая
Лемма 1 (см. [9]). Если случайные величины 𝑍𝑛,𝑖, 𝑖 = 1, ...,𝑚, имеют асимп-
тотически 𝑚-мерное нормальное распределение с математическими ожидани-
ями 𝜇𝑛,𝑖, дисперсиями 𝜎
2
𝑛,𝑖, 𝜎
2
𝑛,𝑖 → 0при 𝑛 → ∞, ковариациями 𝜌𝑖,𝑗𝜎𝑛,𝑖𝜎𝑛,𝑗 , и
если 𝑔𝑖(𝑍𝑛,𝑖) — однозначные функции с не равными нулю в некоторых окрестно-
стях точек 𝑍𝑛,𝑖 = 𝜇𝑛,𝑖 и непрерывными производными 𝑔
′
𝑖(𝑍𝑛,𝑖), то сами 𝑔𝑖(𝑍𝑛,𝑖)
асимптотически имеют 𝑚-мерное нормальное распределение с математически-
ми ожиданиями 𝑔𝑖(𝜇𝑛,𝑖) и ковариациями 𝜌𝑖,𝑗𝜎𝑛,𝑖𝜎𝑛,𝑗𝑔
′
𝑖(𝜇𝑛,𝑖)𝑔
′
𝑗(𝜇𝑛,𝑗).
Теперь докажем теорему 1 в общем случае.
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Доказательство. Полагая 𝑍𝑛,𝑖 = 𝑋
(𝑛)
𝑛𝑖 ,
𝜇𝑛,𝑖 =
⎧⎨⎩ 𝑡𝑖/𝑛
1−𝛼 при 𝑖 = 1, ...,𝑚,
𝑝 при 𝑖 = 𝑚 + 1,
1− 𝑡𝑖/𝑛1−𝛼 при 𝑖 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1,
𝜌𝑖𝑗𝜎𝑛,𝑖𝜎𝑛,𝑗 определяются из соотношений (4), преобразование 𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ) =
= 𝐹−1(𝑋(𝑛)𝑛𝑖 ) удовлетворяет условиям леммы, 𝑔𝑖(𝜇𝑛,𝑖) = 𝐹−1(𝜇𝑛,𝑖),
𝑔′𝑖(𝜇𝑛,𝑖) =
𝑑𝑔𝑖(𝜇𝑛,𝑖)
𝑑𝜇𝑛,𝑖
=
1
𝑓(E𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ))
, 𝑖 = 1, ...,𝑚 + 𝑙 + 1.
Тогда в условиях теоремы случайные величины 𝑔(𝑋
(𝑛)
𝑛𝑖 ) асимптотически имеют
(𝑚 + 𝑙 + 1) -мерное нормальное распределение с математическими ожиданиями
E𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ) =
⎧⎨⎩ 𝑑𝑛,𝑖 при 𝑖 = 1, ...,𝑚,𝜁 при 𝑖 = 𝑚 + 1,
𝑏𝑛,𝑖 при 𝑖 = 𝑚 + 2, ...,𝑚 + 𝑙 + 1
(5)
и ковариациями cov(𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ), 𝑔𝑗(𝑋
(𝑛)
𝑛𝑗 )), которые получаются из ковариаций
cov(𝑋
(𝑛)
𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 ) в случае равномерного распределения на отрезке (0,1) следующим
образом
cov(𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ), 𝑔𝑗(𝑋
(𝑛)
𝑛𝑗 )) = cov(𝑋
(𝑛)
𝑛𝑖 , 𝑋
(𝑛)
𝑛𝑗 )/(𝑓(E𝑔𝑖(𝑋
(𝑛)
𝑛𝑖 ))𝑓(E𝑔𝑗(𝑋
(𝑛)
𝑛𝑗 ))),
𝑖, 𝑗 = 1, ...,𝑚+𝑙+1. Преобразуем последнее выражение, используя соотношения (4)
и (5), после чего получим значения для ковариаций, указанные в формулировке
теоремы.
Заключение
Исследуется совместное асимптотическое распределение центральных и проме-
жуточных порядковых статистик, когда объем выборки безгранично возрастает.
Даются главные члены асимптотических представлений для математических ожи-
даний и ковариаций.
Авторы благодарят проф. Круглова В.М. за ценные замечания.
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