Schubert polynomials are a linear basis of the ring of polynomials in x 1 ; : : : ; x n with coe cients in y 1 ; : : : ; y n . We describe the multiplicative structure (multiplication by a single variable) of this space. We also describe the structure of the ring as a free module of rank n! over the ring of symmetric polynomials in x 1 ; : : : ; x n .
Introduction
Computations in the ring Z x 1 ; : : : ; x n ] of polynomials in several variables are not so easy because dimensions grow very quickly with the number of variables and with the degree. One problem is to nd linear bases adapted to some speci c problems without losing track of the multiplicative structure. In the one variable case, such bases are provided by interpolation theory (Lagrange interpolation, Newton interpolation, etc.) or the theory of orthogonal polynomials.
In the case of several variables, there are considerably less tools. However, in the case of symmetric functions, computations are usually performed by having recourse to combinatorial objects like partitions, Young tableaux, etc., not using the expansion in the basis of monomials. This has the advantage of providing identities independent of the number of variables. These methods cannot be used for general polynomials, even if they have partial symmetries. It brings new ligths to use the action of the symmetric group on the ring of polynomials. The many combinatorial properties of this group can be lifted at the level of polynomials to provide identities. For example, Young at the beginning of the century has shown how to decompose polynomials in parts having a certain type of symmetry, and in fact has described idempotents in the group algebra of the symmetric group.
We shall rather use the point of view of divided di erences, which were de ned by Newton, and whose interest was more recently underlined by Bernstein, Gelfand & Gelfand 1] and Demazure 2] . Divided di erences provide a linear basis, the Schubert polynomials 12, 13] , of the space of polynomials in x 1 ; : : : ; x n with coe cients in another set of variables y 1 ; : : : ; y n . Simple Schubert polynomials are the specialization y i = 0, but with a second set of variables, we can use vanishing properties of Schubert polynomials and extend to several variables Newton interpolation formula 14].
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The multiplicative structure of the ring is recovered once one knows how to describe the multiplication of a Schubert polynomial by a single variable (formula (14) ) which in the case of simple Schubert polynomials is given by Monk (formula (8) ).
The Schubert basis of polynomials in n variables will involve symmetric groups of arbitrary big orders. However, modulo the ideal generated by the identi cation of symmetric functions in x 1 ; : : : ; x n and y 1 ; : : : ; y n , the space becomes nite dimensionnal with basis Schubert polynomials indexed by permutations in the symmetric group S n . We describe the multiplicative structure of this space in formula (15) .
Instead of quotienting by an ideal to get a nite dimensionnal space, we can rather consider the ring of polynomials in x 1 ; : : : ; x n as a module over the ring of symmetric polynomials in x 1 ; : : : ; x n . In fact, this module is free with basis the Schubert polynomials indexed by permutations in S n . For simplicity, we specialize all parameters y i to 0 and we once more describe the multiplicative structure by expanding the product of a Schubert polynomial by a single variable. 
together with the extra relation @ 2 i = 0 replacing s 2 i = 1.
Let S n be the symmetric group of degree n. S n is embedded into S n+1 by adding a xed point n + 1. It allows one to de ne the group:
of permutations of the set of positive integers xing all but a nite number of them. A permutation w 2 S n will be denoted by w := (w(1); : : : ; w(n)). An inversion of w 2 S n is a couple (i; j) of indices such that 1 i < j n and w(i) > w(j). This gives a coding for a permutation w: the code c(w) of w is set to be a vector of non-negative integers, the i-th component being the number of positions j > i such that w(j) < w(i). There is a one-to-one correspondence between elements of S 1 and vectors of N (N ) .
A reduced decomposition of a permutation w is a decomposition of w as a product of elementary transpositions, of minimal length which is called the length l(w) of the permutation.
The length is also equal to the number of inversions and to the sum of the components of the code.
There are two natural orders on the symmetric group which makes it a poset ranked by the length. The permutohedron is the poset with permutations as vertices and edges between all pairs (w; ws); w 2 S n , s a simple transposition. The corresponding order is called the weak (right) order. We denote by t ij the transposition (i; j). The Bruhatohedron is the poset with permutations as vertices and edges between all pairs (w; wt); w 2 S n , t a transposition such that jl(w) ? l(wt)j = 1.
Here we display the permutohedron for S 3 (@ w p) X w : (7) Example 3. Such expansions will be studied in the last part of this paper.
The multiplicative structure of the ring Z x 1 ; : : : ; x n ], in the basis of simple Schubert polynomials is described by Monk X : (9) For example, x 3 X 3;1;5;4;2 = X 3;1;6;4;2;5 ? X 3;5;1;4;2 ? X 5;1;3;4;2 :
Formulas (7) and (8) have the disadvantage of expressing polynomials in x 1 ; : : : ; x n in terms of Schubert polynomials possibly indexed by permutations belonging to S m such that m > n.
These two formulas are easily proved by decreasing induction on the length of w using the Leibnitz formula: (10) in which p and q are two polynomials. Leibnitz's formula generalizes to any @ w . Instead of (10), we write: X : (14) Proof. We need only consider two cases. First, we check the proposition in the case w = w 0 : (x r ? y n+1?r )X w 0 is equal to the Schubert polynomial X where = w 0 t r;n+1 because is a dominant permutation (that is a permutation whose code is a partition in weakly decreasing order) 15, formula (6.14)]. This can be rewritten:
x r X w 0 = y w 0 (r) X w 0 + X w 0 t r;n+1 ;
which is exactly (14) . Now, the case of any permutation w is easily proved by decreasing induction on the length of w using the Leibnitz formula to compute @ i (x r X w ), i being such that l(ws i ) = l(w) + 1. The initial case contains the extra term y w 0 (r) X w 0 and this product gives the term y w(r) X w in formula (14) .
The Monk formula (8) corresponds to the specialization y i = 0; 8i of the formula (14) .
Schur functions appear in algebra and geometry as cohomology classes related to deter- X ; (15) the summation being limited to permutations belonging to S n . Proof. In formula (14) , there exists at most one term implying a permutation in S n+1 . This term comes from the case w = w 0 . Therefore, the proof of proposition amounts to check the following nullity:
8r; 1 r n; (x r ? y n+1?r )X w 0 0 :
In fact, we are going to prove a more precise statement (i.e. that a certain factor of the previous expression vanishes). This function is therefore equal to R(fx 1 ; : : : ; x r g; fy 1 ; : : : ; y n+1?r g) and is a determinant in the h k (fx 1 ; : : : ; x r g ? fy 1 ; : : : ; y n+1?r g).
Take now an extra variable u. The product g := : ; x r g; fy 1 ; : : : ; y n+1?r g) by g, we transform f into the rational function f(fy n+2?r ; : : : ; y n ; ug; fx r+1 ; : : : ; x n ; ug), without changing its value. This implies that the h k (fx 1 ; : : : ; x r g?fy 1 ; : : : ; y n+1?r g) coincide with the h k (fy n+2?r ; : : : ; y n ; ug? fx r+1 ; : : : ; x n ; ug). This transformation shows that the determinant is equal to:
R(fy n+2?r ; : : : ; y n ; ug; fx r+1 ; : : : ; x n ; ug) ; that vanishes because of the factor (u ? u). ; which clearly vanishes.
Multiplicative structure
We study the ring Z x 1 ; : : : ; x n ] of polynomials seen as a free module of dimension n! over the ring Sym x 1 ; : : : ; x n ] of symmetric polynomials, with basis the simple Schubert polynomials X w ; w 2 S n . For this purpose, we have to recover the multiplicative structure on this module.
As explained previously, Monk's formula gives the multiplicative structure of the ring in an in nite number of variables, and does not preserve the subspace with basis the X w ; w 2 S n .
This formula does not use the fact that coe cients can belong to Sym x 1 ; : : : ; x n ]. As there is at most one term (in Monk's formula) indexed by a permutation outside of S n , we are thus led to express certain simple Schubert polynomials as a sum with coe cients in Sym x 1 ; : : : ; x n ] of simple Schubert polynomials indexed by permutations of S n . More generally, every simple Schubert polynomial in Z x 1 ; : : : ; x n ] has an expression in the Schubert basis X w ; w 2 S n .
Instead of giving identities on Schubert polynomials, we shall give identities in the algebra of divided di erences 13], also called nilCoxeter algebra 4], which imply the identities we need. In fact, one could have chosen to give stronger identities on sums of words modulo nilplactic relations (i < j < k):
but we prefer to work in the simpler nilCoxeter algebra, which is a quotient of the nilplactic algebra (two words that are nilplactic equivalent, are equivalent modulo Coxeter relations).
Recall that symmetric polynomials in x 1 ; : : : ; x n are scalars for @ 1 ; : : : ; @ n? 1 which involves the left-hand side of (23).
Finally, we also need the following lemma which connects multiplication of simple Schubert polynomials by the e i (x 1 ; : : : ; x n ) and multiplication by the i (@ 1 ; : : : ; @ n ) in the nilCoxeter algebra.
Lemma 5.3 Let 2 S n and w n (resp. w n+1 ) denote the maximal permutation of S n (resp. S n+1 ). Then, e i (x 1 ; : : : ; x n ) X = @ ?1 wn n?i (@ 1 ; : : : ; @ n ) X w n+1 :
Proof. Since X = @ ?1 wn X wn and since @ ?1 wn commutes with the multiplication by e i (x 1 ; : : : ; x n ), it is su cient to prove the formula for = w n and we will do it for all the e i (x 1 ; : : : ; x n ) at the same time.
P e i (x 1 ; : : : ; x n ) X wn is equal to the sum of all monomials whose exponents are between (n ? 1; n ? 2; : : : ; 1; 0; 0) and (n; n ? 1; : : : ; 1; 0). But this is the same for P i (@ 1 ; : : : ; @ n ) X w n+1 because the order in which divided di erences are performed is such that, at each stage, one has to perform @ j (: : : x k+1 j x k j+1 : : :) = : : : x k j x k j+1 : : : that is a monomial.
We are now able to give an algorithm directly on permutations. For that purpose, we consider operators from S n?1 into S n , P n 0 ; : : : ; P n k de ned by: and the decomposition of a polynomial into this basis is given by Euclid's algorithm. For a more general m, the product of two Schur functions belonging to the basis, given by the that involves partitions outside of (222).
