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Abstract
We consider the problem of obtaining population-based inference in the presence
of missing data and outliers in the context of estimating obesity prevalence and
body-mass index (BMI) measures from the Healthy For Life Study. Identifying
multiple outliers in a multivariate setting is problematic because of problems such
as masking, in which groups of outliers inflate the covariance matrix in a fashion
that prevents their identification when included, and swamping, in which outliers
skew covariances in a fashion that make non-outling observations appear to be
outliers. We develop a latent class model that assumes each observation belongs
to one of $K$ unobserved latent classes, which each latent class having a distinct
covariance matrix. We consider the latent class covariance matrix with the largest
determinant to form an “outlier class.” By separating the covariance matrix for
the outliers from the covariance matricies for the remainder of the data, we avoid
the problems of masking and swamping. By further utilizing a multiple imputa-
tion approach, we simultaneously 1) conduct inference after removing cases the
appear to be outliers; 2) promulgate uncertainty in the outlier status through the
model inference; and 3) account for the sample design in the population inference.
We also construct the imputation model in a fashion that accounts for the sample
design.
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We also construct the imputation model in a fashion that accounts for the sample design.
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1.0 Introduction
Childhood obesity has become epidemic in the United States, and is rapidly increasing
throughout the developed and even the developing world (Hedley et al. 2004, Kimm and
Obarzanek 2002, Lobstein et al. 2004, Ogden et al. 2002). The increased number of obese
children throughout the U.S. during the past 25 years has led policymakers to rank it as one of
the most critical public health threats of the 21st-century (Koplan et al 2004). Although the
nationally representative sample of the National Health and Nutrition Examination Survey
(NHANES) provides useful data of childhood overweight status by agre group in non-Hispanic
White, non-Hispanic Black, and Mexican-American children (Hedley et al. 2004, Ogden et al.
2002), data on other ethnic groups are lacking. The Youth Behavior Surveillance System
(http://apps.nccd.cdc.gov/yrbss/) provides states and metropolitan area level data on the
prevalence of overweight in adolescents based on self-reported weight and height, but no data on
younger children. Additionally, the magnitude of the obseity problem among living in medically
underserved areas is unknown and important to direct scare resources for obesity treatment and
prevention to those at highest risk. Therefore, we seek to quantify the prevalence of pediatric
overweight in medically underserved areas, contrasting rural and urban areas, as well as
race/ethnicity, including Hispanic children of non-Mexican descent, Puerto Rican, and
Asian-American chldren.
In this context, the Healthy For Life Survey obtained data from a probability sample of
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children using Health Resource and Service Administration (HSRA) supported Community
Health Centers in Region II (New York, New Jersey, Puerto Rico, and Virgin Islands) and Region
III (Delaware, District of Columbia, Maryland, Pennsylvania, Virginia, and West Virginia) at
least once during calendar year 2001. Among the goals of the survey was to determine the
prevalence of childhood obesity, and more generally the distribution of height, weight, and
body-mass index (BMI), among the population of children aged 2 through 11 who had utilized
the services of the health centers at least once during during calendar year 2001. Data was
collected by abstraction of the clinicaly measured height and weight during the last visit to the
health clinic in 2001. Unfortunately, because of the fact the height data is collected only
sporadically, nearly one-fourth of the height and consequently the BMI data were missing;
missingness was associated with age, since older children tended to grow slower and thus were less
likely to have height recorded at a given visit, particularly if they utilized health center services
frequently. Nonetheless, even older children change height rapidly as they age, making use of a
previous height measure, even if available, inappropriate. To reduce bias and ineﬃciency
associated with a complete-case analysis, and to allow analysts to work with the data in a
convenient manner, a multiple imputation method was implemented. However, the multiple
imputation procedure was problematic, because a mix of overdispersed data elements and clerical
outliers due to incorrectly recorded or abstracted data were present. Ideally, we would exclude the
clerical outliers from the imputation procedure and subsequent analysis.
The literature of outlier detection is voluminous: books in the ﬁeld that provide an
overview include Hawkins (1980) and Barnett and Lewis (1994). Using standard methods such as
consideration of Mahalanobis distance to identify multiple outliers in multivariate data is
problematic (Cambell 1980, Rousseeuw and van Zomeren 1990; Hadi 1992). “Masking” prevents
identiﬁcation of outliers when a small cluster of observations inﬂates the empirical covariance
3
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matrix, while “swamping” can make some observations appear to be outliers when true outliers
pull the empirical covariance matrix away from non-outlier observations. Methods for
simultaneous assessing outliers and accounting for missing data in a multiple imputation
framework include Little and Smith (1987) and Penny and Jollifee (1999). However, both
Bayesian and frequentist methods are sensitive to the problems of masking and swamping.
This manuscript extends methods of Little and Smith (1987) and Penny and Jollifee (1999)
to avoid the problems of masking and swamping by considering a mixture model for the height
and weight data that separates a covariance matrix for the outliers from the covariance model for
the remainder of the height and weight data. The mixture model is deﬁned by latent classes that
have common means, conditional on gender, weight, age, and health center, but that have
diﬀering covariances; the “clerical error class” is determined by the class with the largest
covariance matrix determinant. We then use this mixture model to develop a multiple imputation
algorithm that imputes latent variance class conditional on its posterior probability of
membership; missing height data is then imputed conditional on gender, weight, age, health
center, and latent variance class. Subjects assigned to the clerical error class at a given
imputation are dropped before the analysis of the observed plus imputed data.
The proposed model is sensitive to the sample design and allows for additional mixtures of
height and weight distribution from the population. By including the class assignment as
“missing data,” uncertainty in the latent class assignment can be included in the analysis,
including the possibility that some of the apparent “non-outliers” are actually clerical errors that
happens to record plausible height and weight measurements, – thus incorporating Bayesian
methods that assess outliers based on how an observation relates to a posterior predictive
distribution that excluded the observation in estimation, yielding discordancy or “surprise’
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measure (Chaloner and Brant 1988; Bayarri and Morales 2003).
2.0 Healthy For Life Survey
The Healthy For Life Survey was a cross-sectional survey of a representative sample of all
children users of the 141 HRSA-supported Community Health Centers in Region 2 (New Jersey,
New York, Puerto Rico, and the Virgin Islands) and Region 3 (Delaware, District of Columbia,
Maryland, Pennsylvania, Virgina, and West Virgina), from January 1 through December 31, 2001.
A two-stage stratiﬁed sampling scheme was designed to provide stable prevalence estimates by
age group (2-5 years and 6-11 years), and, within each age group, by: gender; race/ethnicity
(Non-Hispanic White, Non-Hispanic Black, Non-Hispanic Asian, and Hispanic); and region (US
mainland urban, suburban, and rural, PR urban and non-urban, and New York City Chinatown).
Stable prevalence estimates by age within the sampled Centers were also required to promote
their own health care eﬀorts and project participation. Thus, at the ﬁrst stage, 30 centers were
sampled: 10 from US urban, 7 from US suburban, 7 from US rural, 1 from PR urban, 4 from PR
non-urban, and the New York City Chinatown center. To reduce inequalities in the probability of
selection, these regional strata were further stratiﬁed by size (number of participating children),
with 1-3 centers sampled from each region-by-size stratum. A total of 39 centers were solicited to
participate to obtain 30 participating centers, yielding a ﬁrst-stage response rate of 77%. At the
second stage of sampling, simple random samples of children aged 1-4 and 5-12 were drawn at
each of the sampled centers; children under age 2 and over age 11 were then discarded to form the
study sample. Sample sizes were designed to yield approximately 100 children aged 2-11 for each
sampled center.
Data regarding the child‘s date of most recent visit, date of birth, gender, race/ethnicity,
height, weight, and other medical information was abstracted from the medical records of the
5
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sampled child‘s most recent 2001 visit. Data for a total of 3,579 children were obtained from the
participating centers. Because the data available at the population level for age did not match the
desired stratiﬁcation for analysis, children too younger and too old for the study were sampled of
necessity; hence 720 children were dropped from the analysis because of inappropriate age (under
2 or over 11 years of age). An additional 351 cases were dropped because they lacked age
information, making it impossible to determine if they were eligible for the analysis, while 23 were
deleted because they lacked gender or both height and weight information, making it diﬃcult to
meaningfully impute data. Finally, 3 cases were removed because they lack weight information,
making the resulting missing data pattern monotonic and simplifying computations somewhat,
while 8 cases were removed because of known transcription errors. This yielded a total of 2,474
cases are available for analysis. Of these 606 are missing height data.
Because the populations of children within the 1-4 and 5-12 age categories were known, the
selection probability for each sampled child could be determined. Case weights equal to the
inverse of the probability of selection were then computed, and poststrata consisting of age ×
region cells were formed. The ﬁnal design weights wi adjusted the inverse-probability-of-selection
weights to match known age-region totals.
3.0 Model Description
Denote weight (in kg) and height data (in m) for the ith subject by Yi1 and Yi2. The raw
height and weight data are ﬁrst transformed using a Box-Cox-type transformation (Box and Cox
1964) to normality,
Zij =
(Yij/Mij)Lij − 1
LijSij
, i,= 1, . . . , n j = 1, 2
where Lij = Lj(Ai, Gi), Mij = Mj(Ai, Gi), and Sij = Sj(Ai, Gi) are population parameters that
are functions of the age Ai and gender Gi of the ith subject and are obtained from National
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Center for Health Statistics growth charts and treated as known. (Cole 1990, 1994). This yields
height and weight “z-scores” that are used in the remainder of the analysis. We put “z-score” in
quotes because we cannot assume that, in our population of interest, that the resulting
transformation yields normal data, nor that they will even have a mean of 0 and a variance of 1:
indeed, among the observed data elements, the “z-score” weight has a mean and variance of .48
and 2.17 respectively, while “z-score” height has a mean and variance of .13 and 2.21 respectively.
This indicates that the Health Center population is substantially heavier, somewhat taller, and
overdispersed relative to the reference population of Kuczmarski et al. 2000.
The height data appear to be overdispersed (kurtosis=7.13) though approximately
symmetric (skewness=-.26); the weight data are even overdispersed (kurtosis=11.40) and
somewhat skewed (skewness=-1.59) due to the presence of several extremely negative outlier.
Hence we consider a complete data mixture model:
Zi | Ci = k ∼ N2(μi,Σk) (1)
Ci ∼ MULTI(1, p1, . . . , pK)
where μij = xTi βj for xi consisting of a center-by-age group dummy variable, and
| Σ1 |< · · · | ΣK |. Thus we assume that each subject has a common mean, conditional on his or
her age-by-center membership, but a variance pattern that is determined by his or her latent
variance class membership, denoted by the unobserved latent variable Ci, where Ci = K indicates
that the ith subject belongs to the “clerical error” class with the largest variability. In addition to
Ci, Zi2 is missing for some of the subjects.
Because we might assume that the underlying z-score relationship between height and
weight is the same in each of the non-clerical-error variance classes, we also consider a model in
which ρk = σ12kσ11kσ22k is constrained to be equal across k = 1, . . . ,K − 1.
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By structuring the model in this form, the sampling design is fully ignorable under the
further assumption that latent class Ci is independent of the probability of selection, since the
center eﬀect are included as ﬁxed eﬀects, and the probabilities of selection are equal for all
subjects within an age group within a center. We can test the assumption of latent class and
sample inclusion independence by testing the association between the posterior probabilities of
class membership and the case weights.
3.1 Model Estimation via EM
We can construct an EM algorithm (Dempster, Laird and Rubin 1977) to obtain ML
estimates under ( 1), assuming K is known. The complete data log-likelihood is given by
l(β,φ) =
n∑
i=1
K∑
k=1
I(Ci = k)li(β,φk)
where
li(β,φk) = − log(2π) − 1/2 log(1− ρ2k)− 1/2 log(σ211k)− 1/2 log(σ222k)− (2)
1/(2(1 − ρ2k))
(
(Zi1 − μi1)2
σ211k
− 2ρk (Zi1 − μi1)(Zi2 − μi2)
σ11kσ22k
+
(Zi2 − μi2)2
σ222k
)
for β = (βT1 ,β
T
2 )
T and φk = (σ2111, . . . , σ
2
11K , σ
2
221, . . . , σ
2
22K , ρ1, . . . , ρK).
3.1.1 E-Step
The E-step replaces the indicator for the latent class with the probability of class
membership conditional on the observed data
E(
∑
k
I(Ci = k) | Zobsi ,β(t),φ(t)k p(t)k ) = π(t)ki =
p
(t)
k l˜i(β
(t),φ
(t)
k )∑
k p
(t)
k l˜i(β
(t),φ
(t)
k )
where l˜i(β,φk) is the contribution to the observed data log-likelihood of the ith subject
conditional on membership in class k:
l˜i(β,φk) =
⎧⎪⎪⎪⎨
⎪⎪⎩
li(β,φk) if Zi is fully observed
−1/2 log(2π)− 1/2 log(σ23−j,3−j,k)− (Zi,3−j−μi,3−j )
2
2σ2
3−j,3−j,k
if Zij is missing. , j = 1, 2
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We obtain the expected product of the latent class membership indicator with the height and
weight z-scores as follows conditional on the observed data as follows:
E(
∑
k
I(Ci = k)Zij | Zobsi ,β(t),φ(t)k , p(t)k ) =
E(E(
∑
k
I(Ci = k)Zij | Zobsi ,β(t),φ(t)k , p(t)k , Ci = k) | Zobsi ,β(t),φ(t)k , p(t)k ) =
E(
∑
k
I(Ci = k)E(Zij | Zobsi ,β(t),φ(t)k , p(t)k , Ci = k) | Zobsi ,β(t),φ(t)k , p(t)k ) = π(t)ki Z(t)kij
where
Z
(t)
kij =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Zij if Zij is observed
μij + ρ
(t)
k (σ
(t)
jjk/σ
(t)
3−j,3−j,k)(Zi,3−j − μ(t)i,3−j) if Zij is missing
Similarly, we obtain:
E(
∑
k
I(Ci = k)Z2ij | Zobsi ,β(t),φ(t)k , p(t)k ) = π(t)ki Z2(t)kij
where
Z2
(t)
kij =
Z2ij if Zij is observed
Z(t)2kij + σ
(t)2
jjk(1 − ρ2k(t)) if Zij is missing
Note that Z(t)ki1 ≡ Zi1 and Z2(t)ki1 ≡ Z2i1 in our analysis of the Healthy For Life Study data since Zi1
is always observed.
3.1.2 M-Step
The M-step step then updates the marginal class probabilities by
p
(t+1)
k = 1/n
∑
i
π
(t)
ki
The qth age-center mean is estimated by
β(t+1)q =
⎛
⎝∑
i:i∈q
D
(t)
i
⎞
⎠
−1 ∑
i:i∈q
D
(t)
i d
(t)
i
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where D(t)i =
∑
k π
(t)
ki Σ
−1
k and d
(t)
i =
∑
k π
(t)
ki Σ
−1
k Z
(t)
ki , and β = (β
T
1 , · · ·βTQ)T . The covariance
matrix of the kth variance class is estimated by Sk/
∑
i π
(t)
ki where the l,mth element of the
matrix is given by
Slmk =
∑
i
π
(t)
ki
(
Z
(t)
kilZ
(t)
kim − Z(t)kilμ(t)im − Z(t)kimμ(t)il + μ(t)il μ(t)im
)
l = 1, 2 m = 1, 2
The constrained model, which assumes a common covariance ρ for all classes
k = 1, . . . ,K − 1, requires a numerical optimization; in particular, a Newton-Raphson algorithm
can be used: ⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ
(t+1)
111
2
σ
(t+1)
221
2
...
σ
(t+1)
11(K−1)
2
σ
(t+1)
22(K−1)
2
ρ(t+1)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
σ
(t)
111
2
σ
(t)
221
2
...
σ
(t)
11(K−1)
2
σ
(t)
22(K−1)
2
ρ(t)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
−U (t)[H(t)]−1
where U is a 2(K − 1) + 1 vector and H is a 2(K − 1) + 1 matrix given by
U =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∑
i π1i
∂li(φk)
∂σ2111∑
i π1i
∂li(φk)
∂σ2221
...
∑
i πK−1,i
∂li(φk)
∂σ211,K−1∑
i πK−1,i
∂li(φk)
∂σ222,K−1∑
i
∑
k πki
∂li(φk)
∂ρ
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
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and
H =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∑
i π1i
∂2li(φk)
∂(σ2111)
2
∑
i π1i
∂2li(φk)
∂σ2111∂σ
2
221
0 · · · 0 ∑i π1i ∂2li(φk)∂σ2111∂ρ∑
i π1i
∂2li(φk)
∂σ2111∂σ
2
221
∑
i π1i
∂2li(φk)
∂(σ2221)
2 0 · · · 0
∑
i π1i
∂2li(φk)
∂σ2221∂ρ
...
. . .
...
∑
i
∑
k πki
∂2li(φk)
∂ρ2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3)
where
∂li(φk)
∂σ211k
= −1/2σ211k +
1
2(1− ρ2)
[
(Zi1 − μi1)2
σ411k
− ρ(Zi1 − μi1)(Zi2 − μi2)
σ311kσ22k
]
∂li(φk)
∂σ222k
= −1/2σ222k +
1
2(1− ρ2)
[
(Zi2 − μi2)2
σ422k
− ρ(Zi1 − μi1)(Zi2 − μi2)
σ11kσ
3
22k
]
∂li(φk)
∂ρ
= ρ/(1− ρ2)− ρ
(1− ρ2)2
[
(Zi1 − μi1)2
σ211k
+
(Zi2 − μi2)2
σ222k
]
+
1 + ρ2
(1− ρ2)2
[
(Zi1 − μi1)(Zi2 − μi2)
σ11kσ22k
]
∂2li(φk)
∂(σ211k)2
= 1/2σ411k −
1
(1− ρ2)
[
(Zi1 − μi1)2
σ611k
− 3ρ(Zi1 − μi1)(Zi2 − μi2)
4σ511kσ22k
]
∂2li(φk)
∂(σ222k)2
= 1/2σ422k −
1
(1− ρ2)
[
(Zi2 − μi2)2
σ622k
− 3ρ(Zi1 − μi1)(Zi2 − μi2)
4σ11kσ522k
]
∂2li(φk)
∂σ211k∂σ
2
22k
=
ρ
4(1− ρ2)
[
(Zi1 − μi1)(Zi2 − μi2)
σ311kσ
3
22k
]
∂2li(φk)
∂ρ2
=
1 + ρ2
(1− ρ2)2 −
1
(1− ρ2)3
[
(1 + 3ρ2)
(
(Zi1 − μi1)2
σ211k
+
(Zi2 − μi2)2
σ222k
)
−
2ρ(3 + ρ2)
(Zi1 − μi1)(Zi2 − μi2)
σ11kσ22k
]
∂2li(φk)
∂σ211k∂ρ
=
ρ
(1− ρ2)2
[
(Zi1 − μi1)2
σ411k
]
− 1 + ρ
2
2(1− ρ2)2
[
(Zi1 − μi1)(Zi2 − μi2)
σ311kσ22k
]
∂2li(φk)
∂σ222k∂ρ
=
ρ
(1− ρ2)2
[
(Zi2 − μi2)2
σ422k
]
− 1 + ρ
2
2(1− ρ2)2
[
(Zi1 − μi1)(Zi2 − μi2)
σ11kσ
3
22k
]
for k = 1, . . . ,K − 1. For each iteration of the EM algorithm, a single iteration of the
Newton-Rapshon algorithm for the maximization of the common correlation covariance is
performed, making this a generalized expectation maximization (GEM) algorithm. To avoid
convergence problems resulting from the initial estimates being too far removed from the ML
estimate, an initial unconstrained EM algorithm can be run ﬁrst.
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3.2 Multiple Imputation
Our main interest, however, is not necessarily in the model given in ( 1); hence we
implement a multiple imputation procedure postulating the following independent, weakly
informative priors for the model parameters for ( 1):
p(β) ∼ N(0, Vβ)
p(Σk) ∼ INV −WISHART (2, Sk)
p(p1, . . . , pK) ∼ DIRICHLET (1, . . . , 1)
In the constrainted form of ( 1), we model independent priors for the marginal variances and
correlation:
p(log σjjk)
ind∼ N(0, s2) k = 1, . . . ,K − 1
p(ρ) ∼ U(−1, 1)
A Gibbs sampling routine that accommodates missing data proceeds by imputing the
missing data conditional on the latest draw of the parameters, then drawing the parameters from
their posterior distributions conditional on the both the observed and latest draw of imputed data
(Li 1988). Here we consider the missing data no only to include the missing height elements, but
also the latent class assignment. Denoting
∑
i I(Ci = k) by C
k, the conditional draws are as
follows:
1. If Zij is missing, Z
imp
ij is drawn from a normal distribution with mean
μij + ρk(σjjk/σ3−j,3−j,k)(Zi,3−j − μi,3−j) and variance σ2jjk(1− ρ2k). Zcompij is then given by
replacing the missing data elements with Zimpij .
2. Draw latent class indicator Ci from a multinomial distribution of size 1 and K cells, with
probability πki =
pk|Σk|−1/2exp(−1/2(Zcompi −μi)TΣ−1k (Z
comp
i −μi))∑
k
pk|Σk|−1/2exp(−1/2(Zcompi −μi)TΣ−1k (Z
comp
i −μi))
12
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3. Draw latent class marginal probability pk from a Dirichlet distribution with parameters
C1 + 1, . . . , CK + 1.
4. Draw qth age-center mean βq from a bivarate normal with mean
(∑
i:i∈q Di
)−1∑
i:i∈q Didi
and covariance
(∑
i:i∈q Di
)−1
, where Di =
∑
k I(Ci = k)Σ
−1
k + V
−1
β and
di = (
∑
k I(Ci = k)Σ
−1
k + V
−1
β )Z
comp
i .
Then μi = xTi βj , for βj = (β1j , · · · βQj)T .
5. Draw inverse of the outlier covariance matrix Σ−1k from an inverse Wishart distribution,
with df=Ck + 2 and scale
[∑
i I(Ci = k)(Z
comp
i − μi)(Zcompi − μi)T + Sk
]−1
.
6. In the constrained correlation model, only Σ−1K is drawn as in 5); the remainder of the
covariance parameters φ = (σ2111, . . . , σ
2
22(K−1), ρ)
T are drawn using a Metropolis algorithm.
Draw a proposal φ∗ from a 2K − 1-variate normal distribution centered at the current draw
φ and covariarance cH−1, where H is the second derivative of the conditional log-likelihood
given in ( 3) evaluated at the ML estimates and c is a tuning parameter to adjust the
acceptance rate. Accept φ∗ with probability r, where
r = min
(
exp(−∑k∑j −1/8(log σ∗jjk)2)∑ni=1∑K−1k=1 I(Ci = k)li(β,φ∗k)
exp(−∑k∑j −1/8(log σjjk)2)∑ni=1∑K−1k=1 I(Ci = k)li(β,φk) , 1
)
;
otherwise retain the current φ.
Multiple imputation (Rubin [1987], Schafer [1997]) allows one to take m independent draws
of Zcomp from the Gibbs sampling procedure above, analyze using standard complete data
procedures, and combine the results in a fashion that properly propagates the uncertainty in the
imputation procedure. In the ﬁnite population inference setting, assume that, if we had complete
data, we would estimate a (scalar) ﬁnite population quantity T with a statistic Q(Zcomp), and
that the corresponding VarQ(Zcomp) would be estimated using VˆarQ(Zcomp) that appropriate
13
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accounts for the sample design. We that obtain a multiple imputation point estimate of the
underlying model parameter or ﬁnite population quantity Q as
Qˆ = m−1
m∑
t=1
Q
(
Zcomp(t)
)
.
Inference is based on
V 1/2(Qˆ−Q) ∼ tν
where
V = U + (1 + m−1)B
for
U = m−1
m∑
t=1
Vˆar
(
Q
(
Zcomp(t)
))
B = (m− 1)−1
m∑
t=1
(Qˆ−Q
(
Zcomp(t)
)
)2
ν = (m− 1)
[
1 +
U
(1 + m−1)B
]2
.
Because we do not want inference about the underlying population to be based on the data
elements that are clerical errors, we delete subjects assigned to the Kth latent class when
computing Q({Zcomp}).
4.0 Results
To choose the number of latent variance classes, as well as choose starting values for the
Gibbs sampler, we obtain ML estimates for K = 2, 3, 4. The ML estimates of the class fractions
and covariance matricies for the unconstrained and constrained models are given in Table 1, along
with the AIC (Akaike 1978) and BIC (Schwarz 1978) measures. The constrained models are
generally favored over the unconstrained models by both the AIC and BIC criteria. Among the
14
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constrained models, the 3-class model is favored by the BIC criteria, while the 4-class is favored
(slightly) by the AIC criteria.
The 2-class model suggests that nearly 6% of the observations are outliers due to
transcription errors. The 3- and 4-class models suggest a more reasonable transcription error rate
of under 2%. Figure 1 shows the probability of being in the “outlying” class under each of the four
constrained models, for the observations that have both height and weight observed. The 3-class
and 4-class models diﬀer little with respect to which observations are likely to be clerical errors.
The ML estimates also indicate that, among the Health Center population, there appears to
be a substantial majority segment whose z-score variance is close to 1, and a second
“overdispersed” class with variance inﬂated by a factor of 2-3 for weight and up to 8 for height,
with some evidence for the overdispersed height variance class being further divided into two
subclasses, one inﬂated by a factor of 2, the other by a factor of 9. This suggests that this
medically underserved population contains one or two clusters of children who are more likely to
be very obese or very underweight relative to a majority cluster that has a more stable variance
proﬁle. The common height-weight z-score correlation is approximately .7 under all of the models
considered, indicating that heavier-than-normal children tend to be taller than normal.
To assess the assumption that the latent class membership probabilities are independent of
the selection probabilities, we plot πˆki against the inverse of the case weight 1/wi in Figure 2.
There was weak evidence that the largest variance classes were somewhat overrepresented in the
sample, indicated that the estimates of the fraction of the population that belong to the outlier
class given in Table 1 may be somewhat high. In the Discussion section we consider how this
association might be accommodated during EM estimation or the multiple imputation procedure
The AIC criterion appears to perform better than the BIC criterion with respect to model
15
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pk σ
2
11k σ
2
12k σ
2
22k AIC BIC
Unconstrained
2-Class k = 1 .942 1.40 .89 1.17 13626.4 14364.8
k = 2 .058 13.69 11.77 19.56
3-Class k = 1 .896 1.40 .88 1.09 13590.5 14353.1
k = 2 .086 2.71 2.77 7.44
k = 3 .018 35.3 27.2 35.0
4-Class k = 1 .781 1.28 .84 1.04 13592.1 14376.9
k = 2 .125 2.84 1.47 1.60
k = 3 .077 1.91 2.42 7.54
k = 4 .016 36.8 29.7 39.0
Constrained
3-Class k = 1 .903 1.40 .87 1.08 13590.6 14346.4
k = 2 .080 3.00 3.58 8.62
k = 3 .017 35.2 26.2 33.6
4-Class k = 1 .760 1.24 .79 1.01 13589.7 14362.8
k = 2 .153 2.78 1.54 1.71
k = 3 .071 2.11 3.03 8.63
k = 4 .016 37.5 29.5 38.6
Table 1: ML estimates for 2-class, 3-class, and 4-class models.
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Figure 1: ML estimate of probability of being in outlier class among fully observed observations in
the Healthy For Life Study data.
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Figure 2: ML estimate of latent variance class probability membership πˆki (x-axis) vs. the inverse
case weight 1/wi (y-axis) for 4-class model: (a) k = 1, Spearman’s rho=-.03; b) k = 2, Spearman’s
rho=-.01; a) k = 3, Spearman’s rho=.04; a) k = 4, Spearman’s rho=.05;
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choice in the simulations, leading us to utilize a 4-class model for the multiple imputation. To
assure independence between draws of Zcomp, we ran a Gibbs sample of 5,000 draws, taking the
imputation from every 250 draws for a total of 20 imputations. For our prior distributions, we
assumes Vβ =
⎡
⎢⎢⎢⎣
1000 0
0 1000
⎤
⎥⎥⎥⎦, providing a nearly non-informative prior;
p(log σjjk)
ind∼ N(0, 4) k = 1, . . . ,K − 1 a weak prior centered at the variance of a true Z statistic;
and SK =
⎡
⎢⎢⎢⎣
5 0
0 5
⎤
⎥⎥⎥⎦, proving a very weak prior centered at 5 times the variance of a true Z
statistic. Figure 3 plots the observed and imputed height and weight z-scores for the ﬁrst four
imputations; draws assigned to the “outlier” class are denoted in red. This ﬁgure highlights the
overrpresentation of imputed values in the outlier class, which is consistent with clerical errors
being associated with missing data. Note that a feature of this model is that it accounts for the
uncertainty associated in assigning outliers at the edge of the non-outlier distribution, and also
accounts for the fact that the error mechanism that generates outliers will also create erroneous
values that are assigned to central part of the distribution by chance.
For each imputed dataset, the observed weight and observed or imputed height z-score were
backtransformed to weight and height measures, and BMI computed as weight/height2 ; BMI was
then itself z-score transformed as in Cole (1990). A subject was classiﬁed as obese if their BMI
z-score for their age exceeded the 95% percentile (Kuczmarski et al. 2000). The standard
complete-case data analysis to estimate the obesity prevalence utilized design-based procedures
that account for stratiﬁcation by region, clustering by center, and unequal probability of selection
by age-center cell in the sample design; in particular, fully weighted means and Taylor Series
linearization estimates of variance (Woodruﬀ 1971) were calculated using PROC SURVEYMEAN
in SAS V8.2 (SAS Institute, Cary, NC).
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Figure 3: Weight versus observed (‘.’) and imputed (‘x’) z-scores, for four imputations. Blue values
assigned to non-clerical error variance class clusters; red assigned to clerical error variance class
cluster.
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Table 2 gives the percent of the patient population that is obese overall; by gender, age,
race/ethnicity, region; and by gender, race/ethnicity, and region by age, under a complete case
analysis, standard multiple imputation for height without outlier mixture model, and multiple
imputation under outlier mixture model. The standard multiple imputation analysis suggests
that the missing data mechanism is approximately MCAR overall, although somewhat less so
within the age categories: children missing height data appeared more likely to be heavier in the
2-5 year olds than in the 6-11 year olds. Accounting for the eﬀect of the missingness also reduced
the conﬁdence intervals by about 10-15% relatively to the complete-case data, consistent with the
25% missingness of the height data and the fact that conﬁdence interval length is O(n−1/2). The
multiple imputation mixture analysis suggested that the outliers may have caused the obsesity
rate to be biased upward, and that this bias was more pronounced among younger children. This
is consistent with the directional eﬀect that errors due to incorrect noting of age would have on
obesity rates. If height data is missing and an older child incorrectly noted as younger, the
resulting weight z-score would be extremely large, likely yielding a large BMI after height
imputation, and potentially classifying a non-obese child as obese; the reverse is true is a younger
child is incorrectly noted as older. Since children are more likely than not to be non-obese, the
net eﬀect of age transcription errors should be to inﬂate obesity rates among younger children,
and deﬂate to a much lesser degree obesity rates among older children. The mixture model also
indicates that children in the US rural and Puerto Rico were more likely to have clerical errors
made during transcription.
Table 3 presents similar results for the estimated population 2.5 and 97.5 percentiles for
BMI. Here modeling the outliers via the mixture model suggests that the spread in BMI measures
is not as large, as would be expected, and that the outliers are somewhat disproportionally in the
US rural stratum. The tendency for the younger children to have large BMI outliers and older
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Overall Age 2-5 Age 6-11
CC MI(1) MI(2) CC MI(1) MI(2) CC MI(1) MI(2)
Male 22.619.5,25.7 22.719.9,25.6 22.419.6,25.3 24.419.1,29.8 24.519.5,29.6 23.418.6,28.3 21.718.0,25.5 22.018.5,25.4 22.018.6,25.5
Female 23.119.9,26.4 23.220.3,26.1 23.020.1,25.9 21.315.9,26.6 22.417.4,27.3 21.816.9,26.6 24.019.9,28.2 23.620.0,27.2 23.519.8,27.1
Asian 20.47.0,33.8 19.77.4,32.0 19.67.3,31.9 15.31.7,29.1 14.10.6,27.4 13.11.4,24.7 21.94.4,39.5 21.65.4,37.7 21.75.3,38.1
Black 26.421.2,31.7 25.721.2,30.4 25.520.8,30.1 22.314.1,30.4 22.014.6,29.5 21.313.8,28.7 28.722.0,35.4 27.421.7,33.1 27.321.4,33.1
White 21.717.7,25.6 22.018.5,25.5 22.118.6,25.6 17.912.2,23.6 20.614.8,26.3 20.014.6,25.5 23.218.1,28.2 22.518.2,26.7 22.818.6,27.1
Hispanic 24.220.6,27.8 24.621.2,28.1 24.220.7,27.7 27.320.9,33.7 27.621.2,33.9 26.520.5,32.4 22.518.2,26.8 23.119.0,27.3 23.118.8,27.3
Urban 22.719.3,26.1 22.719.5,25.9 22.619.4,25.8 22.017.0,27.1 21.817.0,26.6 21.516.7,26.2 23.018.7,27.4 23.019.0,27.1 23.018.9,27.1
Suburban 23.718.2,27.9 24.119.6,28.5 23.919.6,28.1 21.014.0,28.0 23.516.8,30.3 22.615.9,29.2 24.017.7,30.3 24.218.7,29.7 24.419.1,29.7
Rural 25.820.8,30.8 24.520.5,28.6 24.020.1,28.0 19.413.0,25.8 22.615.9,29.2 20.915.2,26.5 28.622.0,35.1 25.220.4,30.1 25.120.2,30.1
NYCC 17.68.7,26.4 17.38.9,25.6 17.99.2,26.6 16.23.7,28.7 15.83.6,27.9 15.73.9,27.4 18.26.3,30.0 17.87.1,28.5 18.87.5,30.1
PR urban 21.212.3,30.1 20.311.8,28.7 20.011.6,28.5 21.17.5,34.6 19.77.2,32.1 19.06.9,31.1 21.39.1,33.4 20.88.9,32.8 20.99.0,32.7
PR other 22.116.7,27.4 21.716.6,26.7 21.216.1,26.3 27.417.3,37.5 27.017.2,36.8 25.816.3,35.3 18.913.0,24.8 18.612.7,24.4 18.512.7,24.2
All 22.920.6,25.1 23.020.9,25.0 22.720.7,24.7 23.019.2,26.7 23.519.9,27.1 22.719.3,26.1 22.820.0,25.6 22.720.3,25.2 22.720.2,25.2
Table 2: Percent obese overall; by gender, age, race/ethnicity, region; and by gender, race/ethnicity,
and region by age. CC=Complete case analysis, MI(1)=standard multiple imputation for height
without outlier mixture model , and MI(2)=multiple imputation under outlier mixture model.
NYCC=New York City Chinatown. 95% CI in subscript.
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Overall Age 2-5 Age 6-11
CC MI(1) MI(2) CC MI(1) MI(2) CC MI(1) MI(2)
Male (13.5,27.8) (13.4,27.8) (13.6,27.7) (13.8,22.8) (13.7,22.9) (13.7,22.4) (13.3,29.0) (13.0,28.9) (13.4,29.0)
Female (13.4,29.6) (13.1,29.9) (13.4,29.9) (13.9,22.7) (13.9,22.8) (13.9,22.8) (13.3,30.6) (13.1,30.7) (13.3,30.7)
Asian (13.5,27.8) (13.5,28.8) (13.2,27.6) (13.5,21.1) (13.5,21.1) (13.2,21.1) (14.5,27.8) (13.7,27.8) (14.3,27.7)
Black (13.7,32.2) (13.6,31.8) (13.6,31.5) (13.8,22.9) (13.8,23.0) (13.8,22.8) (12.8,32.8) (13.3,32.8) (13.4,32.7)
White (13.7,30.6) (13.5,30.3) (13.7,30.5) (13.5,22.3) (13.5,22.9) (13.5,22.7) (13.8,30.9) (13.5,30.7) (13.6,30.9)
Hispanic (13.3,26.8) (13.1,27.1) (13.3,27.0) (14.0,22.8) (13.9,22.8) (13.9,22.8) (12.6,28.1) (12.6,28.2) (12.8,28.1)
Urban (13.7,28.2) (13.5,28.4) (13.7,28.3) (13.5,22.7) (13.6,22.7) (13.6,22.5) (13.7,29.3) (13.5,29.3) (13.7,29.3)
Suburban (13.7,30.9) (13.7,30.6) (13.7,30.8) (13.9,22.3) (13.9,22.8) (13.9,22.4) (13.6,32.6) (13.7,31.0) (13.6,31.6)
Rural (12.9,30.5) (12.5,30.7) (13.2,30.3) (13.6,22.3) (13.4,23.4) (13.6,22.7) (12.3,31.0) (12.2,31.4) (12.9,31.2)
NYC (13.4,26.0) (13.3,26.0) (13.8,26.1) (14.1,23.3) (13.8,23.3) (13.6,23.3) (13.4,26.0) (13.3,26.0) (13.9,26.1)
PR urban (13.1,27.1) (13.1,27.1) (13.2,26.8) (13.5,27.1) (13.6,24.2) (13.7,24.1) (12.8,27.5) (12.8,27.5) (12.9,27.3)
PR other (12.3,27.1) (12.4,27.3) (12.7,27.1) (14.0,22.8) (13.9,22.8) (13.9,22.8) (11.8,28.1) (11.8,28.3) (12.1,28.2)
All (13.5,28.8) (13.3,28.8) (13.5,28.9) (13.9,22.8) (13.8,22.8) (13.8,22.7) (13.3,30.5) (13.1,30.2) (13.3,30.3)
Table 3: Empiricial estimates of 2.5 and 97.5 percentiles of BMI overall, by gender, age,
race/ethnicity, region; and by gender, race/ethnicity, and region by age. CC=Complete case
analysis, MI(1)=standard multiple imputation for height without outlier mixture model, and
MI(2)=multiple imputation under outlier mixture model. 95% CI in subscript.
children to have small BMI outliers is also consistent with clerical errors being due to age, rather
than incorrect transcriptions of height or weight directly, although we assume those occur as well.
5.0 Simulation Study
For a brief simulation study, we generated data under ( 1) where μi ≡ 0,
Σk = σk
⎛
⎜⎜⎜⎝
1 .5
.5 1
⎞
⎟⎟⎟⎠ for k < K and ΣK = σK
⎛
⎜⎜⎜⎝
1 0
0 1
⎞
⎟⎟⎟⎠, and n = 500. We assumed a simple
random sampling. In addition, we deleted elements of Zi2 under an MAR mechanism, where
P (Mi = 1 | Zi1 = zi1, Ci = k) =
⎧⎪⎪⎪⎨
⎪⎪⎩
{exp
( zi1/
√
σk)1 + {exp(zi1/√σk) if k < K
0 if k = K
for the missingness indicator Mi, so that large values of Zi1 tended to be missing Zi2 unless the
observation was a member of the “outlier” class.
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We considered four latent variance class models in each of 200 simulations:
• A: K = 2, σ1 = 1, σ2 = 100, ρ = .5, p = (.98 .02)T ;
• B: K = 2, σ1 = 1, σ2 = 100, ρ = .5, p = (.90 .10)T ;
• C: K = 4, σ1 = .25, σ2 = 1, σ3 = 9, σ4 = 100, ρ = .5, p = (.245 .245 .245 .02)T ;
• D: K = 4, σ1 = .25, σ2 = 1, σ3 = 9, σ4 = 100, ρ = .5, p = (.225 .225 .225 .10)T .
Figure 4 shows an example of each of the four simulation types considered. For each simulation
we determined the following:
1. The choice of K under the AIC and BIC criteria;
2. The mean and 95% conﬁdence interval for ρk = ρ for k < K:
• Under a complete case analysis;
• Under a standard multiple imputation procedure that did not account for outliers;
• Under a standard multiple imputation procedure with outliers removed based on
Z-statistic: the Z statistics are computed for each observation, and observations are
retained if Z statistics for both variables lie between z.025/n = −3.89 and
z1−.025/n = 3.89; this process is repeated until all observations are retained;
• Under the mixture multiple imputation procedure using the value of K selected under
the AIC criteria and treating the K mixture class as containing transcription-type
outliers to be deleted.
Table 4 shows the results of the simulation study. As the proportion of outliers increased
they overwhelmed the estimation of the common non-outlier correlation; standard imputation
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Figure 4: Fully observed (‘.’) and unobserved Zi2 (‘x’) values, for four simulation imputation
examples considered: Simulation A: K = 2, σ1 = 1, σ2 = 100, p = (.98 .02)T ; Simulation B:
K = 2, σ1 = 1, σ2 = 100, p = (.90 .10)T ; Simulation C: K = 4, σ1 = .25, σ2 = 1, σ3 = 9,
σ4 = 100, p = (.245 .245 .245 .02)T ; Simulation D: K = 4, σ1 = .25, σ2 = 1, σ3 = 9, σ4 = 100,
p = (.225 .225 .225 .10)T . Black corresponds to variance class clusters k < K; red to “outlier”
variance class cluster K.
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corrected this only to a very modest degree. Attempting to remove the outliers using a crude
iterative Z-statistic method before conducting the multiple imputation reduced bias to some
degree, but conﬁdence intervals were also reduced to the point where coverage was actually worse
than in the standard imputation case. In the mixture imputation, the AIC and BIC criteria
performed well for the two class model, but tended to mix the two smallest non-outliers classes for
the four class model; this tendency was more pronounced in the BIC that the AIC, and when the
proportion of outliers was greater. The estimate of the common correlation was essentially
unbiased under all four scenarios under the mixture imputation, and the coverage was correct
despite the tendency to underestimate the model size.
6.0 Discussion
We describe a method using a latent class model for variability that simultaneously
accounts for missing data and clerical error outliers that should be removed. We apply our
method to generate an unbiased estimate of obesity prevalence among children aged 2-11 who
receive care at HSRA-supported Community Health Centers in HSRA Regions II and III at least
once during calendar year 2001. By developing our method in the context of a multiple
imputation framework, we allow estimation to proceed using standard design-based methods for
complete-case analyses. We show that failing to account for the outliers caused by clerical errors
leads to a modest overestimation of obesity rates and conﬁdence interval width, particularly
among subpopulations for which clerical errors were more likely. This has important clinical and
public health implications. Without the proposed correction, diﬀerences in prevalence between
centers with more or less clerical errors could have been misinterpreted as an increased risk for
obesity in children living in one area rather than insuﬃcient standardization between centers.
Standardization in measurement and transcription in multi-center studies is expensive, as it
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Sim. A Sim. B Sim. C Sim. D
AIC K=2 98 94 1 0
K=3 2 5 57 57
K=4 0 1 42 43
BIC K=2 100 100 8 0
K=3 0 0 87 97
K=4 0 0 3 3
CC Mean .21 .06 .31 .11
MSE .163 .235 .066 .171
Cover 20 4 25 3
IMP 1 Mean .23 .06 .33 .13
MSE .149 .228 .057 .162
Cover 22 5 32 4
IMP 2 Mean .26 .13 .34 .21
MSE .072 .143 .037 .093
Cover 18 0 32 2
IMP 3 Mean .49 .49 .50 .49
MSE .003 .003 .005 .006
Cover 94 95 94 94
Table 4: Simulation A: K = 2, σ1 = 1, σ2 = 100, p = (.98 .02)T ; Simulation B: K = 2,
σ1 = 1, σ2 = 100, p = (.90 .10)T ; Simulation C: K = 4, σ1 = .25, σ2 = 1, σ3 = 9, σ4 = 100,
p = (.245 .245 .245 .02)T ; Simulation D: K = 4, σ1 = .25, σ2 = 1, σ3 = 9, σ4 = 100,
p = (.225 .225 .225 .10)T . For all simulations, ρ = .5 CC: complete case analysis; IMP 1: stan-
dard multiple imputation procedure; IMP 2: standard multiple imputation procedure with outliers
removed based on Z-statistic; IMP 3: mixture multiple imputation procedure using the value of
K selected under the BIC criteria. Mean=mean value of ρˆ across simulations; MSE=mean square
error of ρˆ estimated from simulations; Cover=nominal coverage of 95% conﬁdence interval for ρ
estimated from simulations.
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requires rigorous training and travels. Our method provides a post data collection alternative to
eliminate outliers when extensive training has not been possible before data collection.
Our method also suggested evidence for three other classes of variability in the
HSRA-served population aged 2 through 11: a class with normalized variance ∼1 containing
about 75% of the population, a class containing about 15% of the population overdispersed by a
factor of 2, and a class containing about 10% of the population that has an even higher degree of
overdispersion with respect to height. These overdispertion classes are now accounted for in the
modeling procedure, and are of clinical interest as well as they indicated children who may be
obese and/or malnourished, or diﬀering in other respects from the majority of the population. A
richer dataset could determine if these overdispersion classes might be related to covariates such
as income, health status, or other socio-economic factors. It would also be of interest to consider
a similar model with respect to an alternative population sample, such as NHANES.
The method considered here has obviously been tailored to the application, in that we
assume that a distinct class of clerical error outliers exists, which we would remove if we could be
certain which ones they were. The method could be used to simply identify cases for further
consideration, which, because of issues about returning to the Health Centers for further data
collection, was not considered to be practical here.
The method proposed here has many extensions. First, from a population-based inference
perspective, associations between the probability of selection and latent class membership could
be accommodated the the EM estimation by updating the marginal class probability p(t+1)k with
∑
i wiπ
(t)
ki /
∑
i wi, or in the multiple imputation framework by drawing pk from a Dirichlet
distribution with parameters Ckw + 1, where Ckw = nw
∑
wiI(Ci=k)∑
wi
for eﬀective sample size nw,
where nw accommodates the design eﬀects of the sample as, e.g., nw = n CVCV 2+1 , where CV is the
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coeﬃcient of variation of the design weights (Korn and Graubard 1999, p. 173). Second, although
the normal mixture model is fairly ﬂexible, a heavier-tailed t-mixture could be considered as well,
at the cost of increased computational complexity. Third, the age-by-center ﬁxed eﬀects could be
replaced with random eﬀects, with modest additional complexity. Finally, rather than the
somewhat ad-hoc method of ﬁxing the number of classes K via penalized maximum likelihood
and treating it as known, a fully Bayesian method that accommodates uncertainty in the number
of classes could be implemented by adding a prior distribution for the total number of classes and
adding a model choice step to the Gibbs routine via a product space search (Carlin and Chib
1995) or reversible jump (Green 1995) step.
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