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Abstract
Many of the most challenging problems in modern science lie at the interface of several
ﬁelds. To study these problems, there is a pressing need for trans-disciplinary research incorporating computational and mathematical models. This dissertation presents a selection
of new computational and mathematical techniques applied to biological simulations and
problem solving: (i) The dynamics of alliance formation in primates are studied using a
continuous time individual-based model. It is observed that increasing the cognitive abilities of individuals stabilizes alliances in a phase transition-like manner. Moreover, with
strong cultural transmission an egalitarian regime is established in a few generations. (ii) A
putative case of hybrid speciation in three species of Heliconius butterﬂies is studied using
a spatial, genetically explicit, individual-based simulation. Given the ecological and selective pressures observed, the hybrid origin of Heliconius heurippa is supported by the model.
However, the coexistence of the parental species and the hybrid species is only transient in
the simulation. (iii) Optimization and computational techniques were developed during the
implementation of a model of adaptive radiation in Anolis lizards. An eﬃcient and accurate numerical integration routine was developed and a parallel implementation was ran on
Kraken, Cray’s XT5 supercomputer. These procedures improved the simulation’s running
time by several orders of magnitude. (iv) Optimizations, both in execution time and memory
usage, are proposed for some genetic operators extensively used in evolutionary algorithms
and biological simulations. Speed-up ranging from two-fold to several orders of magnitude
is achieved. A statistical analysis was conducted to ensure the reliability of the methods.
(v) No-Free-Lunch (NFL) theorems are theoretical results concerning the performance of
heuristic optimization algorithms. The characterization of function sets for which the Focused NFL theorem holds is shown. A generalization of NFL results to random algorithms
is proven, as well as a new NFL theorem for random algorithms over arbitrary benchmarks.
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CHAPTER 1

Introduction
Ongoing advances in science and technology help solve problems of higher complexity
and broader scope than ever before. In particular, many of the most challenging problems
in modern science lie at the interface of several ﬁelds. There is a pressing need for transdisciplinary research to tackle these problems. This is especially true at the interface of
computer science, mathematics and biology. Complex interactions in biological systems occur at many diﬀerent scales, from temporal and spatial to hierarchical; understanding their
behaviors from the interactions of agents requires the development of specialized mathematical, quantitative and computational models. These models assist in better understanding
of the mechanisms that led nature to its present state and in formulating more accurate
predictions on how it may evolve in the future.
The explosive growth in computer technology opens a window to create more realistic
simulations, both in scale and complexity, in attempting to answer long-standing questions
in all ﬁelds of scientiﬁc research. Breakthroughs in science frequently occur through the use
of strong mathematical foundations and ambitious computer models that push the limits
on even the fastest super-computers available. Analytical models are used to study systems
in which direct experimentation is unfeasible due to constraints, be they logistic, ethical or
budgetary [Peck, 2004]. In addition, simulation are frequently used when analytical models
are unable to capture the behaviors observed in a complex system. However, simulations can
also be used to study complex process, like adaptation, on their own without having to target
a speciﬁc system [Holland, 1992]. Because of its ability to approximate analytical solutions,
explore statistical properties and capture real-world systems, simulation has been argued to
be the most eﬃcient way to analyze biological complex systems [Peck, 2004, Axelrod, 2006].
Indeed, models have been used extensively to understand numerous processes in biology,
for example by Axelrod [1984], Kondrashov [1986], van Dijk and Bijlsma [1994], Moore and
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Tonsor [1994], McCarthy et al. [1995], Sadedin and Littlejohn [2003], Dugatkin and Early
[2004], Gavrilets et al. [2007], Gavrilets and Vose [2007], Sadedin et al. [2009], Thibert-Plante
and Hendry [2009]. Moreover, simulations, in particular agent-based models, have been
suggested as a shared unifying ground among disciplines. Axelrod [2006] argues that not
only do agent-based models prove useful in understanding systems for which mathematical
analyses are intractable, but also provide grounds on which scientists from diﬀerent ﬁelds
can collaborate. and in doing so, parallels among diverse disciplines can be found, explored
and understood.
There is usually a trade-oﬀ when faced with the choice of analyzing a system through
simulation or analytical methods. While simulation usually studies problems through more
realistic techniques, results are more diﬃcult to interpret and a complete understanding of
the dynamics is usually impossible to guarantee. Because of these drawbacks, it is important
to not succumb to the temptation to forfeit analytical studies [Gavrilets, 2003]. There
is still much to learn from both approaches, but most importantly, it is crucial to not
think of problem solving through modeling with the exclusive view of either analytical or
else numerical modeling. We ﬁnd ourselves in a time in which simulation and analytical
approaches beneﬁt from each other, and ultimately together solve challenging problems that
would otherwise be intractable. On one hand, simulations can be used to assess if the
behaviors observed in analytical models generalize to more complex or realistic scenarios.
On the other hand, analytical studies can be used to verify general patterns observed in
numerical simulations [Gavrilets, 2003].
Biologically inspired computation has been successfully applied to problems in a wide
range of ﬁelds like pattern recognition and learning [Schaﬀer et al., 1992, Yao and Liu, 1998,
Fogel, 2006], optimization [Goldberg, 1989, Holland and Miller, 1991, Eiben and Smith,
2003], image processing [Bhandarkar and Zhang, 1999], structure design [Querin et al.,
1998], and many more. Fogel [2006] makes a case that the path to robust machine learning
or artiﬁcially intelligent systems is not through the traditional approach of expert systems,
analytical optimization algorithms, or other knowledge-based approaches. The original attempts at creating artiﬁcial intelligence sought to leverage general-purpose problem solving
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algorithms. Over the course of two decades, and due primarily to the diﬃculties faced
with developing and integrating such general algorithms, research in artiﬁcial intelligence
narrowed considerably [Waterman, 1985].
As an alternative to expert systems, Fogel [2006] argues that since all learning processes
are adaptive, it is only through simulation of adaptive processes in a computer that one
can develop an intelligent algorithm. Furthermore, he maintains that adaptation achieved
by evolution is analogous to the scientiﬁc method, where each individual constitutes a set
of hypotheses about their environment, and only those individuals with the appropriate set
of hypotheses survive. Therefore, for Fogel [2006], simulating evolution constitutes the ﬁrst
step in the direction of developing truly adaptive algorithms for problem solving.
This dissertation contributes to science and technology at the interface of several ﬁelds
by presenting a selection of new computational and mathematical techniques applied to biological simulations and problem solving. The simulations are presented in order of increasing
realism which entails increasing mathematical and computational complexity. Chapters 2
and 3 present two case studies illustrating how simulation leads to better understanding of
biological systems. Chapter 4 develops mathematical and computational techniques which
enable a complex biological system to be simulated within realistic time and computing
constraints. Increasing model realism, in particular, involves simulating genetics. Chapter
5 provides a widely applicable optimized implementation of genetic operators assisting in
the creation of realistic biological simulations and eﬃcient implementations of evolutionary
algorithms. This optimized implementation is accompanied by a statistical analysis to ensure qualitative correctness and numerical stability. Finally, Chapter 6 explores abstract
properties of heuristic optimization algorithms, and in particular evolutionary algorithms.
Figure 1.0.1 schematically shows the chapters in this dissertation and their natural interrelationships from the perspective of computer science, mathematics and biology.
An overview of Chapters 2 to 6 follow.
Dynamics of alliance formation and the egalitarian revolution. The evolution of humans,
and in particular the diﬀerences between humans and other greater primates, has fascinated
researchers ever since Darwin’s The origin of species, and perhaps even earlier. Arguably the
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Figure 1.0.1: Representation of the natural inter-relationships of the chapters in the dissertation. The ﬁgure shows schematically the bearing of the chapters from the perspective of
computer science, mathematics and biology.

most inﬂuential force in human history is the formation of social coalitions and alliances (i.e.
long-lasting coalitions) and their impact on individual power [Harcourt and de Waal, 1992,
Chapais, 1995]. Understanding the dynamics of alliance formation and its consequences
for biological, social, and cultural evolution is a formidable theoretical challenge. In most
great ape species, coalitions occur at individual and group levels and among both kin and
non-kin. Nonetheless, ape societies remain essentially hierarchical, and coalitions rarely
weaken social inequality. In contrast, human hunter-gatherers show a remarkable tendency
to egalitarianism, and human coalitions and alliances occur not only among individuals
and groups, but also among groups of groups [Boehm, 1999, Pandit and van Schaik, 2003].
These observations suggest that the evolutionary dynamics of human coalitions can only be
understood in the context of social networks and cognitive evolution.
Only in the last few decades has attention turned to social interactions and cooperation
through competition as the initial causes of the evolutionary transition to modern humans.
This is known as the social brain hypothesis, also known as the Machiavellian intelligence
hypothesis [Byrne and Whiten, 1988, Whiten and Byrne, 1997]. A theoretical study of this
hypothesis was conducted by Gavrilets and Vose [2006], but its eﬀect on social structure
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of early hominids was not assessed. Chapter 2 presents an individual-based, continuous
time stochastic model without genetics. The model aims to understand the emergence
of networks of allies resulting from within-group competition for status or mates between
individuals utilizing dyadic information.
Hybrid speciation in butterﬂies in a jungle. While plausible explanations for the evolution of humans and other historical biological processes are important for understanding
the current world, the other crucial aspect of science is its ability to extrapolate current
knowledge and create predictions on the future behavior of present systems. Of increasing
interest in biology is the process of speciation, and in particular the role that ecology plays
in it. This has lead to a new focus on ecological speciation [Mayr, 1947, Rundle and Nosil,
2005, Schluter, 2000], which is deﬁned as speciation driven by ecologically based divergent
selection. Another novel development is a resurrection of arguments about the role of hybridization in speciation and adaptive radiation [Arnold, 1997, Bullini, 1994, Gompert et al.,
2006, Mallet, 2007, Seehausen, 2004]. In particular homoploid hybrid speciation (i.e. speciation through hybridization without change in the number of chromosomes), is receiving
renewed interest and new empirical and theoretical support. Arguably the most convincing
case of homoploid hybrid speciation in animals [Mavarez et al., 2006] is theoretically studied in Chapter 3. The proposed model is spatial, individual-based, with non-overlapping
generations and explicit genetics.
Simulating population genetics on the XT5. Individual-based biological simulations with
spatial layouts involve the simulation of millions of individuals explicitly. Such a simulated space contains over a thousand patches, each one containing thousands of individuals
and run for hundreds of thousands of simulated generations. Within a patch, a simulated
generation typically requires a number of operations that scales like the square of the local population size to complete. Such quadratic complexity comes from the evaluation of
non-random-mating, and sometimes also from viability selection comprising the eﬀects of
between-individual competition. In some simulations, however, the computation of mate
choice or viability can be very expensive, driving the total execution time to the order of
years or decades even when run on the fastest supercomputers. In these cases, we require
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the development of optimized algorithms for mate choice and viability to allow the simulation to run in reasonable time. In Chapter 4 we present the steps implemented in order
to optimize a model of adaptive radiation in Anolis lizards both from the point of view
of the mathematical tools required and from the practical restructuring of the simulation
to run it in one of the biggest super computers in the world: Kraken, a Cray XT5 at the
National Institute for Computational Sciences in Oak Ridge National Lab. We discuss the
lessons learned from the computational challenges encountered, and describe how we have
dealt with them within the constraints presented by time and hardware.
Eﬃcient implementation of crossover and mutation operators. The genetic operations of
recombination, mutation, inversion, translocation, and more, are other potential bottlenecks
of genetically explicit simulations and genetic algorithms. From these operators, probably
the most widely used are recombination (also called crossover ) and mutation. Chapter 5
oﬀers an eﬃcient implementation (both in terms of memory and speed) of several variants
of recombination and mutation, based on the work of Vose [1999]. In addition, a statistical
analysis compared against a straightforward implementation is conducted. This analysis
proves the correctness and numerical stability of the eﬃcient implementation, at least from
a statistical point of view.
No free lunch on random algorithms. Without question, optimization is central to much
of human activity. Due to the complexity of certain optimization problems, a plethora of
heuristic optimization algorithms have been suggested by many researchers. Real-world
systems exhibit properties like robustness, eﬃciency, adaptiveness, or self organization. Biologically inspired methods have been proposed in the hope that such properties could be
captured and would, thus, help in solving complex or computationally intractable problems
[Eiben and Smith, 2003, Fogel, 2006, Goldberg, 1989, Holland and Miller, 1991, Holland,
1992, Schaﬀer et al., 1992]. In particular, biological evolution has been used as a model to
construct algorithms for problem solving.
Genetic Algorithms have been traditionally regarded as general purpose optimization
techniques, and much has been argued about their performance and suitability when compared with other optimization techniques, including specialized algorithms, enumeration,
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and random walks [Goldberg, 1989]. Nonetheless, the theoretical basis for heuristic optimization algorithms, especially those simulating evolutionary processes, has received relatively small attention considering the number of heuristic algorithms suggested with little or
no theoretical framework to support them. One of the best known approaches to studying
search algorithms theoretically is the No free lunch concept and its associated theorems
[Wolpert and Macready, 1997]. After the original formulation of these theorems, several researchers have questioned their applicability to real world problems [Domingos, 1998, Droste
et al., 1999, Auger and Teytaud, 2007, Marshall and Hinton, 2009] and have proposed scenarios where NFL theorems would not hold [Whitley, 1999]. Several generalizations and
extensions have been proposed aimed to relax the assumptions required for the theorems
to hold [Schumacher et al., 2001, Schumacher, 2000, Igel and Toussaint, 2004, Whitley and
Rowe, 2008, Rowe et al., 2009]. These generalizations have created their own round of articles
concerning the applicability of these new theorems [Igel and Toussaint, 2001]. In Chapter 6
an extension of existing NFL theorems is proposed, as well as a new result concerning truly
random search algorithms. One of the strongest arguments against NFL applicability is the
requirement of special classes of functions [Igel and Toussaint, 2001]. The new result removes
these restrictions by studying average performance of algorithms over given benchmarks.
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CHAPTER 2

Dynamics of alliance formation and the egalitarian revolution
This chapter is a lightly revised version of a paper by the same name published in the
journal PLoS ONE in 2008 by Sergey Gavrilets, Edgar A. Duenez-Guzman, and Michael D.
Vose:
Gavrilets, S., Duenez-Guzman, E.A. and Vose, M.D. Dynamics of alliance formation and
the egalitarian revolution PLoS ONE 3(10): e3293. doi:10.1371/journal.pone.0003293.
My use of "we" in this chapter refers to my co-authors and myself. My primary contributions to this paper include (1) discussion on the setup of the model, (2) implementation
of the numerical simulation and secondary analysis tools, (3) data acquisition and analysis,
and (4) most of the data interpretation and discussion.

2.1. Introduction
Coalitions and alliances (i.e. long-lasting coalitions) are often observed in a number of
mammals including hyenas, wolves, lions, cheetahs, coatis, meerkats, and dolphins [Harcourt
and de Waal, 1992]. In primates, both kin and non-kin, and both within-group and grouplevel coalitions are a very powerful means of achieving increased reproductive success via
increased dominance status and access to mates and other resources [Harcourt and de Waal,
1992, Goodall, 1986, de Waal, 1984, Widdig et al., 2000, Vervaecke et al., 2000, Mitani and
Amsler, 2003, Newton-Fisher, 2004]. In humans, coalitions occur at many diﬀerent levels
(ranging from within-family to between-nation states) and represent probably the most
dominant factor in social interactions that has shaped human history [Johnson and Earle,
1987, Knauft, 1991, Boehm, 1999, Rubin, 2002, Turchin, 2003, 2005, Wright, 1977].
The evolutionary forces emerging from coalitionary interactions may have been extremely
important for the origin of our species [Alexander, 1990, Flinn et al., 2005]. For example, it
has been argued that the evolution of human brain size and intelligence during Pleistocene
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was largely driven by selective forces arising from intense competition between individuals for increased social and reproductive success (the “social brain” hypothesis, also known
as the “Machiavellian intelligence” hypothesis; [Alexander, 1990, Flinn et al., 2005, Jolly,
1966, Humphrey, 1976, Byrne and Whiten, 1988, Whiten and Byrne, 1997, Dunbar, 2003,
Striedter, 2005, Geary, 2005, Roth and Dicke, 2005, Gavrilets and Vose, 2006]). Coalition
formation is one of the most powerful strategies in competitive interactions and thus it
should have been an important ingredient of selective forces acting in early humans. Moreover, one can view language as a tool that originally emerged for simplifying the formation
and improving the eﬃciency of coalitions and alliances. It has also been argued that the
establishment of stable group-wide egalitarian alliances in early human groups should have
created conditions promoting the origin of conscience, moralistic aggression, altruism, and
other norms favoring the group interests over those of individuals [Boehm, 2007]. Increasing
within-group cohesion should also promote the group eﬃciency in between-group conﬂicts
[Wrangham, 1999, Choi and Bowles, 2007] and intensify cultural group selection [Richerson
and Boyd, 2005].
In spite of their importance for biological, social and cultural evolution, our understanding of how coalitions and alliances are formed, maintained and break down is limited.
Existing theoretical approaches for studying coalitions in animals are deeply rooted in cooperative game theory, economics, and operations research [Kahan and Rapoport, 1984,
Myerson, 1991, Klusch and Gerber, 2002, Konishi and Ray, 2003]. These approaches are
usually limited by consideration of coalitions of two individuals against one, focus on conditions under which certain coalitions are successful and/or proﬁtable, and assume (implicitly
or explicitly) that individuals are able to evaluate these conditions and join freely coalitions
that maximize their success [Noë, 1994, Dugatkin, 1998, Johnstone and Dugatkin, 2000,
Pandit and van Schaik, 2003, van Schaik et al., 2004, Whitehead and Connor, 2005, Connor
and Whitehead, 2005, van Schaik et al., 2006, Mesterton-Gibbons and Sherratt, 2007]. As
such, they typically do not capture the dynamic nature of coalitions and/or are not directly
applicable to individuals lacking the abilities to enter into binding agreements and to obtain,
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process, and use complex information on costs, beneﬁts, and consequences of diﬀerent actions involving multiple parties [Stevens et al., 2005]. These approaches do not account for
the eﬀects of friendship and the memory of past events and acts which all are important in
coalition formation and maintenance. Other studies emphasize the importance of Prisoner’s
Dilemma as a paradigm for the emergence of cooperative behavior in groups engaged in the
public goods game [Boyd and Richerson, 1988, Bach et al., 2006]. These studies have been
highly successful in identifying conditions that favor the evolution of cooperation among
unrelated individuals in the face of incentives to cheat. Prisoner’s Dilemma however is often
not appropriate for studying coalitionary behavior [Noë, 1992, Hammerstein, 2003] especially when individuals cooperate to compete directly with other individuals or coalitions
[Alexander, 1990, Flinn et al., 2005] and within-coalition interactions are mutualistic rather
than altruistic and the beneﬁt of cooperation is immediate. The social network dynamics
that result from coalition formation remain largely unexplored.
Here, we propose a simple and ﬂexible theoretical approach for studying the dynamics of
alliance emergence applicable where game-theoretic methods are not practical. Our method
is related to recent models of social network formation and games on graphs with dynamic
linking [Skyrms and Pemantle, 2000, Pemantle and Skyrms, 2004b,a, Pacheco et al., 2006,
Santos et al., 2006, Hruschka and Henrich, 2006]. In our novel approach, alliances are deﬁned
in a natural way (via aﬃnity matrices; see below) and emerge from low-level processes. The
approach is both scalable and expandable. It is scalable in that it can be generalized to larger
groups, or groups of groups, and potentially applied to modeling the origin and evolution
of states [Carneiro, 1970, Rubin, 2002, Turchin, 2003, 2005, Wright, 1977, Marcus, 1992,
Iannone, 2002]. It is expandable in that it allows for inclusion of additional factors such as
behavioral, genetic, social, and cultural features. One particular application of our approach
is an analysis of conditions under which intense competition for a limiting resource between
individuals with intrinsically diﬀerent ﬁghting abilities could lead to the emergence of a
single leveling alliance including all members of the group. This application is relevant
with regard to recent discussions of “egalitarian revolution” (i.e. a rapid transition from
a hierarchical society of great apes to an egalitarian society of human hunter-gatherers,
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[Boehm, 1999]), and whether it could have been triggered by an increase in human cognitive
abilities [Alexander, 1990, Flinn et al., 2005].

2.2. Model
We consider a group of N individuals continuously engaged in competition for status
and/or access to a limited resource. Individuals diﬀer with regard to their ﬁghting abilities
si (1 ≤ i ≤ N ). The group state is characterized by an N × N aﬃnity matrix with elements
xij denoting the aﬃnity of individual i to individual j. Individual aﬃnities control the
probabilities of getting coalitionary support (see below). Time is continuous. Below we say
that an event occurs at rate r if the probability of this event during a short time interval
dt is rdt (see Section 2.4). We assume that each individual gets engaged in a conﬂict with
another randomly chosen individual at rate α which we treat as a constant for simplicity.
Each other member of the group is aware of the conﬂict with a constant probability ω. Each
individual, say individual k, aware of a conﬂict between individuals i and j (“initiators”),
evaluates a randomly chosen initiator of a conﬂict, say, individual i, and helps him or not
with probabilities hki and 1−hki , respectively. In the latter case, individual k then evaluates
the other initiator of the conﬂict and helps him or not with probabilities hkj and 1 − hkj
, respectively. We note that the coalitionary support may be vocal rather than physical
[Wittig et al., 2007]. The interference probabilities hij are given by an S-shaped function
of aﬃnity xij and are scaled by two parameters. A baseline interference rate β controls the
probability of interference on behalf of an individual the aﬃnity towards whom is zero; β
can be viewed as a measure of individual aggressiveness (i.e. the readiness to interfere in a
conﬂict) or persuasiveness (i.e. the ability to attract help). A slope parameter η controls how
rapidly the probability of interference increases with aﬃnity. For simplicity, we assume that
interference decisions are not aﬀected by who else is interfering and on which side. We also
assume that individuals join coalitions without regard to their probability of winning. This
assumption is sensible as a ﬁrst step because predicting the outcomes of conﬂicts involving
multiple participants and changing alliances would be very challenging for apes and huntergatherers. As a result of interference, an initially dyadic conﬂict may transform into a
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conﬂict between two coalitions. [Here, coalition is a group of individuals on the same side of
a particular conﬂict.] The ﬁghting ability SI of a coalition I with n participants is deﬁned as
s¯n n2 , where s¯n is the average ﬁghting ability of the participants. This formulation follows
the classical Lanchester-Osipov square law [Kingman, 2002, Helmold, 1993, Wilson et al.,
2002] which captures a larger importance of the size of the coalition over the individual
strengths of its participants. The probability that coalition I prevails over coalition J is
SI /(SI + SJ ). Following a conﬂict resolution we update the aﬃnities of all parties involved
by a process analogous to reinforcement learning [Macy and Flache, 2002]. The aﬃnities
of winners are changed by δww , of the losers by δll , the aﬃnities of winners to losers by
δwl , and those of losers to winners by δlw . The δ-values reﬂect the eﬀects of the costs and
beneﬁts of interference on future actions. It is natural to assume that the aﬃnities of winners
increase (δww > 0) and those of antagonists decrease (δwl < 0, δlw < 0). The change in the
aﬃnities of losers δll can be of either sign or zero. We assume that coalitions are formed and
conﬂicts are resolved on a time-scale much faster than that of conﬂict initiation. Finally,
to reﬂect a reduced importance of past events relative to more recent events in controlling
one’s aﬃnities, aﬃnities decay towards 0 at a constant rate µ [White, 2001].

2.3. Results and their biological interpretation
To gain intuition about the model’s behavior we ran numerical simulations with all
aﬃnities initially zero. We analyzed the structure of the interference matrix hij , looking for
emerging alliances. We say individuals i and j are allies if their interference probabilities
hij and hji both exceed the baseline interference rate β by at least 50%. An alliance
is a connected network of allies. We also measured a number of statistics including the
average and variance of aﬃnities, the proportion of individuals who belong to an alliance, the
number and sizes of alliances, the clustering coeﬃcients C (1) and C (2) [Newman, 2003], and
the average interference probabilities h̄ for all alliances present. The three latter statistics
can be interpreted as measuring the “strength” of alliances. To make interpretation of
model dynamics easier, we computed the proportion Xi of conﬂicts won since birth, and the
∑
expected social success Yi = k bk /Ai , where Ai is the age of individual i, the sum is over
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all conﬂicts k he has participated in, the beneﬁt bk is 1/nk if i was a member of a winning
coalition of nk individuals, and bk is 0 if i was on the losing side. Although in our model
the probability of winning always increases with the coalition size, the beneﬁt bk always
decreases with the coalition size. The net eﬀect of the alliance size on the expected beneﬁts
of its members will depend on the sizes and composition of all alliances in the group. Note
that our interpretation of Yi as a measure of expected social success makes sense both if
all members on the winning side share equally the reward or if the spoils of each particular
conﬂict goes to a randomly chosen member of the winning coalition. The former may be
the case when the reward is an increase in status or rank. The latter may correspond to
situations similar to those in baboons ﬁghting over females, where members of the winning
coalition may race to the female and whoever reaches her ﬁrst becomes the undisputed
consort for some time [Noë, 1992]. Nonequal sharing of beneﬁts can be incorporated in the
model in a straightforward way. Note also that being a member of a losing coalition always
reduces relative social success. We also calculated the standard deviations HX and HY of
Xi and Yi values. These statistics measure the degree of “social inequality” in the group.
Figure 2.3.1 illustrates some coalitionary regimes observed in simulations using a default set of parameters (α = 1, β = 0.05, δww = 1, δll = 0.5, δwl = −0.5, δlw = −0.5, η =
0.5, ω = 0.5, µ = 0.05) unless noted otherwise. In all examples, individual strengths si are
chosen randomly and independently from a uniform distribution on [0, 10] resulting in strong
between-individual variation.
Emergence of alliances. Although the emergence of alliances is in no way automatic,
simulations show that under certain conditions they do emerge. The size, strength, and
temporal stability of alliances depend on parameters and may vary dramatically from one
run to another even with the same parameters. However, once one or more alliances with
high values of C (1) , C (2) and h̄ are formed, they are typically stable. Individuals belonging to
the same alliance have very similar social success which is only weakly correlated with their
ﬁghting abilities. That is, the social success is now deﬁned not by the individual’s ﬁghting
ability but by the size and strength of the alliance he belongs to. Individuals from diﬀerent
alliances can have vastly diﬀerent social success, so that the formation of coalitions and
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Figure 2.3.1: Interference matrices at time 1000. Values of hij are gray-scale coded from 0
(white) to 1 (black), with diagonal elements set to black. The smallest squares on the diagonal represent unaﬃliated individuals. For display purposes, alliances are ordered according
to their clustering coeﬃcients C (1) so that stronger alliances occur ﬁrst along the diagonal.
Parameters have default values except where noted. (a) N = 10 (b) N = 20 (c) N = 30 (d)
N = 20, δll = −0.5 (e) N = 20, µ = 0.1 (f) N = 20, ω = 0.25

alliances does not necessarily reduce social inequality in the group as a whole (see Section
2.4).
Phase transition. We performed a detailed numerical study of the eﬀects of individual
parameters of the properties of the system. As expected, increasing the frequency of interactions (which can be achieved by increasing the group size N , the awareness probability
ω, baseline interference rate β, or the slope parameter η) and reducing the aﬃnity decay
rate µ all promote alliance formation. Most interestingly, some characteristics change in a
phase transition-like pattern as some parameters undergo small changes. For example, Figure 2.3.2 show that increasing N, ω, β, η or decreasing µ result in a sudden transition from
no alliances to at least one very strong alliance with all members always supporting each
other. Parameter δll has a similar but less extreme eﬀect, whereas parameters δwl and δlw
have relatively weak eﬀects (see Section 2.4). Similar threshold-like behavior is exhibited by
the C (2) -measure, the average probability of help h̄ within the largest alliance, the number
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Figure 2.3.2: Tukey plots for the eﬀects ofN, ω, β, η, δLL on the C (1) measure of the largest
alliance. Each graph shows the eﬀect of changing a single parameter from its default value
(results for each parameter value are averaged over 20 runs, using data from time 1000 to
2000). The vertical lines extend from minimum to maximum observations, the dashed lines
depict averages, and the boxes extend from lower to upper quartiles.

of alliances, and the numbers of alliances with C (1) > 0.5 and with h̄ > 0.5. Interestingly,
formation of multiple alliances is hindered when aﬃnities between individuals ﬁghting on
the same side decrease as a result of losing (i.e. if δll < 0).
Cultural inheritance of social networks. Next, we extended the model to larger temporal
scales by allowing for birth/death events, and the cultural inheritance of social networks.
New individuals are born at a constant rate γ. Each birth causes the death of a diﬀerent
randomly chosen individual. We explored two rather diﬀerent scenarios of cultural inheritance. In the ﬁrst, the oﬀspring inherits the social network of its parent who is chosen among
all individuals with a probability proportional to the rate of social success Yi . This scenario
requires special social bonds between parents and oﬀspring. In the second, each new individual inherits aﬃnities of its “role model” (chosen from the whole group either with a uniform
probability or with a probability proportional to the rate of social success Yi ). Under both
scenarios, if individual i∗ is an oﬀspring (biological in the ﬁrst scenario or cultural in the
second scenario) of individual i, then we set xi∗ j = κxij for each other individual j in the
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Figure 2.3.3: An example of the dynamics of an interference matrix in a stochastic equilibrium. Parameters values are default with N = 20 and γ = 0.001 (so that the average life
span is 1000). and with no cultural inheritance (κ = 0) See the legend of Figure 2.3.1.

group (parameter 0 ≤ κ ≤ 1 controls the strength of social network inheritance). In the
parent-oﬀspring case, the aﬃnities of other individuals to the son are proportional to those
to the father: xji∗ = κxji and xi∗ i = xii∗ is set to κ times the maximum existing aﬃnity in
the group. In the role model case, other individuals initially have zero aﬃnities to the new
member of the group: xji∗ = 0.
Stochastic equilibrium. If cultural inheritance of social networks is weak (κ is small),
a small number of alliances are maintained across generations in stochastic equilibrium
(see Figure 2.3.3). This regime is similar to coalitionary structures recently identiﬁed in a
community of wild chimpanzees in Uganda [Mitani and Amsler, 2003] and in populations of
bottlenose dolphins in coastal waters of Western Australia [Connor et al., 2001] and eastern
Scotland [Lusseau et al., 2006].
Egalitarian state. If cultural inheritance of social networks is faithful (κ is large), the
dynamics become dramatically diﬀerent due to intense selection between diﬀerent alliances.
Larger alliances increase in size as a result of their members winning more conﬂicts, achieving
higher social success, and parenting (biologically or culturally) more oﬀspring who themselves become members of the paternal alliance.
As a result of this positive feedback loop (analogous to that of positive frequency dependent selection), the system exhibits a strong tendency towards approaching a state in
which all members of the group belong to the same alliance and have very similar social

16

success in spite of strong variation in their ﬁghting abilities. Figure 2.3.4 contrasts an egalitarian state with the stochastic equilibrium illustrated in Figure 2.3.3 above. One can see
that at the egalitarian state, the average aﬃnity is increased while the standard deviation
of aﬃnity and the hierarchy measures are decreased. Although at the egalitarian state the
correlation of individual strength and social success can be substantial, it does not result in
social inequality. This “egalitarian” state can be reached in several generations.
Cycling. However, the egalitarian state is not always stable. Under certain conditions
the system continuously goes through cycles of increased and decreased cohesion (Figure
2.3.5a-c) in which the egalitarian state is gradually approached as one alliance eventually
excludes all others. But once the egalitarian state is established (in Figure 2.3.5d, around
time 5200), it quickly disintegrates because of internal conﬂicts between members of the
winning alliance. Figure 2.3.5d illustrates one such cycle, showing that the dominant alliance
remains relatively stable as long as the group excludes at least one member (“outsider”).
Analytical approaches. Simple “mean-ﬁeld” approximations help to understand model
dynamics. These approximations focus on the average a and variance v of aﬃnities computed
over particular coalitions (see Section 2.4). For example, at an egalitarian state when all
individuals have very high aﬃnity to each other, the dynamics of a and v are predicted to
evolve to particular stochastic equilibrium values, a∗ and v ∗ . The egalitarian state is stable
if the ﬂuctuations of pairwise aﬃnities around a∗ do not result in negative aﬃnities. We
√
conjecture that the egalitarian state is stable if a∗ > 3 v ∗ , which is roughly equivalent to
(a∗ )2 > 10v ∗ , which can be rewritten as
2ω 2
> 10
µ

(

varδ
+ 1 − ω2
δ2

)

Here the mean δ and variance varδ are computed over the four δ-coeﬃcients. Both the
approximations and numerical simulations suggest that the egalitarian state cannot be stable
with negative δ. Increasing the population size N , awareness ω, average δ, and decreasing
the aﬃnity decay rate µ and variance varδ all promote stability of the egalitarian state. The
agreement of numerical simulations with analytical approximations is very good given the
stochastic nature of the process. Similar approximations can be developed for other regimes.
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Figure 2.3.4: Contrasting a small number of alliances with an egalitarian state. The graphs
in the ﬁrst column correspond to the run shown in Figure 2.3.3 (with κ = 0) which resulted in
a small number of alliances maintained in stochastic equilibrium. The graphs in the second
column correspond to a run with κ = 1 (complete cultural inheritance) and µ = 0.025
(increased memory of past events) which resulted in an egalitarian regime. With several
alliances present (ﬁrst column), the average aﬃnity a is small, the variance of aﬃnities v is
large, the measures of social inequality HX and HY are large, and the correlation between
social success Yi and individual ﬁghting ability si is small. In the egalitarian state (second
column), a is large, v is small, HX and HY are small, and the correlation between Yi and si
is large.
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Figure 2.3.5: An example of a coalitionary cycle with complete cultural inheritance (κ = 1).
Other parameters are as in Figure 2.3.3. (a) Average (blue) and standard deviation (red) of
aﬃnities in the group. (b) Number of alliances (blue) and clustering coeﬃcient C (1) for the
largest alliance (red). (c) Proportions of individuals belonging to an alliance (red) and to
the largest alliance (blue). (d) Dynamics of the interference matrix between time 4100 and
7200.
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In particular, one can show (see Section 2.4) that the stabilizing eﬀect of “outsiders” on the
persistence of alliances is especially strong in small groups. This happens because successful
conﬂicts against outsiders simultaneously increase the average a and decrease the variance
v of the within-alliance aﬃnities. Both the increase in average a and decrease in v are
proportional to 1/N .

2.4. Discussion
The overall goal of this paper was to develop a ﬂexible theoretical framework for describing the emergence of alliances of individuals able to overcome the power of alpha-types
in a population and to study the dynamics and consequences of these processes. We considered a group of individuals competing for rank and/or some limiting resource (e.g. mates).
We assumed that individuals varied strongly in their ﬁghting abilities. If all conﬂicts were
exclusively dyadic, a hierarchy would emerge with a few strongest individuals getting most
of the resource [Landau, 1951a,b, Bonabeau et al., 1996, 1999]. However there is also a
tendency (very small initially) for individuals to interfere in an ongoing dyadic conﬂict thus
biasing its outcome one way or another. Positive outcomes of such interferences increase
the aﬃnities between individuals while negative outcomes decrease them. Using a minimum
set of assumptions about cognitive abilities of individuals, we looked for conditions under
which long-lasting coalitions (i.e. alliances) emerge in the group. We showed that such an
outcome is promoted by increasing the frequency of interactions (which can be achieved in a
number of ways) and decreasing the aﬃnity decay rate. Most interestingly, the model shows
that the shift from a state with no alliances to one or more alliances typically occurs in a
phase-transition like fashion. Even more surprisingly, under certain conditions (that include
some cultural inheritance of social networks) a single alliance comprising all members of the
group can emerge in which the resource is divided evenly. That is, the competition among
nonequal individuals can paradoxically result in their eventual equality.
Few clariﬁcations are in order. First, in our model coalitionary interactions are mutualistic in nature rather than altruistic. We note that there are not many examples of truly
altruistic behavior outside of humans [Stevens et al., 2005] with some of those that were
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initially suggested to be altruistic under closer examination turning out to be kin-directed
or mutualistic [Stevens et al., 2005, West et al., 2007]. Even in humans certain behaviors
that are viewed as altruistic may have a rather diﬀerent origin. For example, food sharing
may have originated as a way to avoid harassment, e.g. in the form of begging [Stevens
et al., 2005]. In any case, modern human behavior is strongly shaped by evolved culture
[Richerson and Boyd, 2005] and might not be a good indicator of factors acting during its
origin. Second, in our model we avoided the crucial step of the dominant game-theoretic
paradigm which is an explicit evaluation of costs and beneﬁts of certain actions in controlling
one’s decisions. In our model, coalitions and alliances emerge from simple processes based
on individuals using only limited “local” information (i.e. information on own aﬃnities but
not on other individuals’ aﬃnities) rather than as a solution to an optimization task. Our
approach is justiﬁed not only by its mathematical simplicity but by biological realism as
well. Indeed, solving the cost-beneﬁt optimization tasks (which require rather sophisticated
algebra in modern game-theoretic models) would be very diﬃcult for apes and early humans
[Stevens et al., 2005] especially given the multiplicity of bevahioral choices and the dynamic
nature of coalitions. Therefore treating coalitions and alliances in early human groups as
an emergent property rather than an optimization task solution appears to be a much more
realistic approach. We note that costs and beneﬁts can be incorporated in our approach in
a straightforward manner. Third, one should be careful in applying our model to contemporary humans (whether members of modern societies or hunter-gathers). In contemporary
humans, an individual’s decision on joining coalitions will be strongly aﬀected by his/her
estimates of costs, beneﬁts, and risks associated as well as by cultural beliefs and traditions. These are the factors explicitly left outside of our framework. Fourth, we emphasize
that in our model, egalitarianism emerges from political dynamics of intense competition
between individuals for higher social and reproductive success rather than by environmental
constraints, social structure, or cultural processes. In other words, within-group conﬂicts
promote the buildup of a group-level alliance. In a sense, once alliances start to form, there
is no other reasonable strategy but to join one, and once social networks become highly
heritable, a single alliance including all group members is destined to emerge.
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Our results have implications for a number of questions related to human social evolution. The great apes’ societies are very hierarchical; their social system is based on sharp
status rivalry and depends on speciﬁc dispositions for dominance and submission. A major
function of coalitions in apes is to maintain or change the dominance structure [Harcourt
and de Waal, 1992, de Waal, 2000]; although leveling coalitions are sometimes observed (e.g.
Goodall, 1986), they are typically of small size and short-lived. In sharp contrast, most
known hunter-gatherer societies are egalitarian [Johnson and Earle, 1987, Knauft, 1991,
Boehm, 1999]. Their weak leaders merely assist a consensus-seeking process when the group
needs to make decisions; at the band level, all main political actors behave as equal. It
has been argued that in egalitarian societies the pyramid of power is turned upside down
with potential subordinates being able to express dominance because they ﬁnd collective
security in a large, group-wide political coalition [Boehm, 1999]. One factor that may have
promoted transition to an egalitarian society is the development of larger brains and better
political/social intelligence in response to intense within-group competition for increased
social and reproductive success [Alexander, 1990, Flinn et al., 2005, Geary, 2005, Gavrilets
and Vose, 2006]. Our model supports these arguments. Indeed, increased cognitive abilities would allow humans to maintain larger group sizes, have higher awareness of ongoing
conﬂicts, better abilities in attracting allies and building complex coalitions, and better
memories of past events. The changes in each of these characteristics may have shifted the
group across the phase boundary to the regime where the emergence of an egalitarian state
becomes unavoidable. Similar eﬀect would follow a change in mating system that would
increase father-son social bonds, or an increase in ﬁdelity of cultural inheritance of social
networks. The fact that mother-daughter social bonds are often very strong suggests (everything else being the same) females could more easily achieve egalitarian societies. The
establishment of a stable group-wide egalitarian alliance should create conditions promoting
the origin of conscience, moralistic aggression, altruism, and other cultural norms favoring
the group interests over those of individuals [Boehm, 2007]. Increasing within-group cohesion will also promote the group eﬃciency in between-group conﬂicts [Wrangham, 1999] and
intensify cultural group selection.
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In humans, a secondary transition from egalitarian societies to hierarchical states took
place as the ﬁrst civilizations were emerging. How can it be understood in terms of the model
presented here? One can speculate that technological and cultural advances made the coalition size much less important in controlling the outcome of a conﬂict than the individuals’
ability to directly control and use resources (e.g. weapons, information, food) that strongly
inﬂuence conﬂict outcomes. In terms of our model, this would dramatically increase the
variation in individual ﬁghting abilities and simultaneously render the Lanchester-Osipov
square law inapplicable, making egalitarianism unstable.
Supporting Information
Here, we present
• some additional details on the computational methods used;
• a set of ﬁgures (Figures 2.4.1-2.4.8) illustrating the eﬀects of individual parameters
on the coalitionary structure of the model achieved within a single generation;
• a set of ﬁgures (Figures 2.4.9 and 2.4.10) illustrating the eﬀects of changes in multiple parameters simultaneously on the coalitionary structure of the model achieved
within a single generation;
• an outline of a mathematical method used to study the model analytically.
Some details of computational methods.
Probabilities of help. For an individual k aware of a conﬂict between individuals i and j,
the probabilities of helping to i, to j, and of no interference are set to hki − hki hkj /2, hkj −
hki hkj /2 and (1 − hki )(1 − hkj ), respectively. In numerical simulations, we set
[

hki

]−1
1−β
= 1+
exp(−ηxki )
,
β

where β and η are scaling parameters. Note that hki → 1 for xki → ∞, hki → 0 for
xki → −∞, and hki = β for xki = 0.
Numerical implementation. The model dynamics were simulated using Gillespie’s direct
method (Gillespie 1977). That is, the next event to happen is chosen according to the
corresponding rates. The time interval until the next event is drawn from an exponential
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distribution with a parameter equal to the sum of the rates of all possible events. All rates
are recomputed after each event.

Reference Gillespie, D. T. Exat stochastic simulation of coupled chemical reactions.
Journal of Physical Chemistry 81, 2340-2361 (1977)
Supplementary Figures and Legends.
Figures 2.4.1-2.4.8. To obtain Figures 2.4.1-2.4.8 we performed 20 runs for each parameter combination. Each of the 20 runs was characterized by a single average value (computed
over 100 observations taken between time 1000 to 2000). All plots correspond to the Tukey
Plots (i.e. show mean, min, max, quantile 1/4 and quantile 3/4), with 20 data points. Other
parameters were set to default values (N = 20, δww = 1, δll = 0.5, δwl = −0.5, δlw = −1, β =
0.05, µ = 0.1, η = 0.5, ω = 0.5).
Figures 2.4.9 and 2.4.10. To obtain Figures 2.4.9 and 2.4.10 we performed 40 runs for
each parameter combination.
Supplementary Methods: Mean ﬁeld approximation for the dynamics of
coalitions on the within-generation time-scale. We consider a group of N individuals in which conﬂicts occur at rate αN . Below we will use two types of averages: the
average over a clique (i.e., a set of individuals who all are close allies), which we will denote
as ⟨ξ⟩, and the average over all possible outcomes of the process, which we will denote as ξ
or E(ξ), where ξ is a random variable.
Approximate dynamics of the mean and variance of aﬃnities near an egalitarian state.
We assume that all N individuals are close allies so that each individual aware of a conﬂict
interferes in it. The average aﬃnity of the group is
⟨x⟩ =

∑
1
xij .
N (N − 1)
i̸=j

After each conﬂict, each aﬃnity value changes from xij to xij + ϵij where ϵij is a random
variable describing the change in aﬃnity of individual i to individual j. Let a = ⟨x⟩ be the
expected average aﬃnity. Since expectation and averaging are linear, the expected average
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Figure 2.4.1: Eﬀects of parameters on the proportion of individuals belonging to an alliance.
The graph was generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time,
and using the the default parameter values for the rest.
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Figure 2.4.2: Eﬀects of parameters on the number of alliances. The graph was generated
by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time, and using the the default
parameter values for the rest.
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Figure 2.4.3: Eﬀects of parameters on the size of the biggest alliance. The graph was
generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time, and using the
the default parameter values for the rest.
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Figure 2.4.4: Eﬀects of parameters on the C (1) measure of the largest alliance. The graph
was generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time, and using
the the default parameter values for the rest.
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Figure 2.4.5: Eﬀects of parameters on the C (2) measure of the largest alliance. The graph
was generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time, and using
the the default parameter values for the rest.
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Figure 2.4.6: Eﬀects of parameters on the probability of help within the largest alliance.
The graph was generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time,
and using the the default parameter values for the rest.
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Figure 2.4.7: Eﬀects of parameters on the number of alliances with C (1) > 0.5. The graph
was generated by varying one parameter from N, δll , δwl , δlw , β, µ, η, ω at a time, and using
the the default parameter values for the rest.
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Figure 2.4.8: Eﬀects of parameters on the number of alliances with interference probability greater than 0.5. The graph was generated by varying one parameter from
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Figure 2.4.9: Eﬀects on the number of individuals in alliances and size of biggest alliance.
The graph shows the number of individuals in alliances on the ﬁrst column, and the size of
the largest alliance on the second column. The ﬁrst row represents the case of N = 10, the
second row N = 20 and the third N = 30. Each subgraph shows results of all parameter
combinations for β, µ, η, ω with three levels.
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Figure 2.4.10: Eﬀects on C (1) of the biggest alliance and number of alliances with C (1) > 0.5.
The graph shows the number of individuals in alliances on the ﬁrst column, and the size of
the largest alliance on the second column. The ﬁrst row represents the case of N = 10, the
second row N = 20 and the third N = 30. Each subgraph shows results of all parameter
combinations for β, µ, η, ω with three levels for the case of δww = 1.0, δll = 0.5, δwl =
−0.5, δlw = −1.0
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aﬃnity after a conﬂict can be written as
a′ = ⟨x + ϵ⟩ = a + ⟨ϵ⟩,
All aﬃnities continuously decay to 0 at a constant rate µ. Therefore, the dynamics of a are
described by a diﬀerential equation
da
= αN ⟨ϵ⟩ − µa.
dt

(2.4.1)

Similarly, let v = ⟨x2 ⟩ − ⟨x⟩2 be the expectation of the variance taken over all possible
outcomes of the process. Then the variance after a conﬂict is
(
)
v ′ = E ⟨ (x + ϵ)2 ⟩ − ⟨x + ϵ⟩2
(
(
)2 )
= E ⟨x2 ⟩ + 2⟨x ϵ⟩ + ⟨ϵ2 ⟩ − ⟨x⟩2 + 2⟨x⟩⟨ϵ⟩ + ⟨ϵ⟩2
(
)
= E ⟨x2 ⟩ − ⟨x⟩2 + ⟨ϵ2 ⟩ − ⟨ϵ⟩2 + 2⟨x ϵ⟩ − 2⟨x⟩ ⟨ϵ⟩
= v + ⟨ϵ2 ⟩ − ⟨ϵ⟩2 .
where, as an approximation, we assumed that x and ϵ are independent with respect to the
averaging operator, i.e., ⟨x ϵ⟩ = ⟨x⟩ ⟨ϵ⟩.
All squares of aﬃnities decay to 0 at a constant rate 2µ. Therefore, the dynamics of v
are described by a diﬀerential equation
(
)
dv
= αN ⟨ϵ2 ⟩ − ⟨ϵ⟩2 − 2µv.
dt

(2.4.2)

First, we consider the expected change ⟨ϵ⟩ in the aﬃnity of a random pair of individuals
after a conﬂict. There are three possibilities:
• With probability 1/

(N )
2

, the two individuals are the initiators of the conﬂict. Since

either of the two initiators can be on the winning side, the expected change in their
aﬃnity is
δ0 =

δW L + δLW
.
2

Under our assumptions about the meaning of parameters, δ0 is negative.
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[
( )]
• With probability 2(N − 2)/ N2 ω, one of the two individuals is an “initiator”
while the other was aware of the conﬂict and interfered on behalf of one side. Since
there are four ways to distribute the two individuals over the winning and losing
coalitions and each occurs with equal probability, the expected change in their
aﬃnity is
δW W + δW L + δLW + δLL
.
4
[
( )
( )]
• With probability 1 − 1/ N2 − 2(N − 2)/ N2 ω 2 , neither individual is the initiator
δ=

of the conﬂict but both are aware of it and interfere in the conﬂict. The expected
change in their aﬃnity is δ.

Therefore,

(2.4.3)

⟨ϵ⟩ =

2(N − 2)
ω δ+
(N ) δ 0 + (N )
1
2

= ω2 δ +

(2.4.4)

(N )
2

2

− 2(N − 2) − 1 2
ω δ
(N )
2

4(N − 2)
2
ω(1 − ω)δ +
(δ0 − ω 2 δ).
N (N − 1)
N (N − 1)

Then, equations (2.4.1,2.4.4) predict that the average aﬃnity in the egalitarian state
evolves to an equilibrium value
(2.4.5)

[
]
αN
4(N − 2)
2
2
2
a =
ω δ+
ω(1 − ω)δ +
(δ0 − ω δ) .
µ
N (N − 1)
N (N − 1)
∗

The average aﬃnity is positive only if δ > 0. The last term in the brackets can be neglected
relative to the ﬁrst term even for small groups (e.g., N ≥ 5). The second term in the
brackets can be neglected for larger groups (e.g., N ≥ 40) if ω is not too small. Under these
conditions, a∗ ≈

αN 2
µ ω

δ.

In a similar way and using the results above,
(2.4.6)

⟨ϵ2 ⟩

2(N − 2)
= (N ) δ 1 + (N )
ω δ2 +
1
2

2

(N )
2

− 2(N − 2) − 1 2
ω δ2 ,
(N )
2

where
δ1 =

2
2
2
2
2
δW
δ2
+ δW
L + δLW
L + δLW + δLL
, δ2 = W W
.
2
4
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More involved calculations show that

⟨ϵ⟩2 =

(2.4.7)

∑∑
1
ϵij ϵkl
N 2 (N − 1)2
i̸=j k̸=l

(2.4.8)

=

(2.4.9)

1
N 2 (N − 1)2
+

∑

(ϵij ϵij + ϵij ϵji )

i̸=j

∑∑
1
(ϵij ϵik + ϵij ϵkj + ϵij ϵjk + ϵij ϵki )
N 2 (N − 1)2
i̸=j k̸=i,j

(2.4.10)

+
≡

(2.4.11)

∑ ∑

1
N 2 (N

− 1)2

ϵij ϵkl

i̸=j k,l̸=i,j

1
4(N − 2)
(N − 2)(N − 3)
A1 +
A2 +
A3 ,
N (N − 1)
N (N − 1)
N (N − 1)

where
(2.4.12)

A1 =

∑
1
(ϵij ϵij + ϵij ϵji ),
N (N − 1)
i̸=j

(2.4.13)

A2 =

∑∑
1
(ϵij ϵik + ϵij ϵkj + ϵij ϵjk + ϵij ϵki ),
4N (N − 1)(N − 2)
i̸=j k̸=i,j

(2.4.14)

A3 =

∑ ∑
1
ϵij ϵkl .
N (N − 1)(N − 2)(N − 3)
i̸=j k,l̸=i,j

The term A1 can be interpreted as the expected value of δ = ϵij ϵij + ϵij ϵji for a random
pair of individuals (i and j). There are three cases to consider.
• With probability 1/

(N )
2

, the focal individuals are the initiators of the conﬂict. In

this case, δ = 2δ02 .
[
( )]
• With probability 2(N − 2)/ N2 ω, one of the two focal individuals is the initiator
of the conﬂict while the other is aware of it.
[
( )
( )]
• With probability 1 − 1/ N2 − 2(N − 2)/ N2 ω 2 , both focal individuals are aware
of the conﬂict. In the last two cases, δ = δ02 + 2δ2 − δ1 .
Therefore,
(2.4.15)

[

2(N − 2)
ω+
A1 = (N ) 2δ02 +
(N )
1
2

(N )

2

2

]
− 2(N − 2) − 1 2
ω (δ02 + 2δ2 − δ1 )
(N )
2
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The term A2 can be interpreted as the expected value of δ = ϵij ϵik +ϵij ϵkj +ϵij ϵjk +ϵij ϵki
for a random triple of individuals (i, j and k). There are three cases to consider.
[ ( )]
• With probability 3/ N2 ω, two of the three focal individuals are the initiators of
2

the conﬂict while the third is aware of it. In this case, δ = (8δo δ + 4δ )/3.
[
( )]
• With probability 3(N − 3)/ N2 ω 2 , one of the three focal individuals is the initiator of the conﬂict while the two others are aware of it.
[
( )
( )]
• With probability 1 − 3(N − 3)/ N2 − 3/ N2 ω 3 , none of the three focal individuals are the initiators of the conﬂict but all are aware of it.
To evaluate δ in the last two cases, one needs to consider changes in aﬃnities corresponding
to all possible ways to assign three individuals to the winning and losing coalitions. This is
done in the table below:
winners losers

ϵij ϵik

ϵij ϵkj

ϵij ϵjk

ϵij ϵki

2
δW
W

2
δW
W

2
δW
W

2
δW
W

ijk

-

ij

k

δW W δW L δW W δLW

ik

j

δW L δW W

2
δW
L

δW L δLW

δW L δW W

jk

i

2
δLW

δLW δW W

δLW δW W

δLW δW L

i

jk

2
δW
L

δW L δLL

δW L δLL

δW L δLW

j

ik

δLW δLL

2
δLW

δLW δW L

δLW δLL

k

ij

δLL δLW

δLL δW L

δLL δLW

δLL δW L

−

ijk

2
δLL

2
δLL

2
δLL

2
δLL

δW W δW L δW W δLW

Using this table,
1 2
2
2
2
δ = (4δW
W + 4δLL + 2δLW + 2δW L + 4δW W δW L + 4δW W δLW + 4δLL δLW + 4δLL δW L + 4δLW δW L )
8
1
= [2(δW W + δLL + δLW + δW L )2 + 2(δW W − δLL )2 ]
8
1
2
=4δ + (δW W − δLL )2 .
4
Therefore,
(2.4.16)
[
]
(N )
]
−
3(N
−
3)
−
3
3(N − 3) 2
1[
4
2
2
δW W − δLL )2 .
ω 3 (4δ +
A2 = (N ) ω(2δo δ + δ ) +
(N ) ω + 2
(N )
4
2
2
2
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The term A3 can be interpreted as the expected value of δ = ϵij ϵkl for a random quartet
of individuals (i, j, k and l). There are three cases to consider:
[ ( )]
• With probability 6/ N2 ω 2 , two of the four focal individuals are the initiators
of the conﬂict while the two others are aware of it. In this case, δ = δ3 ≡
[ 2
]
4δ0 + 3δ0 (δW W + δLL ) + 2δLL δW W /12
[
( )]
• With probability 4(N − 4)/ N2 ω 3 , one of the four focal individuals is the initiator
2

of the conﬂict while the three others are aware of it. In this case, δ = δ .
[
( )
( )]
• With probability 1 − 4(N − 4)/ N2 − 6/ N2 ω 4 , none of the three focal individ2

uals are the initiators of the conﬂict but all are aware of it. In this case, δ = δ .
Therefore,
(2.4.17)

[

4(N − 4) 3
A3 = (N ) ω 2 δ3 +
(N ) ω +
1
2

(N )
2

]
− 4(N − 4) − 6 4 2
ω δ .
(N )

2

2

Keeping only the leading terms in 1/N , ⟨ϵ2ij ⟩ = ω 2 δ 2 , ⟨ϵij ϵkl ⟩ = (ω 2 δ)2 , which results in
an equation for v:
[
]
dv
2
= αN ω 2 varδ + (1 − ω 2 )δ − 2µv,
dt

(2.4.18)
2

where varδ = δ 2 − δ . Higher order corrections (in 1/N ) can be found in a straightforward
way from the formula given above.
Keeping only the leading terms in 1/N , the mean ﬁeld approximation predicts the following equilibrium values at the egalitarian regime
a∗ =
v∗ =

αN ω 2 δ
,
µ
]
[
2
αN ω 2 varδ + (1 − ω 2 )δ
2µ

,

The egalitarian state is stable if the ﬂuctuations of pairwise aﬃnities around a∗ do not
√
result in negative aﬃnities. We conjecture that the egalitarian state is stable if a∗ > 3 v ∗ ,
which is roughly equivalent to (a∗ )2 > 10v ∗ , which in turn can be rewritten as
2αN ω 2
> 10
µ

(

varδ
δ
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2

)
+1−ω

2

.

The strongest clique comprising N1 individuals; other N2 = N − N1 individuals belong to
weaker cliques. We assume that all N1 individuals in the clique are close allies that always
help each other and never help outsiders. To evaluate the expected average over the clique
⟨ϵ⟩, we need to ﬁnd the expected value of δ = ϵij for a random pair from the strongest clique.
One needs to consider ﬁve possibilities:
• With probability 1/

(N )
2

, the focal individuals are the initiators of the conﬂict. In

this case, δ = δ0 .
• With probability 2(N1 − 2)ω/

(N )
2

, one of the focal individuals is an initiator of

a conﬂict involving another member of the clique while the other is aware of the
conﬂict and interferes on behalf of one side. In this case, δ = δ.
[(
) ( )]
• With probability N12−2 / N2 ω 2 , both focal individuals are aware of and interfere
in a conﬂict between two other members of the clique. In this case, δ = δ.
[
(N )]
• With probability 2N2 / 2 ω, one of the focal individuals is an initiator of a
conﬂict involving an outsider while the other is aware of the conﬂict and interferes
on behalf of the clique member. Assuming that the clique always wins, δ = δW W .
[
( )]
• With probability (N1 − 2)N2 / N2 ω 2 , both focal individuals are aware of and
interfere in a conﬂict between a member of the clique and an outsider. Assuming
that the clique always wins, δ = δW W .
Therefore,
(2.4.19)

(N1 −2)
2(N1 − 2)
2N2
(N1 − 2)N2 2
⟨ϵ⟩ = (N ) δ0 +
ω δW W .
(N ) ωδ + (N2 ) ω 2 δ + (N ) ωδW W +
(N )
1
2

2

2

2

2

Assume that N1 = N − 1, N2 = 1 (i.e., the single outsider case). Then the dynamics of the
average within-clique aﬃnity a are described by equation
]
[
(N −3)
da
2(N − 3)
(N − 3) 2
1
2
2
2
= αN (N ) δ0 + (N ) ωδ + (N ) ω δ + (N ) ωδW W + (N ) ω δW W − µa.
dt
2
2
2
2
2
Thus, the average aﬃnity under the single outsider regime is predicted to evolve to
a∗s

[
]
)
αN
6(N − 2) 2
2(N − 3) (
2
2
2
=
ω δ−
ω δ+
2ωδ + ω δW W +
(δ0 + 2ωδww ) .
µ
N (N − 1)
N (N − 1)
N (N − 1)
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Keeping only terms of order O(1/N ) and larger in the brackets,
(2.4.20)

a∗s

[
]
αN
4
2 2
2
=
ω δ + ω(1 − ω)δ + ω (δW W − δ)
µ
N
N

It is illuminating to compare this expression with expression (2.4.5) approximating the
average aﬃnity under egalitarian regime. Under the same assumptions, expression (2.4.5)
simpliﬁes to
(2.4.21)

]
[
αN
4
2
a =
ω δ+
ω(1 − ω)δ .
µ
N
∗

If N is not too large, a∗ can be substantially smaller than a∗s . It is in this situation when
a single outsider can have a strong stabilizing eﬀect on a small coalition. For example, let
α = 1, N = 20, ω = 0.5, µ = 0.05 and δW W = 1, δLL = 0.5, δLW = −0.5, δW L = −0.5 so that
δ = 0.125. Then a∗ = 15.00 but a∗s = 23.75, so that a single outsider signiﬁcantly increases
the average aﬃnity of the clique. A single outsider will also reduce variance v, the eﬀect of
which will further strengthen the stability of the coalition.
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CHAPTER 3

Case studies and mathematical models of ecological
speciation.
Hybrid speciation in butterﬂies in a jungle
This chapter is a lightly revised version of a paper by the same name to be published in
the International Journal of Organic Evolution in 2009 by Edgar A. Duenez-Guzman, Jesús
Mavárez, Michael D. Vose, and Sergey Gavrilets:
Duenez-Guzman, E.A., Mavarez, J., Vose, M.D., and Gavrilets, S. Case studies and
mathematical models of ecological speciation. 4. Hybrid speciation in butterﬂies in a jungle.
Evolution, 2009, in press.
My use of "we" in this chapter refers to my co-authors and myself. My primary contributions to this paper include (1) discussion on the setup of the model, (2) implementation
of the numerical simulation and secondary analysis tools, (3) data acquisition and analysis,
(4) most of the data interpretation and discussion, and (5) most of the writing.

3.1. Introduction
Our understanding of the processes leading to the origin of new species has been steadily
increasing both from empirical and theoretical perspectives (e.g. Coyne and Orr 2004,
Gavrilets 2004, Dieckmann et al. 2004, Mallet 2007, Nosil 2007, Seehausen 2006, 2007, Bolnick and Fitzpatrick 2007, Gavrilets and Losos 2009). One of the lessons of recent work is
a renewed appreciation of the role of ecology in speciation which has lead to a new focus
on ecological speciation (e.g. Mayr [1947], Schluter [2000], Rundle and Nosil [2005]), that
is, speciation driven by ecologically-based divergent selection. Selection is divergent when
opposite phenotypes are favored within diﬀerent populations or the same population. Selection is ecological when it arises as a consequence of the interaction of individuals with
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their abiotic and biotic environment. Another novel development is a resurrection of arguments about the role of hybridization in speciation and adaptive radiation [Mallet, 2007,
Gompert et al., 2006, Arnold, 1997, Bullini, 1994, Seehausen, 2004]. In particular, the role
of homoploid hybrid speciation, i.e. hybrid speciation without change in ploidy level (also
referred to as recombinational speciation, Grant 1985), is an issue receiving renewed interest
and new empirical and theoretical support [Mavarez et al., 2006, Nice et al., 2002, Gross
and Rieseberg, 2005, Gompert et al., 2006, Salzburger and Meyer, 2004, Seehausen, 2004,
Mavárez and Linares, 2008].
An important question is what is really meant by hybrid speciation. We will call the
result of introgressive hybridization a hybrid species if resulting hybrid traits directly and
signiﬁcantly contribute to the survival and reproductive isolation of the species [Mallet, 2007,
2009]. Note that we require neither that genomes of the parental species are represented in
the hybrid species at equal frequencies nor that the hybrid species stably coexist in sympatry
with the parental species. We ﬁnd this relaxed view of hybrid speciation more useful than
alternatives as it ﬁts better the patterns observed in nature. Indeed most suggested cases
of homoploid hybrid speciation among animals appear to have involved a certain degree of
backcrossing to one parental species [Mavárez and Linares, 2008]. Moreover these authors
also noted that about half of the homoploid hybrid taxa considered are allopatric with at
least one parental species.
Although the support for the importance of ecological speciation and homoploid hybrid
speciation in nature is growing, many questions remain. These concern the conditions for
speciation, its time-scales, driving forces, the importance of ecological and genetic details,
the role of geography and so on. Answering these questions requires more detailed data on
already studied cases, new empirical studies, and extensions of the quantitative theory of
speciation.
One recent trend in theoretical research is to use complex numerical simulations tailored to particular case studies to supplement and provide additional insights to those that
have emerged from relatively simple analytical models [Gavrilets, 2004]. For example, recently Gavrilets et al. [2007], Gavrilets and Vose [2007], Sadedin et al. [2009] used detailed

43

simulation models incorporating relevant ecological, behavioral, spatial and genetic data to
examine putative cases of ecological speciation of cichlids in a crater lake [Barluenga et al.,
2006], of palms on an oceanic island [Savolainen et al., 2006], and of snails on sea shores
[Hollander et al., 2005, 2006]. By simulating these real systems, they were able to address
certain questions about ecological speciation in general (e.g. whether sympatric speciation
is achieved easily as it is claimed occasionally) and in particular case studies (e.g. whether
an observed pattern is a result of in situ speciation or double invasion, whether speciation
was truly sympatric or parapatric). They also looked at speciﬁc questions such as: what
does mathematical theory tell us about the plausibility, speed, and patterns of (sympatric)
speciation in the case studies? What are the important parameters and processes controlling
the dynamics of speciation? How common are the phenomena observed in these case studies? They also identiﬁed some important parameters and features that need to be studied
empirically to provide information that can be used to improve the biological realism and
power of mathematical models of ecological speciation and to make the interpretation of
empirical ﬁndings less speculative.
In contrast to a signiﬁcant eﬀort to understand ecological speciation, recombinational
speciation has so far received only very limited attention from theoreticians. Two previous
theoretical papers by McCarthy et al. [1995] and Buerkle et al. [2000] have utilized mathematical models to help understand the dynamics of hybrid speciation in plants. McCarthy
et al. [1995] used spatially explicit individually-based simulations to study the consequences
of hybridization between two parental forms that diﬀered in two chromosomal rearrangements. These authors assumed that one homozygous hybrid genotype (“hybrid species”)
had higher fertility whereas all heterozygous hybrid genotypes had smaller fertility than
both parental genotypes. McCarthy et al. [1995] analyzed how the waiting time until the
advantageous recombinant type is ﬁxed in the population depended on parameters (such as
the strength of selection, the rate of selﬁng, and the size of the area where hybridization
occurs). McCarthy et al. [1995] noted that even when the relative fertility of F1 hybrids was
very low (e.g. less than 2%), the new species was established in just a few hundred generations. Decreasing the hybrid species advantage markedly increased the amount of selﬁng
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required for rapid speciation, but when the advantage was suﬃciently large, speciation was
observed even for obligate outcrossers. Increasing the size of the area where hybridization
occurs signiﬁcantly reduced the time to speciation. In the simulations of McCarthy et al.
[1995], the environment was spatially homogeneous and the new recombinant species, once
emerged, always replaced the parental forms. Buerkle et al. [2000] considered a more complex situation with a spatially heterogeneous environment and an additional “ecological”
trait controlled by two unlinked additive diallelic loci. Speciﬁcally, they assumed a gradient
in viability selection so that small values of the ecological trait (which were characteristic of
one parental form) were advantageous in one habitat whereas large values of the trait (which
were the characteristic of another parental form) were advantageous in the other habitat.
The intermediate values of the ecological trait resulted in higher viability in a relatively
narrow intermediate zone positioned between the parental habitats. Buerkle et al. [2000]
showed that under certain conditions the hybrid species can appear and be stably maintained in the intermediate zone simultaneously with the parental forms being preserved in
their respective habitats. The time scale for speciation was on the order of several hundred
to several thousand generations. An analysis of neutral markers showed a signiﬁcant gene
ﬂow and loss of diﬀerentiation in neutral loci between the species.
Here, we build on the previous theoretical studies of hybrid speciation [McCarthy et al.,
1995, Buerkle et al., 2000] and ecological speciation [Gavrilets et al., 2007, Gavrilets and
Vose, 2007, Sadedin et al., 2009] to analyze a tentative case of ecological hybrid speciation
in Heliconius butterﬂies [Mavarez et al., 2006, Salazar et al., 2005]. This case has received
a lot of attention after the publication of a paper by Mavarez et al. [2006] arguing in favor
of hybrid speciation of H. heurippa from H. melpomene and H. cydno in South America.
Our model attempts to account for empirical patterns and data on genetic incompatibility,
mating preferences and selection by predation (both based on coloration patterns), habitat
preference, and local adaptation for all three Heliconius species. Using this model we study
the likelihood of recombinational speciation and identify the eﬀects of various ecological
and genetic parameters on the dynamics, patterns, and consequences of hybrid ecological
speciation.
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Figure 3.2.1: The wing patterns of the three Heliconius butterﬂy species. Some races of
H. cydno have black wings with white and yellow marks in their forewings and a brown
pincer-shaped mark on their hind-wings (not visible). Races of H. melpomene have black
wings with red and orange marks in their fore-wings and brown dots in their hind wings
(not visible). H. heurippa, shown in the middle, has both yellow and red bands in their
fore-wings, and brown dots in their hind-wings (not visible).

3.2. Empirical evidence
In describing empirical evidence we will closely follow Mavarez et al. [2006] and references
therein. Heliconius cydno and H. melpomene are two closely related species that overlap
extensively in lower Mesoamerica and the Northern range of the Andes (i.e. Venezuela,
Colombia and Ecuador). Speciation in these butterﬂies does not involve any change in
chromosome number [Brown et al., 1992] but it is instead associated with shifts in wing color
patterns that generate assortative mating as well as post zygotic isolation due to predationmediated selection [Jiggins et al., 2004, Mallet et al., 1998, McMillan et al., 1997]. Diﬀerent
geographic races of H. cydno have black wings with white and yellow marks, whereas races
of H. melpomene have black wings with red, yellow and orange marks (see Figure 3.2.1).
Both species exhibit strong positive assortative mating based on their wing patterns [Jiggins
et al., 2001, Mavarez et al., 2006] and also diﬀer in habitat use (H. cydno in forest understory,
H. melpomene in forest gaps/open areas) and the degree of preference for host plants in the
genus Passiﬂora (low preference in H. cydno, high preference in H. melpomene). In spite
of these diﬀerences, interspeciﬁc hybrids still occur in the wild throughout their sympatric
range, usually at low frequencies (< 10−3 , Mallet et al. 1998) but sometimes representing a
signiﬁcant fraction of the population (∼ 10%, Mavarez et al. 2006). The tentative hybrid
species, H. heurippa, is ecologically most similar to H. cydno, which it replaces geographically
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in the eastern Andes of Colombia. The wing pattern of Heliconius heurippa has elements
of those of the geographically close races of H. cydno and H. melpomene. Its hind-wing is
indistinguishable from that of sympatric H. m. melpomene, whereas its forewing shows a
mixture of elements of both H. m. melpomene and of parapatric H. cydno cordula.
Genetic evidence for a hybrid origin of H. heurippa comes from analysis of polymorphism at the two nuclear genes Invected and Distal-less. These genes show no allele sharing
between H. cydno and H. melpomene, whereas the H. heurippa genome appears as an admixture, sharing allelic variation from both putative parental species. Moreover, by performing
inter-speciﬁc crosses between H. cydno and H. melpomene in the lab, Mavarez et al. [2006]
were able to recover a color pattern phenotype almost indistinguishable from that of wild
H. heurippa in three generations, which provides some insight into the possible steps of
introgressive hybridization that could have given rise to this species. Furthermore, the laboratory reconstructed pattern breeds true when crossed among themselves and with wild H.
heurippa individuals.
Most interspeciﬁc crosses in Heliconius follow Haldane’s rule for sterility, i.e. F1 females,
which are the heterogametic sex in Lepidoptera, are sterile. On one hand, crosses between H.
cydno and H. melpomene produce F1 female sterility in both directions of the cross. On the
other hand, F1 female hybrids between H. heurippa and H. melpomene show asymmetrical
sterility. Finally, The female oﬀspring of a cross between a female H. heurippa and male H.
melpomene are completely sterile, either failing to lay eggs or laying eggs that never hatch. In
contrast, the reciprocal cross produces female oﬀspring that lay fertile eggs. Finally, crosses
between H. cydno and H. heurippa produce fertile F1 females in both directions. These
results are also compatible with the hypothesis of hybrid origin for H. heurippa [Salazar
et al., 2005]. In addition, back-crosses using F1 hybrid males provide evidence for a large
Z(X)-chromosome eﬀect on sterility and for recessive autosomal sterility factors as predicted
by the dominance theory [Jiggins et al., 2001, Naisbit et al., 2002, Salazar et al., 2005].
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Mavarez et al. [2006] also studied genetic isolation on several sympatric and allopatric
populations of the three species using Bayesian assignment analysis performed with 12 microsatellite loci. The three species clearly represent diﬀerent genetic entities, even in sympatry, which suggests the operation of some form of reproductive isolation. To further explore
this idea, Mavarez et al. [2006] tested the degree to which H. heurippa is isolated from H.
melpomene and H. cydno by assortative mating. No-choice mating experiments were conducted and showed that both males and females courted their co-speciﬁcs up to ten times
more often than individuals from other species. In mating experiments with choice, there
was similarly strong assortative mating, although occasional matings between H. heurippa
and H. cydno were observed.

3.3. Model description
The following describes the major components of our model.
Space and environment. Space is subdivided into a Sx × Sy rectangular array of
“patches” each representing roughly one square kilometer of forest. In Central America, H.
melpomene are found in open habitat, H. cydno are found in closed-canopy forest [Smiley, 1978, Estrada and Jiggins, 2002], and H. heurippa uses the same habitat as H. cydno
(Mavarez, pers.observation). In our model, the environment changes in the horizontal direction. We assume that both habitats (denoted as 0 and 1) are present in the S central
columns of patches, whereas the (Sx − S)/2 leftmost columns and (Sx − S)/2 rightmost
columns of patches have only habitat 0 (“open”) and habitat 1 (“closed-canopy”), respectively (see Fig 3.3.1). Each habitat has a number of host plants that can be used for
oviposition. Because the central area has more host plants present, the population density
there will be higher as well (see below). To reduce boundary eﬀects, we wrap the rectangle
into a tube so that the top and the bottom rows become neighbors. Time is discrete and
generations are non-overlapping.
Individuals. Individuals are sexual and diploid and have discrete sexes. Each individual has a number of various phenotypic characters. To capture the wing color pattern
diﬀerences between H. melpomene, H. cydno, and H. heurippa we assume, following Mavarez
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Figure 3.3.1: Schematic representation of the spatial structure of the system. Each rectangle
represents a patch. Open circles represent hosts in the open habitat; ﬁlled circles represent
hosts in the closed-canopy habitat. Note the presence of both types of hosts in the central
area.

et al. [2006], two unlinked diallelic loci (with alleles A, a and B, b) controlling the presence
and intensity of red and yellow bands on the dorsal fore-wing. Let i and j be the numbers
of “red” (A) and “yellow” (B) alleles in the genotype (i, j = 0, 1, or 2). Then the intensities
of red and yellow colors are characterized by color intensity matrices




bb Bb BB 
bb Bb BB 






 aa 0 0
 aa 0 1/2 1 
0 




R=
, Y = 
.
 Aa 1 1 1/2 
 Aa 0
0
1 








AA 1 1
AA 0
1
0
1
These matrices capture epistatic interactions between the loci. The two ones in the middle
row of the R-matrix account for strong expression of red color in some Aa heterozygotes.
Speciﬁcally, red allele A behaves as dominant in bb and Bb individuals, but its eﬀect are
additive in BB individuals. The two zeroes in the middle column of the Y -matrix account
for the absence of yellow color in some Bb heterozygotes (notice the lack of yellow band
in the right box in Figure 2a in the Mavárez et al. paper). Speciﬁcally, yellow allele B
behaves as recessive in Aa and AA individuals, but its eﬀect is additive in aa individuals.
Under this parametrization, H. melpomene is represented by genotype (i = 2, j = 0) with
R20 = 1, Y20 = 0 (bottom left corner of the color intensity matrices), H. cydno by genotype
(0, 2) with R02 = 0, Y02 = 1 (top right corner), and H. heurippa by genotype (2, 2) with
R22 = 1, Y22 = 1 (bottom right corner). We note that there are several known color pattern
genes that diﬀerentiate H. melpomene and H. cydno; we focus on only two of them for
simplicity.
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In Lepidoptera, males are the homogametic sex (and have two Z chromosomes) while
females are the heterogametic sex (and have one Z and one W chromosome). To account
for Haldane’s rule patterns observed among the three species (Salazar et al. 2005; see Introduction), we assume that hybrid female sterility is due to incompatibility between Z-linked
and autosomal genes [Orr, 1997]. Speciﬁcally, we postulate that there are three types of sex
chromosome Z (Z1 , Z2 , Z3 ) and a diallelic autosomal locus with alleles C1 and C2 such that
relative female fertilities are given by a matrix
C1 C1 C1 C2 C2 C2
Z1

1

0

0

Z2

1

1

1

Z3

0

0

1

.

Since the matrix concerns females exclusively, the W sex chromosome is omitted. H.
melpomene and H. cydno females are represented by the top left and bottom right corners,
respectively. We assume there is a small remaining polymorphism on the Z chromosome
to account for incomplete divergence between H. cydno and H. melpomene. H. heurippa
females are represented by genotype Z2 C2 C2 . This matrix simultaneously captures the bidirectional Haldane’s rule observed in hybrids between H. melpomene and H. cydno (so that
all F1 hybrid females are sterile) and the one-directional Haldane’s rule observed in hybrids
between H. melpomene and H. heurippa (so that only the F1 female oﬀspring of male H.
melpomene × female H. heurippa crossings are sterile) [Mavarez et al., 2006, Salazar et al.,
2005]. To keep the model’s complexity at a reasonable level, we neglect a possibility that
fertilities of fertile females diﬀer and that there may be more autosomal loci involved in
reproductive isolation. All males are assumed to be fully fertile. We note that although
there seems to be some sterility in males from certain hybrids crosses, it is deﬁnitely not as
strong as in females.
To account for mating preferences we assume the existence of two additive quantitative
characters pr and py controlling males’ preference for the presence in females of the red and
yellow fore-wing bands, respectively. To allow for habitat preference and local adaptation, we
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assume the existence of two additive quantitative characters: a “habitat preference” character
h controlling the probability of choosing one or another habitat and an “ecological” character
x controlling the adaptation to host. The traits pr , py , h, and x are scaled between 0 and 1
and are controlled by diﬀerent unlinked diallelic loci with equal eﬀects.
In addition, there are 32 unlinked neutral loci with 256 possible alleles subject to stepwise mutation [Ohta and Kimura, 1973] at rate 10−3 per locus per generation. These loci
are used to evaluate the levels of genetic divergence within and between species that one
would observe if using microsatellite markers. Each of the parental species is initialized
with a speciﬁc allele at these loci to allow the origin of neutral markers in the hybrids to be
determined later.
Life cycle. The life cycle consists of: (i) formation of mating pairs, (ii) oﬀspring
production, (iii) viability selection in eggs due to selection for local adaptation; (iv) selection
in adults due to predation and (v) dispersal. In Heliconius, both selection by predation and
dispersal occur simultaneously. However, in our simulations for computational purposes,
these two processes were serialized. The results presented below were obtained assuming
selection before dispersal. Limited simulations suggest that the alternative ordering leads
to similar results.
Habitat preference. Following Gavrilets and Vose [2005], the relative preference of
an individual with habitat preference trait h for habitat 0 (i.e. the open habitat) is given
by a linear function of h:

(3.3.1)

p = ϵ + (1 − 2ϵ)h,

where ϵ is a small positive parameter. The value of p changes linearly from ϵ for h = 0
to 1 − ϵ for h = 1. The value of ϵ can be interpreted as the probability that an individual
with a perfect preference for one habitat mistakenly goes to the other habitat. The relative
preference of this same individual for habitat 1 (i.e. the closed-canopy habitat) is 1 − p.
Reproduction. Mating occurs between individuals in the same “patch”. If a “patch”
has only one habitat type, each male has an equal probability to encounter each female. If
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a “patch” has both habitat types, each male encounters a female with a probability proportional to the similarity of their preferred habitats. That is, a male and a female with habitat
preference traits hm and hf encounter or do not encounter each other with probabilities
pm pf + (1 − pm )(1 − pf ) and pm (1 − pf ) + pf (1 − pm ), respectively, where pm and pf are
given by Equation 3.3.1 with an appropriate value of h. Note that the rate of hybridization
is an emergent character controlled by the current values of ecological and preference traits.
Given an encounter, the actual mating occurs with a probability proportional to the
male’s preference for the female’s color pattern. The preference of a male with preference
traits pr , py for a female with color pattern (i, j) is:

(3.3.2)

ψ(i, j | pr , py ) = exp [αr (pr − 1/2)Rij ] exp [αy (py − 1/2)Yij ] ,

where Rij and Yij are the corresponding elements of the color intensity matrices and
αr and αy are positive parameters measuring the strength of preference for red and yellow,
respectively. Large values of α’s imply strong preferences; small values imply weak preferences. This model represents a special case of an open-ended mating preference (Lande
1982,Gavrilets 2004, Chap.9). Note that under our choice of the preference Function 3.3.2,
each of the three species has the highest mating preference for its own type [Naisbit et al.,
2001, Mavarez et al., 2006, Melo et al., 2009].
Each mating results in a clutch of oﬀspring the size of which is drawn from a Poisson
distribution with parameter b. We assume that all adult females mate once. This assumption
implies that any costs of mate choice are absent, and that the eﬀective population size is
increased relative to the actual number of adults [Gavrilets and Vose, 2005]. The clutch is
laid on a host with a probability proportional to the preference p for host. Mutations occur
at constant rate µ per gene per generation in all loci except for the sex-chromosome Z and
the autosomal locus C which do not mutate.
Adaptation to host plants. In our model, adaptation concerns the ability to grow
on the host plant. The probability that the clutch laid by a mother with an ecological trait
x survives on a host is
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[

(3.3.3)

]
(x − θ)2
w = exp −
,
2σs2

where θ is the optimum phenotype, which is set to 0 in hosts of the open habitat,
and to 1 in hosts of the closed-canopy habitat, and σs is a positive parameter measuring
the strength of selection. This form of ecological selection introduces constraints on local
adaptation so that oﬀspring cannot have high ﬁtness on both hosts. Smaller values of σs
imply stronger selection for local adaptation and stronger selection against generalists (i.e.
individuals with ecological trait x ∼ 0.5) and specialists for the alternative habitat. To
account for the population size control by the number of host plants available we assume
that the number of adults surviving selection for local adaptation is K0 in habitat 0 and K1
in habitat 1 where the carrying capacities K0 and K1 are parameters of the model.
Selection by predation. Adults are subject to selection by diﬀerential predation. We
assume that predators (i.e. birds) stop eating butterﬂies (which are distasteful) once they
learn that a particular color or a color pattern is associated with bad taste. The eﬃciency
of learning process depends both on the number of butterﬂies eaten and the intensity of the
stimuli (i.e. color and taste). We posit that all butterﬂies are equally distasteful.
Two approaches are used here. The ﬁrst assumes that birds learn to avoid aposematic
prey by separating the diﬀerent color elements of butterﬂy wing patterns. For a bird that
has eaten k butterﬂies, we say its “learning scores” for red and yellow colors are

(3.3.4)

Qr =

k
∑

Rj , Qy =

j=1

k
∑

Yj ,

j=1

where Rj and Yj are the appropriate elements (“color intensities”) of matrices R and Y
for the j-th butterﬂy. We assume that the bird stops eating the butterﬂies of a particular
color once the corresponding learning score reaches a positive threshold Q. Small values of
Q imply that a small number of butterﬂies will be eaten so that selection by predation is
weak; large values of Q imply strong selection. The model assumes that more intense colors
(i.e. with larger values of R and Y ) are easier to remember. This simple model is closely
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related to the ideas on the avoidance of distasteful prey going back to Müller [1879] (see
Mallet 2001). Note that once one color (red or yellow) is learned, selection on the other
color in mixed-color individuals disappears. We assume that parameter Q is the same for all
patches. This assumption implies that the density of predators is uniform across the whole
system.
The second approach assumes that color patterns (i.e. combinations of colors) are learned
as a whole. By combining matrices R and Y , we get six unique patterns; a learning score
Q is introduced for each of the six color patterns. The learning process happens as before
with each eaten butterﬂy contributing 1 to the corresponding learning score of a predator
for the color pattern.
We note that the birds are not modeled explicitly but only implicitly (via the learning
thresholds) and that no evolution in birds was allowed.
Dispersal. Individuals surviving predation disperse. Butterﬂies are highly mobile and,
thus, biologically realistic values of the migration rates are large. We assume that each
individual migrates to one of the 8 neighboring patches or stays in its native patch with the
same probability 1/9. For the left-most and right-most rows of patches which have 5 rather
than 8 neighboring patches, a proportion 3/9 of individuals are removed (reﬂecting their
migration outside the system).
Initial conditions. The peripheral patches that contain a single habitat type are
initially populated with individuals perfectly adapted to and with the highest preference
for this habitat, and with a genetic and phenotypic compositions of either H. melpomene
(on the left side) or H. cydno (on the right side). The patches in the central area with
both habitats were empty. 95% of the individuals are homozygous for all genes, but the
remaining 5% have an “intermediate” sex chromosome (i.e. Z2 ) to account for an incomplete
segregation between the two parental species, as explained above.
Parameters. To analyze our model, we used individual-based simulations, which we
ran for 50, 000 generations, roughly corresponding to 17, 000 years. We systematically varied
four parameters: the carrying capacity of habitat 1 (K1 = 200 and 400), clutch size (b = 4, 8,
and 16), the learning threshold (Q = 1, 4, and 16) and the strength of selection for local
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adaptation (σs = 0.1, 0.25, and 0.4). The following summarizes the parameters that did not
change: system size 96 × 4, the width of the central area 32 patches, the carrying capacity
of habitat 0 K0 = 200, mutation rate µ = 10−5 per generation, number of loci per trait
8, strength of color preference αr = αy = 4, and probability of habitat choosing error
≥h = 0.001. The reason for including higher carrying capacity K1 = 400 in habitat 1 is
that some observations suggest that H. cydno has more hosts available than H. melpomene
(Mavarez, pers.observation).
System-level data were saved every 100th generation; patch-level data were saved every
1000th generation. The results below are based on 20 runs for each parameter combination.
The model was implemented in C. The code is available upon request.

3.4. Results
After the start of each simulation run, individuals of both parental species rapidly spread
through the initially uninhabited central area from the opposite sides and then start hybridizing, initially at low frequencies. (The initial probability of hybridization was order
10−4 and the overall proportion of individuals with foreign neutral alleles during the ﬁrst
1000 generations was no larger than several percent.) In the course of the simulations, we
observed several diﬀerent dynamic regimes, and we will discuss them according to observed
changes in (i) coloration patterns, (ii) habitat use and local adaptation, and (iii) reproductive compatibility. First, we discuss our results corresponding to the case when birds learn
diﬀerent colors independently.
The dynamics of coloration patterns. In the simulations there was a strong tendency for ﬁxation of both red (A) and yellow (B) alleles across the whole system so that
a Heurippa-like color pattern eventually dominated (see Figure 3.4.1). These dynamics are
explained by two factors. First, natural selection by predation favors the establishment of
aposematic coloration and, thus, increases the frequencies of the warning coloration alleles.
Second, since parental species already have mating preference alleles for the corresponding
colors, hybrids acquire them as well. As a result, sexual selection favors the ﬁxation of the
“red” and “yellow” alleles via a Fishering runaway process [Lande, 1981, Andersson, 1994].
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Table 1: Numbers of diﬀerent outcomes in the dynamics of coloration patterns, ecological traits,
and reproductive compatibility (20 runs for each parameter combinations). “Red” - allele A ﬁxed
ﬁrst, “yellow” - allele B ﬁxed ﬁrst. “General”, “Tens” and “Symp” correspond to the formation of
the generalist ecotype, a tension zone separating two specialist ecotypes, and two sympatrically
distributed specialist ecotypes, respectively. Z2 , Z1 & Z3 , and Z2 & Z3 - signify ﬁxation of Z2 , to
the loss of Z2 and to the ﬁxation of C2 , respectively. The stars mark the combinations of parameters
discussed later in the text.

K1
200

400

Parameters
b
Q
σs
4.0
1
0.10
0.25
0.40
4
0.10
0.25
0.40
16 0.10
0.25
0.40
8.0
1
0.10∗
0.25∗
0.40∗
4
0.10
0.25
0.40
16 0.10
0.25
0.40
16.0 1
0.10
0.25
0.40
4
0.10
0.25
0.40
16 0.10
0.25
0.40
4.0
1
0.10
0.25
0.40
4
0.10
0.25
0.40
16 0.10
0.25
0.40
8.0
1
0.10
0.25∗
0.40
4
0.10
0.25
0.40
16 0.10
0.25
0.40
16.0 1
0.10
0.25
0.40
4
0.10
0.25
0.40
16 0.10
0.25
0.40

Red
13
8
5
10
14
9
11
11
15
9
4
9
14
8
12
16
12
14
11
9
6
11
8
10
13
13
9
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
1
3
0
0
0
0
1
0
0
1

Color
Yellow
7
12
15
10
6
11
9
9
5
11
16
11
6
12
8
4
8
6
9
11
14
9
12
10
7
7
11
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
20
19
17
20
20
20
20
19
20
20
19

General
0
0
0
0
0
0
0
0
0
0
0
18
0
0
20
0
0
19
0
5
20
0
9
20
0
7
20
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
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Ecotypes
Tens Symp
13
7
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0
20
0
17
3
20
0
20
0
18
2
20
0
20
0
2
18
17
3
2
0
4
16
20
0
0
0
2
18
19
1
1
0
0
20
13
2
0
0
0
20
11
0
0
0
0
20
13
0
0
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
20
0
16
4
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0
20
0
16
4
20
0
20
0
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3
20
0
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0

Z Chromosomes
Z2 ﬁxed Z2 lost C2 ﬁxed
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6
0
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4
0
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3
0
18
2
0
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4
1
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0
1
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2
0
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1
0
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1
1
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0
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3
0
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2
0
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2
0
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0
0
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0
0
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2
0
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1
0
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1
0
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1
0
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2
0
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4
0
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3
0
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0
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0
0
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1
0
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0
0
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0
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3
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3
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1
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0
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0
1
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1
0
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0
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0
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0
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0
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0
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0
0
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0
0
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0
0
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Figure 3.4.1: The dynamics of the frequencies of A (red) and B (yellow) alleles across the
whole system. The ﬁgure includes all runs for the ﬁrst 25,000 generations.

In fact, the color preference traits pr and py approach the maximum possible value of one
across the whole system much faster than either of the color alleles approach ﬁxation: on
average, in 3,600 generations. In contrast, the ﬁxation of a ﬁrst color allele (red or yellow)
takes place on average in 6,300 generations. The second color locus approaches ﬁxation much
later - on average about 16,100 generations later. The reason for this discrepancy is that
while the initial evolution of the color loci is driven both by natural and sexual selection,
once one color locus is close to ﬁxation, natural selection by predation is not acting on the
second locus anymore and its evolution is mostly driven by mating preferences (and random
genetic drift).
Whichever color locus is ﬁxed ﬁrst controls for which locus the polymorphism will be
transiently maintained and, thus, can be observed in natural populations (see Table 1 for
the frequencies at which the red and yellow alleles are ﬁrst to be ﬁxed for diﬀerent parameter
values). If the carrying capacities of both hosts are equal (i.e. K0 = K1 = 200), ﬁxation of
the red allele (and, consequently, long lasting polymorphism in the yellow locus) is favored
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by an intermediate clutch size (b = 8.0). It is also favored by strong selection for local
adaptation (i.e. low values of σs ) coupled with extreme values of the learning threshold Q
(Q = 1 and 16). If the carrying capacity of habitat 1 is twice that of habitat 0 (i.e. K1 =
400), the yellow allele is almost always ﬁxed ﬁrst while the red locus remains polymorphic.
This is expected because initially the system as a whole has twice as many B alleles as A
alleles.
The dynamics of ecological traits. Populations inhabiting the peripheral areas with
only one host type present always remain close to the original values of the ecological traits
(and, correspondingly, remain locally adapted) independently of the strength of selection
for local adaptation σs . The situation, however, is diﬀerent in the central area, where both
types of hosts are available for butterﬂies to mate and oviposit. Three diﬀerent long-term
outcomes are observed. First, most or all individuals in the central area have intermediate
values of the ecological trait close to 0.5 (Figure 3.4.2a). These are the generalists utilizing
both host species. At the boundaries of the central and peripheral areas, two tension zones
are formed separating the populations of generalists in the central area and specialists in the
peripheral areas. [A tension zone as a hybrid zone maintained by a balance of dispersal of
parental forms and selection against hybrids.] Second, a single tension zone is formed in the
central area which then moves and eventually stabilizes at a boundary of the central area.
This tension zone separates two specialist populations and largely prevents the utilization of
one host in the central area (Figure 3.4.2b). Finally, two specialist populations (each adapted
to and utilizing its own host) coexist sympatrically through the central area (Figure 3.4.2c).
Note that in this case the traits values in the central area are shifted away from the optimum
values because of the gene ﬂow between the specialists due to hybridization. In all three
cases, the habitat preference trait h closely matches the ecological trait across the whole
system.
Consider ﬁrst the situation when the carrying capacities of both hosts are equal (i.e.
K0 = K1 = 200). In this case, the most common outcome is the formation of a tension zone
separating two specialists (see Table 1, Figure 3.4.2b). Generalists (as in Figure 3.4.2a) are
more likely to emerge if the birth rate b and the coeﬃcient σs are large so that selection for
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Figure 3.4.2: Three diﬀerent outcomes in the dynamics of the average ecological character
x per habitat across space. (a) Central area is inhabited by a population of generalists.
(b) Two specialists separated by a tension zone at a border of the central area. (c) Two
specialists coexisting throughout the central area. The gray area marks the central patches.
Parameter values used to produce the ﬁgures: (a) K1 = 200, b = 16, Q = 1, σs = 0.4,
(b) K1 = 200, b = 8, Q = 4, σs = 0.25, (c) K1 = 200, b = 8, Q = 4, σs = 0.1. The two lines
in the central region show average trait values computed over two hosts.

local adaptation is relatively weak. Sympatric coexistence of two specialists in the central
area (as in Figure 3.4.2c) was observed only few times and required selection for local
adaptation to be the strongest (that is, σs = 0.1). If the carrying capacity of habitat 1 is
twice that of habitat 0 (i.e. K1 = 400), generalists were never observed. Two sympatric
specialists coexisting in the central area were observed only a couple of times, leaving the
formation of a tension zone separating two specialists (Figure 3.4.2b) as the most common
outcome.
The dynamics of reproductive compatibility. Recall that the simulations started
with two parental species almost ﬁxed for the reproductively isolated combinations of sex
chromosomes and autosomal genes Z1 C1 C1 and Z3 C2 C2 , respectively, with only a small
proportion of the H. heurippa-type chromosome Z2 present in both parental species. At
the end of the simulations, four situations were observed. First, Z2 can be lost, with the
reproductively isolated ancestral combinations Z1 C1 C1 and Z3 C2 C2 being both present in
the system. Second, H. heurippa-type Z2 can be ﬁxed across the whole system, while the
autosomal locus C can exhibit neutral polymorphism with both C1 and C2 alleles present.
Third, the H. melpomene-type autosomal allele C1 can be ﬁxed while sex chromosomes Z1
and Z2 are both maintained in a neutral fashion. Finally, the H. cydno-type autosomal allele
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C2 can be ﬁxed while sex chromosomes Z3 and Z2 are both maintained in a neutral fashion.
In the last three cases, all genotypes present in the system are reproductively compatible.
If the carrying capacities of both hosts are equal (i.e. K0 = K1 = 200), the most common
outcome is the ﬁxation of H. heurippa-type sex chromosome Z2 in the whole system (about
90% of cases). The loss of Z2 which was the second most common outcome (almost 9%
of cases) was promoted by smaller birth rate b and stronger selection for local adaptation
(i.e. smaller σs ). After the loss of the Z2 chromosome, a future hybrid speciation event is
unlikely. The ﬁxation of H. melpomene-type allele C1 or H. cydno-type allele C2 with a
neutral polymorphism in the Z chromosome were observed only a handful of times.
If the carrying capacity of habitat 1 is twice that of habitat 0 (i.e. K1 = 400), the most
common outcome again was the ﬁxation of Z2 . However now with a small birth rate (i.e.
b = 4), the ﬁxation of H. cydno-type allele C2 with the neutral coexistence of Z3 and Z2 was
frequently observed for strong and intermediate strengths of selection for local adaptation
(i.e. σs = 0.1 and 0.25). This is what is expected because of higher initial number of H.
cydno-type alleles in the system. The loss of Z2 was observed few times (mostly with b = 4)
while the ﬁxation of C1 with the neutral coexistence of Z1 and Z2 was never observed.
Joint dynamics. The hybrid aposematic coloration (i.e. the presence of both red and
yellow bands) readily spreads across the whole system in all cases considered. This spread is
preceded by the establishment of strong mating preferences for both red and yellow colors.
The spread of hybrid coloration is most often accompanied by the ﬁxation of the hybrid
chromosome Z2 in the whole system so that all individuals are reproductively compatible.
With regard to the ecological and habitat preference characters, the two ecotypes initially
present in the parental species (which have high preference for and local adaptation on
hosts in habitat 0 and 1, respectively) are preserved and can either coexist thorough the
central area or one of them occupied most of this area. It is also possible that an additional
generalist ecotype utilizing both habitats can emerge and spreads across the central area
excluding both specialists.
The loss of Z2 results in the presence of two genetically incompatible sets of populations
with H. melpomene-type genotype Z1 C1 C1 and H. cydno-type genotype Z3 C2 C2 both having
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H. heurippa-type coloration and mating preferences. Most commonly these populations are
separated by a tension zone located at a border of the central area but in a few cases they
are sympatric in this area. In few other cases, one of the two sets of populations forms a
generalist ecotype that spreads across the central area excluding populations of the other
type and the specialist ecotype of its own type.
The ﬁxation of H. cydno-type autosome C2 occurring simultaneously with the neutral
coexistence of Z2 and Z3 was accompanied by the separation of the two specialist ecotypes
by a tension zone located at a border of the central area.
Figure 3.4.3 shows the typical timescales in our simulations. If H. heurippa-type chromosome Z2 is destined to be lost, this happens relatively fast, typically during the second
thousand of generations. Independently of this, within a few thousand generations after
the start of the simulation both mating preference traits evolve to extreme values and the
ecological and the habitat preference traits approach their equilibrium distributions. Few
thousand generations later, one of the color pattern alleles approaches ﬁxation and the H.
heurippa-type sex chromosome Z2 achieves high frequency (if Z2 is destined to be ﬁxed).
The other color allele locus approaches ﬁxation far more slowly (data not shown). The
growth in the frequencies of the color alleles and Z2 chromosome start at the same border
of the central area and then spreads throughout the whole system.
Technical comment: We note that here the time for a color allele to be “ﬁxed” means
the time for this allele to reach a frequency of 95% in the whole system. [We use 95% rather
than 100% because of the recurrent mutation.] The time for a particular sex chromosome
to be “ﬁxed” or “lost” means the time for the chromosome to reach a frequency of 100%
or 0%. To make conclusions about ecological traits we use a more convoluted procedure.
First, we identify all patches in the central area in which each host plant contributes at least
20% of the patch’s population. We say that a “generalist” is formed if among these patches
there is a band of patches of at least 6 patches wide in which the trait values are close to
1/2 (speciﬁcally, the average ecological trait of the individuals born in environment type
0 is above 0.4 and for those born in type 1 is below 0.6). We say that there is sympatric
coexistence of two ecomorphs if there is a band of patches at least 6 patches wide in which the
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Figure 3.4.3: Tukey plots of the timescales associated with diﬀerent outcomes marked on the
x-axis. The y-axis represents time in generations on a logarithmic scale. The vertical lines
extend from minimum to maximum observations, the middle dashed lines depict averages,
and the boxes extend from lower to upper quartiles. (a) K1 = 200. (b) K1 = 400.

trait values are away from 1/2 (speciﬁcally, the average ecological trait of the individuals
born on host 0 is below 0.4 and for those born on host 1 is above 0.6). We say there
is a “tension zone” otherwise. That is, either the width of the band of patches with two
populations is 5 patches or less, or there are demes with high average ecological character
(on one side of the tension zone) and demes with low average value (on the other side).
The dynamics of neutral markers. The above dynamics were accompanied by the
introgression in neutral markers. Figure 3.4.4 shows the frequency of neutral markers of H.
melpomene origin across the whole system estimated by randomly sampling 16 individuals
from each of the 96 patches in the ﬁrst row of patches. We used four parameter combinations
which showed a diversity of outcomes in the dynamics of coloration, habitat usage, and
reproductive compatibility (see Table 1 where the combinations of parameters used are
marked with a star). One can see that at the onset of hybridization the frequency of H.
melpomene markers experiences a rapid shift away from its initial value of 0.5. This shift
is apparently explained by strong sexual selection operating during a relatively short time
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interval when mating preference for one color has already reached the highest value while the
preference for the second color is still intermediate. During this time interval, individuals
with the maximum expression of the second color have mating advantage which results in
increasing the frequency of their neutral markers in the population. The explanation just
given works for the data shown in Figures 3.4.4a,b and d but not for those in Figures 3.4.4c.
This suggests that some additional factors are also in place. Note that the downward shift
in the frequency of neutral markers of H. melpomene origin observed in Figures 3.4.4d is
explained by the fact that for this parameter combination initially there are twice as many
H. cydno individuals as H. melpomene individuals. After both mating preference traits have
reached the maximum value of one, the dynamics of neutral markers appear to be driven
mostly by random genetic drift.
Figure 3.4.5a gives more details on the dynamics of neutral markers using a numerical
run with parameter values as in Figure 3.4.4a. Shown is the whole distribution of the
frequency of the neutral markers of H. melpomene origin (rather than just its average value
as Figure 3.4.4). The distribution becomes very wide soon after the onset of hybridization.
Figure 3.4.5b shows the corresponding dynamics of the frequencies of the neutral markers
of H. melpomene origin estimated in three groups of four demes each of the ﬁrst row: four
leftmost demes, four centrally located demes and four rightmost demes. This ﬁgure shows
that it takes a long time for neutral markers to spread across the central area and then to
reach the most peripheral patches.
Some transient dynamics. In no case did we observe a stable coexistence of the three
color patterns of parental and hybrid species. Was there some kind of transient coexistence
which did not persist to the end of our simulations? To answer this question we identiﬁed
time intervals and demes in which the two parental and a hybrid phenotypes where present
at frequencies higher than 10% (chosen to be larger than the maximum observed proportion
of natural hybrids of 8%). Across all runs, this transient period starts on average around
generation 2,200 (std. dev. 1,200) and no later than generation 5,000. It lasts on average 900
generations (std. dev. 800), with a maximum of 5,000 generations. An analysis of variances
shows that both the starting generation and duration of the transient period decrease with
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Figure 3.4.4: The dynamics of the frequency of neutral markers of H. melpomene origin
for four parameter combinations (marked with a star in Table 1). In all ﬁgures, Q = 1
and b = 8.0. (a) K1 = 200, σs = 0.1 (b) K1 = 200, σs = 0.25 (c) K1 = 200, σs = 0.4
(d) K1 = 400, σs = 0.25. 20 runs for each combination of parameters. Solid lines: runs in
which the preference for yellow color trait py reached 0.99 ﬁrst. Dashed lines: runs in which
the preference for red color trait pr reached 0.99 ﬁrst.
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Figure 3.4.5: The dynamics of neutral markers of H. melpomene origin in a run with
K1 = 200, Q = 1, b = 8.0 and σs = 0.1. (a) The distribution of the frequency of neutral
markers of H. melpomene origin over time. The intensity of the black color is proportional
to the number of individuals with the corresponding frequency (the scale is given by the
color bar on the right). (b) The average frequencies of neutral markers of H. melpomene
origin in four leftmost, four centrally located, and four rightmost demes.
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increasing the strength of predation (i.e. decreasing the value of Q). The duration of the
transient period is further aﬀected by the clutch size; extreme values of b (i.e. 4 and 16)
promote longer transients.
Color patterns learned as a whole. In this case, novel combinations of colors are
under strong negative selection by predation. As a result, hybrids never achieve high frequencies, Z2 chromosome disappears from the system, and both parental species are preserved
and coexist sympatrically in the central area (see Figure 3.4.2c) for all combinations of
parameters considered (data not shown).

3.5. Discussion
In this paper we used a spatial individual-based multilocus model to study a proposed
case of homoploid hybrid speciation involving two sister species, Heliconius cydno and H.
melpomene, and a putative hybrid species H. heurippa [Mavarez et al., 2006]. Assessing the
mechanisms potentially driving hybrid speciation and the plausibility of its diﬀerent scenarios can help us better understand both the origins and evolution of Heliconius butterﬂies
and the challenges faced by empiricists studying homoploid hybrid speciation in animals.
Our results show that if the birds learn diﬀerent colors independently, then H. heurippa-type
coloration pattern and the mating preferences for this pattern as well as H. heurippa-type
sex chromosome can readily spread across the whole system within ten thousand generations
after the initial contact between the parental species. The resulting hybrid species retains
the two ecotypes of the parental species using two diﬀerent hosts and can also develop an
additional generalist ecotype utilizing both hosts. The emerging hybrid species has neutral
markers from both parental species at substantial frequencies. It is also possible that the
two parental species converge on the same hybrid coloration and mating preferences and
undergo substantial exchange in neutral markers while retaining their original sex chromosomes and ecotypes. This outcome can be interpreted as the evolution of Mullerian mimicry
as a result of hybridization. However, empirical data provide little support for this alternative outcome given that most Heliconius sister species pairs (i.e. able to hybridize) tend to
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belong to diﬀerent mimicry rings. In contrast, species in the same mimicry ring are usually
very distantly related and unable to hybridize [Beltrán et al., 2000].
The spread of hybrid coloration is largely driven by selection for warning coloration by
predation. It is also helped by the pre-existing (in the parental species) mating preferences
for bright colors which pass to the hybrids [Melo et al., 2009] and then coevolve with coloration patterns in a process analogous to Fisherian runaway. In the Heliconius butterﬂies,
coloration plays the role of a “magic trait” [Gavrilets, 2004, Kronforst et al., 2006, Jiggins,
2008, Jiggins et al., 2008, Salazar et al., 2008, Puebla et al., 2007] that controls both viability and mating. The existence of magic traits greatly simpliﬁes non-allopatric speciation in
general [Gavrilets, 2004, Puebla et al., 2007] and in butterﬂies in particular [Mallet, 2007,
Jiggins, 2008, Jiggins et al., 2008, Salazar et al., 2008]. The evolution of ecotypes is driven
by selection for local adaptation. If this selection is weak, a generalist ecotype utilizing
both host can emerge in the central area and expel the specialist ecotypes from this area
(c.f., Gavrilets et al. 2007, Gavrilets and Vose 2007). If selection is strong, the gene ﬂow
from one specialist to another is small and does not prevent the colonization of the whole
central area by both ecotypes. For intermediate strengths of selection, the formation of the
generalist ecomorph is thwarted and simultaneously the gene ﬂow between the two specialist
ecomorphs is strong enough to prevent their coexistence in the patches located in the central
area. As a result, one specialist ecomorphs largely excludes the other one from the central
area. This happens as the tension zone moves stochastically across the central area until
it gets trapped at its boundary where selection regime changes [Barton, 1983, 1999]. The
explanation of why H. heurippa-type sex chromosome Z2 spreads through the system is a bit
more convoluted. After the mating preferences for both red and yellow colors have spread
through the system, mating becomes random with respect to sex chromosomes. In this case,
while individuals with H. melpomene-type chromosome Z1 and H. cydno-type chromosome
Z3 are mutually incompatible (in the sense that female hybrid oﬀspring is infertile), those
with Z2 are partially compatible with both parental types. As a result, individuals with Z2
chromosome have on average more fertile oﬀspring than those with either Z1 or Z3 . This
ultimately drives Z2 chromosome towards ﬁxation.
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In contrast, if diﬀerent color patterns are learned as a whole, then selection by predation
prevents any signiﬁcant accumulation of hybrids in the system and hybrid speciation does
not occur.
Recently, Salazar et al. [2008] and Jiggins et al. [2008] have contrasted two modes of
homoploid hybrid speciation which they called hybrid trait speciation and mosaic genome
hybrid speciation. In the former mode, speciation occurs through the establishment via hybridization of a novel adaptive trait. The novel trait must also confer a degree of reproductive
isolation from the parental lineages. In the later mode, speciation involves stabilization of
a hybrid genome which initially contains a large number of intrinsically incompatible genes.
The two modes, thus, mostly diﬀer in the type of selection involved (that is, ecological vs.
intrinsic incompatibility). Jiggins et al. [2008] also expected them to diﬀer in the proportion
of the genome involved with hybrid trait speciation resulting in introgression of a handful
of genes and in mosaic genome hybrid speciation resulting in massive introgression (as in
the case of sunﬂowers, e.g. Ungerer et al. 1998). According to Salazar et al. [2008] and
Jiggins et al. [2008] who analyzed genetic divergence between H. melpomene, H. cydno and
H. heurippa in several loci, this case ﬁts the hybrid trait speciation mode. Our data do
not support the argument of Salazar et al. [2008] and Jiggins et al. [2008]. In our model,
hybrid speciation is indeed mostly driven by evolutionary processes involving a single trait
- coloration. However, the extent of hybridization in neutral loci is very extensive and is
more compatible with that expected under mosaic genome hybrid speciation. This suggests
that discriminating between hybrid trait speciation and mosaic genome hybrid speciation
may not be easy.
A question of the speed of ecological speciation is of great importance and interest
[Hendry et al., 2007, Gavrilets et al., 2007, Gavrilets and Vose, 2007, Thibert-Plante and
Hendry, 2009] with most models suggesting that speciation (i.e. evolution of signiﬁcant
reproductive isolation) could happen on the time scale of a few hundred to a few thousand
generations. The data in Mavarez et al. [2006] have sometimes been interpreted as suggesting
that hybrid speciation could happen within a few generations. Our model does not support
this interpretation. Indeed in our simulations, the typical time-scales of the evolution of
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Mullerian mimicry and of hybrid speciation are on the order of several thousand generations.
In our simulations, the initial rate of hybridization is very low. If it were higher, the hybrid
species would evolve faster. The rate of hybrid speciation is expected to increase if the
hybrids utilize a novel habitat [Nolte et al., 2005, Schwarz et al., 2007] that is free of the
parental forms.
In our simulations we never observed the coexistence of the two parental and the hybrid
species. The same mechanisms that facilitated the emergence and establishment of the hybrid species also lead to the spread of the hybrid species traits across the whole system. As
a result, the parental combinations of traits disappear (colors always, Z chromosomes most
of the time). The same outcome is expected after a secondary contact between the hybrid
and a parental species. Therefore, our model suggests that the coexistence of the three Heliconius species in South America may be transient rather than stable. An alternative, and
likely more reasonable, explanation is that our model lacks certain components crucial for
the coexistence of the three species. One possibility is spatial and temporal heterogeneity
of the biotic environment which can result in a partial fragmentation of the species ranges
(e.g. if the density of hosts varies dramatically in space) and/or spatial variation of selection
(both for adaptation to hosts and by predation). This heterogeneity will reduce the opportunity for gene ﬂow and might ensure coexistence. Alternatively, selection by predation can
act via some other mechanism that would increase geographic variation in the system. For
example, it is possible that parental colorations are protected by selection if both parental
species have some additional Mullerian mimics, which is indeed the case in Heliconiinae butterﬂies. Evolutionary dynamics of Mullerian mimicry can be complex especially if diﬀerent
members of a Mullerian ring diﬀer in the degree of unpalatability [Gavrilets and Hastings,
1998]. This may further complicate the dynamics of hybrid speciation and make predictions diﬃcult. Other factors that may aﬀect the dynamics are selection for local adaptation
and the genetic architecture of the traits considered. In the model we made the simplest
assumptions of additive genetics and unlinked genes. More complex schemes can of course
alter the dynamics.
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Our model also predicts the appearance of H. heurippa-type individuals utilizing H.
melpomene-type hosts and of a generalist ecotype utilizing both hosts. Apparently, neither
of the these two outcomes has been observed in nature. While evolution of the generalist
is predicted to happen only under some conditions (speciﬁcally, under weak selection for
local adaptation), some utilization of the open habitat initially utilized by H. melpomene
occurs in the model always. It is well known that although tension zones represent a barrier
to the neutral genes (e.g. Bengtsson 1985, Barton and Bengtsson 1986, Gavrilets 1997,
Gavrilets and Hastings 1998), advantageous genes will pass through the tension zones easily.
What factors would prevent the spread of H. heurippa coloration across H. melpomene-like
ecotype once hybridization starts is unclear but one possibility is that the signaling quality
of aposematic color patterns varies with the habitat type or the environmental background
[Sweeney et al., 2003]. The H. heurippa colour pattern might therefore be less ﬁt to the
open habitat areas typically occupied by H. melpomene.
Unfortunately, the lack of data does not yet allow one to come up with a mathematical
model that would have a better explanatory power. More and better data are needed to that
end. From the theoretical perspective, at this stage the most crucial would be to understand
better how selection by predation operates in the system, how birds learn the colors, and
to what extent they distinguish diﬀerent components of color patterns. Of course any data
on genetics of the traits considered including those controlling reproductive compatibility
would greatly increase the realism of the model. The same eﬀect will be achieved by more
precise information of the spatial distributions and densities of the parental species and their
co-mimics, and on the degree of temporal stability of H. heurippa geographic distribution.
Without such data it will remain diﬃcult to make deﬁnite conclusions on the origins of H.
heurippa.
However, one can attempt to identify possible scenarios from both empirical data and
mathematical models. H. heurippa is well diﬀerentiated from both H. melpomene and H.
cydno in some microsatellite loci (Mavarez, unpubl.data). In addition, the current range of
H. heurippa is well outside of the area of sympatry of H. melpomene and H. cydno. If one
accepts the hybrid origin of H. heurippa, these two observations suggest both long-lasting
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geographic isolation of H. heurippa from its parental species and signiﬁcant changes in the
species ranges since speciation. Overall, our model supports the possibility of hybrid origin of H. heurippa. The most plausible scenario would include hybridization between H.
melpomene and H. cydno in an area geographically isolated from the rest of both parental
species with subsequent long-lasting geographic isolation of the new hybrid species, followed by changes in the species ranges, the secondary contact, and the disappearance of H.
melpomene-like ecomorph in the hybrid species. Our model does not rule out completely
an alternative scenario of the appearance of the red allele A in a geographically isolated H.
cydno population by mutation, with the subsequent ﬁxation of the H. heurippa-type color.
However, this scenario appears less likely at least for two reasons. First, it would require
a very rare mutational event that would bring the red allele. Second, it would require an
additional sequence of unlikely events that would ﬁx this red allele by drift in the presence
of positive frequency-dependent selection due to predation acting to reduce the frequency
of this initially rare allele [Mallet and Barton, 1989a]. Although such stochastic peak shifts
can occur, their probability is very small [Barton and Charlesworth, 1984, Gavrilets, 2004].
Our model highlights two particular outcomes of hybridization which can be of general
importance. The ﬁrst concerns the evolution of Mullerian mimicry when a common hybrid
coloration pattern spreads across a system of sympatric or parapatric species as a result of
hybridization. In our simulations, this outcome corresponds to the loss of Z2 chromosome.
The second is that the deleterious gene ﬂow resulting from hybridization can prevent the
spread of an ecomorph into a suitable area and, thus, can limit the species range. In our
simulations, this outcome corresponds to the formation of a tension zone separating two
specialist ecotypes at a border of the central area. The question of whether deleterious gene
ﬂow can restrict species ranges is currently of great interest (e.g. Kirkpatrick and Barton
1997, Case and Taper 2000). In contrast to current discussions, in our model the source
of the deleterious gene ﬂow is not the central populations of the same species but rather a
diﬀerent species or ecotype occupying adjacent areas.
Our model was intentionally tailored for a particular case study. Some features of the
Heliconius system are probably unique (e.g. speciﬁc genetics of the color patterns). Others
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may not be very common in nature (e.g. the fact that color patterns play an important
role simultaneously in survival and mating [Jiggins et al., 2001, Mallet and Barton, 1989a,
Mavarez et al., 2006], and thus represent “magic traits” in the terminology of Gavrilets
2004). At the same time, our model points to some general features of hybrid speciation,
i.e. speciation via introgressive hybridization with hybrid traits directly and signiﬁcantly
contributing to the survival and reproductive isolation. Hybrid speciation can be triggered
by a number of factors increasing the likelihood of hybridization and can be driven by
strong ecological selection promoting the spread of a particular advantageous combination
of hybrid traits. The model suggests that stable sympatric coexistence of the hybrid and
parental forms should not be generally expected. Indeed, if a particular hybrid combination
of traits is advantageous, it is expected to spread after a secondary contact between a hybrid
and parental species (if hybridization between them is possible). In other words, the same
process that leads to the creation of a hybrid species may prevent its stable sympatric
coexistence with the parental forms. The model also shows that equal representation of
parental neutral markers in the hybrid species in unlikely. In fact, even parental traits of
ecological importance can be inherited in a hybrid species in a relatively random fashion. The
model highlights the importance of pre-existing assortative mating and habitat segregation
between hybrids and at least one of the parental forms in simplifying the conditions for hybrid
speciation. It also shows that recombinational hybrid speciation is not an instantaneous
process but rather can take hundreds and thousands of generations.
In contrast to many other speciation scenarios [Gavrilets, 2004], theoretical work on
hybrid speciation has been very limited (McCarthy et al. 1995, Buerkle et al. 2000 and this
paper) so it is diﬃcult to identify the most important evolutionary factors and forces controlling its dynamics. Still existing work suggests that the questions of spatial heterogeneity
in selection, coexistence of hybrid species with their parental species, and of the stability
of species ranges are of great importance for developing an adequate theory. Currently,
mathematical models support the belief that hybrid speciation in animals is plausible under
certain conditions. However much more work (both empirical and theoretical) is necessary
to be able to make more deﬁnite conclusions on its importance in nature.

72

CHAPTER 4

Simulating population genetics on the XT5
This chapter is a lightly revised version of a paper by the same name presented in the
Cray’s Users Group, Compute the Future conference in 2009 by Edgar A. Duenez-Guzman,
Aaron D. Vose, Michael D. Vose and Sergey Gavrilets:
Duenez-Guzman, E.A., Vose, A.D., Vose, M.D. and Gavrilets, S. Simulating Populations
Genetics on the XT5. CUG’s Compute the Future 2009. Atlanta, GA.
My use of "we" in this chapter refers to my co-authors and myself. My primary contributions to this paper include (1) discussion on the setup of the simulations and integration
core (2) part of the implementation of the integration core, (3) implementation of multithreaded and time warp variants of the algorithm, (4) presentation of the integration core
results on the Fifth International Conference of Applied Mathematics and Computing, Plovdiv, Bulgaria (2008).

4.1. Introduction
Simulating natural selection, genetic drift, mutation, and gene ﬂow can be computationally intensive. The model developed by Sergey Gavrilets in collaboration with Jonathan
Losos (Harvard University) to investigate adaptation and speciation in Anolis lizards has
underlying quadratic complexity with respect to both deme size (all-pairs interactions are
important to within-deme mating and viability) and spacial extent (area – hence the number
of demes – varies quadratically with radius).
Trading deme size for more demes within a given area is an appealing way to tame the
complexity, if one has access to computational resources enabling the processing of demes
in parallel by mapping each deme to a processor.
This strategy is not a panacea, however. Between-deme migration of genetic material
comes at the price of interprocess communication. Unless ecological properties are uniform
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from one deme to the next, there is also the price of increased model complexity. Moreover,
the dynamics of selection, genetic drift, and gene ﬂow are inﬂuenced by deme size and the
number of demes. Nevertheless, mapping demes to processors on hardware like the Cray
XT5 system at the National Institute for Computational Sciences makes simulations feasible
on a scale which otherwise would be impossible.
From an implementation perspective, a natural unit of computation in the Anolis model
is the evaluation of a double integral
I(α, β, γ, δ, ξ)
It turns out that the various probabilities required to simulate the discrete-time, explicitgenetics, individual-based, stochastic model can be obtained from the integral, where various
rational functions of additive phenotypic characters of individuals and model parameters
determine the arguments α, β, γ, δ, ξ.

4.2. Canned Routines
Integration subroutines provided by computation packages and scientiﬁc libraries are
widely used, but it is a mistake to suppose they can be trusted. An incorrect answer may
be returned (in some cases accompanied by a small error estimate), misleading the caller.
For example, we naively believed Maple would give a reasonable answer using 16 digits of
decimal precision (default precision is 10).
> Digits := 16;
> I(0.91381,0.095649,0.57591,4.1584,1.4782);
0.00097...
Thinking that result too small, we tried repeatedly but doubled each time the number of
digits:
> Digits := 32;
> I(0.91381,0.095649,0.57591,4.1584,1.4782);
0.00687...
> Digits := 64;

74

> I(0.91381,0.095649,0.57591,4.1584,1.4782);
0.0219...
> Digits := 128;
> I(0.91381,0.095649,0.57591,4.1584,1.4782);
0.0322...
The relative error of the last answer – compared with the true answer – is over 6%, and Maple
is excruciatingly slow.1 Routines from NAG and the Gnu Scientiﬁc Library are comparable
and relatively fast, taking 0.036 seconds to do the outer integral when provided with an
explicit solution for the inner integral. But they return 0.00013... with estimated relative
error below 2.0e − 08. That is unacceptable; we need the correct answer 0.034... and we
need it produced thousands of times faster!
By interchanging the order of integration and hand-coding 128-point Gauss-Laguerre
quadrature, we achieved results faster, which seemed accurate. Alas, our application was
later observed to generate integrals for which that method yielded answers having more
than 160% relative error. To make matters worse, it had become apparent that signiﬁcant
additional speedup was essential.
4.3. Complex Variables
Cauchy’s integral theorem is a well-known tool for integration. A lesser-known method
described by Boas and Schoenfeld [1966] dispenses with having to choose suitable contours by
focusing instead on residues of functions related to the integrand deﬁned over the Riemann
sphere. They discuss integrals of three types, the second of which is covered by the following
theorem.
Theorem 1. Let F be holomorphic in the extended plane except for a ﬁnite number of
singularities, let F be holomorphic on (a, b) except for simple poles, and let F be holomorphic
at a and at b. Then

ˆ
P.V.

b

F (t) dt = −(R + r)

a
1For the example above, we discovered later that Maple returns a reasonable answer using default precision

if specialized syntax is used. Unfortunately, that syntax only shifts problems elsewhere; unacceptable results
are returned when using that syntax with other parameter values.
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where R is the sum of the residues of
F (z) log{(z − a)/(z − b)}
for z in the extended plane but not on [a, b], and r is the sum of the residues of
F (z) log{(z − a)/(b − z)}
for z on (a, b).
Our integration problem can be reduced to evaluating the form
ˆ

v

exp(−(
u

dt
t−a 2
) + (t−1 − d)2 ) erfc(t−1 − d)
b
t

Diﬃculty using Theorem 1 arises from the integrand’s essential singularities at 0 and ∞. Because determining residues at essential singularities for general parameter values a, b, d, u, v
is problematic, we ﬁrst approximate the integrand by functions which are meromorphic on
the Riemann sphere (i.e. rational, Nevalinna and Paatero 2007).
This approach introduces other diﬃculties. Suitably approximating the integrand involves a trade-oﬀ between either the number of poles or complexity of residues and the
number of sub intervals involved; a rational approximation suitable over all of (u, v) – one
sub interval – would have high degree – either many poles or computationally expensive
residue(s).
Fortunately, exp satisﬁes a functional equation enabling approximation with a single
rational function (at the potential price of many sub intervals of (u, v)):
exp(−f (t)) = exp(s) exp(−s − f (t))
(4.3.1)

≈ exp(s) rational0 (f (t) + s)

If rational0 (t) suitably approximates exp(−t) over [x, y], the approximation above is valid
for t ∈ [u′ , v ′ ] provided f maps [u′ , v ′ ] into [x − s, y − s]. By ﬁrst subdividing (u, v) into sub
intervals over which f is monotonic, we may assume f is invertible. Hence
(4.3.2)

{u′ , v ′ } = f −1 ({x − s, y − s})
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and s parametrizes a sub range t ∈ [u′ , v ′ ] ⊂ [u, v] of integration. Both subdividing (u, v)
into sub intervals over which f is monotonic and determining [u′ , v ′ ] via (4.3.2) are done at
run-time.
Approximations for g(x) = exp(x2 )erfc(x) were based upon the value of w = t−1 − d:
2 exp(w2 ) if w ≤ −3
rational1 (w) if −3 ≤ w ≤ 0
rational2 (w) if 0 ≤ w ≤ 10
rational3 (w) if 10 ≤ w
Except for rational3 which is the ﬁrst two terms from the series expansion of g at ∞, we
used Maple’s implementation of the Remez algorithm (provided by the numapprox package)
to obtain rational approximations (see Cody [1970] for a survey of widely used methods for
generating rational or polynomial approximations to continuous functions). Our approximations are holomorphic in the sub intervals over which they are used, hence there is no
contribution to the integral from r as described in Theorem 1. As functions of t, each of our
rational approximations has a numerator with degree not exceeding that of its denominator.
Therefore
−t−2 rational(t−1 )/t−1 log

1 − ta
1 − tb

is holomorphic at t = 0, hence there is no contribution from poles at ∞ to R as described
in Theorem 1.
The most complicated residues arise from sub intervals involving both rational0 and
rational3 ; residues are needed at t = 1/d for
rational3 (t−1 − d)/t

ξ
t − u′
log
((t − a)/b)2 + s − ζ
t − v′

Simpler residues arise from sub intervals involving rational0 and rationalk for k ∈ {1, 2};
√
residues are needed at t = a ± b ζ − s for
rationalk (t−1 − d)/t

t − u′
ξ
log
((t − a)/b)2 + s − ζ
t − v′
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and at t = 1/(d + ζ) for
rational0 (((t − a)/b)2 + s)

ξ
1
t − u′
log
t−1 − d − ζ t
t − v′

These residues are obtained easily via the following lemmas (Lemma 3 is from Boas and
Schoenfeld [1966]). The ﬁrst lemma allows one to focus on the factor containing the singularity.
Lemma 2. Let ψ have a simple pole at ζ with residue ξ. If ϕ is holomorphic at ζ, then
the residue of ψ(z)ϕ(z) at z = ζ is ξϕ(ζ).
The second deals with forms having singularities – such as ξ/(z + s − ζ) – that have been
complicated by function composition – such as z = ((t − a)/b)2 .
Lemma 3. Let ζ be a point of the Riemann sphere where either ϕ′ (ζ) ̸= 0 or else ϕ
has a simple pole. Let ω = ϕ(ζ) and let ψ either be holomorphic at ω or have an isolated
singularity there. If φ is a local inverse of ϕ in a neighborhood of ω, then the residue of
ψ(ϕ(z)) at z = ζ is equal to the residue of ψ(z)φ′ (z) at z = ω.
The residues arising from sub intervals involving rational0 alone are those of
ξ
1
t − u′
log
((t − a)/b)2 − (t−1 − d)2 + s − ζ t
t − v′
and are easily obtained using Lemmas 2 and 3. The product of the ﬁrst two factors in the
expression above is equal to
b2 ξ
t
t4 − 2at3 + (a2 − b2 (ζ + d2 − s))t2 + 2b2 dt − b2
Focusing on the ﬁrst factor (via Lemma 2), we take ψ and ϕ of Lemma 3 to be
ψ(z) =

b2 ξ
z − b2

ϕ(z) = z 4 − 2az 3 + (a2 − b2 (ζ + d2 − s))z 2 + 2b2 dz
The ζ of Lemma 3 are roots of ϕ(z) = b2 , the φ′ (ω) of Lemma 3 is 1/ϕ′ (ζ) (which follows
from the chain rule, since φ is a local inverse to ϕ), and ω is b2 .
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In summary: residues are precomputed for parameter-free rational approximations to
the integrand, parameters are incorporated by way of function composition, and their inﬂuence on residues is computed at run-time (via Lemma 2 and Lemma 3).
If A approximates a positive integrand F , then
´ ¯
¯
¯´
¯
¯
¯
¯
¯
¯1 − ´ A ¯ = ¯ F {1´ − A/F } ¯
¯
¯
¯
¯
F
F
´
F | 1 − A/F |
´
≤
F
≤ ∥1 − A/F ∥∞
To achieve an integration tolerance of 1% relative error, we conservatively used rational
approximations having less than 0.1% relative error. Underpinning assumptions of our
calculation (like ϕ′ (ζ) ̸= 0 in Lemma 3 for instance) are checked at run-time. Typical time
to evaluate I(α, β, γ, δ, ξ) by way of residues is 0.000048 seconds (on a single 2.5 GHz AMD
K10 core).
4.4. Lazy Evaluation
Having achieved acceptably accurate integration, subsequent optimism was based on
the expectation that the carrying capacity of a deme acting together with selective pressure
would constrain speciation and limit the number of phenotypes. Since the number of distinct
integrals was quadratic in the number of distinct phenotypes, integrals were computed as
needed and saved for later use to avoid recomputation.
We implemented a multi-level least-recently-used caching scheme using threaded splay
trees. The ﬁrst level stored integrals associated with a phenotype and created a perfect hash
hp for each phenotype p in the cache. The second level had keys of the form ⟨hp , hp′ ⟩ and
stored integrals related to the interaction of p with p′ .
This worked well enough to enable simulations not previously possible. However, as the
number of simulated generations increased, so too did the number of phenotypes, and it
became apparent that the limited amount of memory per node did not permit a suﬃciently
large second-level cache (we began development on Kraken before the upgrade; it previously
had 1GB of memory per core, and not all of that was dedicated to the process running on
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the core). Cache thrashing was destroying performance for long runs, and eliminating the
cache was not an option; computing integrals without reusing them was too slow.
To increase second-level cache size, we implemented it as a distributed cache. Whereas
that scheme in some sense eliminated the recomputation of integrals as a bottleneck, it
exacerbated what problems we faced with communication. Early versions of our code –
computing integrals on demand without caching – were computation-bound, but could keep
a parallel machine 90% busy. Later versions of our code – using a mulit-level distributed
cache – ran faster and extended the range of simulations, but were communication-bound,
and utilization was typically less than 10%.

4.5. Equivalence
We employed the following equivalence principle to recast parts of our simulation as a
computation dealing with equivalence classes. If f : A → B is a nonempty function, the set
C = {f −1 (b)|b ∈ B}
is a partition of A, and the corresponding relation
≡ = {(a, b)|f (a) = f (b)}
is an equivalence relation on A. The most expensive part of our simulation (measured either
in time or in cache space) was the computation of
∑ˆ

Ξ(l|u, v) Ξ(l′ |u, v)dλ(u, v) =

l

∑

Ne(l, l′ )

l

where I and I ′ are genotypes. Deﬁning equivalence between genotypes by
I ≡ J ⇐⇒ Ξ(I|u, v) = Ξ(J|u, v)
makes Ne well-deﬁned on equivalence classes c, c′ by
Ne(c, c′ ) = Ne(I, I ′ ) where I ∈ c, I ′ ∈ c′
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Let C be the set of equivalence classes, let I ∈ c ∈ C, and let [expression] denote 1 if
expression is true, and 0 otherwise. It follows that
∑

Ne(I, I ′ ) =

I′

∑

Ne(I, I ′ )

I′

=

∑

[I ′ ∈ c′ ]

c′ ∈C

∑∑

Ne(I, I ′ )[I ′ ∈ c′ ]

c′ ∈C I ′

=

∑∑

Ne(c, c′ )[I ′ ∈ c′ ]

c′ ∈C I ′

=

∑

Ne(c, c′ )

c′ ∈C

=

∑

∑

[I ′ ∈ c′ ]

I′

Ne(c, c′ ) | c′ |

c′ ∈C

where | c′ | denotes the size of class c′ . The advantage is that the number of nonzero terms
(i.e. integrations) in the last sum above is signiﬁcantly smaller than the number of terms in
the ﬁrst sum above.
We used the equivalence principle in previous implementations, based on the observation that Ne is well-deﬁned on phenotypes (hence complexity was quadratic in phenotypes).
Phenotypic equivalence is a reﬁnement of the genotypic equivalence deﬁned above, however, and it was a mistake to have not used the coarsest equivalence compatible with the
computation.
We rewrote our simulation so as to take full advantage of the equivalence principle wherever possible (using the coarsest compatible equivalence relation). This reduced memory
requirements and also resulted in signiﬁcant speedup.

4.6. Precomputation
Although reimplementation (as described in the previous section) signiﬁcantly improved
performance (but utilization remained low), large-scale simulations were infeasible. Moreover, it was not suﬃcient to perform a single run for given parameter settings; many runs

81

were required to obtain average behavior because of the stochastic nature of the computation. Thus however long a single simulation might be, obtaining usable results took many
times longer.
Further progress could be made if both the eﬃciency and the eﬀective size of the integral
cache could be increased by:

• Reducing the run time and run space overhead for caching integrals.
• Reducing cache size by representing integrals as ﬂoats instead of doubles.
• Combining the memory devoted to processors on a node for caching integrals, and
sharing it among the processors on that node.
• Eliminating recomputation. Computing integrals at run time for insertion into an
empty cache is wasteful; each of the many runs required to obtain average behavior
repeats that eﬀort.

This was achieved by precomputing the values of integral-based functions of equivalence
classes, and memory mapping the read-only ﬁle of results. That ﬁle is seen by the processes
as a shared read-only cache. Cache access is (from the application’s point of view) a simple
array look-up. We essentially co-opted the operating system’s i/o and memory system to
manage caching for us. Moreover, run time previously spent in recomputing integrals for
cache insertion was thereby eliminated and cache-thrashing became a non-issue.
To get a rough idea of the workload for a small-sized simulation, consider a 32×32 patch
of demes (1024 demes total), with an average of 4, 150 children per deme per generation for
a 100, 000 generation epoch. A naive implementation – computing integrals on demand (no
caching and no equivalence class optimizations) – would need to plow through approximately
5, 344, 509, 440, 000, 000 integrations, nearly all of which are recompuation. Under optimistic
assumptions – 90% utilization and no down time – Kraken’s 66, 048 compute cores would take
over 1.8 months to ﬁnish a single small-sized simulation. Performing ten runs to estimate
average behavior would be diﬃcult – over 1.5 years – and if the implementation used canned
integration routines, the results could be meaningless.

82

In contrast, completing ten small-sized runs in parallel using 10, 250 cores (1, 025 cores
for each run) takes under 1.4 hours using our optimized implementation, including precomputation time. Moreover, we have some degree of conﬁdence in the results.
The key question that has yet to be addressed relates to the complexity of the genome.
As the complexity of the genome increases, the number of equivalence classes increases, and
both simulation time and the number of precomputed integrals are quadratic in the number
of classes. Because the memory per node is severely limited (16GB maximum), a compute
node will run out of memory pages with which to eﬃciently map the ﬁle of integrals, and
thrashing will set in as the complexity of the genome increases.
The number of distinct equivalence classes in the Anolis model is (2b + 1)4 where b
is the bit-complexity of each gene. Time given above for a small-sized simulation is with
b = 4. It is doubtful that simulations for b > 8 would be feasible without restructuring
the implementation to leverage the aggregate memory distributed across many nodes by
implementing a distributed-memory memory mapping scheme.

4.7. Scaling
Figure 4.7.1 gives some indication of how our simulation scales (the bit-complexity of
each gene was b = 4). The line emanating from the origin plots the number of compute
cores in units of 1, 000 (y-axis) against the number of individuals simulated (x-axis). The
broken-line plots the completion time in hours (y-axis) against the number of individuals
simulated (x-axis).
The model parameter that varied to generate the graph was the number of demes (which
is one less than the number of compute cores). The number of generations was ﬁxed at
100, 000 because that is the epoch of interest (the completion time is linear in generations –
e.g., two epochs takes twice as long).
Linearly approximating the graph data yields: time to complete an epoch as a function
of the number d of demes (d = compute nodes minus one)
0.9181 + 0.000391 ∗ d
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Figure 4.7.1: Scaling factor versus problem size. This ﬁgure plots the number of cores in
thoushands (solid line) and the completion time in hours (dashed line) against the number
of individuals in the whole system.

and number of individuals simulated per epoch as a function of d
418629838 ∗ d − 3749585620
By extrapolation (which is probably over optimistic) using all of Kraken’s 66, 048 cores
to simulate an epoch would process over 27.6 trillion individuals in under 26.8 hours. This
represents the evolution of 66, 047 demes at an approximate rate of 1 second per generation,
where each deme yields 4, 179 children per generation and the bit-complexity of a gene is 4.
We used the CrayPat performance analysis infrastructure to estimate cpu-utilization.
It decreases as the number of demes increases. Figure 4.7.2 plots percent cpu-utilization
(y-axis) against the number of demes (x-axis).

4.8. Tuning
In a single run, over 2MB of genetic material per deme per epoch are funneled to a single
output node to be logged to disk. That corresponds to genes having low bit-complexity
(b = 4), and communication scales linearly with bit-complexity.
Logging takes place every 1, 000 generations (hence 100 times per epoch), and is comprised of serialized MPI transactions from each deme to the output node and subsequent
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Figure 4.7.2: Percent of CPU utilization versus number of demes.
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writes from the output node to disk (the current implementation interleaves the MPI transactions with disk writes). Consequently, the simulation essentially waits until logging completes before resuming computation. We believe these MPI transactions and disk writes
are the major factor responsible for the decreasing cpu-utilization displayed in the previous
graph.
A diﬀerent view of diminishing cpu-utilization is provided by Figure 4.8.1, which plots
average time per generation (y-axis) against the number of demes (x-axis).
A MPI_THREAD_FUNNELED implementation of logging has the potential to dramatically
improve performance. The MPI transactions can be eliminated by buﬀering output at the
deme level – rather than sending it to an output node – and a thread (at the deme level) can
asynchronously write buﬀers to disk. That would have the additional advantage of parallel
disk writes.
Rather than an extrapolated 1 second per generation corresponding to 66, 047 demes,
something more like the 0.04 seconds per generation corresponding to 256 demes in the
graph above should be achievable. In that case – assuming 0.05 seconds per generation –
the optimistic extrapolated time of 26.8 hours reported in the last section to simulate 66, 047
demes for one epoch drops to 1.34 hours.
We have a good understanding of our simulation and its dynamics (through theory,
experimentation, and embedded instrumentation) but have no explanation for the approximately linear increase in time per generation if it is not related to the logging described
above (which the MPI_THREAD_FUNNELED approach should help alleviate).

4.9. Time warp
The Anolis model is spacial (demes correspond to vertices in a two dimensional grid)
and requires between-deme migration of genetic material between nearest-neighbors at every
generation. Interprocess communication must complete before computing the next generation.
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Figure 4.8.1: Average time per generation versus number of demes.
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We anticipate additional speedup – beyond that discussed above – could be achieved by
implementing asynchronous migration so as to allow compute threads to proceed independent of whether migrants had arrived. This would produce a “time warp” in the sense that
migrants from the past could eventually show up in the current generation much later than
is credible (imagine injecting the genetic material of extinct organisms into an evolutionary
system).
The potential utility of an asynchronous implementation relates to its speed. The parameter space of the Anolis model is too large to be adequately explored, but increased
utilization of compute resources potentially enabled by an asynchronous implementation
might allow for a more systematic investigation.
Whereas asynchronous runs do not yield usable results – we are not interested in how
extinct genotypes would hypothetically inﬂuence the current direction of evolution – they
nevertheless could help to identify interesting areas within the parameter space to be revisited with the intended synchronous model.
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CHAPTER 5

Eﬃcient Implementation of crossover and mutation operators
Crossover and mutation are crucial parts of genetic algorithms and biological simulations
with explicit genetics. This work focuses on the development of fast and memory-eﬃcient
implementations of a number of operators using bit-masks to perform the operators simultaneously on more than one locus at a time in the way described by Vose [1999]. This
optimized operator implementations have already been successfully incorporated in a range
of biological simulations [Gavrilets and Vose, 2005, Gavrilets et al., 2007, Gavrilets and Vose,
2007, 2009], including the model described in Chapter 3.
Four types of crossover (one-point, two-point, within-chromosome recombination and
half-uniform) and two mutation operators (standard or bit-ﬂip and step-mutation) are analyzed here. Verbal descriptions have focused on the action of genetic operators on individuals,
and have led to straightforward implementations [Goldberg, 1989]. These implementations
are easily checked to represent the genetic operators, but are far from optimal. While some
optimized implementations might be more obscure, when presented with a statistical test to
support the qualitative correctness of the implementation and its numerical stability, these
implementation can be used safely and represent a signiﬁcant improvement both in running
time and memory usage.
Memory-eﬃcient refers speciﬁcally to the way individuals are stored in memory, which
usually leads to global memory-eﬃciency. The computational speed will mainly be gained
by a sort of parallelization, achieved by the use of bit-masks that allow us to operate on
multiple loci (usually 8) at the same time, and by simulating a long series of independent
rare events with only one biased random number.
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5.1. Introduction
Simulation of individuals, be it for a genetic algorithm or for a biological simulation,
ultimately requires encoding their genetic information as a data structure in memory. The
genetic data of individuals can be stored as an array of bytes, where each byte represents one
locus. Alternatively, we can think of each byte as a binary string, thus containing 8 bits and
potentially being able to store more than one locus. In the special case of binary (diallelic)
loci, we can store 8 loci per byte. In this way, an individual, still an array of bytes, requires
up to an eighth the memory than in the one byte per locus case. Populations would then be
arrays of individuals. Generally, genetic algorithms and simulations with non-overlapping
generations maintain at all times two populations, usually of the same size. One represents
the parents’ population, while the other one represents the oﬀsprings’ population.
For the sake of simplicity, we will use the notation B = {0, 1, . . . , 2L − 1} to refer to the
set of all possible binary words of length L. Elements of this set will be termed individuals
or mask s, to refer to a chromosome in the genetic algorithm or simulation, or a bit-mask
to be applied to genotypes respectively. Furthermore, since we will be operating on binary
strings, we will use the logical bit-wise operators AND (&), OR (|), NOT (∼) and XOR
(∧), as the most elementary operations deﬁning the genetic operators. In addition, we will
use two functions to construct the operators: one is the number of ones and the other is the
Hamming distance function.
The number of ones in the binary number x is a function
#:N → N
#(x)

=

L
∑

(x >> i)&1

i=0

recall that the result of an AND operator will have a one in the i-th position, if and only if
both operands have a one in that position.
The Hamming distance of two binary strings of the same size represents the number of
diﬀering bits, and can be deﬁned as
H(x, y) = #(x ∧ y)
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Observe that, since the XOR operator returns a binary string with ones in positions
where the strings diﬀer, and zero elsewhere, by counting the number of ones in the string
x ∧ y we are eﬀectively counting the number of diﬀering bits of two binary strings.

5.2. Crossover Operators
A crossover operator χ is a non-deterministic function mapping pairs of binary strings
to tuples of binary strings. The pair of strings are normally called the parents, and elements
of the tuple are called oﬀspring. Normally the number of oﬀspring is 1 or 2 for genetic
algorithms, but is usually Poisson distributed for biological simulations. Formally, we deﬁne
χ as
χ : B × B → Bn
where n is the number of oﬀspring of a pair of parents. Observe that in most biological
simulations, n is a random value. In these cases, we can, alternatively, think of the crossover
operator as χ : B×B → B, and we construct a vector of binary strings (χ(x, y), . . . , χ(x, y)) ∈
Bn .
With certain crossover operators we might think of the crossover operator as the composition of two functions, one choosing a mask, and the other computing the children. The
mask selecting function mχ , associated with a crossover operator χ, is non-deterministic,
and the computation of children is then be deﬁned as
C :B×B×B → B
C(x, y, m)

=

(x&m)|(y& ∼ m)

Typically in evolutionary algorithms where n = 2, we use χ(x, y) = (C(x, y, m), C(y, x, m)),
where m = mχ (x, y) is the non-deterministic mask to be used in this crossover. Observe
that the function C is independent of the crossover operator chosen, and thus we can deﬁne the crossover operator by deﬁning only the function mχ . In particular, by deﬁning
Pr[mχ (x, y) = m] for all x, y and m we uniquely characterize the mask selecting function
mχ , and thus, the crossover operator χ.
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We are interested in four crossover operators: one-point (1X), two-point (2X) and halfuniform (HU X) are typically used in genetic algorithms; within-chromosome recombination
(W CX) is used in biological simulations. These operators can be deﬁned in terms of their
mχ function as follows:



Pr[m1X (x, y) = m] =


0





Pr[m2X (x, y) = m] =

1
L−1

if m ∈ {2i − 1 : 1 ≤ i < L}
otherwise

1

(L2 )

if m ∈ {z ∈ B : z&1 = 0 and H(z, (z/2)) = 2}



0
otherwise



1
 H(x,y)
if m&(x ∧ y) = m and #(m) = h
(
)
h
Pr[mHU X (x, y) = m] =


0
otherwise
Pr[mW CX (x, y) = m] = rs(m) (1 − r)L−s(m)
where s(z) = H(z, z ∗ 2) and the product z ∗ 2 is the standard multiplication, except it
ignores overﬂow, and r is a parameter corresponding to the recombination rate.
To illustrate how the masks can be found when the individuals are encoded with eight
loci on each byte, we will explain in detail the process for the HU X operator.

5.2.1. HU X crossover operator. Consider two individuals x, y ∈ B, with
x = xk−1 xk−2 . . . x1 x0
and
y = yk−1 yk−2 . . . y1 y0
where the xi , yi ∈ {0, . . . , 255}represent the bytes comprising their genotype. The crossover
mask mHU X (x, y) can be thought of as also an array of bytes
mHU X (x, y) = mk−1,HU X (x, y) . . . m0,HU X (x, y)
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Observe that by specifying the probabilities of the sub-masks mi,HU X (x, y) the whole
crossover mask would be uniquely determined, and the crossover operator can then be
implemented by simply using the C function on each byte, that is,
χHU X (x, y) = (C(xk−1 , yk−1 , mk−1 ) . . . C(x0 , y0 , m0 ), C(yk−1 , xk−1 , mk−1 ) . . . C(y0 , x0 , m0 ))
Let hi = H(xi , yi ). Observe that hi denotes the number of bits in which xi and yi diﬀer.
Now, consider a ﬁxed mask z = zl−1 . . . z1 z0 . In order for z to be a valid crossover mask for
the HU X operator, it must satisfy two conditions:
[
]
∑i=l−1
H(x,y)
(1)
#(z
)
=
, that is, it must have half, rounded down, the number of
i
i=0
2
ones as x and y have diﬀerent bits; and
(2) zi &(xi ∧ yi ) = zi , that is, it must not contain ones in bits in which x and y do not
diﬀer.
Observe that the second condition already imposes an upper bound to #(zi ), since it cannot
be grater than H(xi , yi ).
Instead calculating directly the probability Pr[mi,HU X (x, y) = zi ], the problem will be
divided in two steps. First, calculating the probability
(5.2.1)

Pr[#(zi ) = j]

that the number of ones in the mask is equal to j; and then the probability
(5.2.2)

Pr[mi,HU X (xi , yi ) = zi |#(zi ) = j]

that the mask zi is chosen, given that #(zi ) = j. Observe that the probability in Equation
5.2.2 can be easily computed by noting that the probability is uniform over all valid zi ’s.
Therefore, the probability is proportional to the following pseudo-probabilities

Pr[mi,HU X (xi , yi ) = zi |#(zi ) = j] ∝



1 if zi &(xi ∧ yi ) and #(zi ) = j

0 otherwise

It is worth noting that the sub-masks mi,HU X are not independent of each other, and
therefore, in order to obtain the probability in Equation 5.2.1, it is required to know the
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conditional probability
(5.2.3)

Pr[#(mi,HU X ) = j|m0,HU X (x, y), . . . , mi−1,HU X (x, y)]

Fortunately, the dependence is not directly on the speciﬁc sub-masks m0,HU X , . . . , mi−1,HU X ,
but instead it only depends on the value of
#(m0,HU X (x, y)) + · · · + #(mi−1,HU X (x, y))
i.e., how many of the available diﬀering loci of x and y have already been selected.
To calculate this probability, a more general problem is considered. Suppose a set
D ⊂ {0, 1, . . . , l − 1} and a value b (intentionally called the same as the above b) are
given. Consider the problem of choosing uniformly a subset E ⊂ D such that |E| = b (the
cardinality of E is b). Observe that if a subset E0 ⊂ D had already been chosen such that
E0 ⊂ {0, 1, . . . , 7}, the problem is then reduced to selecting a subset E ⊂ D \ E0 such that
|E| = b − |E0 |. This problem is essentially the same as selecting the mask mHU X .
[ ]
In the case of the HU X crossover operator, let B = H(x, y), and b = B2 . B is the
total remaining diﬀering bits, and b is the remaining bits to include in the crossover mask.
The probability for the i-th sub-mask zi is given by
 0
1
10


B hi CB B − hi C


C
CB
B

A
A@
@



b
−
j
j



if j ≤ hi , j ≤ b and b − j ≤ B − h
1
0
Pr[#(mi,HU X ) = j] =
B
C
B

C
B

A
@



b





 0
otherwise

where hi = xi ∧ yi . Note that the term 


hi



B − hi


 denotes the number of ways in

j
b−j
which b objects can be chosen from a pool of B, given that j are chosen 
from the
 ﬁrst hi and
the remaining b − j are chosen from the remaining B − hi . Moreover, 

B

 denotes the

b
total number of ways in which b objects can be chosen from a pool of B, without restrictions.
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After choosing zi , the values of B and b are updated to B − h and b − j respectively,
and then it is possible to obtain zi+1 . In this way, at the i-th step, it can be seen that
[
] ∑
∑
H(x,y)
i−1
B = H(x, y) − i−1
h
and
b
=
− a=0
#(za ). Note that after the k − 1-th step,
a=0 a
2
both B and b are zero, at which point z is guaranteed to be a valid crossover mask for the
HU X crossover operator.
It is worth noting that, while there is an initialization cost to create and initialize the
distributions required to compute the probabilities in Equations 5.2.1 and 5.2.2, this cost
can be amortized when a large number of crossover operations are needed. Furthermore, this
cost can be reduced signiﬁcantly by precomputing these distributions and dumping them to
a ﬁle for later retrieval without the need to calculate them from scratch. The eﬀect of this
precomputation will be discussed further in Section 5.5.

5.3. Mutation Operators
Analogous to a crossover operator, a mutation operator µ is a non-deterministic function
mapping a binary string to another binary string. In this case, the image of the mutation
operator would typically be used to replace the original individual. Formally, we deﬁne µ as
µ:B→B
In the step mutation (SM ), alleles are stored in a collection of bits, and mutations
can only modify the current value the original value to plus or minus one, unless at a
boundary value, in which case there is only one possible mutation alternative. Because of
this, deﬁning a mutation operator as the composition of a mask selecting function and a
computing function does not oﬀer an intrinsic speed-up in general.
For the BF M , however, we can use a mask as in the crossover operator deﬁnition,
thus taking advantage of loci parallelism. The mask selection function mµ : B → B is
non-deterministic, and then we can deﬁne the bit-ﬂip mutation operator as BF M (x) =
x ∧ mBF M (x), with
Pr[mBF M (x) = m] = p#(m) (1 − p)L−#(m)
where p is a parameter corresponding to the per-locus mutation rate.
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Finally, we will characterize the SM operator as



p




Pr[mSM (x) = m] =

p

2





0

if x = 0 and m = 1, or x = 2L − 1 and m = 2L − 2
if 0 ̸= x ̸= 2L − 1 and m = x ± 1
otherwise

5.3.1. Skipping loci. Another way of achieving better performance is to avoid calling
the random number generator multiple times when we can obtain the same behavior with
one call. For instance, given that mutations are typically a rare event (on the order of 10−5
on biological simulations and on the order of 1/L on genetic algorithms), the probability
that several loci, or even whole individuals, do not mutate is non-negligible. Therefore, if we
had a way of knowing with a constant time operation that many loci would not mutate, it
could save computation time. It is important to note that, while this mechanism is described
for mutation operators, it can also be applied to other operators in evolutionary algorithms
that have a speciﬁc rate of happening (e.g. a crossover rate in genetic algorithms).
In particular, we know that the probability that an individual does not mutate under
the BF M is (1 − p)L . In other words, if S is the random variable denoting the number of
individuals to skip (i.e. that will not mutate), we have that the probability density of S is
given by
Pr[S = k] = (1 − p)L(k−1) (1 − (1 − p)L )
which intuitively denotes the probability that k − 1 individuals did not mutate at any locus,
and at least one of the next L loci will mutate.
Observe that S is a geometric distributed random variable with parameter 1 − (1 − p)L .
Therefore, S has an inﬁnite support, and thus the random number generator by Vose [1991]
cannot be directly applied. One way to get around this diﬃculty is to truncate the random
variable and iterate until the sampled value has been obtained [Vose, 1999]. In particular,
we will deﬁne a new random variable S̄ such that


(1 − p)L(k−1) (1 − (1 − p)L )
Pr[S̄ = k] =

(1 − p)255L
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if 0 ≤ k < 255
if k = 255

Algorithm 1 Implementation of the skip distribution S. This function returns an Sdistributed random number using an average of O(p) execution time and worst case execution
of O(max). The function requires a memory and time initialization of O(256). The variable
s has distribution S̄. The argument max corresponds to the maximum number of individuals
to skip, which is at most the population size.
int Skip( distribution *s, int max )
{
int skip = 0, next;
do {
next = drand(s);
skip += next;
} while( next == 255 && skip < max );
return skip;
}

for k ∈ {0, . . . , 255}. Note that Pr[S ≥ 255] = Pr[S̄ = 255].
Using this new random variable S̄, we describe in Algorithm 1 how to obtain a sample
from S (if the value returned by Skip is not less than max, then no mutation event occurred
within the ﬁrst max loci.) Note that, since S is a random variable with geometric distribution,
the expected value of S, and thus the average execution time of Algorithm 1, is a number
depending only on p.
Skipping individuals in the SM operator is more complicated than in the BF M operator.
The probability of no mutation occurring on a locus varies depending on whether the allele
present at that locus is either 0 or 2L − 1. In order to solve this problem, we consider
two independent distributions S and S ′ , both geometric, with parameters 1 − (1 − p)L and
1 − (1 − p/2)L , respectively. Notice that, because the probability of mutation is assumed to
be independent between loci, we can sample values s and s′ from the distributions S and
S ′ respectively and ﬁnd out where the next mutation would occur with only two sampled
numbers. In fact, for any ﬁnite number n of diﬀerent mutation rates, we can ﬁnd out the
location of the next mutation using n samples from n geometric distributions.
Formally, assume the existence of j (mutation) rates p0 , . . . , pj−1 , and a vector v =
(v0 , . . . .vk−1 ) representing a genotype with k loci, where vi ∈ {0, . . . , j − 1} represents the
allele type (and thus its mutation rate pvi ) present at locus i. If M is the random variable
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Algorithm 2 Implementation of the generalized skip distribution M . This function returns
an M -distributed random number using O(j) average execution time, and O(max ∗j) worst
case time. The function requires a memory and time initialization of O(256j). The variable
¯ that correspond to ﬁnite versions (as
s represents the array of distributions S¯0 , . . . , Sj−1
in Algorithm 1) of Geometric distributions with parameters p0 , . . . , pj−1 . The vector v =
(v0 , . . . .vk−1 ) represents a genotype with k loci, where vi ∈ {0, . . . , j − 1} represents the
allele type present at locus i.
//Define the constant j with any positive integer value.
#define j 20
int SkipGeneral( distribution **s, int *v, int max )
{
int skip = 0, next[j], i;
for( i = 0; i < j; i++ )
next[i] = Skip(s[i], max);
while( next[ v[skip] ] != 0 )
next[ v[skip++] ]--;
return skip;
}

of where the ﬁrst mutation will occur, then
(5.3.1)

Pr[M = l] = pvl

l−1
∏
(1 − pvi )
i=0

for all l = 0, . . . , k − 1. We can think of the procedure given by Algorithm 2, as a random
variable M̄ (the function is non-deterministic.) To understand the distribution of M̄ , let
c(l) = (c0 , . . . , cj−1 ) be such that ci is the number |{0 ≤ a ≤ l : va = i}| of alleles of type i
at loci between 0 and l − 1 (inclusive). Therefore, if we take a family of random variables
Si ∼ Geom(pi ), we can write Equation 5.3.1 as
l−1
∏
(1 − pi )ci
Pr[M = l] = pvl
i=0

(5.3.2)

= Pr[Svl = cvl ]

∏

Pr[Si ≥ ci ]

i̸=vl

which is precisely what Algorithm 2 is computing (except for the termination condition of
max.) Note that, as in the case of Algorithm 1, the expected value of M is ﬁnite, and can
be computed from the expected values of the random variables Si . Therefore, the average
execution time of Algorithm 2 is a number depending only on p0 , . . . , pj−1 .

98

5.4. Random number generator
The algorithm used to compute arbitrarily distributed random numbers is the one described by Vose [1991]; it consists of a C structure distribution which can be allocated via
the allocdist(n) call which uses O(n) space to allocate precomputed probabilities. After
allocating a pointer to a distribution d, we can assign ﬂoating point pseudo-probabilities to
the array d−>p of doubles (with size n) such that the probability of obtaining the value i
when asking for a random value is proportional to d−>p[i].
After deﬁning the pseudo-probabilities, the distribution needs to be initialized with
a call to initdist(d,sum) which, aside from the distribution structure, takes the value
∑n−1
of
j=0 d−>p[j] as its second argument. This call requires O(n) time to execute and
no extra memory. After that, we can freely call the function drand(d) which takes the
distribution as its sole argument and returns an integer value i such that 0 ≤ i < n and
∑
Pr[drand(d) = i] =d−>p[i]/ n−1
j=0 d−>p[j]. This call requires O(1) time to execute and
no extra memory allocation.
5.5. Performance and statistical analysis
In this section, a comparison of the straightforward implementation against the eﬃcient
implementation is performed on all of the genetic operators discussed in this Chapter.
5.5.1. Performance analysis. By using the technique described in Sections 5.2 and
5.3, a speedup of over three times in crossover operators and over ten times in mutation
operators is achieved. Figures 5.5.1 to 5.5.5 show the execution time, in seconds, of one
million crossover and mutation operators for individuals with a number of loci ranging from
8 to 392.
As discussed at the end of Section 5.2, the HU X operator incurs an initialization time
in order to set-up two distributions to sample the distributions given by Equations 5.2.1 and
5.2.2. The size of the distribution associated with Equation 5.2.1 has a quadratic size on the
number of loci, which means an initialization time which is quadratic as well. Figure 5.5.4
shows that this initialization cost is still small enough that the total execution time of the
eﬃcient implementation of the operator is better than the straightforward implementation.
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Running time of 106 crossovers for operator WCX
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Figure 5.5.1: Execution time of two implementations of W CX. The plot shows the execution time in seconds of 106 crossovers for individuals with a number of loci ranging from 8
to 392. The dashed line represents the straightforward implementation while the solid line
represents the eﬃcient implementation proposed here.
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Figure 5.5.2: Execution time of two implementations of 1X. The plot shows the execution
time in seconds of 106 crossovers for individuals with a number of loci ranging from 8 to
392. The dashed line represents the straightforward implementation while the solid line
represents the eﬃcient implementation proposed here.
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Running time of 106 crossovers for operator 2X
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Figure 5.5.3: Execution time of two implementations of 2X. The plot shows the execution
time in seconds of 106 crossovers for individuals with a number of loci ranging from 8 to
392. The dashed line represents the straightforward implementation while the solid line
represents the eﬃcient implementation proposed here.
Running time of 106 crossovers for operator HUX
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Figure 5.5.4: Execution time of two implementations of HU X. The plot shows the execution
time in seconds of 106 crossovers for individuals with a number of loci ranging from 8 to
392. The broadly dashed line represents the straightforward implementation, the solid line
represents the eﬃcient implementation proposed here, and the ﬁnely dashed line represents
the eﬃcient implementation with the precomputed distributions for the crossover masks.
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Running time of 106 iterations for operator BFM
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(a)
Running time of 106 iterations for operator BFM
2.5
Efficient
Straightforward

Time in seconds

2

1.5

1

0.5

0
0

50

100

150

200
Number of loci

250

300

350

400

(b)

Figure 5.5.5: Execution time of two implementations of BF M . Both plots shows the
execution time in seconds of 106 crossovers for individuals with a number of loci ranging
from 8 to 392. The dashed line represents the straightforward implementation while the
solid line represents the eﬃcient implementation proposed here. (a) probability of mutation
10−3 , (b) probability of mutation 10−5
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Moreover, if the distribution were to be precomputed and then read from a ﬁle at initialization time, then further speedup can be achieved. This can be seen in Figure 5.5.4, on the
ﬁnely dashed graph.
The most dramatic increase in performance is observed on the mutation operator, specially when the mutation probability is very small (as is typically the case in biologically
realistic simulations.) This can be seen in the contrast between the running time of the
eﬃcient implementation with a mutation probability of 10−3 in Figure 5.5.5(a) and with a
mutation probability of 10−5 in Figure 5.5.5(b).

5.5.2. Statistical analysis. One of the goals of this chapter is to create eﬃcient implementations of the some commonly used genetic operators. The other goal is that these
implementations are guaranteed, at least from the statistical point of view, to be equivalent
to straightforward versions of them. In order to guarantee this, an statistical test was used
to assure equality of two sampled distributions. The reasons for the statistical testing are
two fold. On one hand, a correct implementation can be qualitatively ensured. On the other
hand, the use of the special random number generator and in particular the calculation of
very small probabilities could cause numerical instabilities in the implementations.
The test used was described by Kupperman [1960], and is a variant of the Pearson’sχ2 test of ﬁt. Note that in this section, χ2 will not denote a crossover operator, but the
probability distribution (chi squared) and its associated statistic.
Formally, given two samples {Xi }i=1,...,N1 and {Yj }j=1,...,N2 of discrete random variables
with the same discrete support {Sk }k=1,...,n , let
fi =

N1
∑

[Xj = Si ] , gk =

j=1

N1
∑

[Yj = Sk ]

j=1

where we use the following special notation,


1 if x is true
[x] =


0 otherwise
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Note that fi and gi are the number of times that the value Si is observed in the ﬁrst
and second sample, respectively. Moreover,
n
∑

fi = N1 ,

n
∑

i=1

gi = N2

i=1

Now, following Kupperman [1960], the statistic to test the equality of both samples is
given by
(5.5.1)

(N1 + N2 )2
χ2 =
N1 N2

(

n
∑
i=1

fi2
N12
−
fi + gi N1 + N2

)

and whenever the two samples come from the same distribution, then the statistic χ2 has
distribution χ2 with n − 1 degrees of freedom.
In the case of the crossover operators studied in this Chapter, the support of the distribution varies depending on the parents’ genotypes. The actual distribution varies for both,
mutation and crossover operators depending on parameters. Note that given that a mutation can produce any genotype from any starting genotype, the support is the whole space of
genotypes. For this reason and for convenience, statistical equivalence was only assessed for
8, 16 and 24 loci. This keeps the memory requirements to calculate the observed frequencies
of oﬀspring and mutated individuals to a reasonable size.
For all operators we conducted 20 repetitions of 106 applications of the genetic operator
to random individuals. Table 1 summarizes the results of the statistical analysis. All diﬀerences with a p-value smaller than 0.05 were deemed signiﬁcant. Therefore, the expectation
is that one run out of the 20 will be found signiﬁcantly diﬀerent. The actual match of the efﬁcient implementation is better than this with only about 2% of the runs found statistically
diﬀerent.
To assess the sensibility of this statistical test, a change of 0.01 in the parameter of one
of the two implementations was used, and then the test was run again. In this case, at least
19 runs in each category were found to be signiﬁcantly diﬀerent. This strongly suggests that
not only the test is reasonable at detecting diﬀerences in the observed frequencies, but also
that the eﬃcient implementations match with the straightforward ones.
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Operator L = 8 L = 16 L = 24
W CX
1
0
1
1X
0
1
0
2X
0
0
1
HU X
0
1
0
BF M
1
0
1
Table 1: Summary of statistical results for genetic operators. The entries in the table represent the number of runs, out of 20, that showed statistically signiﬁcant (at 5%) diﬀerence
in the observed frequencies of oﬀspring. The results are given for three numbers of loci (L):
8, 16 and 24.

5.6. Discussion
Genetic operators are potential bottlenecks of genetic algorithms and biological simulations. The eﬃcient implementations given in this chapter oﬀer a speedup that varies
depending on the operator from a factor of two, to over a factor of ten. It is important to
note that, while the algorithmic complexity of these operators was not reduced, a signiﬁcant improvement in both, memory usage and execution time was obtained. Moreover, the
techniques used to optimize the operators are general, and can be applied to other operators. Also, as the random number generator, the eﬃcient implementation of the genetic
operators discussed here, and the program for statistical analysis are all open-source, any
custom implementations would beneﬁt from the same framework, and could be easily tested
for accuracy.
It was stated that most of the implementations discussed here beneﬁt from reduced
memory usage by packaging several loci on a byte. The one exception to this is the HU X
crossover operator, which might require more memory that the straightforward implementation depending on the number of individuals used in the simulation. Given that the memory
requirements of the distributions used by HU X depend on the number of loci on the individuals, if only a small number of individuals with a large number of loci is required, it
is possible that the overhead would exceed the beneﬁt of packing several loci in a byte.
Memory constraints, however, were not found to be prohibiting. For instance, having 2048
loci per individual, incurs an overhead of less than 500MB of RAM.
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Aside from memory overheads, there are also initialization costs to the approach given
in this chapter. However, as discussed before, such costs can be amortized over a long run.
Since most distributions required by the implementations are problem independent (as is
the case of the skip distribution for mutation and the distribution required by HU X), it is
possible to have a database in secondary storage (like a hard drive) with the precomputed
distributions.
The eﬃcient implementations presented here are already in use in simulations developed
by Gavrilets et al. [2007], Gavrilets and Vose [2007] and Duenez-Guzman et al. [2009]. By
making the programs open source, it is hoped that other researchers would used them and
beneﬁt from the speedups obtained. This initiative is pursued in the hope to promote both,
the use of tested components that can be easily used in new simulations and evolutionary
algorithms, and the development of eﬃcient implementations of other genetic operators that
could be contributed back for the use of the scientiﬁc community.
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CHAPTER 6

No free lunch on random algorithms
6.1. Introduction
Adaptation designates any process whereby a structure is progressively modiﬁed to give
better performance in its environment. While the ﬁrst deﬁnition of adaptation comes from
biology, the term complex adaptive systems is generally used to collectively denote non-linear
systems deﬁned by the interaction of large number of adaptive agents [Holland, 1992]; agents,
or structures, range from a protein molecule to a human brain or even to an interacting group
of organisms.
Recently, there has been a shift of focus toward the study of the intrinsic dynamics of
complex adaptive systems. Genetic algorithms in particular have been extensively used as
a tool for investigating phenomena generated by complex systems in ecology, political systems [Dooley, 1997, Axelrod, 1984], economics [Holland and Miller, 1991], immune systems
[Forrest and Perelson, 1991], developing embryos [De Garis, 1992], brains [Schaﬀer et al.,
1992, Yao and Liu, 1998] and many other areas. The study of adaptive systems, however,
was originally posed in terms of optimization processes, and there was increasing optimism
regarding their applicability, eﬃciency and robustness when applied to complex non-linear
problems, specially in areas where standard approaches failed to yield acceptable answers
[Holland, 1992, Goldberg, 1989]. Black-box search algorithms are algorithms designed to
solve a search or optimization problem given an arbitrary function. The term black-box
refers to the inability to obtain any information about the structure of the function in question, except by evaluating it. Evolutionary algorithms, as well as other nature-inspired
algorithms are sometimes categorized as black-box search algorithms, and are usually conceived as general purpose and robust optimization algorithms [Holland, 1992, Goldberg,
1989].
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Figure 6.1.1: Schematic representation of the performance of evolutionary algorithms in
1980s. Adapted from Goldberg [1989], this ﬁgure shows the view of evolutionary algorithms
as robust black-box optimization techniques.

Figure 6.1.1, adapted from Goldberg [1989], shows schematically the perceived performance of diﬀerent types of algorithms. On one side, a problem speciﬁc algorithm, like a hill
climber, was expected to perform very well on a particular family of functions (unimodal
functions, for instance). These algorithms would, however, be expected to have low average
performance. In contrast, a random search algorithm was expected to perform poorly regardless of the problem at hand, and as a consequence, also have poor average performance.
Finally, an evolutionary algorithm would not be able to outperform the speciﬁc algorithm on
those problems to which it was tailored, but would perform very well overall, in particular
outperforming a random algorithm consistently and outperforming the speciﬁc algorithms
on average.
The No Free Lunch theorems [Wolpert and Macready, 1995, 1997] were originally proposed as an attempt to answer whether the view in Figure 6.1.1 was accurate. As it turns
out, the NFL theorems show in fact that if we were to plot the performance of algorithms
along all functions to optimize, then each algorithm would not only have the same average
performance, but also the same maximum and minimum performance. In fact, the graph of
performance of one algorithm would simply be a permutation of the graph of any other one.
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After its original proposal, several other variants of NFL theorems have been proposed
showing the application of the general principle to several areas like machine learning
[Wolpert and Macready, 1995], real optimization [Rowe et al., 2009], multi-objective optimization [Corne and Knowles, 2003], discrete Laplace operators [Wardetzky et al., 2007],
induction and combinatorial problems [Woodward and Neil, 2003] and more [Igel and Toussaint, 2004]. However, there have also been criticisms claiming that the generality of the
result and strong conditions required for it to apply make it irrelevant for real-world problems
[Domingos, 1998, Droste et al., 1999, Auger and Teytaud, 2007]. Such criticisms typically
propose a case that is deemed as realistic in some scenario, but such that the hypothesis of
the NFL theorems are not satisﬁed. For instance, Domingos [1998] proposes suggests that in
real world problems, the likelihood of facing a certain optimization problem is not uniform
over all possible optimization problems. This eﬀectively suggests that the average performance should be a weighted average, and thus the NFL does not hold. Another perspective
is the one considered by Droste et al. [1999] where instead of measuring performance on
the set of all functions, they restrict their consideration to a special subset. Yet another
criticism takes the form of considering functions over non-ﬁnite domains, which is what the
original NFL was concerned with [Auger and Teytaud, 2007].
It is important to note that such approaches do not invalidate the NFL theorems but,
instead, question their applicability. Moreover, by ﬁnding examples in which a particular
instance of an NFL theorem does not apply, they are still leaving an opportunity for a
new NFL theorem to be proved, for instance, one in which their so-called restrictions are
satisﬁed by the hypothesis. In this way, new theorems have been proposed that relax some
of the assumptions about the class of functions for which NFL applies in real optimization
[Whitley and Rowe, 2008, Schumacher et al., 2001, Schumacher, 2000]. These results show
that NFL-like theorems hold for average performance over subsets of functions, as long as
those subsets or the algorithms to compare have special properties; permutation closure in
the case of the Sharpened NFL and focused sets on the case of Focused NFL. Again, other
authors have criticized the results on the basis that these assumptions are still too restrictive
[Igel and Toussaint, 2001, Auger and Teytaud, 2007, Marshall and Hinton, 2009], focusing on
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the structure of the sets of functions on which the new NFL theorems applied. In particular,
Igel and Toussaint [2001] argue that a permutation closure is but an insigniﬁcant proportion
of all possible sets of functions.
In this Chapter, further extensions on the NFL theory are proposed, and in particular,
a new NFL result which does not assume a special set of functions is provided for truly
random algorithms.

6.2. No Free Lunch Theorems
The No free lunch theorems, in their various forms, state that if one cannot make any
prior assumptions about the optimization problem we are trying to solve, no strategy can be
expected to perform better than any other. Put another way, a general-purpose optimization
algorithm that consistently outperforms any other algorithm is theoretically impossible [Ho
and Pepyne, 2002]. When comparing two algorithms, if the ﬁrst algorithm outperforms the
second one on a function, then there is another function on which the ﬁrst is outperformed
by the second algorithm.
Deterministic black box search algorithms have been shown to exhibit equal performance
over various sets of functions. These results are collectively known as No Free Lunch Theorems. Ever since the appearance of the ﬁrst NFL theorem [Wolpert and Macready, 1997],
several researchers have attempted to ﬁnd situations in which these theorems would not
apply in practice in the hope that the notion of a better search algorithm would be more
meaningful [Whitley, 1999, Domingos, 1998, Droste et al., 1999, Köppen, 2000, Köppen et al.,
2001]. The restrictions of the classical NFL [Schumacher et al., 2001], the sharpened NFL
[Rowe et al., 2009], and the focused NFL [Whitley and Rowe, 2008] stem from the special
conditions a set of functions must posses in order for the NFL theorems to hold. While these
conditions have been argued to not hold in practice, NFL theorems do not state necessary
conditions in general, but instead are concerned with suﬃcient conditions for algorithms
to perform indistinguishably from one another over particular sets of functions. Therefore,
there are still several diﬀerent scenarios in which an NFL result could hold.
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In particular, if the requirement of algorithms to be deterministic is relaxed, and instead
allow for behavior consistent with an arbitrary random distribution over the space of all
possible deterministic algorithms, then several NFL theorems can be shown.

6.2.1. Theoretical background. Central to the NFL results is the concept of reordering the search space, and its generalization by means of group actions to functions and
algorithms. In general terms, if permutations describe symmetries of objects, we could in
principle describe the symmetries of spaces of functions under certain measures that relate
to performances of algorithms over such functions. Indeed, this is the key idea behind the
reformulation of the original NFL theorem by Schumacher [2000]. The original NFL theorem
is essentially a statement about symmetries of functions, algorithms, and their interactions,
and how such symmetries interact in such a way that, ultimately, average performance is
the same for all possible algorithms. Although NFL theorems have already been generalized
for arbitrary domains [Rowe et al., 2009], we will only be interested here with the simpler
case of ﬁnite domains, which immediately imply that only a ﬁnite number of functions and
algorithms exist.
Following Schumacher et al. [2001], let X and Y be ﬁnite sets, let f : X → Y be a
function, and deﬁne yi = f (xi ). The sets X and Y will be ﬁxed, while the function f may
vary. Given a natural number m, deﬁne a trace corresponding to f to be a sequence of pairs
T ≡ ⟨(x0 , y0 ), (x1 , y1 ), . . . , (xm−1 , ym−1 )⟩
such that xi = xj =⇒ i = j for all 0 ≤ i, j < m. Note that, for simplicity, the dependency
on m is not explicitly stated, and note also that a trace is just an ordered sequence of
elements from f (regarding f as a set of ordered pairs). Adopt the following notation:
T0 = ∅
Tx ≡ ⟨x0 , x1 , . . . , xm−1 ⟩
Ty ≡ ⟨y0 , y1 , . . . , ym−1 ⟩
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T [i] ≡ (xi , yi )
Tx [i] ≡ xi
Ty [i] ≡ yi
A concatenation operator ∥ will be used to extend the size of a trace in the following
way:
T ∥ (x, y) ≡ ⟨T [0], T [1], . . . , T [m − 1], (x, y)⟩
A ﬁnite sequence S is a function whose domain is the set Zk (for some k). For any
sequence S = ⟨s0 , s1 , . . . , sk−1 ⟩ we will denote its range by S ∗ = {s0 , s1 , . . . , sk−1 }. A
complete trace T is deﬁned to be a trace such that Tx∗ = X. A trace that is not complete
is called partial. Observe that T ∗ is a function, and if T is a complete trace corresponding
to f , then T ∗ = f . Let T (f ) be the set of all partial traces corresponding to f (i.e.
T ∈ T (f ) =⇒ T ∗ ⊂ f ) and let
T =

∪

T (f )

f ∈Y X

be the set of all partial traces.

Definition 4. A search operator g is a function g : T → X such that g(T ) ∈
/ Tx∗ ,
and a deterministic black box search algorithm A corresponding to the search operator g is
a function that maps traces to traces in the following way: algorithm A applied to function
f is the function Af : T → 2f deﬁned by
Af (T ) = T ∥ (g(t), f ◦ g(T ))
Note that since T ∈ T is a partial trace corresponding to f and g(T ) ∈
/ Tx∗ , the concatenation is a trace corresponding to f .

Definition 5. A performance vector is a sequence of values from Y . The performance
vector associated with trace T is Ty .
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We can think of search algorithms as operating in discrete steps, beginning from the
empty trace. We will use the notation Am
f (∅) = Af ◦· · ·◦Af (m times) to abbreviate multiple
|X|

steps. Furthermore, A0f is the identity function, and for simplicity we will abbreviate Af (∅)
by A(f ). Observe that A(f ) is a total trace corresponding to f . Finally, search algorithms
A and B are considered identical if and only if they generate the same traces; for all f ∈ Y X
A(f ) = B(f )
The Sharpened NFL theorem introduced by Schumacher et al. [2001], establishes the
converse of the implication in the original formulation of the NFL theorem and thereby
characterizes those sets of functions for which the NFL holds.
Definition 6. Given a permutation σ : X → X and a function f ∈ Y X , the permutation
σf of f by σ is a function given by σf (x) = f (σ −1 (x)).

We use the notation X! to refer to the set of all permutations of X.
Definition 7. A set of functions F ⊂ Y X is said to be permutation closed if and only
if for all f ∈ F and σ ∈ X! we have that σf ∈ F.

Intuitively, the Sharpened NFL says that the necessary symmetry for NFL to hold is
permutation closure.
Theorem 8. (Sharpened NFL) F ⊂ Y X is a permutation closed set of functions, if and
only if
{A(f )y : f ∈ F} = {B(f )y : f ∈ F}
for any two algorithms A, B. Furthermore, if f ̸= f ′ , then A(f )y ̸= A(f ′ )y .
The Sharpened NFL indicates that for every algorithm A, the map A(·) is invertible.
We will denote the inverse by ψA . Observe that for every two algorithms A, B, the map
ψA ◦ B(·)y is a permutation of Y X .
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6.3. Focused No Free Lunch
Recently, Whitley and Rowe [2008] proposed an even more relaxed version of the NFL,
which they called the Focused NFL theorem. Their idea is that if one were to restrict the
attention to a subset of algorithms, one could ask: what is the smallest set of functions
(called focused set) over which the algorithms are guaranteed to have equal performance?
Before we enunciate this theorem, we need to develop some concepts and notation.
Definition 9. Given a permutation σ ∈ X!, let σx be a function from traces to traces,
such that σx (∅) = ∅, and if T = ⟨(x0 , y0 ), (x1 , y1 ), . . . , (xm−1 , ym−1 )⟩, then
σx (T ) = ⟨(σ(x0 ), y0 ), (σ(x1 ), y1 ), . . . , (σ(xm−1 ), ym−1 )⟩
Observe that σx operates on the x values of T by applying σ to each of them while
leaving the y values untouched. We now extend the concept of permutation to algorithms.
Definition 10. Let A ∈ U be an algorithm with search operator g and σ ∈ X!. The
permutation of A by σ (written σA) is an algorithm B with search operator σg, such that
σg(T ) = σ −1 (g(σx (T ))).
The relationship between the permutation of an algorithm and the permutation of a
function is described in the following Theorem by Schumacher et al. [2001].
Theorem 11. (Duality Theorem) For any algorithm A ∈ U, σ ∈ X!, and f ∈ Y X , we
have that
σx (A(σf )) = σA(f )
Proof. We will induct on i to show that σx ((σA)if (∅)) = Aiσf (∅).
Base: (i = 0) By deﬁnition, σx (∅) = ∅.
Hypothesis: Assume σx ((σA)if (∅)) = Aiσf (∅), and note that
σg((σA)if (∅)) = σ −1 ◦ g(σx ((σA)if (∅)))
(6.3.1)

= σ −1 ◦ g(Aiσf (∅))

and
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f ◦ σg((σA)if (∅)) = f (σ −1 ◦ g(Aiσf (∅)))
= (σf ) ◦ g(Aiσf (∅))

(6.3.2)

General case: By the inductive hypothesis we have that
i
i
i
σx (σAi+1
f (∅)) = σx ((σA)f (∅) ∥ (σg((σA)f (∅)), f ◦ σg((σA)f (∅))))

= σx ((σA)if (∅) ∥ (σ −1 ◦ g(Aiσf (∅)), f ◦ σg((σA)if (∅)))) by Equation 6.3.1
= σx ((σA)if (∅)) ∥ (g(Aiσf (∅)), f ◦ σg((σA)if (∅)))
= σx ((σA)if (∅)) ∥ (g(Aiσf (∅)), σf (g(Aiσf (∅)))) by Equation 6.3.2
= Aiσf (∅) ∥ (g(Aiσf (∅)), (σf ) ◦ g(Aiσf (∅))) by the inductive hypothesis
= Ai+1
σf (∅)
¤

which concludes the proof.

While the Duality Theorem is concerned with traces, sometimes is more convenient to
compare performance vectors instead.
Theorem 12. For any algorithm A ∈ U, σ ∈ X!, and f ∈ Y X , we have that
A(σf )y = σA(f )y
Proof. By the Duality theorem we know that σx (A(σf )) = σA(f ). Since σx doesn’t
change the y components of a trace, σA(f )y = σx (A(σf ))y = A(σf )y .

¤

The next proposition describes the permutation of algorithms as group actions.
Proposition 13. The function l : X! × U → U, given by l(σ, A) = σA, acts on the set
of algorithms U, with the group operation • : X! × X! → X! such that σ • τ = τ ◦ σ.
Proof. First note that for all A ∈ U with search operator g, we have that for every
trace T , e−1 (g(ex (T ))) = e(g(T )) = g(T ), and thus eA = A. Also, for all σ, τ ∈ X! we have
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that
σ −1 (τ −1 (g(σx (τx (T ))))) = (σ −1 ◦ τ −1 )(g((σx ◦ τx )(T )))
= (τ ◦ σ)−1 (g((τ ◦ σ)x (T )))
= (σ • τ )−1 (g((σ • τ )x (T )))
¤
Given a set of algorithms A, let G be the group of permutations of Y X generated by
maps gAB of the form gAB = ψA ◦ B(·)y , for pairs of algorithms A, B ∈ A. For a given
function f ∈ Y X , the orbit of f under G is deﬁned by
Gf = {g(f ) : g ∈ G}
Proposition 14. Let e denote the identity permutation. For all algorithms A, B and C
the following properties hold

(1) gAA = e
(2) gAB ◦ gBC = gAC
(3) gAB ◦ gBA = e
(4) A(gAB (·))y = B(·)y
Proof. For (1), by deﬁnition we have that gAA = ψA ◦A(·)y , and since ψA is the inverse
of A(·)y , then gAA = e. For (2), observe that gAB ◦ gBC = (ψA ◦ B(·)y ) ◦ (ψB ◦ C(·)y ) =
ψA ◦ (B(·)y ◦ ψB ) ◦ C(·)y = ψA ◦ C(·)y = gAC . Part (3) follows from (1) and (2). Finally,
A(gAB (·))y = A(ψA ◦ B(·)y )y = (A(·)y ◦ ψA ) ◦ B(·)y = B(·)y , which proves (3).

¤

These results are not explicitly discussed in the Focused NFL paper, but (1) is implicit in
considering two algorithms and observing that the group generated would be cyclic. Whitley
and Rowe [2008] never explicitly deﬁne the notion of a focused set, but the deﬁnition they
intended can be formalized as follows.
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Definition 15. Given a set of algorithms A, we say a set of functions F is a focused
set with respect to A if and only if
{A(f )y : f ∈ F}
is independent of A ∈ A.
The main result of Whitley and Rowe [2008] is called Lemma 1. For any set of algorithms
A, it describes the construction of a minimal focused set.
Lemma 16. (Focused NFL) Given a set A of algorithms and a function f ∈ Y X , it holds
that
{{A(f ′ )y : f ′ ∈ Gf }} = {{B(f ′ )y : f ′ ∈ Gf }}

(6.3.3)

for all A, B ∈ A. Moreover, Gf is the smallest focused subset of Y X containing f .
Proof. Given A, B ∈ A, we have
{{A(f ′ )y : f ′ ∈ Gf }} = {{A(g(f ))y : g(f ) ∈ Gf }} = {{A(g(f ))y : g ∈ G}}
Since G is a group, g ∈ G can be written as g = gAB ◦ g ′ . Therefore,
{{A(g(f ))y : g ∈ G}} = {{B(g ′ (f ))y : g ′ ∈ gBA G}}
= {{B(g ′ (f ))y : g ′ ∈ G}}
= {{B(f ′ )y : f ′ ∈ Gf }}
On the other hand, if S ⊆ Y X is such that f ∈ S and {A(f ′ )y : f ′ ∈ S} = {B(f ′ )y :
f ′ ∈ S} for all A, B ∈ A, then given f ′ ∈ S, there exists f ′′ ∈ S such that A(f ′ )y = B(f ′′ )y .
Moreover, by Proposition 14 we have that A(f ′ )y = B(gBA (f ′ ))y , which implies that f ′′ =
gBA (f ′ ), thus gBA S ⊂ S. Since this holds for each generator of G, it follows that gS = S
for all g ∈ G.

¤

This result can be phrased as follows: Given a set of algorithms A, the orbit Gf of
a function f is the smallest set of functions containing f for which all algorithms in A
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have equal performance. While Whitley and Rowe [2008] successfully identify such minimal
sets, they fall short of characterizing all possible sets that guarantee equal performance for
the algorithms. However, as in the case of the Sharpened NFL, such a characterization is
possible; every such set would necessarily be the union of focused sets.
The orbit Gf of a function f is always contained in the permutation closure of f . Note
that, given that A(·)y is an invertible map, then gAB is a permutation of Y X . However,
not any function f ′ ∈ Y X can be the image of function f ∈ Y X under gAB . The only valid
functions are those that are permutations of f . This is Lemma 2 in Whitley and Rowe
[2008].
Lemma 17. Given algorithms A and B, and function f ∈ Y X , there exists a permutation
σ such that gAB (f ) = σf .
Proof. Given a function f ∈ Y X , let f ′ = gAB (f ), and thus, by Proposition 14,
A(f ′ )y = B(f )y . Let
A(f ) = ⟨(x1 , f ′ (x1 )), (x2 , f ′ (x2 )) . . . , (x|X| , f ′ (x|X| ))⟩
and
B(f ) = ⟨(z1 , f (z1 )), (z2 , f (z2 )) . . . , (z|X| , f (z|X| ))⟩
Note also thatA(f ′ )x is a sequence of all the elements of X without repetition. Therefore,
the exists a permutation σ such that zi = σ(xi ). Finally, since A(f ′ )y = B(f )y , we have
that f ′ (xi ) = f (zi ) which implies that f ′ (xi ) = f (σ(xi ))for all i = 1, . . . , |X|. Therefore,
f ′ = σ −1 f .

¤

Observe that σ in Lemma 17 is not necessarily independent of f , so we cannot simply
write gAB = σ. In fact, only a special type of algorithms, called path-search algorithms have
this property.
Definition 18. An algorithm A is called a path-search algorithm if and only if A(f )x
is independent of f .
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Proposition 19. Given path-search algorithm A, algorithm B is a path-search algorithm
if and only if there existsσ ∈ X! such that A = σB.
Proof. Assume Bis a path-search algorithm. Let
A(f )x = (x1 , . . . , x|X| )
B(f )x = (w1 , . . . , w|X| )
Since both Aand B are path-search algorithms, then these sequences are independent of
f . Therefore, there exists σ ∈ X! such that xi = σ(wi ) for all i = 1, . . . , |X|. By the Duality
Theorem and for any f ∈ Y X ,
σB(f ) = σx (B(σf ))
⟨
⟩
= σx ( (w1 , σf (w1 )), . . . , (w|X| σf (w|X| )) )
=

⟨

⟩
(x1 , σf (w1 )), . . . , (x|X| σf (w|X| )) )

Thus,
σB(f )x = (x1 , . . . , x|X| ) = A(f )x
which implies A(f ) = σB(f ) for all f .
For the converse, let B = σ −1 A. Since A is a path-search algorithm, A(f )x is independent of f . Therefore, B(f )x = σx−1 (A(f ))x is also independent of f .

¤

From this point on, we restrict our attention to the case of A = {A, B}. Observe that,
G is the group generated by the elements gAB , gBA , gAA and gBB . Since gBA = (gAB )−1 and
gAA = gBB = e, G is a cyclic group generated by gAB . The following lemma is stated in
Whitley and Rowe [2008], but never proved.
Lemma 20. If f is a 1–1 function, then |Gf | = |G|.
Proof. Suppose there exist {i, j} ⊂ {1, . . . , |G|} such that 0 ≤ i < j < |G| and
(gAB )i (f ) = (gAB )j (f ), and thus, f = (gAB )j−i (f ). Since f is 1–1, then given any permutation σ, σf = f ⇐⇒ σ = e, where e : X → X is the identity. Therefore (gAB )j−i = e which
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is a contradiction because 0 < j − i < ord(G). Therefore, all of the elements (gAB )i (f ) are
distinct for 0 ≤ i < |G|, thus |Gf | = |G|.

¤

The following lemma is Lemma 3 in Whitley and Rowe [2008], except there it is unnecessarily restricted to path-search algorithms. The result is a corollary of the Duality Theorem,
but this fact is not mentioned there.
Lemma 21. If σA = B, then gAB (f ) = σf for all f ∈ Y X .
Proof. By the Duality Theorem we have that A(σf )y = (σA)(f )y = B(f )y . Therefore,
¤

gAB (f ) = σf .

6.4. Algorithms limited to m steps
In an attempt to further generalize the NFL theorems, Whitley and Rowe [2008] consider
algorithms restricted to a predeﬁned number of steps. While a description of the result is
expressed in terms of a pseudo-code computer algorithm, no formalization is given, and little
theoretical justiﬁcation is oﬀered. Part of the aim of this chapter is to formalize and provide
proofs for the claims in the article. We will start with some notation.
Let

A →B
m

m
f = {f ′ ∈ Y X : Am
f ′ (∅)y = Bf (∅)y }. When the algorithms A and B are clear

from the context, we will simply write →m f for

A →B
m

f and

m←

f for

B →A
m

of f ′ ∈ →m f , we will simply write f ′ →m f ; furthermore, instead of f ′ ∈
write f ′

m←

f . Instead

m←

f we will

f.

Proposition 22. Given two algorithms A and B, for every two functions f and f ′ , we
have that
B A ′
f ′ A→B
m f ⇐⇒ f →m f

which can be abbreviated as
f ′ →m f ⇐⇒ f

m←

f′

B A ′
m
m
Proof. By deﬁnition, f ′ A→B
m f ⇐⇒ Af ′ (∅)y = Bf (∅)y ⇐⇒ f →m f , which is the

same as with the compact notation, f ′ →m f ⇐⇒ f
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m←

f ′.

¤

The previous result is not mentioned in Whitley and Rowe [2008] which obfuscates the
result in the procedure BUILD_TRACES that will be discussed later.

Proposition 23. Given two algorithms A and B, m ∈ {0, . . . , |X|}, and a function f ,
then
gAB (f ) A→B
m f
for all m = 0, . . . , |X|. Moreover, →|X| f = {gAB (f )}.

Proof. Given f ∈ Y X we know that
B(f )y = (A(·)y ◦ ψA )(B(f )y ) = A(gAB (f ))y
Now, if we restrict the algorithms to m ∈ {0, . . . , |X|}steps, then we have
m
Am
gAB (f ) (∅)y = Bf (∅)y

and, thus
gAB (f ) A→B
m f
Now, any function f ′ such that f ′ →|X| f satisﬁes A(f ′ )y = B(f )y . By the Sharpened
NFL theorem, A(·)y is an invertible function, thus
f ′ = ψA (B(f )y ) = gAB (f )
Therefore, →|X| f = f ′ = gAB (f ).

¤

Proposition 23 is mentioned in Whitley and Rowe [2008] as the motivation to deﬁne
→m f , but not proved. This notion is later generalized in the way of a pseudo-code procedure
called BUILD_TRACES. We now establish the analogue of the Focused NFL theorem for
algorithms run for m steps. First, we extend the deﬁnition of a focused set of functions for
algorithms run for m steps.
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Definition 24. Given a set of algorithms A and m ∈ {0, . . . , |X|}, we say a set of
functions F is a focused set with respect to A and m if and only if
{{Am
f (∅)y : f ∈ F}}
is independent of A ∈ A. Where {{·}} denotes a multiset.
The following lemma is the theoretical foundation of BUILD_TRACES but it is never
mentioned nor proved in Whitley and Rowe [2008].
Lemma 25. Given algorithms A and B and m ∈ N, if there is a set of functions F =
{fi }i=0,...,n−1 such that fi+1 →m fi for all i ∈ Zn , (where the subscripts are considered in
Zn ) then F is a focused set for {A, B}, i.e.
(6.4.1)

m
{{Am
f (∅)y : f ∈ F}} = {{Bf (∅)y : f ∈ F}}

Furthermore, for each f0 ∈ Y X there exists at least one such sequence F.
Proof. By assumption, it is clear that for each i ∈ Zn , there exist {j, k} ⊂ Zn such
m
m
m
that Am
fi (∅)y = Bfj (∅)y and Bfi (∅)y = Afk (∅)y . In particular, j = i − 1, k = i + 1(mod n).

Also, observe that Gf0 = {(gAB )i (f0 ) : i = 1, . . . , |G|}, and if we deﬁne fi = (gAB )i (f0 )
(where the index is taken in the group Z|G| ), then we have that for all 0 ≤ m ≤ |X|,
fi+1 = gAB (fi ) ⇐⇒ A(fi+1 )y = B(fi )y ⇐⇒ fi+1 →m fi
for i ∈ Z|G| , which concludes the proof.

¤

BUILD_TRACES has a slightly diﬀerent construction than the one presented in Lemma
25. The construction of the set of functions is, however, equivalent to Lemma 25 as stated
by the following proposition.
A B
Proposition 26. If the sequence F = {fi }i=0,...,2k is such that f0 A→B
m f1 , fi+2 →m fi
A B
for all i ≡ 0(mod 2), fj+2 B →A
m fj for all j ≡ 1(mod 2), j > 1 and f2k−1 →m f2k , then F

also satisﬁes the hypothesis of Lemma 25.
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Lemma 25 gives suﬃcient conditions for a NFL theorem to hold. Whitley and Rowe
[2008] observed that if we have two multisets S and T such that they satisfy Equation 6.4.1,
then S ∪ T also does. The following theorem, which is not mentioned nor proved in Whitley
and Rowe [2008], characterizes all such sets.
Theorem 27. (Focused NFL for m steps) A set F satisﬁes Equation 6.4.1 if and only
if it is a union of subsets, each of which can be expressed as a sequence of functions as in
Lemma 25.
Proof. Suppose F ̸= ∅ satisﬁes Equation 6.4.1, and let f0 be an arbitrary element of F.
m
We know that for each f ∈ F, there exist g ∈ F such that Am
g (∅)y = Bf (∅)y , and therefore
A B
g A →B
m f . Thus, we can construct a sequence of functions {fi }i∈Zn such that fi+1 →m fi

for all i ∈ Zn . Now, choose the smallest n such that also f0 A →B
m fn . Observe that such
n must exist, for when n = |F|, {fi }i∈Zn = F and by Equation 6.4.1 we know there exists
f ∈ F such that f0 A→B
m f . In general, however, it is possible that n < |F|.
Note that F ′ = {fi }i∈Zn is a sequence as in Lemma 25. Finally, since F is a ﬁnite set,
then we can iteratively repeat the process for F\F ′ until we have partitioned F in a ﬁnite
number of subsets satisfying the hypothesis of Lemma 25.

¤

In an attempt to understand the nature of focused sets for pairs of algorithms, Whitley
and Rowe [2008] deﬁne benignly interacting algorithms to represent focused sets that consist
of exactly two functions. A focused set of size two is the minimal, non-trivial set of functions
for which two (or more) algorithms can have equal performance. A simple theorem of
existence of such sets will be given. Such existence is never addressed in Whitley and Rowe
[2008].

6.4.1. Benignly interacting algorithms. Whitley and Rowe [2008] deﬁne the notion
of benignly interacting algorithms in order to characterize focused sets containing exactly
two functions. In terms of the notation used in this paper the deﬁnition is equivalent to the
following.
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Definition 28. Two algorithms A and B benignly interact with respect to function f if
and only if there exists a function f ′ such that
′B A
f ′ A→B
m f and f →m f

The following proposition states that {f, f ′ } is a focused set.
Proposition 29. Given two algorithms A, B which benignly interact with respect to f ,
′B A
′
let f ′ be such that f ′ A→B
m f and f →m f . Then {f, f } is a focused set for {A, B}.
m
m
′B A
m
Proof. Observe that f ′ A→B
m f =⇒ Af ′ (∅)y = Bf (∅)y and f →m f =⇒ Bf ′ (∅)y =

Am
f (∅)y . Therefore,
m
m
m
{{Am
f (∅)y , Af ′ (∅)y }} = {{Bf (∅)y , Bf ′ (∅)y }}

which shows that {{Cfm (∅)y , Cfm′ (∅)y }} is independent of C ∈ {A, B}.

¤

The result, as can be seen, is a direct consequence of the deﬁnition, however, it is not
concerned directly with the existence of benignly interacting algorithms. Such existence is
never addressed in Whitley and Rowe [2008], but a simple existence result is provided here.
Proposition 30. Given any algorithm A and a function f , there exists a permutation
σ such that A and σA benignly interact with respect to f .
Proof. Let σ be a permutation of order 2 (i.e. σ ◦ σ = e, where e is the identity
permutation), and let f ′ = σf . By the Duality Theorem, given C, τ and g, we have that
Cτmg (∅)y = τ Cgm (∅)y . Therefore,
m
m
m
σAm
f ′ (∅)y = σAσf (∅)y = A(σ◦σ)f (∅)y = Af (∅)y

and
m
m
σAm
f (∅)y = Aσf (∅)y = Af ′ (∅)y

Therefore, {f, f ′ } is a focused set for {A, σA}.

¤

The converse, however, is not true in general. For example, let X = {0, 1, 2}, f (x) =
x(mod 2), f ′ = x + 1(mod 2), A(f )x = A(f ′ )x = (0, 1, 2), and B(f )x = (1, 2, 0) and B(f ′ )x =
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(1, 0, 2). Note that A is a path-search algorithm but B is not. By Proposition 19, B cannot
be a permutation of A. However, A2f (∅)y = (0, 1) = Bf2 ′ (∅)y and Bf2 (∅)y = (1, 0) = A2f ′ (∅)y ,
′
′ A→B f . Thus, A and B benignly interact.
which implies f A→B
m
m f and f

6.5. Random algorithms
The main result in this chapter concerns an extension of NFL theorems to truly random
algorithms. We can characterize random algorithms by probability measures on the space
of possible algorithms. In this section we will refer to the set of all algorithms as U. We can
then characterize random algorithms by a probability vector µ = (µA )A∈U. Thus, given a
performance measure m : Y |X| → R we can deﬁne the average performance of the random
algorithm µ on the set of functions F ⊂ Y X , as
m(µ, F) =

1 ∑∑
m(A(f )y )µA
|F|
f ∈F A∈U

Definition 31. The n-simplex is deﬁned as the set
Sn = {x ∈ Rn+1 :

n
∑

xi = 1}

i=0

Note that, up to isomorphisms, probability vectors are elements of the (|U| − 1)-simplex.
A ﬁrst attempt at a NFL result for random algorithms we examined the following predicate.
(6.5.1)

∀µ, µ′ , F ⊂ Y X ∃F ′ : ∀m, m(µ, F) − m(µ′ , F) = m(µ′ , F ′ ) − m(µ, F ′ )

This predicate can be intuitively understood as follows. Given arbitrary random algorithms µ, µ′ and a collection of functions F, we can ﬁnd another collection of functions F ′
such that the algorithms have opposite performance on these two collections. That is, if the
ﬁrst algorithm outperforms the other on one collection, the second outperforms the ﬁrst by
the same amount on the other collection.
However, such a result cannot hold in general. To prove this, we will ﬁrst prove the
equivalence of this predicate to a diﬀerent one which is more obviously geometric.
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Observe that m(µ, F) − m(µ′ , F) = m(µ′ , F ′ ) − m(µ, F ′ ) ⇐⇒ m(µ, F) + m(µ, F ′ ) =
m(µ′ , F ′ ) + m(µ′ , F). Expanding the deﬁnition of average performance, we have that
1 ∑∑
1 ∑ ∑
m(A(f )y )µA + ′
m(A(f ′ )y )µA
|F|
|F | ′ ′
f ∈F A∈U
f ∈F A∈U


∑ ∑ m(A(f )y )
∑ m(A(f ′ )y )

 µA
=
+
|F|
|F ′ |
′
′
A∈U f ∈F
f ∈F


∑ ∑ f⃗A
∑ f⃗′
A

=
µA
+
′|
|F|
|F
′
′

m(µ, F) + m(µ, F ′ ) =

A∈U

f ∈F

f ∈F

where f⃗A = m(A(f )y ). Therefore,
(6.5.2)
∑

m(µ, F)+m(µ, F ′ ) = m(µ′ , F ′ )+m(µ′ , F) ⇐⇒




∑ f⃗A
∑ f⃗′
A
(µA −µ′A ) 
+
=0
′|
|F|
|F
′
′

A∈U

f ∈F

f ∈F

Now, let v = λ(µ − µ′ ). Note that
1T v =

∑

(
λ(µA − µ′A ) = λ

A∈U

∑

µA −

A∈U

∑

)
µ′A

= λ(1 − 1) = 0

A∈U

therefore, v ∈ 1⊥ . Conversely, for every w = (w1 , . . . , w|U| ) ∈ 1⊥ , let λ = |U| maxi=1,...,|U| {|wi |},
µ = 1/|U| and µ′ = w/λ + µ. Also
µ′i

1
=
|U|

(

wi
maxi=1,...,|U| {|wi |}

)
+1

which implies that 0 ≤ µ′i . Furthermore,
1T µ′ =

=

|U|

1 ∑
wi
+ 1)
(
|U|
i = 1, . . . , | maxU| {|wi |}
i=1


|U|
∑
1 
1
|U| +
wi  = 1
|U|
maxi=1,...,|U| {|wi |}
i=1

thus, µ′ lies also on the simplex. Finally, λ(µ′ − µ) = w.
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Thus, we can rewrite
∑

∀µ, µ′ , F∃F ′ :




∑ f⃗A
∑ f⃗′
A
(µA − µ′A ) 
+
=0
′|
|F|
|F
′
′

A∈U

f ∈F

f ∈F

as
∀v ⊥ 1, F∃F ′ :

(6.5.3)

∑ f⃗
∑ f⃗′
+
∈ v⊥
′|
|F|
|F
′
′

f ∈F

Let wF =

∑

f⃗
f ∈F |F|

and Fw = {w +

∑

f ∈F

f⃗′
f ′ ∈F ′ |F ′ |

: F ′ ⊂ Y X }. Finally, by Equation 6.5.2

and 6.5.3, we can rewrite predicate 6.5.1 as
∀F, v ∈ 1⊥ ∃F ′ , u ∈ Fw : v T u = 0

(6.5.4)
Lemma 32. Given wF =

∑

f⃗
f ∈F |F|

and Fw = {w +

∑

f⃗′
f ′ ∈F ′ |F ′ |

: F ′ ⊂ Y X }. If Equation

6.5.4 holds, then
(6.5.5)

1⊥ =

∪

u⊥ ∩ 1⊥

u∈Fw

Proof. Let {v1 , . . . , vn−1 } be an orthogonal base of 1⊥ . Thus, 1⊥ = ⟨v1 , . . . , vn−1 ⟩ (i.e.
the vector space generated by the vi ’s), where vi ⊥ vj if and only if i ̸= j. Observe that by
Equation 6.5.4, for all i = 1, . . . , n − 1, there exists u ∈ Fw such that vi ⊥ u, or equivalently
vi ∈ u⊥ . Therefore, vi ∈ u⊥ ∩ 1⊥ . Finally, since this holds for all vi , then Equation 6.5.5
¤

holds.

Observe that co dim(1⊥ ) = 1 and ∀u ∈ Fw , co dim(u⊥ ∩ 1⊥ ) is either 1 or 2. Therefore,
the only way in which Equation 6.5.5 would be true, is if co dim(u⊥ ∩ 1⊥ ) = 1 for some
u ∈ Fw , and thus, we can ﬁnally rewrite predicate 6.5.1 as
∀F ⊂ Y X ∃F ′ : 1 ∥

∑ f⃗
∑ f⃗′
+
|F|
|F ′ |
′
′

f ∈F

f ∈F

where ∥ in this case denotes that the vectors are parallel.
6.5.1. A counter-example. By the Sharpened NFL theorem, we know that given an
algorithm A, A(f )y is distinct for each function f ∈ Y X . Let the performance measure
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m : Y |X| → P be an injective function, where P is the set of logarithms of all prime
numbers. Given F ⊂ Y X that is not permutation closed, we know that there exists F ′ such
that predicate 6.5.1 is true, if and only if
∑ f⃗
∑ f⃗′
+
∥1
|F|
|F ′ |
′
′

f ∈F

⇐⇒

∑ m(A(f )y )
∑ m(A(f ′ )y )
+
=
|F|
|F ′ |
′
′

∀A, B ∈ U,

f ∈F

f ∈F

⇐⇒

f ∈F

∑ m(B(f ′ )y )
∑ m(B(f )y )
+
|F|
|F ′ |
f ∈F
f ′ ∈F ′


∏ |F | ∏ |F ′ |
∀A, B ∈ U, log 
PA,f
PA,f ′ 

= log 

f ′ ∈F ′

f ∈F

∏

f ∈F

|F|

PB,f

∏
f ′ ∈F ′



|F ′ |

PB,f ′ 


⇐⇒

(6.5.6)

 |F ′ |

∏ PB,f ′
∏ PA,f

=
∀A, B ∈ U,
′
PB,f
P
A,f
′
′
f ∈F

|F |

f ∈F

where PA,f = m(A(f )y ) and PB,f = m(B(f )y ) are prime numbers.
Since F is not permutation closed and m is injective, then there exist two algorithms A
∏
P
and B such that {PA,f }f ∈F ̸= {PB,f }f ∈F . Therefore, since m is injective, 1 ̸= f ∈F PA,f
∈
B,f
(∏
)
PB,f ′ α
Q. Moreover, 1 ̸=
is an irrational number for all α ∈
/ Z. Thus, if |F ′ |/|F| ∈
/
f ′ ∈F ′ P
′
A,f

Z, then we have that Equation 6.5.6 is an equality between a rational number and an
irrational one, which is a contradiction. Analogously, |F|/|F ′ | must also be an integer, and
therefore, the only way the above equality could be true is if |F| = |F ′ |.
In particular, assume F = {f }, with f ∈ Y X a 1 − 1 function. Note that if predicate
6.5.1 is true, then there exists F ′ = {f ′ }, f ′ ∈ Y X such that, using Equation 6.5.6, for all
algorithms A and B,
PA,f
PB,f

=

PB,f ′
PA,f ′

which occurs if and only if
PA,f = PB,f ′ and PA,f ′ = PB,f
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Therefore, given an algorithm A ∈ U we would have that there exists f ′ ∈ Y X such
that for all B ̸= A, PB,f ′ = PA,f . Recall that PB,f ′ = m(B(f ′ )y ) and that m is an injective
function. Thus, B(f ′ )y is independent of B, which implies that f ′ is a constant function.
Finally, observe also that PA,f ′ = PB,f for all B ̸= A is a contradiction, since PA,f ′ =
m(A(f ′ )y ) is independent of A because f ′ is constant, and B(f )y is not independent of B
(whenever |X| > 2) for a 1 − 1 function f .
This implies that predicate 6.5.1 is not true in general.
In the next section we oﬀer alternative formulations of Random No Free Lunch theorems
that are true when relaxing some of the assumptions in Equation 6.5.1.
6.6. Random No Free Lunch
In order to obtain generalization of the Focused and Sharpened NFL theorems, we will
extend the concept of permuting algorithms to random algorithms.
Definition 33. Given a random algorithm µ, we deﬁne its rotation by a permutation
σ as
(σµ)A = µσ−1 A
Now we can extend the Duality Theorem to random algorithms.
Theorem 34. (Duality Theorem) For all f ∈ Y X , σ ∈ X!, random algorithms µ and
performance measures m,
m(σµ, f ) = m(µ, σf )
Proof. By using the non-random version of the Duality Theorem (σB(f ) = B(σf )y )
and noting that σU = U for any permutation σ, we have that
m(σµ, f ) =

∑

m(A(f )y )µσ−1 A

A∈U

=

∑

m(σB(f )y )µB

B=σ −1 A∈U

=

∑

m(B(σf )y )µB

B∈U

= m(µ, σf )
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¤
A natural question to ask then would be what happens when there is a permutation
closed set of functions in terms of the performance of random algorithms.
Lemma 35. If F ⊂ Y X is permutation closed, then m(µ, F) is independent of µ.
Proof. Note that
m(µ, F) =

∑
1 ∑∑
1 ∑
m(A(f )y )µA =
µA
m(A(f )y )
|F|
|F|
f ∈F A∈U

A∈U

which, by the Sharpened NFL theorem, k =
therefore,
m(µ, F) =

∑
f ∈F

f ∈F

m(A(f )y ) is independent of A, and

k ∑
k
µA =
|F|
|F|
A∈U

where k is a constant that only depends on F.

¤

This result is a ﬁnite case of the expected overall performance of a randomized algorithm
described in Rowe et al. [2009].
Now we can generalize this idea for sets of functions.
Theorem 36. Given a performance measure m, a set of functions F ⊂ Y X and a
random algorithm µ, there exist F ′ and µ′ such that µ ̸= µ′ or F ′ ̸= F and m(µ, F) =
m(µ′ , F ′ ).
Proof. If F is permutation closed, then by the previous proposition, any random algorithm µ′ would satisfy the equality. Assume F is not permutation closed, then, there exists
σ such that σF =
̸ F. Let F ′ = σF, and µ′ = σ −1 µ, then, for all f ∈ F we have that
m(µ, f ) = m((σ ◦ σ −1 )µ, f )
= m(σ −1 µ, σf )
= m(µ′ , σf )
by the Duality Theorem.
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Now, observe that |F| = |σF|. Given that m(µ, f ) = m(µ′ , σf ) for all f ∈ F, then
m(µ, F) =

1 ∑
m(µ, f )
|F|
f ∈F

=

1 ∑
m(µ′ , σf )
|σF|
f ∈F

=

1 ∑
m(µ′ , f )
|σF|
f ∈σF

′

= m(µ , F ′ )
¤

which concludes the proof.

Intuitively, what Theorem 36 states is that given a performance measure, a set of functions and a random algorithm, it is possible to ﬁnd a set of functions and a random algorithm
in such a way that the performance of the given algorithm on the given set of functions
matches the performance of the second algorithm on the second set of functions.
Moreover, we can also generalize the concepts of the Focused NFL to random algorithms.
Denote by eA the canonical vector whose A-th component is 1. Any random algorithm µ is
a linear combination of the deterministic (atomic) algorithms eA ; that is,
µ=

∑

µA eA

A∈U

The measure function for random algorithms is linear, as the following proposition shows.

Proposition 37. Given random algorithms µ0 , µ1 , . . . , µn−1 , F ⊂ Y X , and λ ∈ Sn−1 ,
m(

n−1
∑

λi µi , F) =

i=0

n−1
∑
i=0
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m(µi , F)λi

Proof. First observe that (
n−1
∑

m(

∑n−1
i=0

λi µi )A =

∑n−1
i=0

λi (µi )A . Thus

n−1
∑
1 ∑∑
m(A, f )(
λi (µi )A )
|F|
i=0
f ∈F A∈U


n−1
∑
∑∑
1
λi 
=
m(A, f )(µi )A 
|F|

λi µi , F) =

i=0

f ∈F A∈U

i=0

n−1
∑

=

m(µi , F)λi

i=0

¤
Furthermore, given a set of algorithms A, deﬁne
⟨A⟩ = {µ :

∑

µA = 1, µB = 0 for all B ∈
/ A}

A∈A

Then ⟨A⟩ is the set of all possible random algorithms generated by algorithms in A. we
now generalize the focused NFL theorem to random algorithms.
Theorem 38. Given a focused set of functions F with respect to a set of algorithms A,
and two random algorithms µ, µ′ ∈ ⟨A⟩, then
m(µ, F) = m(µ′ , F)
Proof. Observe that, since F is a focused set of functions,
∑
pendent of A ∈ A. Let, then, k = f ∈F m(A(f )y ). Thus,
m(µ, F) − m(µ′ , F) =

∑
f ∈F

m(A(f )y ) is inde-

1 ∑∑
(µA − µ′A )m(A(f )y )
|F|
f ∈F A∈U

=

∑
1 ∑
m(A(f )y )
(µA − µ′A )
|F|
A∈A

=

=

f ∈F

k ∑
(µA − µ′A )
|F|
A∈A
(
)
∑
∑
k
µA −
µ′A = 0
|F|
A∈A

A∈A

¤
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In the next section, we develop the concluding results of this chapter by giving a NFL
theorem that applies to strictly random algorithms (i.e. those whose probability distribution
is non-atomic). This result holds for arbitrary sets of functions.

6.6.1. Strictly Random Algorithms. A somewhat stronger version of Theorem 36
would be that given µ and F, there would exist µ′ ̸= µ such that m(µ, F) = m(µ′ , F).
However, this result is clearly not true in general.
For instance, let X = {0, 1}, Y = {0, 1}, m((y1 , y2 )) = 2 ∗ y1 + y2 and f (x) = x.
Note that there exist only two algorithms, say A and B, and A(f ) = ((0, 0), (1, 1)) and
B(f ) = ((1, 1), (0, 0)). Therefore, for any two algorithms µ, µ′ , we have that
m(µ, {f }) = m(µ′ , {f })
(m(A(f )y )µA + m(B(f )y )µB )

⇐⇒
=
⇐⇒

(

m(A(f )y )µ′A + m(B(f )y )µ′B

)

m(A(f )y )(µA − µ′A ) + m(B(f )y )(µB − µ′B ) = 0

Observe that µA − µ′A = µ′B − µB , therefore, m(µ, {f }) = m(µ′ , {f }) if and only if
(µA − µ′A ) (m(A(f )y ) − m(B(f )y )) = 0 ⇐⇒
m((1, 0)) = 2 = 1 = m((0, 1))
which is a contradiction.
However, if µ is strictly random (i.e. µ ̸= eA ∀A ∈ A), and |U| > 2, then it is always
possible to obtain such a µ′ .

Theorem 39. (Random NFL) Let |U| > 2, given a set of functions F ⊂ Y X and a
(strictly) random algorithm µ, there exists µ′ ̸= µ such that m(µ, F) = m(µ′ , F)

Proof. We start by deﬁning
Amin = arg min{
A∈U

∑

f ∈F
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m(A(f )y )}

and
Amax = arg max{
A∈U

∑

m(A(f )y )}

f ∈F

We know such algorithms must exist because U is a ﬁnite set. Observe that for every
λ ∈ [0, 1], we have that
m(eAmin , F) ≤
m(λeAmin + (1 − λ)eAmax , F)

=

λm(eAmin , F) + (1 − λ)m(eAmax , F)

≤

m(eAmax , F)

by Proposition 37.
Let ν(λ) = λeAmin + (1 − λ)eAmax . Observe that there exists λ̂ ∈ (0, 1) such that
m(µ, F) = m(ν(λ̂)). If µ ̸= ν(λ̂), then we simply set µ′ = ν(λ̂). Assume, then, that
µ = ν(λ̂). Note that, since |U| > 2, there exists an algorithm B such that Amin ̸= B ̸= Amax .
We now consider two cases:

Case 1. m(eB , F) = m(µ, F). Assume, without loss of generality that λ̂ < 1 − λ̂. Let
µ′ = λ̂2 eAmin +

1−λ̂
2 eAmax

+ 12 eB and observe that

λ̂
1 − λ̂
1
m(µ′ , F) = m( eAmin +
eAmax + eB , F)
2
2
2
=

1 − λ̂
1
λ̂
m(eAmin , F) +
m(eAmax , F) + m(eB , F)
2
2
2

=

m(ν(λ̂), F) + m(eB , F)
2

= m(µ, F)
Moreover, given that µ = ν(λ̂) is a vector whose only non-zero components are Amin and
Amax , thenµB = 0. Therefore, µ ̸= µ′ since µ′B ̸= 0.
Case 2. m(eB , F) ̸= m(µ, F). Let µ′ = (λ̂ − ϵλ̂)eAmin + (1 − λ̂ − α)eAmax + (ϵλ̂ + α)eB ,
where
α = ϵλ̂

m(eB , F) − m(eAmin , F)
m(eAmax , F) − m(eB , F)
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and with ϵ > 0 such that α ∈ [0, 1]. Observe that
ϵλ̂(m(eB , F) − m(eAmin , F)) + α(m(eB , F) − m(eAmax , F)) =
ϵλ̂(m(eB , F) − m(eAmin , F)) − ϵλ̂(m(eB , F) − m(eAmin , F))

=

0

Then,
m(µ′ , F) = m((λ̂ − ϵλ̂)eAmin + (1 − λ̂ − α)eAmax + (ϵλ̂ + α)eB , F)
= (λ̂ − ϵλ̂)m(eAmin , F) + (1 − λ̂ − α)m(eAmax , F) + (ϵλ̂ + α)m(eB , F)
= m(ν(λ̂), F) + ϵλ̂(m(eB , F) − m(eAmin , F)) + α(m(eB , F) − m(eAmax , F))
= m(µ, F)
As before, µ ̸= µ′ since µB = 0 and µ′B ̸= 0.
¤
Intuitively, this theorem states that, except for degenerate cases (an atomic random
algorithm or a search space of cardinality 2), given any benchmark set of functions, and any
random algorithm, we can always ﬁnd another one (a continuum of them, in fact) that has
the same average performance over the benchmark.
If some further restrictions are imposed to the set of functions F, the performance
measure m, and the original random algorithm µ, then it is possible to strengthen the
theorem to show the existence of other algorithms with higher or lower average performance
than µ.
Corollary 40. Given a random algorithm µ ∈ int S|U|−1 (i.e. µA ̸= 0 for all A ∈ U),
let F and m be such that there exist deterministic algorithms A and B such that,
∑

m(A(f )y ) ̸=

f ∈F

∑

m(B(f )y )

f ∈F

Then, there exist random algorithms κ and ν such that
m(κ, F) ≤ m(µ, F) ≤ m(ν, F)
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Proof. Note that
(6.6.1)

|F|m(eA , F) =

∑

m(A(f )y ) ̸=

f ∈F

∑

m(B(f )y ) = |F|m(eB , F)

f ∈F

Recall that, by Proposition 37, m(µ, F) is a linear function for random algorithms. Therefore, it attains its maximum and minimum on the boundary of the simplex (for a proof using
convex functions theory, the fact that S|U|−1 is convex and compact, and m is linear, see
Roberts and Varberg, 1973, page 125). Moreover, because of Equation 6.6.1, we know that
m is not a constant function on S|U|−1 . Therefore, there exist deterministic algorithms Amin
and Amax as in the proof of Theorem 39.
Now, since µ in an interior point of the simplex, there exists a convex and compact set
B such that µ ∈ B and B ⊂ S|U|−1 . Finally, using the same argument as above, m restricted
to B must attain its maximum and minimum on the boundary of B. Moreover, since m is
not constant in the simplex, m cannot be constant in B either, thus there exist ν, κ ∈ B
such that
m(κ, F) ≤ m(µ, F) ≤ m(ν, F)
¤
This corollary shows that under certain conditions, any random algorithm in the interior
of the simplex will be outperformed by some algorithm and well as outperform another one.
An interesting question would be how general the applicability of this corollary is. Observe
that there are two hypothesis to the corollary, other than the algorithm being in the interior.
The ﬁrst one is concerned with the set of functions F. Observe that since
∑

m(A(f )y ) ̸=

f ∈F

∑

m(B(f )y )

f ∈F

then we have that
{m(A(f )y ) : f ∈ F} ̸= {m(B(f )y ) : f ∈ F}
that is, the sets of performances over all functions in F are not the same for both algorithms.
Moreover, by the Sharpened NFL theorem we have that {A(f )y : f ∈ F} ̸= {B(f )y : f ∈ F},
thus, F is not permutation closed. Therefore, if permutation closure is a condition deemed
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as too restrictive, as proposed by Igel and Toussaint [2001], then requiring F to not be
permutation closure should be rather general.
The second one is a restriction on the performance measure m, and is harder to characterize. However, in Section 6.5.1 an example was given of a performance measure such that
∑
f ∈F m(A(f )y ) is diﬀerent for every deterministic algorithm A. That example is much
more restrictive than the corollary requires to hold, though. It can be argued that if a
∑
performance measure is such that f ∈F m(A(f )y ) is the same for every deterministic algorithm, then it is not a very informative performance measure, at least for the benchmark
F.

6.7. Discussion
Several, progressively more general, No Free Lunch theorems have been proposed [Wolpert
and Macready, 1997, Schumacher et al., 2001, Igel and Toussaint, 2004, Rowe et al., 2009].
All of these theorems improve our understanding of the applicability and limitations of
black-box optimization algorithms. Understanding these limitations is relevant in two different ways. First, these theorems stress the need for a more meaningful way of comparing
algorithm performance than simply analyzing the performance over a benchmark set of functions. Second, they provide a way to clearly deﬁne when algorithms are truly better than
others.
The Random NFL theorem proposed in last section shows that regardless of the benchmark function and random algorithm under consideration, there is always at least another
random algorithm with the same performance as the original algorithm over that benchmark. Moreover, Corollary 40 states that, under arguably general conditions, given any
algorithm, there are (inﬁnitely many) other algorithms that perform better and others that
perform worse. Given that optimization algorithms would typically be used in problems
other than the ones in the benchmark, it is important to understand what information the
performance of the algorithm on the benchmark is really providing.
For instance, Theorem 36 proves that performance of an algorithm on a particular benchmark can be matched by some other algorithm on some other benchmark. Also, as noted in
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Corollary 40 (again under some restrictions), the maximal performance of an algorithm on
a benchmark is attainable, but typically at a vertex of the simplex, and thus at a deterministic algorithm. Furthermore, this maximization of performance on the benchmark oﬀers no
clear indication of performance on other functions. Indeed, by the Sharpened NFL theorem,
there exists another deterministic algorithm that performs at least as well in some other
benchmark. Alternatively, an algorithm could be designed with some explicit knowledge
on the search space, or any other type of prior information, thus avoiding the black-box
restriction.
In order to improve our understanding of NFL theorems, one approach that seems natural is the characterization of the sets of functions for which the theorems apply. For instance,
in the case of the original NFL proposed by Wolpert and Macready [1997], later Schumacher
et al. [2001] improved the result by characterizing the sets of functions for which average
performance is the same for all algorithms. In a similar way, the result proposed by Whitley and Rowe [2008] has been sharpened in this Chapter to characterize all focused sets of
functions. Furthermore, truly random algorithms have only recently been considered [Rowe
et al., 2009].
Random algorithms are deﬁned through a probability distribution over the space of
deterministic algorithms. Because of this, random algorithms are generalizations of deterministic algorithms, and in particular it is possible to emulate determinism by having
a random algorithm with an atomic distribution (i.e. with probability one behaves as a
speciﬁc deterministic algorithm). In this Chapter, Lemma 35 and Theorem 38 provide generalizations of the previous results by Schumacher et al. [2001] and Whitley and Rowe [2008],
respectively, to random algorithms. These generalizations preserve the constraints on the
classes of function sets for which the NFL theorems apply.
While the original formulation of the NFL theorem was concerned with all algorithms
having the same average performance over a set of functions, later the Focused NFL restricted its study on ﬁxing a set of algorithms and ﬁnding sets of functions over which the
algorithms in question performed the same on average. In this Chapter a diﬀerent approach
to NFL results was also explored. Instead of trying to ﬁnd the set of functions for which
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a set of algorithms perform equally on average, it is possible to reverse the question and
ask under which conditions, given a set of functions and an algorithm, one can ﬁnd other
algorithms or sets of functions that have equal performance.
In this Chapter, several results of this style, with various levels of restrictions both on the
algorithms and on the sets of functions, have been proven. Also, a particular NFL-like result
was proven to not hold in general. In addition, when restricting the study to non-atomic
algorithms, a general result concerning the existence of an inﬁnite number of algorithms with
equal average performance for any arbitrary subset of functions was proved. In summary,
this result should, at least partially, address one of the long standing criticisms to NFL
theorems, namely that they only apply to subsets of functions with speciﬁc properties.
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CHAPTER 7

Conclusions
Computer science is a relatively new science. While in its early days, it was almost exclusively concerned with problem solving, over time it has acquired more and more a specialized
body of research. Applications of computer science to biology are also relatively new, and
there is still ample opportunity for research in this area. The contributions presented here
range from the development of custom made simulations of speciﬁc biological systems to the
theoretical study of black-box optimization algorithms and their limitations.
The model presented in Chapter 2 shows that alliances often emerge in a phase transitionlike fashion if the group size, awareness, aggressiveness, and persuasiveness of individuals
are large and the decay rate of individual aﬃnities is small. With cultural inheritance
of social networks, a single leveling alliance including all group members can emerge in
several generations. Our results suggest that a rapid transition from a hierarchical society
of great apes to an egalitarian society of hunter-gatherers (often referred to as “egalitarian
revolution”) could indeed follow an increase in human cognitive abilities. The establishment
of stable group-wide egalitarian alliances creates conditions promoting the origin of cultural
norms favoring the group interests over those of individuals.
In Chapter 3 we analyzed a case of hybrid speciation in butterﬂies. Although our results
are based on numerical simulations tailored to this particular case, some of the relevant
ecological, spatial and behavioral features of Heliconius are shared with other suggested
cases of homoploid hybrid speciation, which might expand the generality of our conclusions.
For instance, several instances of animal homoploid hybrid taxa also appear sympatric with
at least one parental species (e.g. Pogonomyrmex, Schwander et al., 2007; Daphnia, Taylor
et al., 2005; Papilio, Scriber and Ording, 2005. See review in Mavárez and Linares, 2008). In
addition, it has been suggested that some forms of pre-zygotic barriers such as assortative
mating might play an important role during homoploid hybrid speciation (Xiphophorus,
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Meyer et al., 2006) and our study provides strong support to this idea. On the other hand,
most animal homoploid hybrid taxa appear morphologically closer to one parental species
(see supporting material in Mavárez and Linares, 2008), which has been interpreted as
evidence for extensive backcrossing during speciation. Our study also supports this idea
and therefore suggests that reproductive isolation might be a non-immediate consequence of
hybridization that can evolve after many generations of genetic exchange between parental
forms. However, the Heliconius case is unique in that the genetic architecture of the traits
considered is relatively well known, which justiﬁes some of the choices taken during the
implementation of our model, but that reduces its generality. For example, Heliconius might
be unusual in that single (or simple) traits such as color patterns play such an important
and simultaneous role in survival and mating [Kapan, 2001, Jiggins et al., 2001, Mallet and
Barton, 1989b, Mavarez et al., 2006]. Current evidence suggests that this kind of “magic
traits” are clearly not very common in nature [Gavrilets, 2004], not even among putative
hybrid homoploid taxa.
Large scale numerical simulations present computational challenges at several diﬀerent
levels. When standard techniques and the computational power available are not enough
to solve the problem at hand, speciﬁc optimizations need to be performed. Finding and
removing bottlenecks of algorithms is required in order to ﬁt realistic computational constraints. Some techniques used to address these challenges range from pre-computation, lazy
evaluation and the creation of equivalence classes to the usage of diﬀerent patterns of communication in multi-processor supercomputers. Moreover, computer simulations involving
numerical integration typically rely upon subroutines from sources such as the GNU Scientiﬁc Library, Netlib, or the Numerical Algorithms Group. Routines are often quadrature
based and employ acceleration heuristics based on linear or nonlinear sequence transformations. Most accept user speciﬁed limits on absolute and relative error. The underlying
assumptions are violated in practice, however. Subroutines may return an incorrect result
accompanied by a small error estimate, telling the caller that the incorrect result should be
trusted. Chapter 4 presented a case study where both, optimization of algorithm bottlenecks
and development of more accurate numerical integration routines, resulted in the possibility
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of analyzing a numerical simulation that would have been otherwise impossible to run under
realistic time and technological constraints.
Another example of the development of algorithm optimizations tailored for biological
simulations as well as evolutionary algorithms was presented in Chapter 5. In this case, a
general framework for optimizing both the memory requirements and the execution time
of genetic operators is discussed. In addition, speciﬁc implementations of extensively used
genetic operators are given, their performance compared against a straightforward implementation and their correctness is assessed via a statistical analysis. While the algorithmic
complexity of the operators is not improved, the proposed implementations are found to
outperform the straightforward ones by factors ranging from two to over ten. The discrepancy in speed-up and memory eﬃciency is due to the inherent diﬀerences in the operators,
as well as their parameters. Furthermore, the techniques and speciﬁc implementations proposed have already been incorporated by several studies of speciation [Gavrilets et al., 2007,
Gavrilets and Vose, 2007, Duenez-Guzman et al., 2009].
Contrary to early biological intuition, evolutionary processes are not inherently optimization processes. The traditional view of “the survival of the ﬁttest” was held and even
analytically proved in some models (notably by Fisher and Wright in the early 1930s, and
later revisited by Kimura in the 1950s). It was not until Moran [1964] proved that the
ﬁtness maximization principle doesn’t hold in general that this view started to dissipate.
Even close to a decade after, however, researchers still attempted to ﬁnd circumstances under which ﬁtness was maximized in a population. The justiﬁcation being that under ﬁtness
maximization principles, mathematical tools of optimization would be applicable and yield
insight on the evolution of a system [Deakin, 1973].
The value of biologically inspired computation lies not in evolution being a general purpose optimization algorithm. Indeed, under the light of NFL theories, there is no such
algorithm (see Chapter 6). Evolution, however, is not about eﬃciency but about adaptation
to an ever-changing environment. NFL theorems applied to evolution as a process is big
misconception, to say the least. Fitness in nature is not an static concept, and it is certainly not a target function to optimize. Learning and competition among individuals, be
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they conspeciﬁcs or heterospeciﬁc, reshapes the ﬁtness landscape constantly and in highly
complex ways.
As discussed previously, Fogel [2006] considers that simulating the process of evolution
itself is arguably our best attempt at creating artiﬁcial intelligence. The plausibility of this
argument relies in part on the argument that intelligence, like evolution, is not an optimization process [Dreyfus and Dreyfus, 1984, Fogel, 2006]. Moreover, recent decades have
brought an increase in our understanding of the conditions under which intelligence is likely
to evolve [Byrne and Whiten, 1988, Dunbar, 1998, Byrne, 1997, Whiten and Byrne, 1997,
Gavrilets and Vose, 2006], and the consequences to social structure [Gavrilets et al., 2008].
The importance of simulating evolutionary processes for computer science has been taken
further, by arguing the incorporation of elements found to be conducive to the evolution of
intelligence in natural populations [Sadedin and Paperin, 2009].
Computer science, biology and mathematics are in a stage where mutual beneﬁcial interactions arise in a natural manner. Development of optimized algorithms and numerical
simulations help better understand biological systems. A better understanding of nature
oﬀers new insights on analytical techniques and stimulate mathematical research. In its
turn, this research oﬀers new perspectives into computer science theory and applications.
The new National Institute for Mathematical and Biological Synthesis (NIMBioS) is but
one example of this trend. Advances within these disciplines accrue with the collaborations
among them and vice versa.

143

Bibliography

Bibliography
R. D. Alexander. How did humans evolve? Reﬂections on the uniquely unique species.
University of Michigan, Museum of Zoology (Special Publication), 1990.
M.B. Andersson. Sexual selection. Princeton University Press, Princeton, 1994.
M.L. Arnold. Natural hybridization and evolution. Oxford University Press, Oxford, 1997.
A. Auger and O. Teytaud. Continuous lunches are free! Proceedings of the 9th annual conference on Genetic and Evolutionary Computation, GECCO-2007, pages 916–922, 2007.
R. Axelrod. Agent-based modeling as a bridge between disciplines. In Leigh Tesfatsion
and Kenneth L. Judd, editors, Handbook of Computational Economics, volume 2 of Handbook of Computational Economics, chapter 33, pages 1565–1584. Elsevier, 2006. URL
http://ideas.repec.org/h/eee/hecchp/2-33.html.
R. Axelrod. The evolution of cooperation. Basic Books, 1984.
L A Bach, T Helvik, and F B Christiansen. The evolution of n-player cooperation - threshold
games and ESS bifurcations. Journal of Theoretical Biology, 238:426–434, 2006.
M. Barluenga, K.N. Stolting, W. Salzburger, M. Muschick, and A. Meyer. Sympatric speciation in Nicaraguan crater lake cichlid ﬁsh. Nature, 439:719–723, 2006.
N.H. Barton. Multilocus clines. Evolution, 37:454–471, 1983.
N.H. Barton. Clines in polygenic traits. Genetical Research, 74:223–236, 1999.
N.H. Barton and B.O. Bengtsson. The barrier to genetic exchange between hybridizing
populations. Heredity, 56:357–376, 1986.
N.H. Barton and B. Charlesworth. Genetic revolutions, founder eﬀects, and speciation.
Annual Review of Ecology and Systematics, 15:133–164, 1984.
M. Beltrán, C.D. Jiggins, V. Bull, M. Linares, J. Mallet, W.O. McMillan, and E. Bermingham. Phylogenetic discordance at the species boundary: Comparative gene genealogies

145

among rapidly radiating Heliconius butterﬂies. Molecular Biology and Evolution, 19:2176–
2190, 2000.
B.O. Bengtsson. The ﬂow of genes through a genetic barrier. In J.J. Greenwood, P.H.
Harvey, and M. Slatkin, editors, Evolution Essays in Honor of John Maynard Smith,
pages 31–42. Cambridge University Press, Cambridge, 1985.
S.M. Bhandarkar and H. Zhang. Image segmentation using evolutionary computation. Evolutionary Computation, IEEE Transactions on, 3(1):1–21, April 1999.
R.P. Boas and L. Schoenfeld. Indeﬁnite integration by residues. SIAM Review, 8(2):173–183,
1966.
C. Boehm. Conscience origins, sanctioning selection, and the evolution of altruism in Homo
Sapiens. Current Anthropology, 2007.
C. Boehm. Hierarchy in the forest. The evolution of egalitarian behavior. Harvard University
Press, Cambridge, MA, 1999.
D.I. Bolnick and B.M. Fitzpatrick. Sympatric speciation: models and empirical evidence.
Annual Review of Ecology and Systematics, 38:459–487, 2007.
E Bonabeau, G Theraulaz, and J-L Deneubourg. Mathematical model of self-organizing
hierarchies in animal societies. Bulletin of Mathematical Biology, 58:661–717, 1996.
E Bonabeau, G Theraulaz, and J-L Deneubourg. Dominance orders in animal societies:
the self-organization hypothesis revisited. Bulletin of Mathematical Biology, 61:727–757,
1999.
R Boyd and P J Richerson. The evolution of reciprocity in sizable groups. Journal of
Theoretical Biology, 132:337–356, 1988.
K.S. Brown, T.C. Emmel, P.J. Eliazar, and E. Suomalainen. Evolutionary patterns in
chromosome numbers in neotropical lepidoptera. Hereditas, 117:109–125, 1992.
C.A. Buerkle, R.J. Morris, M.A. Asmussen, and L.H. Rieseberg. The likelihood of homoploid
hybrid speciation. Heredity, 84:441–451, 2000.
L. Bullini. Origin and evolution of animal hybrid species. Trends in Ecology and Evolution,
9:422–426, 1994.
R W Byrne. Machiavellian intelligence. Evolutionary Anthropology, pages 172–180, 1997.

146

R W Byrne and A Whiten. Machiavellian intelligence. Social expertise and the evolution of
intellect in monkeys, apes, and humans. Clarendon Press, Oxford, 1988.
R. Carneiro. A theory of the origin of the state. Science, 169:733–738, 1970.
T.J. Case and M.L. Taper. Interspeciﬁc competition, environmental gradients, gene ﬂow,
and the coevolution of species’ borders. American Naturalist, 155:583–605, 2000.
B. Chapais. Alliances as a means of competition in primates: evolutionary, developmental
and cognitive aspects. Yearbook of Physical Anthropology, 38:1–22, 1995.
JK Choi and R Bowles. The coevolution of parochial altruism and war. Science, 318:
636–640, 2007.
W.J. Cody. A survey of practical rational and polynomial approximation functions. SIAM
Review, 12(3):400–423, 1970.
R Connor and H Whitehead. Alliances II. rates of encounter during resource utilization: a
general model of intrasexual alliance formation in ﬁssion-fussion societies. Animal Behavior, 69:127–132, 2005.
R C Connor, M R Heithaus, and L M Barre. Complex social structure, alliance stability and
mating success in bottlenose dolphine ‘super-alliance’. Proceedings of the Royal Society
London B, 268:263–267, 2001.
D.W. Corne and J.D. Knowles. No free lunch and free leftovers theorems for multiobjective
optimisation problems. In Evolutionary Multi-Criterion Optimization, volume 2632/2003
of Lecture Notes in Computer Science, page 66. Springer Berlin / Heidelberg, 2003.
J. Coyne and H.A. Orr. Speciation. Sinauer Associates, Inc., Sunderland, Massachusetts,
2004.
H. De Garis. Artiﬁcial embryology - the genetic programming of an artiﬁcial embryo. In
Branko Soucek and the IRIS, editors, Ch.14 in book Dynamic, Genetic, and Chaotic
Programming, pages 373–393. Group, WILEY, 1992.
F B M de Waal. Chimpanzee Politics: Power and Sex among Apes. The Johns Hopkins
University Press, Baltimore, Maryland, 2000.
F B M de Waal. Sex diﬀerences in the formation of coalitins among chimpanzees. Ethology
and Sociobiology, 5:239–255, 1984.

147

M.A.B. Deakin. On the status of mean ﬁtness maximization as a governing principle in
evolution. Bulletin of Mathematical Biology, 35(1-2):43–50, 1973. ISSN 0092-8240 (Print)
1522-9602 (Online). doi: 10.1007/BF02558792.
U. Dieckmann, M. Doebeli, J.A.J. Metz, and D. Tautz. Adaptive speciation. Cambridge
University Press, Cambridge, 2004.
P. Domingos. How to get a free lunch: A simple cost model for machine learning applications.
Proc. AAAI98/ICML98, Workshop on the Methodology of Applying Machine Learning,
pages 1–7, 1998.
K.J. Dooley. A complex adaptive systems model of organization change. Nonlinear Dynamics, Psychology, and Life Sciences, 1(1):69–97, 1997.
H. Dreyfus and S. Dreyfus. Mindless machines. Sciences, 24(6):18, 1984. ISSN 0036861X.
S. Droste, T. Jansen, and I. Wegener. Perhaps not a free lunch but at least a free appetizer.
Proceedings of the First Genetic and Evolutionary Computation Conference, GECCO1999, pages 833–839, 1999.
E.A. Duenez-Guzman, J. Mavárez, M.D. Vose, and S. Gavrilets. Case studies and mathematical models of ecological speciation. 4. hybrid speciation in butterﬂies in a jungle.
Evolution, 69(10), 2009.
L A Dugatkin. A model of coalition formation in animals. Proceedings of the Royal Society
London B, 265:2121–2125, 1998.
L.A. Dugatkin and R.L. Early. Individual recognition, dominance hierarchies and winner
and loser eﬀects. Proceedings of the Royal Society London B, 271:1537–1540, 2004.
R.I.M. Dunbar. The social brain: mind, language, and society in evolutionary perspective.
Annual Review of Anthropology, 32:163–181, 2003.
R.I.M. Dunbar. The social brain hypothesis. Evolutionary Anthropology, 6:178–190, 1998.
A.E. Eiben and J.E. Smith. Introduction to Evolutionary Computing. Natural Computing
Series. Springer, 2003. ISBN 3-540-40184-9.
C Estrada and C D Jiggins. Patterns of pollen feeding and habitat preference among Heliconius species. Ecological Enthomology, 27:448–456, 2002.

148

M V Flinn, D C Geary, and C V Ward. Ecological dominance, social competition, and
coalitionary arms races: why humans evolved extraordinary intelligence? Evolution and
Human Behavior, 26:10–46, 2005.
D. Fogel. Evolutionary Computation: Toward a New Philosophy of Machine Intelligence.
IEEE Press Series in Computational Intelligence, third edition, 2006.
S. Forrest and A.S. Perelson. Genetic algorithms and the immune system. In Classiﬁer
Systems and Immune Networks, volume 496 of Lecture Notes in Computer Science, pages
319–325. Springer Berlin / Heidelberg, 1991.
S. Gavrilets. Models of speciation: what have we learned in 40 years?

Evolution, 57:

2197–2215, 2003.
S. Gavrilets. Fitness landscapes and the origin of species. Princeton University Press,
Princeton, NJ, 2004.
S. Gavrilets. Hybrid zones with epistatic selection of dobzhansky type. Evolution, 51:
1027–1035, 1997.
S. Gavrilets and A. Hastings. Coevolutionary chase in two-species systems with applications
to mimicry. Journal of Theoretical Biology, 191:415–427, 1998.
S. Gavrilets and J. Losos. Adaptive radiation: Contrasting recent theory with data. Science,
6:732–737, 2009.
S. Gavrilets and A. Vose. Dynamic patterns of adaptive radiation. Proceedings of the
National Academy of Sciences USA, 102:18040–18045, 2005.
S. Gavrilets and A. Vose. Case studies and mathematical models of ecological speciation. 2.
Palms on an oceanic island. Molecular Ecology, 16:2910–2921, 2007.
S. Gavrilets and A. Vose. Dynamic patterns of adaptive radiation: evolution of mating
preferences. In R.K. Butlin, J. Bridle, and D. Schluter, editors, Speciation and Patterns
of Diversity. Cambridge University Press, 2009.
S. Gavrilets and A. Vose. The dynamics of Machiavellian intelligence. Proceedings of the
National Academy of Sciences USA, 103:16823–16828, 2006.
S. Gavrilets, A. Vose, M. Barluenga, W. Salzburger, and A. Meyer. Case studies and
mathematical models of ecological speciation. 1. Cichlids in a crater lake. Molecular

149

Ecology, 16:2893–2909, 2007.
S. Gavrilets, E.A. Duenez-Guzman, and M.D. Vose. Dynamics of alliance formation and the
egalitarian revolution. PLoS ONE, 3(10):e3293, 10 2008.
D C Geary. The origin of mind. Evolution of brain, cognition, and general intelligence.
American Psychological Association, Washington, DC, 2005.
D. Goldberg. Genetic Algorithm in Search, Optimization and Machine Learning. AddisonWesley Pub. Co. ISBN: 0201157675, 1989.
Z. Gompert, J. Fordyce, M.L. Froister, A.M. Shapiro, and C.C. Nice. Homoploid hybrid
speciation in an extreme habitat. Science, 314:1923–1925, 2006.
J. Goodall. The chimpanzees of Gombe: patterns of behavior. Belknap Press, Cambridge,
MA, 1986.
V. Grant. The Evolutionary Process. Columbia University Press, New York, 1985.
B.L. Gross and L.H. Rieseberg. The ecological genetics of homoploid hybrid speciation.
Journal of Heredity, 96:241–252, 2005.
P Hammerstein. Why is reciprocity so rare in social animals? A protestant appeal. In
P Hammerstein, editor, Genetic and cultural evolution of cooperation, pages 83–93. MIT
Press, Cambridge, MA, 2003.
A H Harcourt and F B M de Waal. Coalitions and alliances in humans and other animals.
Oxford University Press, Oxford, 1992.
R L Helmold. Osipov: the ‘Russian Lanchester’. European Journal of Operational Research,
65:278–288, 1993.
A.P. Hendry, P. Nosil, and L.H. Rieseberg. The speed of ecological speciation. Functional
Ecology, 2007.
Y.C. Ho and D.L. Pepyne. Simple explanation of the no-free-lunch theorem and its implications. Journal of Optimization Theory and Applications, 115(3):549–570, 2002.
J.H. Holland. Adaptation in natural and artiﬁcial systems. MIT Press, Cambridge, Massachusetts, 1992.
J.H. Holland and J.H. Miller. Artiﬁcial adaptive agents in economic theory. The American
Economic Review, 81(2):365–370, 1991.

150

J. Hollander, M. Lindgarth, and K. Johannesson. Local adaptation but not geographical
separation promotes assortative mating in a snail. Anim Behavior, 70:1209–1219, 2005.
J. Hollander, D.C. Adams, and K. Johannesson. Evolution of adaptation through allometric
shifts in a marine snail. Evolution, 60:2490–2497, 2006.
D J Hruschka and J Henrich. Friendship, cliqueness, and the emergence of cooperation.
Journal of Theoretical Biology, 239:1–15, 2006.
N K Humphrey. The social function of intellect. In P P G Bateson and R A Hinde, editors,
Growing Points in Ethology, pages 303–317. Cambridge University Press, Cambridge,
1976.
G Iannone. Annales history and the ancient maya state: some observations on the "dynamic
model". American Anthropologist, 104:68–78, 2002.
C. Igel and M. Toussaint. On classes of functions for which no free lunch results hold, 2001.
URL http://www.citebase.org/abstract?id=oai:arXiv.org:cs/0108011.
C. Igel and M. Toussaint. A no-free-lunch theorem for non-uniform distributions of target
functions. Journal of Mathematical Modeling and Algorithms, 3(4):313–322, 2004.
C.D. Jiggins. Ecological speciation in mimetic butterﬂies. BioScience, 58:541–548, 2008.
C.D. Jiggins, C. Estrada, and A. Rodriguez. Mimicry and the evolution of premating isolation in Heliconius melpomene Linnaeus. Journal of Evolutionary Biology, 17:680–691,
2004.
C.D. Jiggins, C Salazar, M Linares, and J Mavarez. Hybrid trait speciation in heliconius
butterﬂies. Philosophical Transactions of the Royal Society London B, 363:3047–2054,
2008.
R.E. Jiggins, C.D. Naisbit, R.L. Coe, and J. Mallet. Reproductive isolation caused by colour
pattern mimicry. Nature, 411:302–305, 2001.
A W Johnson and T Earle. The evolution of human societies. From foraging group to
agrarian state. Stanford University Press, Stanford, CA, 1987.
R A Johnstone and L A Dugatkin. Coalition formation in animals and the nature of winner
and loser eﬀects. Proceedings of the Royal Society London B, 267:17–21, 2000.
A. Jolly. Lemur social behavior and primate intelligence. Science, 153:501–506, 1966.

151

J P Kahan and A Rapoport. The theory of coalition formation. Lawrence Erlbaum Associates, Hillsdale, New Jersey, 1984.
D. Kapan. Three-butterﬂy system provides a ﬁeld test of mullerian mimicry. Nature, 409:
338–340, 2001.
J F C Kingman. Stochastic aspects of Lanchester’s theory of warfare. Journal of Applied
Probability, 39:455–465, 2002.
M. Kirkpatrick and N.H. Barton. Evolution of a species’ range. American Naturalist, 150:
1–23, 1997.
M. Klusch and A. Gerber. Dynamic coalition formation among rational agents. IEEE
Intelligent Systems, 17:42–47, 2002.
B.B. Knauft. Violence and sociality in human evolution. Current Anthropology, 32:391–428,
1991.
A.S. Kondrashov. Multilocus model of sympatric speciation. III.computer simulation. Theoretical Population Biology, 29:1–15, 1986.
H. Konishi and D. Ray. Coalition formation as a dynamic process. Journal of Economic
Theory, 110:1–41, 2003.
M. Köppen. Some technical remarks on the proof of the no free lunch theorem. Proceedings
of the Joint Conference on Information Sciences, JICS-2000, pages 1020–1024, 2000.
M. Köppen, D. Wolpert, and M. Macready. Remarks on a recent paper on the ’no free lunch’
theorems. IEEE Transactions on Evolutionary Computation, 5(3):295–296, 2001.
M.R. Kronforst, L.G. Young, D.D. Kapan, C. McNeely, R.J. O’Neill, and L. Gilbert. Linkage
of butterly mate preference and wing color preference cue at the genomic location of
wingless. Proceedings of the National Academy of Sciences USA, 103:6575–6580, 2006.
M. Kupperman. On comparing two observed frequency counts. Journal of the Royal Statistical Society. Series C (Applied Statistics), 9(1):37–42, 1960. ISSN 00359254. URL
http://www.jstor.org/stable/2985757.
H G Landau. On dominance relationships and the structure of animal societies. I. eﬀect on
inherent charactreristics. Bulletin of Mathematical Biophysics, 13:1–19, 1951a.

152

H G Landau. On dominance relationships and the structure of animal societies.I. some
eﬀects on possible social factors. Bulletin of Mathematical Biophysics, 13:245–262, 1951b.
R. Lande. Models of speciation by sexual selection on polygenic characters. Proceedings of
the National Academy of Sciences USA, 78:3721–3725, 1981.
R. Lande. Rapid origin of sexual isolation and character divergence in a cline. Evolution,
36:213–223, 1982.
D Lusseau, B Wilson, P S Hammond, K Grellier, J W Durban, K M Parsons, T R Barton,
and P M Thompson. Quantifying the inﬂuence of sociality on population structure in
bottlenose dolphines. Journal of Animal Ecology, 75:14–24, 2006.
M. W. Macy and A. Flache. Learning dynamics in social dilemmas. Proceedings of the
National Academy of Sciences USA, 99:7229–7236, 2002.
J. Mallet. Mimicry: an interface between psychology and evolution. Proceedings of the
National Academy of Sciences USA, 98:8928–8930, 2001.
J. Mallet. Hybrid speciation. Nature, 446:279–283, 2007.
J. Mallet.

Rapid speciation, hybridization and adaptive radiation in the Heliconius

melpomene group. Cambridge University Press, 2009.
J. Mallet and N.H. Barton. Inference from clines stabilized by frequency-dependent selection.
Genetics, 122:967–976, 1989a.
J. Mallet and N.H. Barton. Strong natural selection in a warning-color hybrid zone. Evolution, 43:421–431, 1989b.
J. Mallet, W.O. McMillan, and C. Jiggins. Mimicry and warning color in the boundary
between races and species. In D.J. Howard and S.H. Berlocher, editors, Endless forms:
Species and speciation, pages 390–403. Oxford University Press, New York, 1998.
J Marcus. Political ﬂuctuations in mesoamerica. National Geographic Research and Exploration, 8:392–411, 1992.
J.A.R.
alistic

Marshall

and

algorithms

T.G.
for

Hinton.
arbitrary

Beyond
problem

no

classes,

free
2009.

http://www.citebase.org/abstract?id=oai:arXiv.org:0907.1597.

153

lunch:

ReURL

J. Mavárez and M. Linares. Homoploid hybrid speciation in animals. Molecular Ecology, 17:
4181–4185, 2008.
J. Mavarez, C.A. Salazar, E. Bermingham, C. Salcedo, C.D. Jiggins, and M. Linares. Speciation by hybridization in Heliconius butterﬂies. Nature, 441:868–871, 2006.
E. Mayr. Ecological factors in speciation. Evolution, 1:263–288, 1947.
E.M. McCarthy, M.A. Asmussen, and W.W. Anderson. A theoretical assessment of recombinational speciation. Heredity, 74:502–509, 1995.
W.O. McMillan, C.D. Jiggins, and J. Mallet. What initiates speciation in passion-vine
butterﬂies? Proceedings of the National Academy of Sciences USA, 94:8628–8633, 1997.
M.C. Melo, C. Salazar, C.D. Jiggins, and M. Linares. Assortative mating preferences among
hybrids oﬀers a route to hybrid speciation. Evolution, 2009.
M. Mesterton-Gibbons and T. N. Sherratt. Coalition formation: a game-theoretic analysis.
Behavioral Ecology, 18:277–286, 2007.
A. Meyer, W. Salzburger, and M. Schartl. Hybrid origin of a swordtail species (teleostei:
Xiphophorus clemenciae) driven by sexual selection. Molecular Ecology, 15:721–730, 2006.
J C Mitani and S J Amsler. Social and spatial aspect of male subgrouping in a community
of wild chimpanzees. Behaviour, 140:869–884, 2003.
F.B.G. Moore and S.J. Tonsor. A simulation of wright shifting-balance process: migration
and the 3 phases. Evolution, 48:69–80, 1994.
P.A.P. Moran. "on the nonexistence of adaptive topographies". Annals of Human Genetics,
27:383–393, 1964.
F. Müller. Ituna and Thyridia: a remarkable case of mimicry in butterﬂies. Proceedings of
the Entomology Society of London, pages XX–XXIX, 1879.
R B Myerson. Game theory. Analysis of conﬂict. Harvard University Press, Cambridge,
MA, 1991.
R.E. Naisbit, C.D. Jiggins, and J. Mallet. Disruptive sexual selection against hybrids contributes to speciation between Heliconius cydno and Heliconius melpomene. Proceedings
of the Royal Society London B, 268:1–6, 2001.

154

R.E. Naisbit, C.D. Jiggins, M. Linares, C. Salazar, and J. Mallet. Hybrid sterility, Haldane’s
rule and speciation in Heliconius cydno and H. melpomene. Genetics, 161:1517–1526, 2002.
R. Nevalinna and V. Paatero. Introduction to complex analysis. AMS Chelsea Publishing,
2007.
M E J Newman. The structure and function of complex networks. SIAM Review, 45:167–256,
2003.
N E Newton-Fisher. Hierarchy and social status in Budongo chimpanzees. Primates, 45:
81–87, 2004.
C.C. Nice, A. Fordyce, M. Shapiro, and R. French-Constant. Lack of evidence for reproductive isolation among ecologically specialized lycaenid butteﬂies. Ecological Entomology,
27:702–712, 2002.
R Noë. Alliance formation among male baboons: shopping for proﬁtable partners. In A H
Harcourt and F B M de Waal, editors, Coalitions and alliances in humans and other
animals, pages 285–321. Oxford University Press, Oxford, 1992.
R Noë. A model of coalition formation among male baboons with ﬁghting ability as the
crucial parameter. Animal Behavior, 47:211–213, 1994.
A.W. Nolte, J. Freyhof, K.C. Stemshorn, and D. Tautz. An invasive lineage of sculpins,
Cottus sp (Pisces, Teleostei) in the rhine with new habitat adaptations has originated
from hybridization between old phylogeographic groups. Proceedings of the Royal Society
London B, 272:2379–2387, 2005.
P. Nosil. Divergent host plant adaptation and reproductive isolation between ecotypes of
Timema cristinae walking sticks. The American Naturalist, 169:151–162, 2007.
T. Ohta and M. Kimura. A model of mutation appropriate to estimate the number of
electrophoretically detectable alleles in a ﬁnite population. Genetical Research, 22:201–
204, 1973.
H.A. Orr. Haldane’s rule. Annual Review of Ecology and Systematics, 28:195–218, 1997.
J. M. Pacheco, A. Traulsen, and M. A. Nowak. Active linking in evolutionary games. Journal
of Theoretical Biology, 243:437–443, 2006.

155

S A Pandit and C P van Schaik. A model of leveling coalitions among primate males:
towards a theory of egalitarism. Behavioral Ecology and Sociobiology, 55:161–168, 2003.
S.L. Peck. Simulation as experiment: a philosophical reassessment for biological modeling.
TRENDS in Ecology and Evolution, 19(10), 2004.
R. Pemantle and B. Skyrms. Network formation by reinforcement learning: The long and
medium runs. Mathematical Social Sciences, 48:315–327, 2004a.
R. Pemantle and B. Skyrms. Time to absorption in discounted reinforcement models. Stochastic Processes and their Applications, 109:1–12, 2004b.
O. Puebla, E. Bermingham, F. Guichard, , and E. Whiteman. Colour pattern as a single
trait driving speciation in hypoplectrus coral reef ﬁshes? Proceedings of the Royal Society
London B, 274:1265–1271, 2007.
O.M. Querin, G.P. Steven, and Y.M. Xie. Evolutionary structural optimisation (eso) using
a bidirectional algorithm. Engineering Computations, 15, 1998. ISSN 0264-4401.
P J Richerson and R Boyd. Not by genes alone. How culture transformed human evolution.
University of Chicago Press, Chicago, 2005.
A.W. Roberts and D.E. Varberg. In Convex functions, volume 57 of Pure and applied
mathematics. Academic Press, 1973. ISBN 9780125897402.
G Roth and U Dicke. Evolution of the brain and intelligence. Trends in Cognitive Sciences,
9:250–257, 2005.
J. Rowe, M.D. Vose, and A.H. Wright. Reinterpreting no free lunch. Evolutionary Computation, x:xxx–xxx, 2009.
P.H. Rubin. Darwinian politics: the evolutionary origin of freedom. Rutgers University
Press, New Brunswick, 2002.
H.D. Rundle and P. Nosil. Ecological speciation. Ecology Letters, 8:336–352, 2005.
S. Sadedin and M.J. Littlejohn. A spatially explicit individual-based model of reinforcement
in hybrid zones. Evolution, 57:962–970, 2003.
S. Sadedin and G. Paperin. Implications of the social brain hypothesis for evolving humanlike cognition in digital organisms. ECAL 2009, 2009.

156

S. Sadedin, J. Hollander, M. Panova, K. Johannesson, and S. Gavrilets. Case studies and
mathematical models of ecological speciation 3: Ecotype formation in a swedish snail.
Molecular Ecology, 18:4006–4026, 2009.
C.A. Salazar, C.D. Jiggins, C.A. Arias, A. Tobler, E. Bermingham, and M. Linares. Hybrid
incompatibility is consistent with hybrid origin of Heliconius heurippa Hewitson from its
close relatives, Heliconius cydno Doubleday and Heliconius melpomene Linnaeus. Journal
of Evolutionary Biology, 18:247–256, 2005.
C.A. Salazar, C.D. Jiggins, J.E. Taylor, M.R. Kronforst, and M. Linares. Gene ﬂow and the
genealogical history of Heliconius heurippa. BioMed Central Evolutionary Biology, 2008.
W. Salzburger and A. Meyer. The species ﬂocks of East African cichlid ﬁshes: recent
advances in molecular phylogenetics and population genetics. Naturwissenschaften, 91:
277–290, 2004.
F. C. Santos, J. M. Pacheco, and T. Lenaerts. Cooperation prevails when individuals adjust
their social ties. PLOS Computational Biology, 2:1284–1291, 2006.
V. Savolainen, M.C. Anstett, C. Lexer, I. Hutton, J.J. Clarkson, M.V. Norup, M.P. Powell,
D. Springate, N. Salamin, and W.J. Baker. Sympatric speciation in palms on an oceanic
island. Nature, 441:210–213, 2006.
J.D. Schaﬀer, D. Whitley, and L.J. Eshelman. Combinations of genetic algorithms and
neural networks: A survey of the state of the art. In D. Whitley and J.D. Schaﬀer, editors,
Proceedings of the International Workshop on Combinations of Genetic Algorithms and
Neural Networks, pages 1–37. IEEE Computer Soc. Press, 1992.
D. Schluter. The ecology of adaptive radiation. Oxford University Press, Oxford, 2000.
C. Schumacher. Black box search - framework and methods. PhD thesis, The University of
Tennesee, Knoxville, 2000.
C. Schumacher, M.D. Vose, and D. Whitley. The no free lunch and problem description
length. Proceedings of the 3rd annual conference on Genetic and evolutionary computation,
GECCO-2001, pages 565–570, 2001.
T. Schwander, S. Helms-Cahan, and L. Keller. Characterization and distribution of pogonomyrmex harvester ant lineages with genetic caste determination. Molecular Ecology, 16:

157

367–387, 2007.
D. Schwarz, B.M. Matta, N.L. Shakir-Botteri, and B. McPheron. Host shift to an invasive
plant triggers rapid animal hybrid speciation. Nature, 436:546–549, 2007.
J. Scriber and G. Ording. Ecological speciation without host plant specialization; possible
origins of a recently described cryptic papilio species. Entomologia Experimentalis et
Applicata, 115:247–263, 2005.
O Seehausen. Hybridization and adaptive radiation. Trends in Ecology and Evolution, 19:
198–207, 2004.
O. Seehausen. African cichlid ﬁsh: a model system in adaptive radiation research. Proceedings of the Royal Society London B, 273:1987–1998, 2006.
O. Seehausen. Chance, historical contingency and ecological determinism jointly determine
the rate of adaptive radiation. Heredity, 99:361–363, 2007.
B. Skyrms and R. Pemantle. A dynamic model of social network formation. Proceedings of
the National Academy of Sciences USA, 97:9340–9346, 2000.
J. Smiley. Plant chemistry and evolution of host speciﬁcity - new evidence from heliconius
and plassiﬂora. Science, 201:745, 1978.
J R Stevens, F A Cushman, and M D Hauser. Evolving the phychological mechanisms for
cooperation. Annual Review of Ecology and Systematics, 36:499–518, 2005.
G F Striedter. Principles of brain evolution. Sinauer, Sunderland, MA, 2005.
A. Sweeney, C. D Jiggins, and S. Johnsen. Polarized light as a mating signal in a butterﬂy.
Nature, 423:31–32, 2003.
D.J. Taylor, H.L. Sprengher, and S. Ishida. Geographic and phylogenetic evidence for dispersed nuclear introgression in a daphniid with sexual propagules. Molecular Ecology, 14:
525–537, 2005.
X. Thibert-Plante and A. Hendry. Five questions on ecological speciation addressed with
individual-based simulations. Journal of Evolutionary Biology, 22:109–123, 2009.
P. Turchin. Historical Dynamics: Why States Rise and Fall. Princeton University Press,
Princeton, NJ, 2003.
P. Turchin. War and Peace and War: The Life Cycles of Imperial Nations. Pi Press, 2005.

158

M.C. Ungerer, S.J.E. Baird, J. Pan, and L.H. Riesberg. Rapid hybrid speciation in wild
sunﬂowers. Proceedings of the National Academy of Sciences USA, 95:11757–11762, 1998.
P. van Dijk and R. Bijlsma. Simulations of ﬂowering time displacement between two cytotypes that form inviable hybrids. Heredity, 72:522–535, 1994.
C P van Schaik, S A Pandit, and E R Vodel. A model for within-group coalitionary aggression
among males. Behavioral Ecology and Sociobiology, 57:101–109, 2004.
C P van Schaik, S A Pandit, and E R Vodel. Toward a general model for male-male coalitions
in primate groups. In P M Kappeler and C P van Schaik, editors, Cooperation in primates
and humans, pages 151–171. Springer-Vrlag, Berlin, 2006.
H Vervaecke, H de Vries, and L van Elsacker. Function and distribution of coalitions in
captive bonobos (Pan paniscus). Primates, 41:249–265, 2000.
D. Vose. A linear algorithm for generating random numbers with a given distribution. IEEE
Transactions on Software Engineering, 17(9):972–974, 1991.
M.D. Vose. The Simple Genetic Algorithm – Foundations and Theory. MIT Press, 1999.
M. Wardetzky, S. Mathur, F. Kalberer, and E. Grinspun. Discrete laplace operators: No
free lunch. In A. Belyaev and M. Garland, editors, Eurographics Symposium on Geometry
Processing, 2007.
D.A. Waterman. A guide to expert systems. Addison-Wesley Longman Publishing Co., Inc.,
Boston, MA, USA, 1985. ISBN 0-201-08313-2.
SA West, AS Griﬃn, and Gardner A. Social semantics: altruism, cooperation, mutualism,
strong reciprocity and group selection. Journal of Evolutionary Biology, 20:415–432, 2007.
K G White. Forfetting functions. Animal Learning and Behavior, 29:193–207, 2001.
H Whitehead and R Connor. Alliances I. how large should alliance be? Animal Behavior,
69:117–126, 2005.
A Whiten and R W Byrne. Machiavellian intelligence II. Extensions and evaluations. Cambridge University Press, Cambridge, 1997.
D. Whitley. A free lunch proof for gray versus binary encodings. Proceedings of the Genetic
and Evolutionary Computation - GECCO-1999, pages 726–733, 1999.

159

D. Whitley and J. Rowe. Focused no free lunch theorems. Proceedings of the 10th annual
conference on Genetic and evolutionary computation, GECCO-2008, pages 811–818, 2008.
A Widdig, W J Streich, and G Tembrock.

Coalition formation among male Barbary

macaques (Macaca sylvanus). American Journal of Primatology, 50:37–51, 2000.
M L Wilson, N F Britton, and N R Franks. Chimpanzees and the mathematics of battle.
Proceedings of the Royal Society London B, 269:1107–1112, 2002.
R M Wittig, C Crockford, R M Seyfarth, and D L Cheney. Vocal alliances in Chacma
baboons (Papio hamadryas ursinus). Behavioral Ecology and Sociobiology, 61:899–909,
2007.
D. Wolpert and M. Macready. No free lunch theorems for search. Techinical Report, SFITR-95-02-010, 1995.
D. Wolpert and M. Macready. No free lunch theorems for optimization. IEEE Transactions
on Evolutionary Computation, 1(1):67–82, 1997.
J.R. Woodward and J.R. Neil. No free lunch, program induction and combinatorial problems.
In Genetic Programming, volume 2610/2003 of Lecture Notes in Computer Science, pages
287–313. Springer Berlin / Heidelberg, 2003.
R W Wrangham. Evolution of coalitionary killing. Yearbook of Physical Anthropology, 42:
1–30, 1999.
S. Wright. Evolution and the genetic of populations, vol. 3. University of Chicago Press,
Chicago, 1977.
X. Yao and Y. Liu. Towards designing artiﬁcial neural networks by evolution. Applied Mathematics and Computation, 91(1):83 – 90, 1998. ISSN 0096-3003. doi: DOI: 10.1016/S00963003(97)10005-4.

160

Vita
Edgar Alfredo Duéñez Guzmán was born in Guadalajara, Jalisco, Mexico on June 19,
1981. In 2004 he graduated from the University of Guanajuato with a Bs. Sc. in mathematics with a minor in computer science. He received a Ms. Sc. in industrial mathematics and computer science from the Mathematics Research Center (Centro de Investigación
en Matemáticas, CIMAT) in 2004. From there, he went to the University of Tennessee,
Knoxville and received a Ph. D. in Computer Science with an Interdisciplinary Graduate
Minor in Computational Science in 2009.
Edgar is currently working as a postdoctoral research fellow in the department of Organismic and Evolutionary Biology at Harvard University, Cambridge, MA.

161

