In the semiconductor manufacturing process, measurements can not always be performed online. It will cause the metrology delay. The delay will affect the stability, performance and reliability of the process. Generally the metrology delay is stochastic, so it is difficult to model such semiconductor manufacturing processes. This paper present a novel modeling approach ----Takagi-Sugeno(T-S) model to handle the different metrology delay. This approach does not require the knowledge of exact values of the stochastic delays. And, it can addresses situations involving all possible delays. On basis of the T-S model and exponentially weighted moving average (EWMA) disturbance estimation algorithm, the mean and the variance of the output are derived. Some numerical examples are provided to prove the validity of the T-S model.
INTRODUCTION
Run-to-run control is a popular scheme in semiconductor manufacturing industry to compensate the disturbance. Two basic run-to-run control algorithms are exponentially weighted moving average (EWMA) algorithm and double EWMA algorithm. The pioneer work on single EWMA algorithm to semiconductor run-to-run control was carried out by Sachs et al. (1995) . Tseng et al. (2003) presented time-varying weight EWMA algorithm to handle ARMA(1,1) and IMA(1,1) disturbance. Martin and Nital (2007) divided EWMA controller into finite and infinite form, indicated advantage and disadvantage of both, and presented adaptive control approach to the finite EWMA controller. Wang, He and Qin (2010) analyzed and compared gain adaptation and intercept adaptation of EWMA run-to-run controllers . Because of current measurement technology level and costly in situ sensor, most process data is measured off-line, not online. Generally in semiconductor manufacturing industry, measurement is made after several runs, thus process parameters of next run can be corrected. Therefore, the metrology delay is probably longer than one run. Besides, since the maintenance and repair of measurement device will lead to the change of the delay, the metrology delay will be time-varying and stochastic. It is obvious that the delay will affect stability of the manufacturing process and applicability of control approach, thus reduce yield rate and equipment efficiency. Therefore, it is important to develop run-to-run control approach to deal with stochastic metrology delay.
In fact, metrology delay is a difficult problem in semiconductor manufacturing process control. It has not been extensively studied in the last few years yet. Good and Qin (2002) examined stability bounds for the discount factors of both single input single output (SISO) and multiple inputs multiple outputs (MIMO) double EWMA run-to-run controllers when there is plant-model mismatch and metrology delay. Few years later, Good and Qin (2006) analyzed the stability of MIMO EWMA run-to-run controller with metrology delay using the generalized Routh-Hurwitz criterion.
They derived the necessary and sufficient conditions for stability with metrology delays up to two runs, and developed a sufficient condition for the stability of the MIMO system with metrology delay longer than two runs. Wu et al. (2008) analyzed the influences of metrology delay on both the transient and asymptotic properties of the product quality for the case when a linear system with an initial bias and a stochastic autoregressive moving average(ARMA) disturbance is under EWMA run-to-run control. They pointed out that metrology delay is only important for processes that experience nonstationary stochastic disturbance. Wang, He and Qin et al. (2005) adopt recursive least squares (RLS) estimation algorithm to handle metrology delay, and compare it with the traditional EWMA algorithm. Su et al. (2008) present results for determining maximum tolerable sampling intervals, maximum tolerable delay, and measurement priority if control performance takes priority over economics. Jin and Tsung (2009) introduced a Smith predictor control scheme into EWMA controllers, and compared stability properties of this Smith-EWMA and EWMA run-to-run controllers.
However, all the aforementioned works are based on the assumption that the metrology delay is fixed. Few results is relevant with stochastic delay except Zhang et al. (2009) . They proposed probability density function (PDF) based optimal control algorithm for processes where the disturbance and delay are non-Gaussian to handle the uncertain metrology delay. They gave an innovative performance index by incorporating the entropy (or information potential) and the mean value of tracking error with constraints on control input energy.
A model named T-S model is proposed by Takagi and Sugeno (1985) to represent complicated systems. In recent years, there has been a rapidly growing popularity of the applications of T-S fuzzy models. Tanaka and Wang (2001) point out that the main feature of a T-S fuzzy model is to express the local dynamics of each fuzzy rule by a simple linear-system model. The overall fuzzy model of a system is achieved by fuzzy "blending" of the local models with membership functions.
In this paper, a T-S model is used to handle the stochastic metrology delays of mixed-product semiconductor manufacturing process. This proposed modeling approach not only incorporates all possible metrology delays, but also does not require the knowledge of exact values of the delays. Based on the T-S model, the global output of the singleproduct and mixed-product process with a EWMA run-to-run controller is derived, thus the mean and variance of the output are given. As an application of the T-S modeling method, and the problem of fault tolerant control is considered. A fault-tolerant EWMA run-to-run control algorithm is proposed. A number of papers have been published on fault detection of control systems using T-S model. But to our knowledge, few considered time-delay systems.
The remainder of the paper is organized as follows. In Section 2, the T-S modeling method is proposed for singleproduct and mixed-product EWMA run-to-run control systems with stochastic metrology delay. In Section 3, the performance including the mean and variance of the output is derived. Numerical examples are provided in Section 4 to prove the efficiency of the proposed approach.
The conclusion remarks are presented in Section 5.
T-S MODEL FOR BATCH PROCESS WITH METROLOGY DELAY

T-S Model Setup
A single-product process is considered first. Assume that the input-output relationship for the product tool is linear as following:
where k y is the output at run k, k u is the manipulated variable, β is the process gain, and k a is the instantaneous disturbance.
The predicted model of the process is
where b and ˆk a are model gain and offset parameters estimated for the system, respectively. Both of these parameters are determined a priori by a design of experiments procedure.
If the metrology delay is k
since the controller will always use the most recent data. The disturbance is estimated by EWMA filter as 1(
where ω is a discount factor which is between 0 and 1, and a is a IMA(1,1) with deterministic drift
ε is the white noise and
A control law is used to determine the control recipe for the next run, i.e.,
where T is the desired target. Without loss of generality, we assume 0 T = for single product process.
If k τ is fixed, by combining (1), (3) and (4), we get 1ˆ ( 1 ) (1 )
where
is the model error of the process gain. Ztransforming (5), we get
where (4) and (6), thus
If k τ is stochastic, assume the maximum delay is Takagi 
Rule i ( i =1,…,d ):
IF k τ is i, THEN the local model of estimated disturbance ˆk a can be achieved by (7) as follows
The global model is the fuzzy fusion of the local ones. IF-THEN rules provide the relationship between the local and the global model. Therefore, the global model of the estimated disturbance can be concluded as follows: 
Z-transforming (9), we get
Combine (1), (4) and (10), thus
By (11), we get the characteristic equation of the closed-loop system:
The system described by (1)- (4) is stable if and only if the roots of ( ) f z lie inside the unit cycle. Moreover, based on (9), the stability condition can be derived by Lyapunov method proposed by Boyd et al. (1994) .
Membership Computation
k τ k 1 τ + k τ k 1 τ +
Fig.1 Metrology delay of process data at run k and k+1
The process controller will always use the most recent data. As shown in Fig.1 , since the metrology delay at run k is k τ , the controller at run k will accept the process data at run and the transition probability
As Hersh and Caramazza (1976) and Stallings (1977) point out that the membership function can be regarded as a probability function. Thus, we can conclude
The Markov state probability Theorem 1 extends the results proposed by Zheng et al. (2006) to obtain j|i p . 
P( A| B) P( AB) / P( A) =
, we can discuss j|i p according to the metrology delay of the data that is sent out between run 
Consequently,
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PERFORMANCE ANALYSIS
In this subsection, the process performance including the mean and variance of the process output based on the T-S model is derived. And the compensatory EWMA run-to-run control approach is proposed. 
The Mean
For the mixed-product process, the mean of the output of product 1 can be derived according to Theorem 2.
Theorem 2: The mean of the output of a single-product process is (11) and (14), we get the following equation for product 1 according to time series theory.
Remark 1: Theorem 2 indicates that if there is no metrology delay, ( ) y Ε will hit the target.
Remark 2: Theorem 2 shows that the mean of the product output is relevant with δ , ξ , ω . The largerδ , the smaller ω and ξ , the larger ( ) y Ε will be.
The Variance
The variance of the output is derived in the following theorem.
Theorem 3:
The variance of the output of a single-product process satisfies the following inequation ( )
Proof: According to probability theory, we have 
, 
( 1)(1 ) (1 ( ) ) ((2 2) 1) (1 ) 2 The simulated process output and the output computed by proposed T-S fuzzy model in 500 runs is shown in Fig.2 From Fig.2 , we found the distribution and statistical characteristics of both output is similar. The mean of the simulated practical output and the T-S model output are 0.3904 and 0.3878 respectively; the variances of both are 0.0158 and 0.0129 respectively. It is obvious that T-S model output is close to the practical output. This proves that T-S model is effective for the single-product process with stochastic metrology delay. Table 1 gives the mean and variance of the product output by different parameters such as δ , T , ω and ξ . It is obvious that the mean computed by Corollary 2 is very close to the mean computed by simulated output data of 500 runs. It proves both the T-S modeling approach and Corollary 2. Moreover, comparing data 1# with 2#, and 2# with 3#, we conclude reducing δ and T will decrease the mean.
Similarly, the mean will be improved by reducing ω and ξ from data 3# / 4#, and 4# / 5#. This proves remark 2 of Theorem 2, i.e., the larger T and δ , the smaller ω and ξ , the larger ( ) y Ε will be. As for variance, it changes less with different parameters. We find the target T has no effect on both variance and its upper limits from data 2# and 3#.
Similarly from data 1# and 2#, δ does not affect upper limit but is really relevant with variance. It can be concluded from data 4# and 5# that the larger ξ , the smaller variance and its upper limit. This is consistent with remark 2 of Theorem 3. Furthermore, the computed variance upper limit is conservative according to the comparison of the data in the two columns. 
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