Introduction

35
The first part of the present work was focused on the numerical investigation of classical To avoid the above-mentioned drawbacks, a novel neural network-based algorithm to estimate 49 the largest Lyapunov exponents by considering only one coordinate has been proposed. Golovko [20] 50 reported the neural network algorithm for computation of a full spectrum of Lyapunov exponents. 
53
In references [6, 7] , the method of largest Lyapunov computation using the synchronization 54 phenomena of identical systems has been proposed. A few types of coupling have been studied,
55
depending on the type of the considered system. It has been pointed out that large computational 56 time is required to achieve full synchronization.
57
The method proposed in references [4, 5] is particularly suitable to study chaotic dynamics of 58 continuous mechanical systems. It should be emphasized that, owing to the research results
59
published by the authors of the present paper, the analysis of nonlinear dynamics based on the 60 estimation of the Lyapunov exponents yields a conclusion that the mentioned problems have not 
68
Fourier spectra and Poincaré pseudo-maps.
69
It is known that the fundamental property of chaos is the existence of strong sensitivity to a 
74
[24] proved that the condition of sensitivity to the initial condition can be neglected, i.e. conditions of 75 transitivity and periodicity imply sensitivity condition.
76
Knudsen [25] defined chaos as a function given on a bounded metric space which has a dense 77 orbit and essentially depends on initial conditions.
78
Owing to chaos definition proposed by Gulick [26] , chaos exists when either there is essential 
84
The following dynamical system was considered
86
where х stands for the N-dimensional state vector.
87
Two closed phase points х1 and х2 were chosen (in the phase space). They stand for the origins 88 of the trajectories ( 1 ( ) and 2 ( )). The change in the distance d between two corresponding points 89 of these trajectories under evolution of system (1) can be monitored by:
(2) If the dynamics of system (1) is chaotic, d(t) increases exponentially in time, i.e.
( ) ≈ (0) .
(3) This yields the average velocity of the exponential divergence of the trajectories
or more precisely,
Quantity h is known as the Kolmogorov-Sinai entropy (KS-entropy 
101
The spectrum of Lyapunov exponents makes it possible to qualitatively quantify a local property 102 with respect to stability of an attractor. Consider a phase trajectory х(t) of the dynamical system (1),
103
starting from the point х(0), as well as its neighborhood trajectory 1 ( ) as follows
105
The following function can be constructed
107 which is defined on the vectors of initial displacement ⃗(0) such that | ⃗(0)| = , where 0.
  108
All possible rotations of the initial displacements vector with respect to n directions of the N- 
111
Positive/negative values of LEs can be viewed as a measure of the averaged exponential 112 divergence/convergence of the neighborhood trajectories.
113
A sum of LEs stands for an averaged divergence of the phase trajectories flow. In the case of a 114 dissipative system, i.e. a system possessing an attractor, this sum is always negative. As numerical
115
case studies show, in some dissipative systems, the LEs are invariant with respect to all chosen initial
116
conditions. This is why a spectrum of LEs can be understood as the property of an attractor.
117
Usually 
159
The time interval T is chosen in a way to keep the amplitude of perturbation less than the linear 
162
Finally, the so far described procedure is implemented taking into account 1 
167
In order to achieve a higher estimate, one can take large 
191
We take the following perturbed points
193
Next, the process is repeated, i.e. instead of the points 0 , 0 , 0 and 0 , the points 1 , 1 ′ , 1 ′ and 194 1 ′ are taken into account, respectively.
195
Repeating the so far described procedure M times, one computes
197
Then, a spectrum Λ = {λ 1 , λ 2 , λ 3 } of LEs can be found by the following formulas:
199
In this method, the choice of time interval T plays a crucial role. Indeed, if one takes too large 
212
We defined a Lyapunov exponent and a spectrum of Lyapunov exponents, and then illustrated 213 how the system dynamics depends on the number of exponents with different signs in the spectrum.
214
Our approach included reconstruction of an attractor and investigation of orbital divergence on the 
220
Two versions of the method are proposed. The first one includes the so-called fixed evolution
221
time, where the time interval associated with the change of the points is fixed.
222
The main idea of the proposed method is as follows: the largest Lyapunov exponent is computed 223 based on one time series and used when the equations describing the system evolution are unknown
224
and when it is impossible to measure all remaining phase coordinates. 
230 where
We take a point from the series (3) and denote it by 0 . 
259
The proposed algorithms can be used to detect chaos as well as to compute its parameters also 
284
The method yields correct results if the value of the Lyapunov exponent is known a priori, and
285
hence the space with the tangent equal to that value can be chosen.
286
3.5. Computation of LLE based on synchronization of nonnegative feedback [6, 7] 287
In reference [6], the method of LLE computation based on synchronization of coupled identical 288 systems was proposed. The following k-dimensional discrete system:
290
was considered, where ∈ ℝ , ∈ (1, 2, … , ) . The supplemental system was proposed in the
291
following way
294
295
where , , ∆ ∈ ℝ . Evolution of k-dimensional system is governed by k of LLEs. Consequently,
296
synchronization of the perturbed and nonperturbed systems (19а) and (19b) is guaranteed by the 297 following inequality
299
where λ stands for LLEs of the studied systems (18). 
303
In reference [7] , systems with excitations are studied. The authors proposed the following way 304 of coupling of identical systems:
306
307
The presented approach is limited to application to the systems with known equations of 
327
Assuming that the radius is sufficiently small, one can introduce the operator as follows 328 + = .
329
The operator describes the system in variations. To estimate the operator A, the least-square 330 method can be employed:
332
This yields the following system of equations of the dimension × : 
339
where { } is a set of basic vectors in tangent space Ϛ .
340
The algorithm can be realized in a way similar to the computation of LEs of the ODEs given 341 analytically.
Let us choose an arbitrary basis { } and then follow the changes in the length of the vector
343
. As the vectors grow and their orientations change, it is necessary to perform their 344 orthogonalization and normalization by using, for example, the Gramm-Schmidt procedure. Then,
345
the procedure is repeated for the new basis.
346
The mentioned method allows one to estimate a spectrum of nonnegative LEs. However, the 347 method has a serious disadvantage -it is highly sensitive to noise and errors. 
354
To realize the neural network algorithm, the following criteria were taken into account:
355
(i) the network is sensitive to the input information (information is given in the form of real 356 numbers);
357
(ii) the network is self-organizing, i.e. it yields the output space of solutions only based on the 
367
In the network, there is a hidden layer of neurons, which contains the hyperbolic tangent playing 368 a role of an activation function (Fig. 4) .
369
A derivative of the hyperbolic tangent is described by a quadratic function, as it is in the case of 
373
Prognosis of ̂ of a scalar time series is made by employing the following formula 388
In the case of the network given by (22), the partial derivatives have the following form
The largest value is the optimal embedding dimension, and the key role is played by ̂( j) as 
393
The weight coefficients of the trained neural network are substituted to the matrix of solutions, 
Gauss wavelets [13]
398
In the majority of engineering problems, the Fourier analysis is insufficient, since it deals with 399 the averaged spectrum of the whole studied vibration signal and presents only a general picture of 400 the signal. On the contrary, wavelets play a role of a microscope, which allows one to observe the 401 spectrum at each time instant, and hence to detect a birth/death of the frequencies in time.
402
A wavelet transform of a 1D signal consists of its development with respect to a basis being 
405
In the present work, the Gauss wavelets, defined as derivatives of the Gauss function, were used.
406
Higher-order derivatives have many zero moments, and hence they allow one to obtain information 407 about higher-order features hidden in the investigated signal.
408
The 8 th order Gauss wavelets of the of the following form were employed 
Analysis of classical dynamical systems by LEs and Gauss wavelets
411
In this section, we study simple classical systems (Tables 1, 4 (Tables 3, 6 , 9, 12, 15).
415
Logistic map [10]
416
A logistic map describes how the population changes with respect to time
417
X n+1 = RX n (1 − X n ).
Here, X n takes the values from 0 to 1 and presents the population in the n-th year, whereas X 0 418 denotes the initial population (in the year 0); R is a positive parameter characterizing an increase in 419 the population (computations were carried out for R = 4).
420
The first Lyapunov exponent and the Kaplan-Yorke dimension were estimated by Sprott [35] .
421
He obtained: λ1=0.693147181, and the Kaplan-Yorke dimension: 1.0.
422 Tables 1, 4 
g) the system consists of one control parameter, and hence the graph of Lyapunov exponents cannot be constructed 
436
As can be seen in 
441
The Hénon map takes a point   
444
The following parameters are fixed for numerical experiments:
Since the 445 equations (28) do not correspond to a real object, the parameters are replaced with fixed values. Sprott
446
[34] computed the Lyapunov spectrum and the Kaplan-Yorke dimension of the map using the 
455
Similarly to the logistic map, the power spectrum exhibits a uniform noisy shape. However, one given set of control parameters, the system mainly remains in a periodic regime, but it exhibits chaotic 461 dynamics for large values of the control parameters. 
463
475
To obtain the hyperchaotic Hénon map, one needs to take a point ( , , ) 
495
507
The following Rössler system of ODEs was investigated 
518
The power spectrum contains the fundamental frequency 1 , which is accompanied by damped 519 bursts (frequencies 2 − 10 ). In the whole time interval, the Gauss wavelet exhibits the brightest 520 region of the fundamental frequency with darker peaks going to zero. Thus, the picture is analogous 521 to the power spectrum. Contrarily to the studied maps, the bifurcation diagrams have a more 
527
As far as 
541
The carried out numerical experiments showed that using the different sampling frequency, the 542 power spectrum and wavelet spectrum were not changed. This was also validated by results obtained 
547
The input hydrodynamic system is governed by the following ODEs: 
g)
The power spectrum of the attractor uniformly decreases when approaching a finite frequency,
567
and there is a lack of frequencies with a strongly dominating amplitude. The latter observation is also 568 verified by the Gauss wavelet spectrum. The bifurcation diagrams, similar to those for the Rössler 569 system, exhibit a complex structure, but the correlation to the LLEs change is conserved. The 
594
were obtained by the Rosenstein method for all studied systems. However, this method can be used 595 to estimate only the largest Lyapunov exponents.
596
As far as convergence was considered, the Kantz method always yielded underestimated values,
597
whereas the Wolf method gave either over-and underestimated values of LEs.
598
The method of synchronization worked reasonably well for the maps, but it was not useful in 599 studying differential equations (the Rössler or Lorenz systems). The mentioned systems require the 600 use of another type of coupling, which is a drawback of the method.
601
The carried out analysis of the works devoted to feasible methods for computation of Lyapunov there is a need to employ qualitatively different methods while checking the reliability of "true 605 chaotic results". Furthermore, the analysis carried out in this paper is a helping tool to study systems 606 of an infinite dimension. Such an analysis is the subject of the second paper part. 
