A remark on finite transducers " M. P. Schutzenberger I. Introduction.
In this note we consider a very restricted class of transducers, i.e. of automata which transform finite input words into finite output words (CF. 6). The simplest case is the transformation consisting in the replacement of every input letter x by an output word~(x) which is eventually the empty word eye Algebraically, since the set F X (F y ) of all finite input (output) words is the free monoid(l) generated by the input alphabet X = lxt(the output alphabet Y =lyL ), this transformation is simply an homomorphism~: F X -7 F y If~is such that~(f) =~(ft) only if f = ft it is called an encoding (with unique decipherability) and, then,~is an isomorphism.
Next in simplicity are the transformations realized by a conventional (one way, one tape (8) ) automaton supplemented by a printing device c Upon reading x on the input tape and, accordingly, going from the state s to the state st=sx, a word~(s;x) function of sand x only is printed on the output tape which is moved the corresponding length e Trivially, any mapping from FX to Fy can be performed by a transformation of this type if no restriction is imposed on the number of states. We mall always assume here that S =lStiS a finite set. This imposes drastic restrictions on~and, in particular, it introduces a difference between the right transformations (where reading and printing are done from left to right) and the~trans-formations (where both operations are done in the opposite direction).
For example no (finite) right automaton can perform the task of reproducing the input word when it ends with a given letter and of printing nothing when it does not.
Consequently the composite operation which consist of transforming first the input word by a right automaton and, then, of transforming again the output word by a left automaton cannot as a rule be carried out in a single pass; we shall call it a transduction and we shall describe some of its elementary properties:
1. The transductions form a set closed by finite composition and also by inversion when this last operation has a meaning. (5) on the input words into regular events on the output words and any regular event can be obtained in this mannero These two properties indicate that there is no difference between the languages which can be accepted by finite automata and the languages which can be produced by any bounded number of finite automata; here, the boundedness condition cannot be omitted as it is easily shown by Chomsky's counterexamples (Cf. 2).
The transductions transform regular events
For notational reasons it is more convenient to define a transduction~with sets of states S, S' as the transformation from an input word f=x l x 2 • "x n and a pair of states slES, sieS' to an output Print out x if it belongs to a run of even length;
Print out Y3 or nothing when x belongs to a run of odd length according to x is or is not the last letter of this run.
In order to carry them out it is enough to know that f' and f" are respectively ending and beginning by runs of length n'>O n">O in the letteJ;'s x t . @d x" because:
x belongs to a run of even length if x'=x=x" and n' and n" have'different parity or if x' ., x =I x" and .n' is odd or if x' -=/ x = x" and n" is odd;
x is the last letter of a run of odd length if x -=/ XII and n' is even informations can be supplied by twofinite state automata, one having There exist finite integers m and n which are such that for any f,f',f"€F X '
(s,st) € (S,S'), p,r~O, and r < n one has (S;fff2m+pn+rf";st) = gfgPglI where g,gt,g" € F y do not depend on p.
Proof. Since Sand S' are finite we can find integers m and n such that for all (S,Sf) € (S,8'), f € F X ' P~0, 0~r~n we have Sf m+-pn+r_ fm+r fm+pn+r • fm+-r t -8 ,
Because of our choice of m and n the second factor is equal to p times the word g = Tl(sf'fm+r;fn;fmfilS') and the result is proved.
III. Finite closure properties.
there corresponds a transduction~: (R;FX;R:)~FZ which is such that for any f~Fx' (s,s') e (8,8') , (t,t') e (T,T') one has identicallỹ (t;Tl(s;fj");t') =~(rif;r') where the states reR and r'eR' are functions of sand t and of s' and t' respectively.
. We define an equivalence relation a on F X by the following r.ules:
af =af' (to be read : the a-class of f is the same as that of f') if implies aff" = af' f" for all f") since when af = af' we have 1. sff" = sf'f" for any se8(because sf=sf')i 2. for any (s,s') e(8,8i) and teT, tTl(s;ff";s') = tTl(s;f;f"s')Tl(sfif";S')= tT}(s;f';f"s')Tl(sf'jf";s') = tTl(s;f'f";s') • (because· We now define R as the set of all triples r = (s,t,af) and the mapping (R,X)~R by (s,t,af)x = (s,t, afx).
In a perfectly symmetric manner we construct a left regular equivalence , 8 a', a set of states R' = r' (s ,t ,a'f) and a mapping (X,R' )~R"'.
Finally we put~«s,t,af)jX;(s'jt'ja'f'»= s( tTl(s;fiXf's')iT}(sfiS;f's')jTl(sfxif'iS')t').
This definition is free from ambiguity because the three expressions Tl( ; . , 8 ) entering in it depend only upon the classes at and a'f'; this is a direct consequence of the definition of a and a' and it concludes the proof since it is enough now to check by developing the expressions that if f=f'x!" we have HtjTl(Sf (t;Tl(sjf;s')jtt) =~(rjfjrt) where r = (s,t,ae x ) and r' =(s',t',a'e X ).
Before verifying the second closure properties we recall the following facts:
1. Let R Z denote the family of the subsets F'CF Z that Bre regular events in the sensfof S. C. Kleene (5) . The given of an F'~RZ is equivalent (Cf. 10) to that of an homomorphism 'I: FZ-7P where P is a finite monoid together With the subset P' of P associated to F'l by the relations 'IF' = P' i F' = r-lp, (= f:rf € P' ). The equivalence on F Z defined by rf=rf' is at the same time left and right regular and it has only finitely many classes.
2. According to D. HUffman's theOry(4) the transformation Tl can be said to beinf~ti~lossless on the subset F' if the equations Tl(s;fjS') = Tl(sjf'js') , sf=sf'j fs' = f's', f,f' € F' imply f=f'.
III. 2. If Tl is information lossless on the subset F'€ R X there exists a transduction~( = Tll ) which is such that for any fE F', (s,st) E (S,S')
we have S(tiTl(sjfjs');t') =fwhere the states t €T and t'ET' are functions of sand fs' and of s' and sf respectively. If a is a right regular equivalence on F x with a classes we say that g E F y admits a factorization of type (at,si,sj, ,Sj,Si, ,k) (where or is anya-class, Si,Sj eS, si"sj, e S' , kek) if there exist fe F X and g'e F y such that the following relations are satisfied:
Clearly, if h is the maximal length of an element of H, there exists at most a x ( S x S' )2x h different types of factorization. Thus if we write As l = As 2 when the elements gl,g2 e F y admit exactly the same set of types of factorization, the relation~has only finitely many classes when the same is true of a and) by construction,~is right regular.
In perfectly symmetric manner we associate a left regular equivalencẽ For each triple (s,s',xeX) such that T\(S;XjS') 1 e y we select arbitrarily one factorization kyk' of T\(SjXjS') and we define £ by the following rules:
H(sl,s4,Ag~)jy;(s4'si'~'gt»... x if there exists g,g'eF y jkeKj k'eK'j f,f t e F X ;. 8 2 ,s3 e Sj 8 2 , s; e S' satisfying the following relations:
. : 
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In all other cases the value of £( ) above is e y Remark. Because of the assumption that S'is finite it is always possible to realize in a single pass any arbitrary transduction if one is allowed to use a bounded number of output tapes and if one has the possibility of erasing on them.
Since the general case is rather cumbersome it may be enough to restrict ourself to the detailed examination of the procedure needed for the deciphering of an encoding.
ThUS, let us assume now that Sand S' are reduced to a single element and that consequently Tl is an isomorphism FX~F y • The sets
Hand K have the same meaning as in the last previous section and P =~X is the submonoid of F y generated by H.
To any geF y we associate the set As of those keK which are such that g =pk for some p e Pj As contains at most h elements and, consequently, the equivalence relation on F y defined by Xg = Ag' has ohly finitely many classes; since, furthermore, it is right regular we can construct a conventional automaton whose states are identified with the various possible As's and whose transitions are given by (Xg)y = A(gy).
We still observe that for any g € F y either Xg is empty (and in this case g cannot be a left factor of a word in p) or, if k€Ag there exists a uniquely determined element f =£P € F X such that g =(nf)k= pk • Let us now consider a word gil €p and any factorization gil = gyg' of it;
let us assume also that we have been able to record on As tapes the words £p. corresponding to the Ag elements k. € Ag.~he automaton is .
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in state As and upon reading the letter y it will go to the state A(gy).
For each k i € As four cases are possible and we list below the printing instructions to be followed in each of them:
1. k.y does not belong to H nor to K (i.e. k.y cannot be a left factor In particular, since F X belongs to R X ' this shows that the total output~X is a regular event.
Let now Gt be a subset of~X that belongs to R y ; G' is defined by a certain right regular relation A with finitely many classes and we construct the relation a on F X by the following conditions: for Tl 3 ' we take G=G' (and S identical to Sf) and we define s"x" = s! and Tl 3 (m";x") = Tl3(s!;x ll ) when s"eS and x"{!X'or when s"eS' and s"€ X•
The verification is left to the reader.
