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ABSTRACT 
Recently, tracking and pedestrian detection from various images have become one of the major issues in 
the field of image processing and statistical identification.  In this regard, using evolutionary learning-
based approaches to improve performance in different contexts can greatly influence the appropriate 
response.  There are problems with pedestrian tracking/identification, such as low accuracy for detection, 
high processing time, and uncertainty in response to answers.  Researchers are looking for new processing 
models that can accurately monitor one's position on the move.  In this study, a hybrid algorithm for the 
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automatic detection of pedestrian position is presented.  It is worth noting that this method, contrary to 
the analysis of visible images, examines pedestrians' thermal and infrared components while walking and 
combines a neural network with maximum learning capability, wavelet kernel (Wavelet transform), and 
particle swarm optimization (PSO) to find parameters of learner model. Gradient histograms have a high 
effect on extracting features in infrared images.  As well, the neural network algorithm can achieve its 
goal (pedestrian detection and tracking) by maximizing learning.  The proposed method, despite the 
possibility of maximum learning, has a high speed in education, and results of various data sets in this 
field have been analyzed. The result indicates a negligible error in observing the infrared sequence of 
pedestrian movements, and it is suggested to use neural networks because of their precision and trying 
to boost the selection of their hyperparameters based on evolutionary algorithms. 
Keywords: Pedestrian Identification, Infrared Imaging, Maximal Learning Neural Network, Gradient 
Histogram, Particle Swarm Optimization. 
 
1. INTRODUCTION 
It is needed to know that infrared rays are part of invisible spectra of light, which include electromagnetic 
radiation at wavelengths higher than normal and visible light [1, 2].  The spectrum of this light ranges 
from red to visible light; it is mostly in the range of a few hundred nanometers (430 THz) to 1 mm (300 
GHz).  On other hand, some consider it to have a spectrum of up to 1000 nm [4, 5].  Most of the heat 
radiation from objects at room temperature (the environment) is infrared [6, 7]. Infrared radiation has 
various applications in various sciences, most notably infrared detectors, night vision devices, telescopes, 
food heaters, airplanes, and driving applications [8].  One of the main uses of these waves is in the imaging 
process, in which they see lighter objects or objects that have lower temperatures.  This property can be 
employed to analyze the moving human body above ambient temperature [9].  Recent research shows 
that this feature has been extensively used in pedestrian tracking despite problems such as failure to 
properly detect humans [10].  In short, in infrared imagery, the human form is brighter than fixed objects 
in the environment (such as trees, streets, etc.).  Unfortunately, it would be difficult to distinguish 
pedestrians in question and separate them into visible images in this process.  For example, things like 
animals, transformers, cars, power boxes, especially in the library, will complicate human tracking.  
Another problem is that a large amount of information is stored for sending information to track people 
elsewhere.  It is also difficult to track the process if the target located in video frames is not large enough.  
Other problems in this field are the inability to trace multipurpose targets in infrared video frames that 
have received little attention from researchers.  In this regard, having an efficient algorithm in tracking 
humans or pedestrians by a few pixels in a sequence of thermal or infrared images. Since it is important 
to utilize the imagery in human video surveillance, one or more of main objectives may be pursued, in 
this method categorizing steps as following (1) protection, protection, and safety, (2) control, 
management, and supervision (3) training and research [11]. 
Currently, human video surveillance systems are installed and used to protect and monitor important, 
high-risk, places (museums, shops, prisons, airports, subway and railway stations, hospitals, and schools).  
It will be easier to identify and prosecute individuals with this system [16]. 
 




2.  SIMILAR METHODS  
Machine learning methods have a wide range of applications [17-19]. In the present study, different goals 
have been studied in this regard.  There are several methods for identifying humans or pedestrians that 
can be generalized based on the type of tracking techniques used. These include motion-based methods 
[9 and 12], brightness [11 and 13], neural networks [14], AdaBoost [3], Support vector machines - SVMs 
[17, 20], and finally, based on the separation technique. The separation techniques include Kalman filter, 
time graph, particle filter, Gaussian Mixture Model, mathematical maximum algorithm, and the like.  In 
2013, Elguebaly et al. [1] investigated the detection of targets in infrared images based on the Gaussian 
mixture model. 
 In 2014, Teutsch et al. [3] studied the detection of the pedestrian in infrared image Hotspot classification.  
On the other hand, Soundrapandiyan et al., 2015 tracked the objectives through image threshold and 
background subtraction algorithm in sample infrared images.  Rajkumar et al., 2015 also employed local 
thresholds to find pedestrians.  In 2015, Berg and his colleagues tracked objects based on different 
temperatures, which was assumed to be a baseline indicator [9].  Recently, extensive research has been 
carried out that demonstrates the importance of the subject, and most researchers are looking for novel 
methods, high accuracy, and good functional ability [20–26]. 
Conventional and non-conventional probability density functions can be estimated when a set of features 
is selected.  Finally, the Likelihood Ratio Test (LRT) can identify how one moves.  It should be kept in 
mind that the histogram ratio method has been suggested for identifying certain specific situations during 
human motion.  Supervised methods have drawbacks that can be said: In the training data, pedestrian 
movements vary with different conditions and under different constraints and it is difficult to obtain 
visualizations in general and some methods are not generalizable. Lorca et al. (2012) applied the stereo 
method, which has advantages over mono methods in determining the relative distance between the 
pedestrian and the vehicle.  Alahi et al. In 2013 [Alahi article] used their research in urban areas with low-
quality cameras to identify pedestrians. 
In their research, Armanfard et al [29] developed a method of Texture-Edge Descriptor.  They aimed to 
find areas of the image that were more likely for a pedestrian on moving. 
Negari et al. 2014 [30] investigated the pedestrian identification operation in three stages.  At the pre-
processing stage, they first identified animated areas of the image using a background subtraction 
algorithm based on surface lines.  They then created the active feature space along with the Histogram 
of Oriented Gradients (HOG).  In the second step, the pedestrians were able to prove the presence or 
absence of active feature space.  In the third step, the proof of this hypothesis was analyzed by linear 
Support Vector Machines (SVMs).  Combining these three stages of detection and tracking would reduce 
the amount of false-positive errors. Although previous approaches are effective in identifying and 
tracking pedestrians, the existence of various gaps/challenges in their identification process has led to 
the suggestion that other models address these challenges.  In the present study, using a neural network 
with maximum learning capability for detection, it is suggested to use a wavelet kernel because its 
parameters are found by the particle swarm algorithm.  Prior to that, the frameset features are found by 
the Histogram of Oriented Gradients (HOG), and the process of tracking infrared video sequences is 
 




made possible by Gaussian Mixture Model.  In the third part of the present study, the proposed method 
is presented.  Section 4: The results of implementing the proposed method will be presented separately.  
Section 5: Conclusion of discussions will have presented. 
3. PROPOSED METHOD  
The proposed method is based on two main phases and one final step: (1) tracking by a Gaussian mixture 
model; (2) Identification and detection that is the combination of feature extraction with Histogram of 
oriented gradients and using neural networks with maximum optimized learning in classification.  Figure 
1 clearly shows it. 
 
 





Fig 1. Steps of the proposed solution  
 
3.1. TRACKING STEP  
For tracking pedestrians, we remove the elements added to an image by applying a gentle filter.  This 
process removes excess elements with namely density-based pixel aggregation (DBSPA). Furthermore, 
the Otsu threshold model is employed in this process to optimize initial separation and pre-processing.  
This model works mainly on different images.  For example, medical images where disease information 
(date, name, etc.) is recorded on the image will be deleted. 
 




 The second step is to apply Gaussian Mixture Model (GMM), which is a parametric probability density 
function and shows the weighted mean for Gaussian component densities.  This model uses the recording 
of some parameters at each iteration to maximum likelihood estimation.  It is therefore similar to the K-
means algorithm.  The relevant parameters are approximated employing data training and the use of 
estimation algorithms (MAP or EM).  Since the mixture distribution is a linear combination of probability 
density functions of its components, so [31]: 
      (1) 
In this equation, for   n is the number of mixture components pi and wi are Gaussian mixture 
model weights or coefficients.  According to Equation (2), the mixture components in Gaussian mixture 
distribution are Gaussian density functions: 
   (2) 
The full Gaussian mixture model is parameterized based on covariance matrices, density weights of all 
components, and mean vectors.  The GMM parameters will be in accordance with Equation (3): 
       (3) 
In the above equation, µi is mean vector & is a covariance matrix, and weights of mixture model 
apply to equation.  If a set of unspecified X data exists, the Gaussian mixture model is defined 
so that it can match X distribution.  The approximations to maximum likelihood can be obtained by 
using a special case of the mathematical expectation-maximization algorithm [31].  The EM algorithm is 
dependent on hidden variable λ where the maximum likelihood is obtained by using X set training: 
         (4) 
To maximum likelihood between the samples and Gaussian distribution based on these equations, the 
model parameters are repeatedly modified. EM algorithm consists of two steps:  
A) Expectation maximization algorithm where GMM parameters for each sample of d-dimensional 
data are obtained by deductive probability & for i-th component by using equation (5): 
       (5) 
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That  is given in accordance with equation (6) 
     (6) 
B) Maximum likelihood where the parameters are estimated according to deductive probability calculated 
in previous step.  On other hand, GMM parameters are updated according to equations (7) to (9): 
         (7) 
         (8) 
         (9) 
The algorithm loops are repeated until a boundary of convergence is created. 
3.2.  TEMPLATE CREATION  
The algorithm's construction step consists of three phases.  These steps include (1) Feature extraction 
from segment separated by the HOG method, (2) applying the feature vector to neural network 
classification by maximal learning with wavelet kernel (3) using particle swarm algorithm by particle 
swarm optimization algorithm. 
3.2.1.  FEATURE EXTRACTION   
In the HOG method, even if we do not know the exact position of the gradient or corresponding edges, 
the distribution of local gradients or edge orientations can well describe the image.  This feature shows 
nearby image directions.  Each of these directions is called a cell.  Depending on whether the gradient is 
asymptomatic or not, the interval is divided into n equal parts by 0-180 degrees or 0-360 degrees. In 
which, n is the number of gradient directions or all histogram intervals.  Each of these distances forms a 
histogram channel.  In each cell, the direction-gradient histogram is calculated for pixels within the cell.  
The histograms are then combined to form a data block and normalized to resist light changes.  In this 
respect, the normalized histogram is called the direction gradient.  The blocks can mostly be overlapped.  
However, feature vector lifetime increases, but performance accuracy will improve.  For color images, 
the gradient for each color channel is calculated separately.  The largest value for each pixel is calculated 
as the gradient vector in each cell. 
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3.2.2.  CLASSIFICATION  
 Neural networks are mainly referred to as maximal learning machines and were described by Huang, 
2014.  The neural network is another popular classifier in machine learning. One of the most important 
applications of neural networks in a process simulation is that an independent relationship can be inferred 
between its input and output Maximum learning machines have mechanism that can be the link between 
machine learning and biological learning and neural networks as a supervised bioinspired algorithm which 
can be used for general learning (i.e., classification or regression) purposes.  It's mostly one-step learning 
and one for the linear model, but when the problem is nonlinear and complex, then we'll need kernels. 
The most important maximal learning machines associated with kernels include linear kernels, 
polynomials, radial basis function, and wavelet kernels.  Among kernels, the wavelet model typically has 
a better response and operates faster [32]. The machine outputs with maximum learning potential of m 
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 This algorithm performs well and fast. As well, to minimize training error in machine algorithms with 
maximal learning, training error and output weights should be minimized simultaneously.  Therefore, this 
process will be effective in increasing the overall performance of neural networks: 
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Where E indicates the adjustment factor, A is the hidden layer output matrix, and C is the expected 
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In this equation to use this kernel, three parameters r, g, and w, must be precisely determined.  The most 
common method for finding the best fit values of three parameters r, g, and w is to fix one of the 
 




parameters and search in the defined interval for other parameters.  Determining these parameters will 
greatly improve the accuracy of the process. 
3.2.3. OPTIMIZATION  
Particle Swarm Optimization Algorithm is a population-based parallel search algorithm that operates with 
a group including random solutions (particles).  Each particle is multidimensional (depending on the 
problem) with two vectors Vi [t] and Xi [t] which represent the current position and velocity at the 
moment of t associated with particle i, respectively.  At each stage of population movement, the location 
of each particle is replaced by two values of best personal experience and best group experience.  In each 
iteration, the algorithm updates particle based on equations (10) and (11) after finding a new velocity and 
position: 
   (10) 
        (11) 
In which, W represents the inertia coefficient that is linearly in range (1-0.25). Furthermore, the 
coefficients of C1 and C2, level of personal and group experience in the interval (1-0.5), are selected for 
either 1.5 or 1.2.  Two numbers r1 and r2 are random in the range (1-0).  The final velocity value of each 
particle is restricted to an interval to prevent the algorithm from diverging, where V is a member of 
maximum & minimum amplitudes.  Equation (11) updates the vector of particle current position due to 
its new velocity.  The binary algorithm update equation is changed in two steps.  Step One: Use Equation 
(10) to change velocity.  Step Two: Applying sigmoid function in Equation (12) to limit velocity between 
0 and 1: 
      (12) 
In an evolutionary algorithm to select the best values and parameters, the algorithm continues until there 
is no boundary of convergence or until it isn't limited to reproducible generation.  fitness function 
according to relation (13) is as follows: 
       (1 ) (1 ) ( )m eanFitness G r g      (13) 
In the previous equation, α denotes the magnitude or coefficient of error obtained from a class prediction 
by classification.  Besides, r and g represent neural network wavelet kernel parameters, respectively, with 
maximum learning. Moreover, Gmean is also derived from its classification function, which is directly 
related to its accuracy.  This cost function aims to minimize the amount of error caused by classification. 
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4.  RESULT  
The obtained results of the simulation include the tracking and classification section which are discussed 
separately.  The Gaussian mixture model is used in the tracking section.  In the second part, the 
identification is performed using the HOG method and neural networks with optimization maximal 
learning.  All video was randomly converted into 20 Clips (AVI format, resolution: 320×240 pixels, at a 
rate of 15 frames per second). It includes pedestrians and thermal spectrum objects in 10 clips, and all 
pedestrian-like clips were inserted in another 10 clips.  The total time of these clips is about 30 minutes, 
and about 20,000 frames were selected. Some videos that were filmed in an environment (pedestrians or 
objects like a human body) were counted against each other.  In total, from 20,000 video frames from 
infrared images, about 53,489 thermal objects can be seen, that almost 32412 of them is related to 
pedestrian movement and the rest related to other objects such as cars, trees, animals, and devices that 
show self-heating. In the first step, the objects that were correctly identified as thermal objects in the 
image have been tracked.  In the second step, the intention is to separate the pedestrians from non-
pedestrians.  There are various features for pedestrian detection that we extracted from proposed features 
by the Extractor that basically includes information from foreground pixels, edges, and other key points 
after tracking.  It should be noted that since entire features were obtained from all frames, color and 
location features were cited as low-level features such as local features including contrast, homogeneity, 
size, shape, and edge.  Figure 2 shows the results of the tracking step.  Figures 3 and 4 illustrate the 
performance of the classification algorithm in separating detection steps. 
 
 





Fig. 2. To read (left to right): 
Column 1: includes infrared imaging of pedestrian motion.   
Column 2: shows threshold actions.   
Column 3: Displays Separation based on pre-processing by applying the filter.  
Column 4: Describes tracking of various thermal objects. 
 
 




Fig. 3.  Tracking in infrared image collection 
 
 
Fig. 4. Implementing the second stage of simulation in target classification in infrared images for 
different frames. 
In the first phase, all objects that have been detected in the image are detected correctly, but in the second 
part, it is intended to be isolated from non - passers-by. There are many different features for pedestrian 
detection, which we extracted by the proposed analyzer and originally contained information from the 
foreground, edge, and other key points following the detection. The global features were also received 
from the entire frame and indicated features such as color and location along with the local characteristics 
 




such as contrast, homogeneity, size, shape, and edge as low-level features. in Figures (3) and (4), we see 
the performance representation of the classifier algorithm in the breakdown of detection steps. 
Table 1 shows classification results.  In this table, wavelet kernels, radial basis function (RBF), and PSO 
and GA algorithms are compared together.  This operation was repeated 10 times and the K-fold value 




Table 1: The obtained results of model implementation compared to similar methods in column 1.  These 
results were obtained in the experimental step by dividing data by CV equal 10 composed moderate 
method. 
 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 1 
0.9224 0.9237 0.0763 0.9150 0.9357 0.0643 0.9439 0.9463 0.0564 
0.0789 0.9211 0.1056 0.8944 0.0583 0.9416 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 2 
0.9320 0.9246 0.0754 0.8760 0.8854  0.1146 0.9337 0.9337  0.0662 
0.0606 0.9394 0.1333 0.8667 0.0526 0.9337 
precision Confusion Matrix precision Confusion Matrix precision  Confusion Matrix Fold 3 
0.9172 0.9490 0.0510 0.8869 0.8523 0.1477 0.9101 0.9009 0.0991 
0.1146 0.8854 0.0784 0.9216 0.0806 0.9193 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 4 
0.9377 0.9532 0.0468 0.9131 0.9397 0.0603 0.9285 0.9142 0.0857 
0.0777 0.9223 0.1135 0.8865 0.0571 0.9428 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 5 
0.9211 0.9359 0.0641 0.9120 0.8896 0.1104 0.9454 0.9529 0.0471 
0.0936 0.9064 0.0655 0.9345 0.0621 0.9379 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 6 
0.9337 0.9175 0.0825 0.9204 0.9464 0.0536 0.9441 0.9384 0.0615 
0.0500 0.9500 0.1056 0.8944 0.0501 0.9499 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 7 
0.9316 0.9562 0.0438 0.9129 0.9407 0.0593 0.9399 0.9229 0.0771 
0.0930 0.9070 0.1148 0.8852 0.0431 0.9569 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 8 
0.9159 0.9227 0.0773 0.9157 0.9636 0.0364 0.9400 0.9283 0.0716 
0.0909 0.9091 0.1222 0.8778 0.0481 0.9518 
precision  Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 9 
0.8875 0.9110 0.0890 0.9319 0.9337 0.0663 0.9399 0.9462 0.0538 
0.1359 0.8641 0.0700 0.9300 0.0663 0.9336 
precision Confusion Matrix precision Confusion Matrix precision Confusion Matrix Fold 10 
0.9247 0.9497 0.0503 0.8982 0.8828 0.1172 0.9444 0.9542 0.0457 
ELM-Wavelet-PSO ELM-RBF-PSO ELM-Wavelet-GA 
 




  0.1003 0.8997 0.0863 0.9137 0.0652 0.9347 




5. CONCLUSION  
Recent studies and investigations into the detection and tracking of pedestrians indicate that researchers 
have paid particular attention to this issue in various researches.  In the present article, we consider 
detection and tracking to study.  For this aim, we used the Gaussian mixture model algorithm to estimate 
motion and motion tracking.  In the next step, after detecting pedestrians from human-like objects 
employing the histogram of the oriented gradients and neural networks or maximal learning, we calculated 
the presence or absence of the pedestrian with an error of less than 8%.  In the future, we will review the 
implementation process for more data.  Applying this model can be effective in pedestrian detection in 
public places. The proposed method in the paper often makes the separation process based on the filter 
model and classification in decision making. Despite the high precision, the possibility of visually 
impaired pedestrians in the form of recognition, as well as the filter implementation, has some 
disadvantages. because of the high sensitivity to image quality which causes the desired accuracy of the 
output and suggests that this problem can be achieved by using an efficient technique like wavelet 
transform in image quality improvement. 
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