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It d−pends. Wigner’s symmetry theorem implies that transformations that preserve transition
probabilities of pure quantum states are linear maps on the level of density operators. We inves-
tigate the stability of this implication. On the one hand, we show that any transformation that
preserves transition probabilities up to an additive ε in a separable Hilbert space admits a weak
linear approximation, i.e. one relative to any fixed observable. This implies the existence of a linear
approximation that is 4
√
εd–close in Hilbert-Schmidt norm, with d the Hilbert space dimension. On
the other hand, we prove that a linear approximation that is close in norm and independent of d
does not exist in general. To this end, we provide a lower bound that depends logarithmically on d.
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I. INTRODUCTION AND SUMMARY OF RESULTS
Wigner’s theorem [1] is a cornerstone for the mathematical representation of symmetries
in quantum physics. It tells us that an arbitrary transformation on the set of pure states
that preserves the “transition probabilities” must necessarily correspond to a unitary or
antiunitary operation. In particular, the transformation is representable by a linear map
on the level of density operators. Hence, Wigner’s theorem is arguably one of the reasons
for the linear structure of quantum theory (besides various forms of locality[2, 3] and the
probabilistic framework [4]).
Wigner’s theorem was proven in the general case, which does not assume bijectivity of
the map, by Bargmann [5] thirty years after Wigner’s original idea. Recently [6, 7], new
and simpler proofs of this theorem have appeared where neither bijectivity of the map nor
separability of the underlying complex Hilbert space H is assumed. If we denote by P(H)
the set of pure states, identified with rank-one self-adjoint projections, Wigner’s theorem
reads:
Theorem 1 (Wigner). Let f : P(H)→ P(H) be a map that preserves transition probabilities,
i.e. such that Tr f(X)f(Y ) = TrXY for all X,Y ∈ P(H). Then there exists a linear or
antilinear isometry U : H → H such that f(X) = UXU†.
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2The theorem can be seen to establish two things: linearity and isometry. In the present
work, we focus on the stability of the linearity property. That is, we address the question:
if a map between pure states almost preserves transition probabilities, how well can it be
approximated by a linear map?
Recently, a sequence of works [8–10] culminated in the result that Wigner’s theorem is
stable for finite-dimensional Hilbert spaces. We want to shed new light at least on the linear
part of the problem and investigate in particular the role of the dimension of the underlying
Hilbert space. To this end, we follow a different route than [8, 10] and employ (convex)
geometry rather than analysis of operator algebras for the main argument. Our results
are two-fold. On the one hand, any map that approximately satisfies Wigner’s symmetry
condition in any separable Hilbert space is shown to admit a weak linear approximation.
That is, when evaluated through an arbitrary but fixed observable, there exists a linear
approximation even in case of infinite dimensional Hilbert spaces. As a corollary we obtain a
linar approximation in Hilbert-Schmidt-norm whose accuracy scales linearly with dimension.
This improves on the corresponding result of [8].
In the second part, we address the problem from the other end and prove that a linear
approximation in norm does not always exist in infinite dimensions—not even with respect
to the operator norm. For that purpose, we study a componentwise logarithmic spiral
map and prove that its operator norm distance to the set of linear maps essentially scales
logarithmically with the dimension of the Hilbert space. This holds despite the fact that
the action of the map is arbitrarily close to that of a symmetry in Wigner’s sense.
II. PRELIMINARIES
We now introduce some notation and definitions. We denote byH a complex Hilbert space,
which we assume to be separable in the following. The space of bounded linear operators
on H is denoted by B(H) and its identity element by 1. The adjoint of an operator X
is written as X∗. For p ∈ [1,∞) we denote by Tp(H) := {X ∈ B(H)|X = X∗, ‖X‖p :=
(Tr |X|p)1/p <∞} the real Banach space known as the hermitian p−Schatten class and its
respective unit ball by Bp(H) := {X ∈ Tp(H)| ‖X‖p ≤ 1}. ‖·‖∞ will be the operator norm
on B(H).
Occasionally, we will make use of the Dirac “bra-ket” notation where a vector in H is
written as |x〉 and the scalar product of two vectors |x〉, |y〉 as 〈x|y〉. A rank-one projection
in B(H) with range spanned by a unit vector |x〉 is then |x〉〈x|. Using this we define
P(H) := {|ψ〉〈ψ| | |ψ〉 ∈ H, ‖ψ‖2 = 1}, which is the set of pure quantum states written as
density operators.
III. ALMOST-SYMMETRIES ARE CLOSE TO LINEAR
The main result of this section is summarized in the following theorem:
Theorem 2 (Linear approximation of almost-symmetries). Let H be a separable complex
Hilbert space and f : P(H)→ T2(H) a map satisfying
|Tr f(X)f(Y )− TrXY | ≤ ε for all X,Y ∈ P(H). (1)
(i) For any A ∈ B2(H) there is a linear map TA : T1(H) → T2(H) such that for all
X ∈ P(H) ∣∣Tr [A(f(X)− TA(X))]∣∣ ≤ 4√ε.
(ii) If H = Cd, there exists a linear map T : T1(H)→ T2(H) such that for all X ∈ P(Cd)
‖f(X)− T (X)‖2 ≤ 4d
√
ε.
3Note that Eq. (1) is a slight relaxation of Wigner’s condition since we allow f to map into
T2(H). That is, we do not restrict its range to the set of pure states. We will see that this
generalization comes at no additional cost in the proof.
The overall strategy of the proof is the following: we first extend f to a map F that
is defined on the entire space T1(H). Exploiting the condition in Eq. (1) we will show
that F almost preserves convex combinations. This enables the use of convex analysis
and in particular of the geometric Hahn-Banach theorem to prove the existence of a linear
approximation as stated in part (i) of the theorem. Part (ii) is then derived as a consequence
of (i) by exploiting the existence of a finite basis.
We begin the proof of the theorem by extending the function f to a larger domain. To
this end, we choose a spectral decomposition X =
∑
k λkXk for every X ∈ T1(H) for which||X||1 = 1. Here Xk ∈ P(H) are assumed to be orthogonal with respect to the Hilbert-
Schmidt inner product 〈A,B〉 := TrA∗B. Then we define F : T1(H)→ T2(H) by extending
F (X) :=
∑
k
λkf(Xk). (2)
in a homogeneous way from the unit sphere to the entire space T1(H). Eq. (1) then ensures
that ‖F (X)‖22 ≤ ‖X‖22 + ε ‖X‖21 so that, indeed, F (X) ∈ T2(H). By construction, f is
then the restriction of F to the set P(H) of pure states and F (λX) = λF (X) for all λ ≥ 0.
Moreover, Wigner’s condition from Eq. (1) easily extends to F :
Lemma 1 (Wigner-condition for the extended map). Let f : P(H)→ T2(H) satisfy Eq. (1)
and F : T1(H)→ T2(H) be its extension as defined above. Then
|〈F (X), F (Y )〉 − 〈X,Y 〉| ≤ ‖X‖1 ‖Y ‖1 ε, for all X,Y ∈ T1(H). (3)
Proof. Let X =
∑
k λkXk and Y =
∑
j µjYj be the spectral decompositions that define F
on X,Y and recall that for elements of T1(H) the trace-norm || · ||1 is the sum of the absolute
values of eigenvalues. The Lemma then follows from applying Eq. (1) to∣∣∣∣∣∣〈
∑
k
λkf(Xk),
∑
j
µjf(Yk)
〉− 〈X,Y 〉
∣∣∣∣∣∣ ≤
∑
j,k
|λk||µj | |〈 f(Xk), f(Yk) 〉 − 〈Xk, Yj〉| .
From here we can show that F is almost-linear in the following sense:
Lemma 2 (Almost-linearity of the extended map). Let F : T1(H) → T2(H) be any map
satisfying Eq. (3). Then for all m ∈ N, λ ∈ Rm and X1, . . . , Xm ∈ T1(H) we have∥∥∥∥∥
m∑
i=1
λiF (Xi)− F
(
m∑
i=1
λiXi
)∥∥∥∥∥
2
≤ 2√ε
m∑
i=1
|λi| ‖Xi‖1 .
Proof. Consider Z ∈ T1(H) and use Eq. (3) to bound∣∣∣∣∣〈
m∑
i=1
λiF (Xi)− F
(
m∑
i=1
λiXi
)
, F (Z)〉
∣∣∣∣∣
≤
∣∣∣∣∣
m∑
i=1
λi (〈F (Xi), F (Z)〉 − 〈Xi, Z〉)
∣∣∣∣∣+
∣∣∣∣∣〈F
(
m∑
i=1
λiXi
)
, F (Z)〉 − 〈
m∑
i=1
λiXi, Z〉
∣∣∣∣∣ ,
≤
(
m∑
i=1
‖λiXi‖1 +
∥∥∥∥∥
m∑
i=1
λiXi
∥∥∥∥∥
1
)
‖Z‖1 ε ≤ 2ε ‖Z‖1
m∑
i=1
‖λiXi‖1 .
4Then by linearity of the Hilbert-Schmidt inner product∥∥∥∥∥
m∑
i=1
λiF (Xi)− F
(
m∑
i=1
λiXi
)∥∥∥∥∥
2
2
≤
∣∣∣∣∣〈
m∑
i=1
λiF (Xi)− F
(
m∑
i=1
λiXi
)
,
m∑
i=1
λiF (Xi)〉
∣∣∣∣∣
+
∣∣∣∣∣〈
m∑
i=1
λiF (Xi)− F
(
m∑
i=1
λiXi
)
, F
(
m∑
i=1
λiXi
)
〉
∣∣∣∣∣ ,
≤ 2
(
m∑
i=1
‖λiXi‖1
)2
ε+ 2
m∑
i=1
‖λiXi‖1
∥∥∥∥∥
m∑
i=1
λiXi
∥∥∥∥∥
1
ε,
≤
(
2
m∑
i=1
‖λiXi‖1
)2
ε.
Now we have all prerequisites for the proof of the main theorem.
Proof of Thm. 2. To show part (i), we define δ := 2
√
ε and consider the action of Fˆ (X) :=
Tr[AF (X)] on the unit-ball B1(H). If ‖λ‖1 ≤ 1, ‖A‖2 ≤ 1 and ‖Xj‖1 ≤ 1, then Cauchy-
Schwarz and Lemma 1 imply∣∣∣∣∣∣Fˆ
 m∑
j
λjXj
− m∑
j
λjFˆ (Xj)
∣∣∣∣∣∣ =
∣∣∣∣∣∣TrA
 m∑
j=1
λjF (Xj)− F
 m∑
j=1
λjXj
∣∣∣∣∣∣
≤ ‖A‖2
∥∥∥∥∥∥
m∑
j=1
λjF (Xj)− F
 m∑
j=1
λjXj
∥∥∥∥∥∥
2
≤ δ.
Thus
m∑
j
λjFˆ (Xj)− δ ≤ Fˆ
 m∑
j
λjXj
 ≤ m∑
j
λjFˆ (Xj) + δ. (4)
Let g− and g+ be the convex and concave envelopes of Fˆ over B1(H). These are defined as
g−(X) := inf

n∑
j=1
λjFˆ (Xj)
∣∣ X = n∑
j=1
λjXj
 ,
g+(X) := sup

n∑
j=1
λjFˆ (Xj)
∣∣ X = n∑
j=1
λjXj
 ,
taken over all finite convex decompositions of X within the unit-ball B1(H). Using Eq. (4),
one verifies
g+(X)− δ ≤ Fˆ (X) ≤ g−(X) + δ for all X ∈ B1(H). (5)
Let Λ+ and Λ− denote the subgraph of X 7→ g+(X) − δ and the supergraph of X 7→
g−(X) + δ, respectively. Since g− and −g+ are convex, Λ± are convex subsets of the direct-
sum Banach space T1(H) ⊕ R. By construction they have non-empty interiors and due to
Eq. (5) the interiors are non-intersecting, i.e., Int(Λ+) ∩ Int(Λ−) = ∅. By the geometric
Hahn-Banach theorem, Λ+ and Λ− can be separated by a closed hyperplane (cf. Fig.1b).
Since, due to convexity, Int(Λ±) = Λ±, this implies that there exists a continuous affine
5FIG. 1. a) The convex (g−) and concave (g+) envelopes of Fˆ . b) Shifting them by an appropriate ε,
the corresponding supergraph and subgraph can be separated by a hyperplane, which then serves
as a linear approximation of Fˆ . c) The plot shows the image of the interval [0, 1] under the spiral
map. Each point z ∈ C undergoes a rotation around the origin by an angle that is proportional to
ln |z|. (For better visibility a large value ε = 8 is chosen for the plot, while ε ∼ 1/ ln d is considered
in the proof.)
map h : T1(H) → R such that for all X ∈ B1(H), g+(X) − δ ≤ h(X) ≤ g−(X) + δ. Using
that Fˆ ≤ g+ and g− ≤ Fˆ , the previous inequality implies:
−δ ≤ g+(X)− Fˆ (X)− δ ≤ h(X)− Fˆ (X) ≤ g− − Fˆ (X) + δ ≤ δ,
so |Fˆ (X)−h(X)| ≤ δ. As F (0) = 0 we can choose h linear at the cost of |Fˆ (X)−h(X)| ≤ 2δ.
Defining TA : T1(H) → T2(H) as TA(X) := h(X)A/ ‖A‖22 then completes the proof of part
(i).
Proof of part (ii): Let {Aj}d2j=1 be a Hilbert-Schmidt orthonormal basis of self-adjoint
operators on H = Cd and hj : T1(H) → R the corresponding linear maps from part (i).
Define a linear map T := T1(H) → T2(H), T (X) :=
∑d2
j=1 hj(X)Aj . Then for any A =∑
j ajAj ,
TrA (F (X)− T (X)) =
∑
i
ai TrAiF (X)−
∑
i,j
aihj(X) TrAiAj
=
∑
i
ai (TrAiF (X)− hi(X))
≤ ‖a‖1 2δ ≤ 2δd ‖A‖2 .
Therefore
‖F (X)− T (X)‖2 = sup‖A‖2≤1
TrA(F (x)− T (x)) ≤ 2δd.
IV. ALMOST-SYMMETRIES FAR FROM LINEAR
In this section we will address the question from the other end and show that no linear
approximation (as in Thm.2 (ii)) exists if the level of approximation is not allowed to
depend on the dimension. This is even true w.r.t. the operator norm, for which the intrinsic
dimension dependence is minimal. The result is summarized in the following theorem where
Sd := {ψ ∈ Cd : ‖ψ‖2 = 1} denotes the unit ball of Cd.
6Theorem 3 (Inapproximability). Let ε > 0 and d ∈ N such that d ≥ e 4piε + 1. There is a
map g : Sd → Sd with the following properties:
(i) ∀ψ, φ ∈ Sd :
∣∣|〈g(φ)|g(ψ)〉|2 − |〈φ|ψ〉|2∣∣ ≤ ε.
(ii) For every linear map T : Cd×d → Cd×d we have:
sup
ψ∈Sd
‖T (|ψ〉〈ψ|)− |g(ψ)〉〈g(ψ)|‖∞ ≥
1
3
. (6)
Particular instances for T would be T (·) = V · V ∗ where V is a unitary or anti-unitary on
Cn. The heart of the proof of Thm. 3 is the spiral map (see Fig.1c)
C 3 z 7→ z|z|i ε2 = zei ε2 ln |z|. (7)
Its use goes back at least to the work of Fritz John [11] and it has since then been used in
various similar proofs, e.g. in Ref. 12 and 13. It enters our discussion through the following:
Lemma 3. For any ε > 0, let g : Cd → Cd be the map that acts as in Eq.(7) componentwise.
(i) For all ψ, φ ∈ Sd we have
∣∣|〈g(ψ)|g(φ)〉|2 − |〈ψ|φ〉|2∣∣ ≤ ε.
(ii) If ε ln(d− 1) = 4pi, then |〈ϕ|g(ϕ)〉| = 0 holds for |ϕ〉 := 1√
2
(1, 1√
d−1 , . . . ,
1√
d−1 ).
Proof. Let ψ = (ψ1, . . . , ψd) and φ = (φ1, . . . , φd). Then using the inequalities |eiα−1| ≤ |α|
and lnx ≤ x− 1 for α ∈ R and x > 0 we obtain∣∣|〈g(ψ)|g(φ)〉|2 − |〈ψ|φ〉|2∣∣ ≤∑
k,l
|φkφlψkψl|
∣∣∣∣ei ε2 ln∣∣∣φkψlφlψk ∣∣∣ − 1∣∣∣∣ ,
≤ ε
2
∑
k,l
∣∣∣∣φkφlψkψl ln ∣∣∣∣φkψlφlψk
∣∣∣∣∣∣∣∣ ,
≤ ε
2
∑
k,l
∣∣|φkψl|2 − |φkφlψkψl|∣∣ ,
≤ ε
2
∑
k,l
|φkψl|2 + |φkφlψkψl|,
=
ε
2
‖φ‖22 ‖ψ‖22 +
ε
2
(∑
k
|φkψk|
)2
,
≤ ε ‖φ‖22 ‖ψ‖22 = ε.
Part (ii) of the Lemma follows from inserting ε ln(d− 1) = 4pi into
|〈ϕ|g(ϕ)〉| =
∣∣∣∣12 + 12 exp [− i4ε ln(d− 1)]
∣∣∣∣ .
Proof of Theorem 3. We use the spiral map g : Sd → Sd that acts componentwise as in
Eq. (7). If d > exp[4pi/ε] + 1, then we decrease ε until equality is achieved. In this way,
Lemma 3 proves part (i) of the theorem and at the same time guarantees that g maps ϕ
onto an orthogonal vector. In order to prove a bound on the best linear approximation,
we exploit the symmetry of g. Let G be the subgroup of U(d) ⊆ Cd×d that consists of all
unitaries of the form DΠ where D is a diagonal unitary and Π a permutation matrix. Then
∀ψ ∈ Cd : U−1g(Uψ) = g(ψ) holds for all U ∈ G. The idea is now to argue that w.l.o.g. the
best linear approximation has the same symmetry.
7For every unitarily invariant norm on Cd×d, in particular for the operator norm, and for
any linear map T : Cd×d → Cd×d consider the following chain of inequalities:
sup
ψ∈Sd
‖T (|ψ〉〈ψ|)− |g(ψ)〉〈g(ψ)|‖ = sup
ψ∈Sd
‖UT (U∗|ψ〉〈ψ|U)U∗ − |g(ψ)〉〈g(ψ)|‖
≥ sup
ψ∈Sd
∫
‖UT (U∗|ψ〉〈ψ|U)U∗ − |g(ψ)〉〈g(ψ)|‖ dU
≥ sup
ψ∈Sd
∥∥∥∥∫ UT (U∗|ψ〉〈ψ|U)U∗dU − |g(ψ)〉〈g(ψ)|∥∥∥∥ ,
where U ∈ G, dU is the Haar measure of G, and the first inequality uses sup∑k gk ≤∑
k sup gk. Following these inequalities, we can lower bound the quality of approximation
of any linear map T by the one of its symmetrized counterpart
TG(A) :=
∫
G
UT (U∗AU)U∗dU.
As proven in Lemma 1 of Ref. [14] any linear map with this symmetry is specified by three
parameters α, β, γ ∈ C and has the form
TG(A) = αTr[A]1+βA+ γ diag(A), (8)
where diag(A) is the diagonal part of the matrix A. (Strictly speaking, Ref. [14] considers
quantum channels, but since the relevant commutant is a vector space that is closed under
taking adjoints, the parametrization in Eq. (8) holds for all linear maps.)
Using the state |ϕ〉 = 1√
2
(1, 1√
d−1 , . . . ,
1√
d−1 ) from Lemma 3 for which 〈ϕ|g(ϕ)〉 = 0, we
can bound
sup
ψ∈Sd
‖T (|ψ〉〈ψ|)− |g(ψ)〉〈g(ψ)|‖∞ ≥ ‖TG(|ϕ〉〈ϕ|)− |g(ϕ)〉〈g(ϕ)|‖∞
≥ max{|〈g(ϕ)| (TG(|ϕ〉〈ϕ|)− |g(ϕ)〉〈g(ϕ)|) |g(ϕ)〉|, |〈ϕ|TG(|ϕ〉〈ϕ|)− |g(ϕ)〉〈g(ϕ)||ϕ〉|},
= max
{∣∣∣∣α+ γ d4(d− 1) − 1
∣∣∣∣ , ∣∣∣∣α+ β + γ d4(d− 1)
∣∣∣∣} ≥ |β + 1|2 ,
where the last step used that for x, y ∈ C, max{|x|, |y|} ≥ (|x|+ |y|)/2 ≥ |x− y|/2. In order
to eventually arrive at a parameter-independent lower bound we need a second inequality
in which β appears in a different way. For that purpose, let us denote the matrix of ones
by Jd ∈ Rd×d, Jij = 1, and the projection P := 1−|1〉〈1|. Since the operator-norm is
sub-multiplicative we can obtain another lower bound via
‖TG(|ϕ〉〈ϕ|)− |g(ϕ)〉〈g(ϕ)|‖∞ ≥ ‖P (TG(|ϕ〉〈ϕ|)− |g(ϕ)〉〈g(ϕ)|)P‖∞ ,
=
∥∥∥∥(α+ γ2(d− 1)
)
1d−1 +
β − 1
2(d− 1)Jd−1
∥∥∥∥
∞
,
= max
{∣∣∣∣α+ γ2(d− 1)
∣∣∣∣ , ∣∣∣∣α+ γ2(d− 1) + β − 12
∣∣∣∣} ,
≥ |β − 1|
4
.
Finally, combining the two β-dependent bounds, we obtain
3 sup
ψ∈Sd
‖T (|ψ〉〈ψ|)− |g(ψ)〉〈g(ψ)|‖∞ ≥
|β + 1|
2
+ 2
|β − 1|
4
≥ β + 1
2
− β − 1
2
= 1.
8V. DISCUSSION
The inapproximability result of Thm. 3 shows that a dimension-independent linear ap-
proximation result is not possible. This raises the question about the optimal dimension-
dependence of a positive result of the form in Thm. 2 (ii). Thm. 3 imposes a logarithmic
lower bound in the following way:
For any map f : P(Cd) → T2(Cd) that fulfills Wigner’s condition up to ε according to
Eq. (1) define ∆(f) := infT supψ∈Sd ‖T (|ψ〉〈ψ|)− f(|ψ)〉〈ψ)|)‖∞ where the infimum is taken
over all linear maps T : Cd×d → Cd×d. Assume that supf ∆(f) ≤ κ(d)εp for some function
κ and some p > 0. Choosing ε = 4pi/ ln(d − 1) for sufficiently large d, Thm. 3 provides a
map g that fulfills Eq. (1) together with ∆(g) ≥ 1/3. Therefore
κ(d) ≥ supf ∆(f)
εp
,
≥ 1
3
(
ln(d− 1)
4pi
)p
.
On the other hand, Thm. 2 guarantees that supf ∆(f) ≤ 4d
√
ε so that a significant gap
between upper and lower bound remains. In order to close this gap, more sophisticated
tools from Banach space theory might be useful (see end remark in Ref. [13]).
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