Abstract. We derive closed form expressions for the Laplace transform of certain quadratic Brownian functionals based on the Ornstein-Uhlenbeck process, using both Fredholm determinants and PDE arguments. Classical and new bond pricing formulas in quadratic Brownian models are obtained as particular cases.
INTRODUCTION
The Laplace transform of quadratic functional of Brownian motion (B t ) t∈I R+ of the form ) is symmetric in two variables, has been computed on abstract Wiener spaces in [3] and [4] of the (symmetric Hilbert-Schmidt) Volterra operator A ϕ defined by
such that I + A ϕ has positive spectrum, where
and (λ i ) i≥0 are the eigenvalues of A ϕ , counted with their multiplicities. The Laplace transform of quadratic Brownian random variable is relevant to the computation of Feynman path integrals in quantum field theory, cf. e.g. [6] pages 211-212, and it is also used for bond pricing. From a probabilistic point of view, quadratic Brownian functionals are infinitely divisible random variables, and closed form expressions for their Lévy measures have been given in [9] , based on (1.2) .
In this paper, we use PDE arguments and Fredholm expansions to provide closed form expression for the determinant (1.3), with application to the Laplace transform of functionals of the form (1.1). We show in particular in Corollary 2.2 that when In general the spectrum of A ϕ is unknown, nevertheless the determinant det(I +A ϕ ) can also be computed by the Fredholm expansion
cf. Theorem 3.10 of [10] , showing that
cf. Proposition 4.1 below, where 1 F 1 (a; b, z) is the hypergeometric function
is the rising factorial. In the limiting case b → 0 in (1.5) with α = −β = σ 2 /b, the eigenvalues of A ϕ can be computed explicitly as
which yields det(I + A ϕ ) = cosh(σT √ 2), cf. (3.12) below, and recovers (1.6). The above results apply in particular to the computation of the bond price P (t, T ) = F (t, r t ) = E e − T t rs ds r t of a zero-coupon bond with maturity T , where the short term interest rate process r t is given in the Cox-Ingersoll-Ross (CIR) model by
with γ = σ 2 and b, σ > 0, based on the Laplace transform of quadratic Brownian functionals. The link between (1.8) and quadratic functionals of Brownian motion (B t ) t∈I R+ has been pointed out in [7] using squared Gaussian processes, in the chaos expansion framework of [8] .
Indeed, under the condition γ = σ 2 , the process r t solution of (1.8) can be written as r t = X 2 t where X t is the Ornstein-Uhlenbeck process
solution of the equation
where b, σ > 0. We also apply (1.5) and (1.7) to the computation of the joint moment generating functions of quadratic functionals such as
using both the Fredholm determinant expansions and PDE expressions. This allows us in particular to recover the Laplace transform of T 0 r t dt where r t is the CIR process solution of (1.8) under the condition γ = σ 2 .
We proceed as follows. Section 2 contains the main results of the paper, which are based on the comparison of determinant expansions and PDE solutions. In Section (4) we compute the determinant of Volterra operators of the form (1.5), using the Fredholm expansion (1.7). Section 3 contains several lemmas, including the computation of trace terms appearing in the exponential component of (1.2). The finite dimensional determinants needed for Fredholm expansions are evaluated in Section 4.
MAIN RESULTS
We start by computing the bivariate Laplace transform of
s ds using standard PDE arguments and stochastic calculus applied to the Ornstein-Uhlenbeck process X t defined in (1.9). Proposition 2.1. For all ρ ≥ 0 and μ ∈ I R such that b 2 + 2ρbσ + 2μσ 2 ≥ 0 we have
b+ρσ+h coth(hT ) ,
Proof. By standard stochastic calculus and martingale arguments it can be shown that the function
whose solution H(t, x) is given by (2.1), cf. Lemma 3.1 below.
In order to compare the result of Proposition 2.1 to the determinant identity (1.2) we rewrite
in the form of (1.1) as
where ψ and ϕ are given in (2.6) and (2.7), cf. Lemma 3.2. As a consequence of Proposition 2.1, Lemma 3.4, and Relations (1.2) and (2.3) we obtain the following proposition.
Corollary 2.2.
Assume that α + β ≥ 0 and b ≥ −2α, and let
Then I + A ϕ has positive spectrum and we have
Proof. By Lemma 3.2 the functions in (2.3) are given by
where
By applying (3.13) below with
, and (2. On the other hand, by the Fredholm expansion (1.7) and Proposition 4.1 below we obtain the following alternative to Proposition 2.1, which provides a series expansion in σ.
Corollary 2.3. For all ρ ≥ 0 and μ
Proof. By Proposition 4.1 we have
where ϕ is given by (2.4) with α = ρσ + μσ 2 /b and β = −μσ 2 /b by Lemma 3.2, hence (2.10) follows from (1.2) by the relation 1 F 1 (n + 1; 2n, 2bT ) − 1 F 1 (n; 2n, 2bT ) = 2bT 1 F 1 (n + 1; 2n + 1, 2bT ).
Examples
Next we consider some particular cases of quadratic Brownian functionals built from the Ornstein-Uhlenbeck process.
Laplace transform of
By taking μ = 1 and ρ = 0 in (2.1) we recover the Laplace transform
and [2] . In addition it follows from (2.10) that
In this case we have
By taking μ = 0 and ρ = 1 in (2.1) we find
,
Similarly by taking ρ = σ and μ = −b, i.e. h = b, we can show that
by (1.4). In addition we have
MAIN LEMMAS

PDE solution
First we derive the PDE solution which has been used in the proof of Proposition (2.1).
Proof. In order to solve (2.2), we search for a solution of the form
with C(0) = E(0) = 0, which implies
The Riccati equation (3.2a) is solved as (3.3)
where h = b 2 + 2ρbσ + 2μσ 2 , which also yields (3.4)
Quadratic Ornstein-Uhlenbeck functionals
In the next lemma we derive the representation of quadratic functionals of the Ornstein-Uhlenbeck process (1.9) solution of (1.10) with b, σ > 0.
Lemma 3.2. (i) The integral
(ii) The integral
Proof. (i) We have
(ii) We have 
Spectrum of Volterra operators
Next we compute the spectrum of the Volterra operator A ϕ with ϕ given in (3.6) below. 
and the corresponding eigenvalue λ satisfies the equation
while the corresponding eigenvalue λ satisfies
Proof. By twice differentiation of the relation A ϕ h(t) = λh(t), i.e.
(3.8)
we obtain
and (3.10)
b(2T −s−t) h(s)ds −2αbh(t) =λh (t).
Applying (3.8) in (3.10), we obtain
and h (0) = bh(0) by taking t = 0 in (3.8) and (3.9). If b > 2α/λ, the eigenvector h satisfies
Taking t = 0 in (3.8) shows that the eigenvalue λ satisfies
In case b < 2α/λ, the eigenvector is given by
and taking t = 0 in (3.8) shows that the eigenvalue λ satisfies
Finally, if λ < −1 is an eigenvalue of A ϕ then under the condition b ≥ −2α we get b > 2α/λ and we check that (3.7) has no solution since −(α + β)/λ > 0, which shows that I + A ϕ has positive spectrum.
When α = −β = σ 2 /b Lemma 3.3 shows that any eigenvalue λ of A ϕ should satisfy
As b tends to 0 we get
and in this case the spectrum
can be explicitly computed from (3.11).
As a consequence we have traceA ϕ = σ 2 T 2 , and by e.g. § 4.5.69 page 85 of [1] we obtain (3.12)
which recovers (2.5), i.e.
as b tends to 0.
Exponential term
We close this section with a computation of the term
Lemma 3.4. Let y, z, α, β ∈ I R, b ≥ −2α, and
We have
−bT (b+α+β) sinh(hT )+h cosh(hT ) ,
Proof. The function u(t) solves the Fredholm equation of the second kind
i.e.
(3.14)
Differentiating (3.14) on both sides with respect to t we get
and
From (3.14) we can simplify (3.16) to
By twice differentiation of ψ(t) we find
Substituting the right hand side of (3.17) with (3.18) this yields
where h = √ b 2 + 2αb and c 1 , c 2 are constants. Letting t = 0 both in (3.14) and (3.15), we get
Next, substitute u(t) with (3.19) and plug in ψ(0), ψ (0) in the above relations, therefore c 1 and c 2 are the solutions of following two equations
which shows that
and (3.13) follows.
FREDHOLM EXPANSIONS
In this section we show that the determinant det(I + A ϕ ) appearing in (1.4) can be computed using Fredholm expansions and hypergeometric series. 
we have
Proof. The determinant det(I +A ϕ ) is computed by the Fredholm expansion (1.7), where
. By the change of variable
we get
In the particular case where β = 0 and
In the particular case where α = −β we get the following corollary. 
We also have
Finite-dimensional determinants
Finally we compute the finite-dimensional determinants needed in the Fredholm expansion (1.7). 
Proof.
According to Condition (ii) we have a 2,1 = c 1 a 2,2 , and since A is symmetric we have a 1,2 = c 1 a 2,2 as well. In addition the minors of A are given by
We will prove (4.4) by induction on n ≥ 1. by Condition (i), hence (4.4) holds. Next, assuming that (4.4) holds at the rank n ≥ 1, we have (1 − e −2b(t i+1 −t i ) ),
with t n+1 = T , which proves (4.6).
In particular when 
