Text S. Comparison of four supervised learning algorithms
S.2 Multiple additive regression tree (MART)
MART is an improved tree-based model that combines several classification and regression trees (CARTs) with a stochastic gradient boosting technology 3 . Similar to LR, CART estimates the response based on the contributions of each predictor. However, instead of assuming the response as a linear function of predictors, CART performs multiple partitions in the space of predictors. Then for each new predictor vector, its response is estimated as the mean of all responses of the training set in the same region of the predictor space 4 . However, a single CART usually has high bias due to the piecewise partitions, as well as high variance due to the greedy search strategy. Therefore, instead, we apply MART to improve the prediction accuracy.
MART has considerable advantages. (1) It can naturally handle mixed predictor types. (2) It is robust to irrelevant predictors, different scales, and outliers. (3) It is interpretable from the trained and selected decision tree. However, MART has some disadvantages, such as high bias and variance for data with low order of correlations.
S.3 Multiple additive regression tree (NN)
NN is a popular brain-analog SL model structured with a hierarchical set of logistic regressions 5 . The prediction of logistic regression is simply a sigmoid function of that of LR, so that each prediction is inside the range (0,1). An example n-3-1 NN is shown in Fig. S1 , where n is the number of predictors, a and b are weights for the input and hidden units, and S and + denote the sigmoid function and linear combination, respectively. Formally, the predicted response is: (S1)
where N is the number of hidden units and x is the predictor array of each training data point.
The NN can be represented as all weights in the network, which can be trained with an appropriate number of epochs. During each epoch, we apply stochastic gradient descent on weights over the training set 3, 6 .
The unique advantage of NN is that it can handle multiple correlated responses together and find complex relationships. Also, NN is more complicated than LR and MART, and we can adjust several controlling parameters, such as the number and size of hidden layers, to achieve the optimal performance. However, NN has more limits than either LR or MART. 
S.4 Support vector machine (SVM)
SVM is a popular SL model using the kernel method. In particular, it replaces the predictor array with an appropriate basis function, and then to predict the response with a kernel function, indicating the similarity between the new basis function and all critical measurements (support vectors) in the training set, which can determine the decision hyper-plane in the classification problem 8 . SVM is represented as the set of all support vectors, which can be estimated by minimizing the regularized loss function, defined with a certain kernel function 9 . Vapnik et al.
first introduced SVM to regression problems using the -insensitive loss function 10 .
The advantage of SVM is that it can solve complex problems by mapping the predictors to the space with higher dimension, leading to a low bias of predictions. SVM can handle both numerical and categorical predictors, but it has some limitations, such as that it is not interpretable and that it is sensitive to irrelevant predictors and different scales. 
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