ABSTRACT
INTRODUCTION
Pedestrian detection has many application in our life, the applications include robotics, entertainment, surveillance and advanced driver assistance systems. Detecting people in images is the difficult task in computer vision because there are many varied situations such as changes of appearances (difference clothes and color, changing size), wide variety articulated human poses, the unconstraint illumination and viewpoint, etc. Due to these important and challenge, pedestrian detection has attracted an extensive amount of interest from the computer vision community over the past few years.
Many techniques have been proposed in terms of features, models, and general architectures. Papageorgiouet al. [2] proposed a pedestrian detection algorithm based on Haar wavelets and polynomial SVM . Viola et al. [3] continues using Haar-like feature and a variant AdaBoost algorithm to select best weak classifier to procedure the strong clasifier, then combine these selected classifiers to build cascade for quickly reject all non-pedestrian windows and only keep pedestrian window through all cascade layers, this method got the near real time human detection system. In [1] , Navneel Dalat and Bill Triggs introduced histograms of oriented gradients (HOG) feature which is inspired from SIFT descriptor of D.Love [10] , and use linear SVM as a learning method with excellent detection results. In some recent survey about the state of art pedestrian detection systems [12] , [13] , authors showed that there are not any single feature which has been shown to * Corresponding author, Email: ypencil@daum.net Manuscript received Feb. 06, 2013 ; revised Aug 16, 2013; accepted Sep 03, 2013 outperform HOG. After HOG is proposed for human detection task with promised results, there are a lot researches continue improving HOG in term of performance and consumption time or adapt to other tasks such as tracking [6] , [19] , [20] , action recognition [21] , human pose estimation [22] , [25] .
Another approach that recently gets a lot of attentions is part-based method. In the contrary with the holistic techniques, it classifies different parts of human body (e.g., head, arms, legs, body) instead of classifying the entire human. Mohan et al. [16] use Haar wavelets and a quadratic SVM to independently classify four human parts (head, legs, right arm, and left arm), then combine these parts and classify by linear SVM. Felzenszwalb et al. [17] build pictorial structures represent objects by a collection of parts arranged in a deformable configuration. In this case, the authors use latent SVM and HOG.
In this paper, we aim to describe an effective pedestrian detection system. Firstly, we extract HOG from input image, then using Principal Components Analysis to reduce the dimensional of HOG, it can help we reduce computational time and resources consumption, it can help speed up the training phase, especially the classification phase. Next, linear SVM is used as training and classification tool with input is the output of PCA step. Using linear SVM for simplicity and speed, the experiment still is able to get very excellent results. Non-linear SVM can give a slightly better performance, but we have to trace off with the computational resources and processing time. Our system can archive the same performance with original HOG feature of Navneel Dalat and Bill Triggs with both MIT [9] and INRIA pedestrian dataset ( [8] ) while the processing time is reduced. http://dx.doi.org/10.5392/IJoC.2013.9.3.001
RELATED WORK
Many researchers tried to reduce computational cost of pedestrian detection system. Zhu et al. [6] integrate the cascade of rejectors approach with HOG features to speed up detection system without losing performance. Adaboost is used for feature selection. They reduce processing time in classification time by adapt HOG with a faster classification algorithm. However, in our method, we follow another approach by optimizing HOG feature its self using PCA. Applying PCA to HOG feature in entire image has additional advantages. First, PCA will help reduce significantly the dimension of HOG. HOG is a high dimensional vector (3780 dimension), and hence it causes long processing time for extracting and classification. After PCA steps, time consumption for extracting and classification will be reduced. Second, because our training images are taken from natural scene images, there is variety of backgrounds; it will lead the noise and redundant information in final HOG feature. These noises and redundant information will be gotten rid through PCA steps and keep only the most principal information of human shape.
Other authors tried to apply PCA to HOG but it is different with our approach at some points. Lu et al [15] applied PCA to HOG feature for tracking purpose not for detection. Kobayashi et al [19] extract HOG on edge (human boundary) of training images then use these HOG feature for training PCA. But it cannot preserve all information of human shape in case of contrast between human and background is low, or it can lead redundant information if there is a lot of edges information in background and inside human boundary. In order to get rid these problems, they have to manual normalize all training images by background subtraction. It is not a practical task in case of large training dataset. In our approach, we train PCA by extracting HOG all block locations, and PCA will automatically filter the most principal characteristics of human images.
THE SYSTEM ARCHITECTURE

System Overall
Our pedestrian detection system has two main phases: training phase and detection phase. The overall of system is showed in figure 1 . Detailed steps of two phases will be described in the next paragraphs.
Histogram of oriented gradients
The basic idea of Histogram of Oriented Gradients (HOG) is that local object appearance and shape can often be characterized rather well by the distribution of local intensity gradients or edge directions, even without precise knowledge of the corresponding gradient or edge positions [1] . Input image is divided into small spatial regions (cells), for each cell accumulating a local 1-D histogram of gradient directions or edge orientations over the pixels of the cell. In order to obtain a complete descriptor of an image, we have computed local histograms of gradient according to the following steps: Firstly, we compute gradients of the image; secondly, we build histogram of oriented gradient for each cell; thirdly, normalizing histograms within each block of cells; finally, all histograms are concatenated to build the final HOG feature ( figure 2 and 3) .
The following paragraphs give more details on each of these steps.
Gradient computation
An image gradient is a directional change in the intensity or color in an image. Image gradient are less susceptible to lighting changes. The gradient of an image has been simply obtained by filtering it with two 1-D filters:
• Horizontal : 1 0 1 • Vertical : 1 0 1 In other works, suppose that we have image I x, y , the formula to calculate gradient magnitude m x, y and orientation θ x, y
m x, y , , θ x, y , ,
Building histogram of oriented gradient for each cell
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Where is the mean HOG of all training images, will be input for SVM classifier.
Linear SVM classifier
The SVM classifier finds a hyperplane which separates two-class data with maximal margin [7] . The margin is defined as the distance of the closest training point to the separating hyperplane. For given observations X, and corresponding labels Y which takes values ±1, one finds a classification function:
Where w, b represents the parameters of the hyperplane. Data sets are not always linearly separable. In case of nonlinear dataset, we can use kernel function to project dataset into a higher dimensional space in which data are linearly separable. But in case of pedestrian detection problems, typical linear SVM is sufficient to get the high detection rate. Using kernel function, we can get higher detection rate and decrease false positive but it take more computational resources and processing time.
Detection phase
In order to obtain initial object location hypotheses, we use the siding window technique, where the detector window is sided at various scales and all locations over the image ( Figure  5 ). At one scale and location, we will extract HOG from this window image, and then project into principal component space using formula (1) to obtain the final feature vector. We term this feature is PCA-HOG. PCA-HOG feature will be classified by linear SVM to decide pedestrian or non-pedestrian.
After shifting detector window at all scale and all locations of image, we will obtain many detected window candidates which include human (Figure 4) . In order to obtain the final detected windows, we have to evaluate all detected window pairs. Without loss of generality, we can denote two detected windows as and . , 0.5 (2) If two detected windows satisfy condition (2) we will eliminate smaller window and keep the bigger one for the next evaluating iterations. In many cases, we will have some false detection at one or some few scales. In order to eliminate false detection, we map all top-left points of detected windows into a 2D space. Then a mean-shift algorithm is used to group detected points into clusters. All small clusters, where the number of windows is less than a threshold, are considered as noises. We remove all these noisy windows from the detected window list. 
EXPERIMENT RESULTS
In our experiment, we use two well-known pedestrian datasets: MIT CBCL Pedestrian dataset and INRIA Person dataset. MIT CBCL Pedestrian has total 924 positive images with frontal and back views only. MIT dataset doesn't separate into testing and training. In our experiment, we used 700 images for training and 224 images for testing. Our system recognized near-perfectly in this database with 99.55% correct detection rate, only one case is false detection. We also make an experiment with another much more challenge dataset -INRIA person dataset. In INRIA, all positive images is cropped to 64x128 pixels image which human is in center of positive images. Sizes of all negative images are variance. These negative images are taken from natural scene without including people. 'INRIA' contains 2416 positive images and 1218 negative images for training set. For testing set, INRIA include 1126 positive images and 453 negative images. In experiment, each negative image will generate randomly ten 64x128 negative window images for training and testing. It means that we used 12180 negative images for training and 4530 negative images for testing. Because of using 64x123 pixel images for training, our system only can detect pedestrians in the center of windows whose size is equal or bigger that window size. Without PCA steps, our system recognize with accuracy is 98.39% and false positive is 8. figure 6 for more detail). 
In order to compare performance with original HOG feature, we create the ROC curve as showing in figure 7 . For each observation, we have one classification score which is output by SVM process. If the score is larger or equal a specified threshold, we classify it to positive class, otherwise it is classified into negative class. To create the ROC curve the threshold value for the classification score is adjusted from +∞ to -∞. The true positive and false positive rates are 0 when threshold is adjusted to +∞ and 1 when threshold is adjusted to -∞. We find out that with 100 principal components (p=100), we get even better performance compare to original HOG. If p is 10, 30 or 50, the detection rate is lower than original HOG. But the detection rate is not increased if we increase p from 100 to 400. Processing time does not reduce much when we decrease number of principal components from 100 to 30 but the true positive rates reduce more clearly. Therefore, p = 100 is the optimal option. HOG can get higher performance at low false positive rate but when false positive rate is larger than 5*10 -3 HOG have lower performance than PCA-HOG with p=100.
CONCLUSIONS AND DISCUSSIONS
In this paper, we demonstrate a completely pedestrian detection system. We proposed a method can detect pedestrians which are fast and accurate at the same time by using principal components analysis to reduce dimensional of HOG therefore speeding up the classification time and training time as well. Our system speed up pedestrian detection system about 25 times compare to original HOG/linear SVM system. We also find out that using 100 principal components can give a best trade off option between detection rate and processing time. Our method can execute require less resources than original HOG feature; it will have advantages when apply to low resource devices such as mobile phone. In figure 8 , we show some typical false positive detection of our system, the most errors occur in window images which have strong vertical structure. We also show some our true positive samples in figure 9 with different situations such as different views, different detected scaled windows or crowed image. For future works, we are going to apply cascade approach and boosting for feature selection to further speeding up our system.
