Abstract. The canonical generalizations of two classical norms on Besov spaces are shown to be equivalent even in the case of non-linear Besov spaces, that is, function spaces consisting of functions taking values in a metric space and equipped with some Besov-type topology. The proofs are based on atomic decomposition techniques and (standard) metric embeddings. Additionally, we provide embedding results showing how non-linear Besov spaces embed into non-linear p-variation spaces and vice versa. We emphasize that we neither use the UMD property of the involved spaces nor do we assume their separability.
Introduction
There are various ways to define Besov spaces consisting of functions with values in the real numbers or even Banach spaces, which are equivalent in many settings (sometimes depending on additional properties like the UMD property), see, e.g, the introductory books [Pee76] , [Tri10] or [Leo17] . Most important in theory as well as in applications are equivalent characterizations of the B s p,q -Besov regularity of a function in a countable manner like by a respective Besov sequence space b s p,q . The simplest countable representation is to evaluate a Besov regular function on a countable set, for instance, on the set of dyadic points in an interval. Frequently, the sequences in b s p,q have an interpretation as coefficients of basis expansions with respect to some wavelet bases or splines. This usually provides isomporphisms between Besov spaces and sequence spaces and very precise assertions of the expansion coefficients and embedding theorems.
In this article we consider Besov spaces B s p,q consisting of functions f : [0, 1] → E with values in a general (non-linear) metric space (E, d) . Note that the classical definition of Besov spaces in terms of integrals has a canonical extension to the metric setting. We provide an important characterization of the B s p,q -Besov property of functions on the unit interval by the sequence of their values on dyadic points (and an additional continuity property). So far the equivalences we are dealing with are well-known in the case of real valued functions due to several authors by independent work, see, e.g., works of Kamont [Kam97a] , of Bodin [Bod09] or of Rosenbaum [Ros09] . However, it was an open question whether this equivalence holds beyond finite dimensional spaces.
We shall provide first a general proof for Besov regular functions with values in general Banach spaces. In this case we actually obtain the equivalence between three differently defined Besov norms. By metric embedding results we can then extend this equivalence to metric space valued curves. It is remarkable that by linear methods like atomic decompositions, see [SSS12] , or wavelet expansions, see [Tri04] , we are able to prove a non-linear result for curves taking values in a metric space. Additionally, let us remark that we could only prove the result by abstract tensorization techniques for Besov functions taking values in nuclear spaces, which does not help for the general case since no sufficiently strong embedding results into nuclear spaces exist: therefore abstract tensorization is unfortunately not useful here and we had to look for more direct approaches. Furthermore, notice that our proof provides many more interesting discrete characterizations depending on the applied atomic or wavelet representation.
Motivated by applications in stochastic analysis and the theory of stochastic processes, we presented in the last part of this article embedding results showing how Besov spaces embed into p-variation spaces and vice versa, both again consisting of functions with values in a general metric space. Note for example: if the range space is a complete metric group with left-or right-invariant metric, then our results actually allow to define a complete metric on metric group valued Besov curves and to characterize the so obtained metric space discretely via a sequence space of metric group valued sequences. Here Besov norms due to their smoothness properties might be particularly useful to construct rough path lifts with minimal norms, cf. [LV07] . This will be investigate in a subsequent paper about fundamental questions from rough paths theory. Also a full-fledged Besov theory of rough paths with extension and universality theorems is now at reach. Further possible applications include delicate regularity questions for stochastic processes, see, e.g., [Kam97b] or [Ver09] , or applications to Besov versions of the theory of regularity structures [HL17] .
Organization of the paper: In Section 2 we present the main results and the considered function spaces are introduced. Section 3 provides the equivalence of three classical norms on vector-valued Besov spaces. The embedding results between Besov spaces and p-variation spaces are proven in Section 4.
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Main results and function spaces
Let (E, d) be a metric space. For 0 < s < 1 and 1 ≤ p, q ≤ ∞, two versions of Besov spaces consisting of functions with values in the metric space E can be defined as follows.
• B s p,q ([0, 1]; E) is the space of all measurable functions f :
In the case of p = ∞ or q = ∞ we use the standard modifications of (2. are equivalent, i.e., there exist constants C 1 , C 2 > 0 only depending on s, p and q such that
Remark 2.3. Assuming E is a Banach space, a third characterization of Besov spaces is based on second order differences, see (3.3) in Subsection 3.3. In this case, Theorem 3.15 provides that all three characterizations of Besov spaces (consisting of Banach space valued functions) are equivalent. However, the characterization using second order differences seems to have no canonical generalization to metric space valued functions.
Remark 2.4. Assuming E is the Euclidean space R, Theorem 2.2 and Theorem 3.15 are well-known results. The equivalence stated in Theorem 2.2 goes back at least to the work of Kamont [Kam97a] , where the result was proven for (anisotropic) Besov spaces on [0, 1] d and other versions can be found, e.g., in [Ros09] or [Bod09] . The equivalence between (2.1) and the Besov regularity formulated using second order differences (see (3.3)) was, for instance, considered in the paper [CKR93] by Ciesielski, Kerkyacharian and Roynette.
Instead of Besov spaces, in stochastic analysis or probability theory the space of continuous functions of finite p-variation is more frequently used, which also possess a natural extension to the metric setting. To introduce its definition, we call P a partition of the interval [ 
where the supremum is taken over all partitions P of the interval [0, 1].
The next theorem relates non-linear Besov and p-variation spaces. It is a summary of Proposition 4.1 and 4.2 extended to metric spaces by Kuratowski's embedding, see Subsection 2.1.
Then, one has the following continuous embeddings
and there there exist constants C 1 , C 2 > 0 only depending on s, p and q such that
Remark 2.6. In the specific case of E being the Euclidean space R, Theorem 2.5 is again well-known and the necessary integral estimates to prove the embeddings can already be found in the works of Young [You36] and of Love and Young [LY38] , see also e.g. [Ros09, Theorem 2] for the second embedding.
For general metric spaces E, the first embedding was proven for fractional Sobolev spaces B s p,p ([0, 1]; E) by Friz and Victoir in [FV06, Theorem 2]. 2.1. Embeddings of metric spaces into Banach spaces. It is due to, e.g., Kuratowski, see [Kur77] , that we can isometrically embed any metric space (E, d) into a subset of the Banach space of bounded continuous functions
(for some fixed anchoring point x 0 ∈ E). There are several further generic isometric embeddings of metric spaces into Banach spaces, often spaces of functions with supremum norms, but usually it is hard to find embeddings into spaces with particular properties, like, e.g., the UMD property.
Additionally to Kuratowski's embedding, we also mention Aharoni's bi-lipschitz embedding, see [Aha74] , since for our purposes it is actually enough to consider Lipschitz equivalence: every complete and separable metric space is Lipschitz equivalent to a closed subset of the sequence space
that is, there exists a mapping T : E → c 0 such that there
for all x 1 , x 2 ∈ E and for some positive constants 0 < K 1 < K 2 . Hence, it is enough to show Theorem 2.2 and Theorem 2.5 just for Banach spaces.
2.2. Notation. Let us briefly fixed fairly standard notation for the sake of clarity. The natural numbers are denoted by N := {1, 2, . . . }, the natural numbers including 0 are N 0 = {0} ∪ N, C and R are the complex and real numbers, respectively, and Z stands for the set of all integers. For x ∈ R we set ⌊x⌋ := sup{y ∈ Z : y < x}. For two real functions a, b depending on variables x one writes a b if there exists a constant C > 0 such that a(x) ≤ C · b(x) for all x, and a ∼ b if a b and b a hold simultaneously.
Let (E, · ) be a Banach space. L p (R; E) denotes the Lebesgue space of all measurable functions f : R → E such that
The space S ′ (R, E) is the space of E-valued tempered distributions, that is, the space of all continuous and linear mappings from the R-valued Schwartz space S(R) into E. The Fourier transform on S ′ (R, E) is F and its inverse is F −1 . On a Banach spaces (X, · ), two norms · 1 and · 2 are said to be (strongly) equivalent if there exist constants C 1 , C 2 > such that
We write · 1 ∼ · 2 meaning · 1 and · 2 are equivalent norms on a Banach space X.
Three equivalent norms on vector-valued Besov spaces
In this section we prove that the equivalence between three classical norms on Besov spaces extend to the Besov spaces consisting of functions taking values in a Banach space. For this purpose, we assume that (E, · ) is a Banach space in the entire section. We start by introducing atomic decompositions and harmonic representations, which allows to describe the Besov regularity of functions.
3.1. Atomic decompositions and harmonic representations. The results presented in the current subsection are mainly borrowed from [SSS12] and for the reader's convenience we use same notation. The theory and results are first developed for Besov spaces with domain R. The restriction to [0, 1] will be discussed below in Subsection 3.2. First let us recall the definition of vector-valued Besov spaces:
Definition 3.1. Let (ϕ j ) j∈N 0 be a smooth dyadic resolution of unity. Let 1 ≤ p, q ≤ ∞ and s ∈ R. For f ∈ S ′ (R; E) we define
Note that the Besov spaces with 0 < p, q < 1 can be defined in the same manner as above, see [Sch10, Definition 2.1]. For more information about vector-valued tempered distributions and smooth dyadic resolution of unity we refer again to the paper [Sch10] . If 0 < s < 1, we can characterize vector-valued Besov spaces in terms of first order difference, which can be viewed as the normed space version of (2.1):
It is a well-known result that for s ∈ (0, 1), one has B s p,q (R; E) = B s p,q (R; E) so that · |B s p,q (R; E) and · B s p,q are equivalent norms, see e.g. [Ama97] . Therefore, from now on we will not distinguish between B s p,q (R; E) and B s p,q (R; E), and will always use (3.1) as the Besov norm.
Remark 3.3. If we additionally have 1/p < s < 1, then the Besov space B s p,q (R; E) can be embedded into the Hölder space C s−1/p (R; E) = B s−1/p ∞,∞ (R; E) by the Garcia-RodemichRumsey inequality as already discussed in Remark 2.1. In particular, every f ∈ B s p,q (R;
A natural way to describe the regularity of functions is based on the concept of atoms. To recall this concept, denote by Q ν,m := {x ∈ R : |x − 2 −ν m| ≤ 2 −ν−1 } the interval with the center at 2 −ν m and side length 2 −ν for m ∈ Z and ν ∈ N 0 .
(ii) Let s ∈ R, 0 < p ≤ ∞ and L + 1 ∈ N 0 . A K-times differentiable (in the case
In particular, a ν,m e ν,m is a vector-valued (s, p) K,L -atom if a ν,m is a scalar (i.e. C-valued) (s, p) K,L -atom and e ν,m ∈ U E := {x ∈ E : x = 1}.
Furthermore, we introduce the sequence space b p,q :
Definition 3.5. Let 0 < p ≤ ∞, 0 < q ≤ ∞ and let λ denote a real-valued sequence of the form
The sequence space b p,q is defined as
appropriately modified in the cases p = ∞ or q = ∞.
As
where a ν,m are E-valued 1 K -atoms (for ν = 0) or E-valued (s, p) K,−1 -atoms (for ν ∈ N) and λ ∈ b p,q , and the convergence being in L p (R; E). Furthermore, we have f |B s p,q (R; E) ∼ inf λ|b p,q in the sense of equivalence of norms, where the infimum on the right-hand side is taken over all admissible atomic representations for f .
The above Proposition 3.6 can be found in [SSS12, Theorem 3.7]. We refer the interested reader to [Sch10] and [SSS12] for a very detailed proof of the theorem.
It is also possible to obtain a non-smooth atomic representation of Besov spaces B s p,q (R; E), which allows us to relax the assumptions about the smoothness of the atoms a ν,m as required in Definition 3.4. This turns out to be very useful for our purposes. In particular, we will use the Lipschitz atoms which are defined as follows:
Definition 3.7. We say that a function a : R → E is a (E-valued) Lipschitz atom (in short Lip-atom) if there is a d > 1 such that supp a ⊂ d · Q ν,m for some ν ∈ N 0 and for some m ∈ Z,
where a(x)|Lip := sup x =y a(x)−a(y) |x−y| is the Lipschitz constant of a(x).
As for the smooth case, a ν,m (·)e ν,m is a E-valued Lip-atom if a ν,m is a scalar Lip-atom and e ν,m ∈ E satisfies that e ν,m ≤ 1.
In turns out to be a straightforward exercise to prove the counterpart of Proposition 3.6 in terms of Lip-atoms: Proposition 3.8. Let 1 ≤ p, q ≤ ∞ and 0 < s < 1. Then f ∈ S ′ (R; E) belongs to B s p,q (R; E) if and only if it can be represented as
where a j,m are Lip-atoms, λ ∈ b p,q , and the convergence being in L p (R; E). Furthermore, we have f |B s p,q (R; E) ∼ inf λ|b p,q in the sense of equivalence of norms, where the infimum on the right-hand side is taken over all admissible representations for f .
Proof. In view of Proposition 3.6, we have a smooth atomic representation for E-valued Besov functions, and thus we can follow the proof of Theorem 2.6 in [SV13] verbatim as for the scalar case. Here we only need to note that E-valued smooth (s, p) K -atoms (K ≥ 1) are E-valued Lip-atoms.
Remark 3.9. In fact, it is possible to obtain Proposition 3.8 for a more general vector-valued (σ, p)-atomic representation of Besov functions, where the (σ, p)-atoms for any s < σ ≤ 1 are defined in the sense of Definition 2.3 in [SV13] (but with multiplying the weight 2 −ν(s−1/p) ). The proof follows by the same arguments as given in the proof of [SV13, Theorem 2.6], noticing that any E-valued smooth (s, p) K -atoms (K ≥ 1) are E-valued (σ, p)-atoms with s < σ ≤ 1 as for the scalar case. 1) ; E). The proof which is usually formulated for scalar valued Besov functions but carries over verbatim to the vector-valued case, see e.g. [Ryc99, Theorem 2.2] and note that this extension theorem holds also for any s ∈ R, 0 < p, q ≤ ∞ and any Lipschitz domain Ω ⊂ R n for n ≥ 1. As a consequence, we derive that
Note that the concepts atomic (wavelet or spline) expansions carry over by restriction, that is, one only take into account the atoms whose support has a overlap with (0, 1). In particular, every function f ∈ B s p,q ((0, 1); E) with 0 < s < 1 and p, q ∈ [1, ∞] admits a Lip-atomic representation
where a j,m are Lip-atoms according to Definition 3.7 and λ = (λ j,m ) j≥0,m=0,...,2 j satisfies that λ|b p,q < ∞. Finally, if additionally s > 1/p, then f ∈ B s p,q ((0, 1); E) is a continuous function and therefore f (0) and f (1) are well-defined. In this case we will use the notation B s p,q ([0, 1]; E) for the E-valued Besov spaces on (0, 1). ((0,1) ) . Moreover, from now on, we will always assume that 0 < s < 1, 1 ≤ p, q ≤ ∞ and s > 1/p.
Let us recall that the following definitions of Besov spaces:
• b s p,q,(1) ([0, 1]; E) is the space of all continuous functions f :
• b s p,q,(2) ([0, 1]; E) is the space of all continuous functions f : , respectively. Remark 3.10. Besov spaces are classically, i.e. in the setting of real valued functions, characterized by three overlapping but different expansion methods: atomic decompositions (see, e.g., [SSS12] and the references therein), wavelet expansions (see, e.g., [Tri04] ), and by expansions with respect to piecewise harmonic functions (or, more generally, with respect to splines, see, e.g., [Kam97a] ). All methods have their advantages and it is non-trivial to translate results into each other. In [SSS12] it has been shown that for generic Banach spaces E results for atomic decompositions also hold true (with E-valued atoms) such as in the real valued case, in particular no UMD property of E is needed. Translating results on expansion coefficients into results on transformed coefficients, for instance translating results which depend on second order differences into results on first order differences, has been directly performed in real-valued case in [Kam97a] . However, as we will see later, it appears that Rosenbaum's result [Ros09] extends to Banach valued functions.
In the following, we will verify that the three different definitions of Besov spaces indeed lead to the same function space. That is, we will show that for any Banach space E, the above three norms are equivalent on B s p,q ([0, 1]; E). In particular, we will extend the result of Theorem 1 in [Ros09] from the scalar case to the vector valued case. Our proof scheme goes as follows: First we will prove the equivalence of these three norms for Sobolev spaces (which corresponds to the case p = q) in the next proposition, then by an interpolation argument we generalizes the equivalence to all Besov spaces, i.e. allowing for p = q).
Proposition 3.11. Let E be a Banach space, s ∈ (0, 1) and p ∈ [1, ∞] such that s > 1/p. Then, the three above Besov norms are equivalent, i.e.,
and, in particular, the three Banach spaces are isomorphic:
Proof. The proof is done in three steps, where we extend and collect results from several papers which partially overlap:
Step 1: The first observation is that Rosenbaum's proof for
generalizes line by line to the vector valued case and even for general p and q. For detailed arguments we refer to the proof of Theorem 1 on page 58-59 in [Ros09] . Hence, it is sufficient to show B
, which will be done in the next two steps.
Step 2: We know, by the work [SSS12] of Scharf, Schmeisser and Sickel, that vector valued Besov spaces on R allow for smooth atomic characterizations of their norms, which by restriction on [0, 1] holds also on the unit interval. The same also holds for Lip-atomic representations (see Proposition 3.8), which also yield an expansion on the unit interval. Now, we define for
for some m = 0, 1, . . . , 2 j−1 − 1, we define a function ψ j ξ (t) as follows:
Then one can verify that 2 −j(s−1/p) ψ j ξ (t), j ≥ 1, ξ ∈ V j \ V j−1 are real-valued Lip-atoms according to Definition 3.7. Furthermore, for j = 0 we define ψ 0 0 (t) := 1 and ψ 0 1 (t) := t for t ∈ [0, 1]. Clearly, they are also real-valued Lip-atoms.
and λ 0,0 := f (0), λ 0,1 := f (1) − f (0). Using the convention that 0 0 = 0, we can immediately see that
define a family of E-valued Lip-atoms in the sense of Definition 3.7. Since f is continuous, f (t) can be represented as: for all 1 ≤ p ≤ ∞). Moreover, it is straightforward to check that with λ = ( λ j,ξ ),
Hence, by Proposition 3.8 we can conclude that f ∈ B s p,p ([0, 1]; E) and, as the formula (3.4) gives a special Lip-atomic representation of f , it holds that
, where the infimum is taken over all admissible Lip-atomic representations of
given as in the formula (3.2).
Step 3: In this step we will establish the converse of the inequality (3.5), that is, we want to
where the proportional constant is independent of f . Towards this end, we can assume 1 < p < ∞ and follow the proof of Theorem 5.1 on page 196-199 from the work of Kabanava [Kab12] , but for reader's convenience we will state here the essential steps. First, given a f ∈ B s p,p ([0, 1]; E), by Proposition 3.8 we can find a Lip-atomic representation of f :
whose (real) coefficients λ = (λ j,m ) j≥0,m=0,...,2 j satisfy
for a fixed constant C. The idea is to expand the E-valued atoms a j,m with respect to the Faber-Schauder basis ψ j ξ (t) defined as in the Step 2. More precisely, we denote by
2m + 1 2 j+1 − f m + 1 2 j for m = 0, . . . , 2 j and j ≥ 0. Then since s > 1/p one can follow the proof on page 196-197 in [Kab12] to obtain that
is well-defined due to uniform (and unconditional) convergence of ∞ j=0 2 j −1 m=0 λ j,m a j,m to f . Furthermore, from the support and Lipschitz properties of Lip-atoms a j,m one can check that for every i ∈ N and every ξ ∈ V i \ V i−1 ,
for all j ≤ i, m = 0, . . . , 2 j ; and (3.9) the number of atoms a j,m s.t. c ξ (a j,m ) = 0 is finite and independent of j and ξ.
Then, following [Kab12] on page 197, we split
We estimate first
Due to the localization properties of the atoms a j,m , we obtain that
where the constant c is independent of j, i and ξ. Then by estimating
we are led to the scalar case as in the proof of Theorem 5.1 in [Kab12] . Consequently, by exploiting (3.8) and (3.9) as on page 198 of [Kab12] , we can obtain that
Analogously we define
This time we can use (3.7) and (3.9) as on page 199 of [Kab12] to obtain that
Therefore, by unconditional convergence of the respective series, we have 
Proof. Thanks to Proposition 3.11, we may implicitly assume that p = q. Moreover, noting that
Step 1 and Step 2 in the proof of Proposition 3.11 remains valid for p = q, we only need to show that if f ∈ B s p,q ([0, 1]; E), then f ∈ b s p,q,(1) ([0, 1]; E) and there exists a constant C independent of f such that
. Now let us fix s ∈ (0, 1) and p ∈ (1, ∞] such that s > 1/p; and we pick 1
due to the real interpolation argument for vector valued Besov spaces. By Proposition 3.11 we can deduce further that which completes the proof.
