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Numerically Efficient Three-Dimensional Fluid-Structure
Interaction Analysis for Composite Camber Morphing
Aerostructures
Andres E. Rivero∗, Jonathan E. Cooper† and Benjamin K.S. Woods ‡
Bristol Composites Institute (ACCIS), University of Bristol, Bristol, United Kingdom, BS8 1TR
This paper presents a newly developed three-dimensional Fluid-Structure Interaction (FSI)
routine for the Fish Bone Active Camber (FishBAC) concept that couples a three-dimensional
Lifting-Line theory analysis to a two-dimensional viscous corrected panel method (XFOIL)
to create a viscous corrected three-dimensional wing aerodynamic solver. This aerodynamic
model is then coupled to a previously developed multi-component Mindlin-Reissner plate
model based composite analysis routine for the FishBAC morphing device. The methodol-
ogy is explained, and predictions are validated against existing modeling tools. The FSI model
developed in this paper shows good agreement when compared against other structural, aerody-
namic and FSI tools. Additionally, results show the FishBAC’s ability to improve aerodynamic
performance at a wide range of operating conditions.
I. Nomenclature
Roman symbols (uppercase)
Qi j ply stiffness in the global coordinate system
CD 3D drag coefficient
CL 3D lift coefficient
CD0 3D profile drag coefficient
CDi 3D induced drag coefficient
CLerr FSI convergence criterion
Cm 3D pitching moment coefficient
DF damping factor
Hi j transverse shear stiffness matrix terms
L
′ lift per unit span
Lmn,Omn, Pmn displacements shape functions’ unknown amplitudes
P aerodynamic pressure distribution
Rmn, Smn rotations shape functions’ unknown amplitudes
T kinetic energy
Up artificial penalty energy
V,W potential energy due to transverse and in-plane external loads, respectively
V∞ freestream velocity
Veff effective velocity
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X(x) Chebyshev polynomial expansion in the x-direction
Y (y) Chebyshev polynomial expansion in the y-direction
Roman Symbols (lowercase)
cˆ unit-vector parallel to local chord
nˆ unit-vector perpendicular to local chord
#»n normal vector at horseshoe control point
#»r spatial position vectors
c chord length
cl 2D lift coefficient
cd0 2D profile drag coefficient
cm 2D pitching moment coefficient
fmn influence coefficients
kk artificial penalty spring stiffness
q net aerodynamic pressure distribution
qr under-relaxed net aerodynamic pressure distribution
uoij in-plane displacement in the chordwise x-direction
voij in-plane displacement in the spanwise y-direction
wr under-relaxed transverse displacement
wi j out-of-plane displacement in the through-thickness z-direction
Greek symbols
α geometric angle of attack
αeff effective angle of attack
αi induced angle of attack
 strains
ηj normalized spanwise position
Γ vortex strength
γ(TE) Kutta condition
γxy, γxz, γyz engineering shear strains
Γx boundary conditions circulation function
κ Timoshenko shear correction factor
λ FSI relaxation factors
φ velocity potential
Π total potential energy
ψx xz-plane rotation
ψy yz-plane rotation
ρ∞ freestream air density
σ normal stress
τ shear stress
Tn(ζ) Chebyshev polynomials of the first kind
θ local twist angle
ζi normalized chordwise position
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II. Introduction
Fixed-Wing aircraft are typically controlled and manoeuvred using deflectable, discrete structures that are hinged tothe trailing edge of the wings. These hinged panels are generally known as control surfaces and, depending on their
location, these are specifically known as ailerons, elevator and rudder. Also, they are generally known as trailing edge
flaps. When deflected, these discrete flaps vary the camber of the airfoil, and therefore the pressure distribution over the
wing, resulting in net aerodynamic forces and moments that can be used to control the lift generation and orientation
of the aircraft. Although effective in generating these net forces and moments for control purposes, their use comes
with a drag penalty due to the sharp and discontinuous change in shape, which promotes flow separation and increases
wake turbulence [1]. Alternatively, if these control surfaces could instead deflect and change shape in a smooth and
continuous way, similar control capabilities could be achieved, but with a lower drag penalty. This alternative is known
as camber morphing, and previous studies have estimated a potential fuel consumption reduction between 3% and 6% if
implemented in fixed-wing aircraft [2].
Furthermore, the ability to vary wing geometry continuously and throughout the entire flight could lead to important
fuel efficiency gains. Airplanes continuously lose weight during flight due to fuel burn, hence, the amount of lift
required to sustain equilibrium flight is continuously changing. Therefore, optimum lift-to-drag ratios cannot be achieved
throughout the entire flight if wing geometries are not continuously adapted. Consequently, the ability to vary camber
distribution during flight can be exploited to achieve higher lift-to-drag ratios at the different flight stages. Recksiek
(2009) estimated that fuel consumption could be reduced between 1-2% in a full size Airbus A350 XWB if traditional
hinged ailerons are actively used to maximise aerodynamic efficiency [3]. Therefore, these fuel efficiency gains due to
active use of ailerons during flight could be even higher with camber morphing.
Even though the aeronautical community has been aware of the benefits of camber morphing for almost a century—as
the first camber morphing concepts date from as early as 1920 [4–6]—it is only in the past two decades that these
concepts have started to be considered as feasible alternatives to rigid control surfaces. This has been partly due to
new developments in smart materials and lightweight structures and advancements in structural modeling, which have
allowed researchers to develop new morphing concepts [7]. For example, developments in piezoelectric materials
[8, 9] and Shape-Memory Alloys (SMA) [10, 11] have focused on exploring alternative actuation mechanisms, whereas
further understanding of composite laminates have led to exploiting structural instabilities for shape changing [12–14].
However, most of these research efforts have essentially focused on 2-D morphing airfoils, and not necessarily on
their integration into three-dimensional wings—from a systems level point-of-view, and the potential benefits and
complications this may bring.
Conversely, some research efforts did focus on the benefits of morphing from a fixed-wing aircraft systems level
point-of-view. Few of these cases are the NASA Ames F-111 Mission Adaptive Wing [15] and the DARPA Smart Wing
project [16], whereas other researchers have studied the aeroelastic implications of camber morphing [17].
To successfully implement camber morphing concepts in fixed-wing applications, it is necessary to address both the
two-dimensional airfoil lightweight morphing concept design, as well as its integration in three-dimensional wings,
simultaneously. However, there is a current lack of these combined efforts in the literature. The modeling tools
developed in this paper, along with previous work on the design, manufacture and test of a composite Fish Bone Active
Camber (FishBAC) morphing wing [18, 19], aim to address this literature gap. These modeling tools can be used to
further understand the structural and aerodynamic behavior of the FishBAC, as well as for future design iterations and
optimization of composite FishBAC wings.
III. Fish Bone Active Camber (FishBAC) Concept
The Fish Bone Active Camber (FishBAC) [20] is a compliance-based camber morphing device that has been carefully
engineered to have high stiffness in certain desired directions—i.e. along the span, to resist bending—while being
compliant in thicknesswise bending to allow camber morphing (Fig. 1). The latest FishBAC prototype achieves this
high-level of anisotropy by combining several types of structural members and materials, such as a carbon-fibre/epoxy
bending spine (main load bearing member), spanwise stringers, silicone skin sheets and a pair of Kevlar-tape tendons
for transferring actuation loads [18] (Fig. 2). Since the FishBAC is actuated at different locations along the span—two
locations on the latest composite prototype—it has the ability to achieve gradual changes in camber along the spanwise
direction. From a 3D wing design perspective, this creates the exciting possibility of using the FishBAC to control
spanwise aerodynamic loads in real time. This could allow for more efficient flight through a number of means. The
ability to control spanwise lift distribution with smooth camber variation along the chord and span would allow to
minimize both profile drag and induced drag in all flight conditions.
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The lack of gaps or sudden spanwise changes in camber seen with flap based systems would further increase the
achievable drag reductions. Additionally, continuous control of wing camber, given sufficient actuation bandwidth,
would allow for the additional functionality of gust load alleviation—which could lead to lighter and higher aspect
ratio wings. Such a fully morphing camber wing would retain the structural efficiency and practical benefits (e.g. fuel
storage) of a traditional wingbox structure by modifying only the trailing edge, while opening up a whole new level of
operational freedom and responsiveness beyond what is achievable with traditional approaches.
To properly exploit all the benefits that the FishBAC can bring to a 3D wing, it is necessary to design and optimise the
structure with the appropriate modeling tools that capture the complex structural configuration of the composite FishBAC,
the 3D aerodynamics of a camber morphing 3D wing and the coupled aeroelastic behavior that these compliance-based
morphing structures are intrinsically beholden to. Additionally, these modeling tools must be computationally efficient
and with an appropriate level of fidelity to capture enough of the underlying physics to be usefully accurate while also
being computationally efficient enough to be useful for expansive design and optimisation studies.
Previous work by the authors has advanced this aim through recent structural modeling work and prototype
development. Recently developed structural models can predict the static structural behavior of the composite FishBAC
[19, 21] using a reduced number of Degrees of Freedom (DOFs) compared to Finite ElementMethod (FEM). Additionally,
these structural models were used to design a composite FishBAC wind tunnel wing model [18]. This composite
prototype underwent a series of structural and wind tunnel tests to first experimentally study the behavior of the
composite FishBAC and then use these experimental results to validate the modeling techniques. Given recent progress,
it is now of necessary to develop an aerodynamic model that adequately predicts the 3D aerodynamic behavior of a 3D
camber morphing wings, and to couple the structural and aerodynamic models together in a fluid-structure interaction
(FSI) routine. This work is intended to create a self-contained, comprehensive analysis tool to significantly expand our
understanding of the complex, coupled performance of fully camber morphing wings such that the potential benefits
may be explored.
This paper presents this newly developed fluid-structure interaction (FSI) routine for three-dimensional camber
morphing wings, including a detailed explanation of the aerodynamic model, a summary of the structural model, and
description of the coupling procedure. This is followed by an initial investigation into the design space of camber
morphing wings and presentation of achievable aerodynamic benefits for a case study.
Leading Edge
Central Rigid SectionBox Spar
FishBAC
Leading Edge Mounting Plate
Fig. 1 Fish Bone Active Camber (FishBAC) morphing trailing edge device wind tunnel wing model
Servo Actuators
Kevlar Tendon
Silicone Skin
Spooling Pulley
Stringers
Composite Spine (Bending Plate)
Fig. 2 FishBAC structure and actuation mechanism
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IV. Fluid-Structure Interaction of Morphing Aerostructures: Background
Fluid-Structure Interaction models combine the interaction of a deformable body with the surrounding fluid flow.
They are classified as either one-way or two-way routines; the former one occurs when the structural deformation affects
the fluid motion—but not vice versa—whereas the latter refers to routines where both structural deformations and fluid
motion affect each other [22].
Additionally, FSI routines can be classified into explicit and implicit algorithms. On one hand, explicit algorithms
(also known as loosely-coupled) consist of separate structural and aerodynamic models which are coupled and then
iterated until a converge solution is achieved. On the other hand, implicit algorithms (also known as strongly-coupled)
find the converged solution using a single model that simultaneously accounts for both the structure and the aerodynamics
[22]. Although strongly-coupled algorithms are generally more stable, they may be difficult to program and implement
as both structures and aerodynamics solvers may require significant modification to combine them in a single system of
equations [23]. Conversely, loosely-coupled algorithms may not be as stable, but their main advantage is that they allow
the combination of previously developed efficient and stable independent structural and aerodynamic solvers.
In the morphing wings context—where aerostructures are subjected to large changes in shape—it is of extreme
importance to develop two-way FSI routines since large changes in shape trigger significant aerodynamic changes,
and vice versa. Failing to perform FSI analysis in morphing wings may lead to structural failure under aerodynamic
loads, incorrect actuation sizing, structural overdesign and incorrect performance predictions, among others. There
are several examples in literature of FSI routines for variable camber applications. Most of these models are based on
loosely-coupled routines that used Finite Element Method (FEM) and Computational Fluid Dynamics (CFD) solvers for
structures and aerodynamics, respectively. There are also examples in the literature of successful implementation of
lower fidelity techniques to these sorts of problems.
1. CFD/FEM-based models
Krawczyk et al. developed a model based on FEM and CFD for camber morphing wind turbine blades for a generic
camber morphing concept, which is then used to obtain aerodynamic forces and moments. However, no specific metrics
to assess computational efficiency and convergence are provided [24]. Similarly, Macphee and Beyene developed a
loosely-coupled model for morphing wind turbine blades, which is based on OpenFoam’s CFD solver with a FEM-based
finite strain analysis as structural solver. One of the main findings in this study is the potential use of camber morphing
as passive pitch control mechanisms. Once again, no specific morphing concept is used in the analysis, and no measure
of computational efficiency is performed [25].
Some authors have developed two-dimensional FSI models for specific camber morphing concepts. For example,
Oehler et al. [26] performed an ABAQUS-based CFD and FEM analysis for Shape Memory Alloy (SMA) morphing
devices. Similarly, Heo et al. [27] followed a similar approach—using ANSYS instead—for a compliance-based camber
morphing cellular structures. Moreover, Barlas and Akay [28] also developed a 2D FEM and CFD-based algorithm
using ANSYS solvers for optimisation of a morphing flap.
There has also been developments on FSI modeling of three-dimensional wings. For example, De Gaspari et al.
[29] identified the need to study camber morphing at the 3D wing level, and therefore developed a model based on
3D CFD and 3D FEM. Miller et al.[30] also developed a FEM/CFD routine for variable camber wings, which also
implemented a 3D interpolate algorithm to handle the dissimilar meshes used for structural versus aerodynamic analysis.
After experimental validation, it was determined that the FSI model tends to under-predict lift coefficients and trailing
edge displacements, and they suggest that a mesh refinement in both FEM and CFD models may improve results. Finally,
Fasel et al. [31] also implements a 3D CFD and 3D FEM FSI analysis to model the aeroservoelasticity of a morphing
airplane for energy harvesting.
In summary, all these FSI models focus on using CFD and FEM as structural and aerodynamic solvers, respectively.
Even though this is a workable solution that is capable of finding converged solutions, their computational expense is
significant, and geometry definition and meshing remain significant challenges in the context of design space exploration.
While CFD and FEM can provide very meaningful levels of insight into the detailed aeromechanics of morphing,
these two modeling techniques are not an ideal starting point if wing ranging explorations into the design space of 3D
morphing wings are desired. A natural solution is to start with a lower fidelity of analysis to reduce computational
expense, and to do so within a parametric design framework to allow for very quick changes in geometry and operating
conditions.
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2. Lower-Fidelity Models
There are two relevant examples of lower fidelity FSI models for camber morphing devices. First, Daynes and
Weaver [32] developed a fluid-structure interaction model for a composite bistable camber morphing trailing edge
device. Even though the authors did use FEM as structural solver, XFOIL—a 2D viscous-corrected panel method for
two-dimensional airfoil analysis—was used to obtain the aerodynamic loads. Results showed that XFOIL provides
sufficient aerodynamic information for validation of 2D wind tunnel test data, and a much lower computational expense
than CFD.
Furthermore, Woods et al. [33] went one step further in reducing computational expense by also using XFOIL
as aerodynamic solver, but by replacing FEM by an analytical Euler-Bernoulli beam theory structural model. This
FSI routine was developed for the FishBAC device specifically, and represents a fast and inexpensive routine for
two-dimensional airfoil analysis, design and optimisation of the FishBAC. For example, due to its efficiency, this FSI
model was used for a multi-objective optimisation study of the FishBAC [34]. However, this model cannot be used for
three-dimensional wing analysis as it is a two-dimensional model with no ability to handle the structural or aerodynamic
impact of variations along the span.
From this brief review of relevant literature, it can be seen that a fully three-dimensional, computationally efficient
FSI routine is needed to analyze, design and optimise composite FishBAC camber morphing wings. This new model
will allow for a more thorough exploration into the aerodynamic performance of camber morphing wings than what has
been achieved to date, and can be used to identify regions of the design space where higher fidelity analysis and wind
tunnel testing should be targeted.
V. 3D FSI for Composite FishBACWings
A three-dimensional FSI routine for modeling the aeroelastic behavior of a composite FishBAC is proposed in
this section. From the aerodynamics point-of-view, this model must be able account for local changes in 2D airfoil
shapes due to varying camber, as well as for 3D aerodynamic effects. From the structures point-of-view, it needs
to capture the stiffness discontinuities of the FishBAC, the use of different types of materials—including composite
laminates—and the chordwise taper due to the airfoil geometry. Since a stable and efficient structural solver has already
been developed [19], a loosely-coupled approach will be implemented. The following section describes the modeling
techniques implemented to address these requirements.
A. Aerodynamic Model
One feasible option to fully capture the 3D aerodynamics of a finite wing is to use 3D panel methods, which
discretize the outer surface of the wing into a series of chordwise and spanwise panels, hence capturing local changes in
airfoil shape and thickness effects [35]. Although panel methods are significantly more efficient than CFD, it is difficult
to incorporate viscosity effects into them, and viscous effects are an important contributor to the overall drag. Another
option is to use numerical methods that are based on Prandlt’s Lifting-Line Theory, such as Vortex Lattice Method
(VLM) [36] and its precursor, Weissinger Lifting-Line Theory (LLT) [37]. These two techniques implement finite
vortex filaments to calculate lift and induced drag. Although these methods are very computationally efficient, they
still neglect viscosity and do not capture airfoil thickness effects as they place the vortex filaments along the airfoil
camber line. Hence, LLT and VLM are able to neither predict stall nor obtain accurate pressure distributions due to
local changes in airfoil geometry.
An alternative approach to LLT that addresses the viscosity and thickness effects limitations is to couple the 3D lift
distribution from LLT to 2D airfoil data that can be obtained from either experiments [38, 39] or a 2D-airfoil analysis
tool [40], followed by iterating the 2D and 3D solutions until certain convergence criterion is met. Anderson et al.
successfully implemented this technique for modeling the stall behavior of finite wing with drooped leading edge [39].
Their model coupled Prandlt’s LLT with 2D airfoil experimental data. They concluded that their coupled model had
a maximum percentage difference of 20%, when compared to experimental data. However, the authors noted that it
is important to be aware that LLT theory can be inaccurate at high angles of attack due to the flow becoming highly
three-dimensional. An appropriate three-dimensional solver should be used for such cases.
Furthermore, Şugar-Gabor et al. implemented both LLT [41] and VLM [40] routines using XFOIL as two-
dimensional flow solver. Their LLT was validated against CFD for Mach numbers between M = 0.05 and M = 0.2 and
angles of attack between α = −2 and α = +8◦ . They observed good agreement between CFD and LLT lift and pitch
moment coefficients, however, drag coefficients start to diverge at angles of attack greater than α = 4◦.
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Also, they suggested in their VLM study that drag accuracy could be improved by introducing experimental results to
the VLM+XFOIL algorithm [40]. Additionally, they tested their model to study the aerodynamics of a morphing wing,
and were successfully able to quantify the aerodynamic performance gains of their morphing concept.
In summary, a LLT model with viscous corrections is a suitable approach for modeling the FishBAC’s 3D
aerodynamics at an appropriate level of fidelity for use in design space exploration and initial optimisation work.
However, it is important to treat results at high angles of attack with care, as these may be inaccurate due to LLT’s
limitations on modeling fully 3D flows.
1. Weissinger’s Lifting-Line Method
The Weissingner’s Lifting-Line Method is a numerical modeling tool used to calculate the local downwash and
effective angle of attack of a finite wing. It is considered to be a nonlinear extension of Prandlt’s Lifting-Line Theory as
it combines LLT with nonlinear airfoil section data. Thus, unlike Prandlt’s LLT, the Weissingner’s nonlinear LLT can
be used to predict aerodynamic nonlinearities at stall. Moreover, LLT assumes that a finite wing can be replaced by
spanwise vortex filaments (bound vortex) of variable strength along the span and a series of trailing edge vortices. The
main bound vortex filaments local strengths Γ(y) can be related to the local lift per unit span through the Kutta-Joukowski
Theorem, which states that the lift per unit span can be calculated by knowing the vortex strength and the local freestream
flow conditions, such that
L ′ = ρ∞V∞Γ(y) . (1)
The main purpose of the trailing edge vortices is to induce downwash velocities, which are then used to calculate the
effective angles of attack [39]. Each set of one finite bound vortex—located at the each panel’s quarter-chord—and two
trailing edge vortices is known as a horseshoe vortex element (Fig. 3).
To implement Weissingner’s Lifting-Line Method, the wing is partitioned into a number of spanwise elements, with
each one containing a horseshoe vortex. In terms of chordwise elements, the Lifting-Line Method uses only one element
along the chord. This is the main difference between Weissingner’s Lifting-Line Method and Vortex Lattice Method,
where horseshoe vortices are also used, but with multiple chordwise elements. In both techniques, the bound vortices
are placed at the quarter-chord, whereas a control point is set at the three-quarter chord of each element. Each horseshoe
vortex induces a velocity at each control point, which can be calculated using Biot-Savart Law
dV =
Γ
4pi
#»
dl × #»r
| #»r |3 . (2)
For each horseshoe element, the induced velocity at a given point is given by the sum of the induced velocity from the
bound vortex
VAB =
Γ
4pi
#»r1 × #»r2
| #»r1 × #»r2 |2
[
#»r0
( #»r1
| #»r1 | −
#»r2
| #»r2 |
)]
(3a)
and the two semi-infinite trailing edge vortices
VA∞ =
Γ
4pi
{ r1kˆ jˆ − r1 jˆ kˆ
(r1kˆ )2 + (−r1 jˆ )2
} [
1 +
r1iˆ
| #»r1 |
]
and VB∞ =
Γ
4pi
{ r2kˆ jˆ − r2 jˆ kˆ
(r2kˆ )2 + (−r2 jˆ )2
} [
1 +
r2iˆ
| #»r2 |
]
. (3b)
where #»r0, #»r1 and #»r2 defined the geometric position of each horseshoe vortex with respect to each control point. Fig. 4
shows a horseshoe element with its respective control point and the position vectors #»r0, #»r1 and #»r2.
Once all the induced velocities have been calculated using Eq. (3), a system of linear equations can be set to solve for
the horseshoe vortex strengths. These vortex strengths are assumed to be uniform across the horseshoe. One boundary
condition needs to be satisfied: the zero normal flow at each control point, defined as
∆(Φ + Φ∞) · #»n = 0 , (4)
where Φ refers to the potential of the freestream flow, Φ∞ represents the potential from the induced velocities by the
horseshoe elements and #»n is the normal vector to each control point at the three-quarter-chord of each element.
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𝑥1
𝑥3
𝑥2
Bound Vortex (Γ𝑥)
Trailing Edge 
Vortices
Fig. 3 Horseshoe vortex diagram. Reproduced from Chadwick [42] with author’s permission
Control Point
Γ
Γ
Γ
(x1 ,y1 ,z1)
(x2 , y2 ,z2)
(x, y, z)
𝑟0
𝑟1
𝑟2
Fig. 4 Diagram of a horseshoe element with its respective position vectors and control point location. Repro-
duced from Şugar-Gabor et al. [41], with author’s permission
This normal vector can be expressed in terms of the local twist angle (θ), wing dihedral (φ) and the local camber line
slope (dz/dx), such as
#»n = sin
(
θ − dz
dx
)
cos(φ)iˆ + sin(φ) ˆ + cos
(
θ − dz
dx
)
cos(φ)kˆ . (5)
This zero normal flow at control points is applied by setting the sum of the freestream velocity and the induced velocities
equal to zero, along the normal direction
[(VAB + VA∞ + VB∞) + V∞] · #»n = 0 . (6)
Finally, Eq. (3) can be substituted into Eq. (6) to obtain a system of 1 × N equations—where N corresponds to the
number of spanwise horseshoe elements—of the form
[ fmn] [Γn] = [−V∞ · #»n ] , (7)
where fmn are known as the influence coefficients [40, 43]. The calculated vortex strengths can then be used to calculate
the lift-per-unit span at each horseshoe element by using Kutta-Joukowski theorem. However, these still need to be
corrected for viscosity, which will be introduced in the following section. Finally, the effective angle of attack can be
calculated at each spanwise element using the expression
αeffn = tan
−1
(
#   »
Veff · nˆ
#   »
Veff · cˆ
)
, where #   »Veff =
#  »
V∞ + VA∞ + VB∞ . (8)
This effective angle of attack is calculated at the local wing plane [44] and, therefore, the freestream vector and the
chordwise and normal-to-chord unit vectors are defined as
#  »
V∞ = V∞ (cosα ıˆ + sinα kˆ), where nˆ = kˆ and cˆ = ıˆ . (9)
8
2. Viscous Corrected 2D Panel Method (XFOIL)
XFOIL is a two-dimensional panel method for airfoil analysis. It is based on the principle of potential flow theory,
where the flowfield around an airfoil is constructed by superimposing the freestream flow, a vortex sheet and source
sheet around the airfoil surface. The airfoil surface is discretized in a series of N flat panels, each one with unknown and
uniform vortex and source strengths—γN and σN , respectively [45]. These unknown vortex and source strengths can
then be found by setting up a system of equations using potential flow theory, and by applying the Kutta Condition as
boundary condition. This condition states that the vortex strength at a sharp trailing edge must be zero, i.e. γ(TE) = 0 .
XFOIL corrects for viscosity by implementing a viscous boundary layer solver that models skin friction drag and flow
separation based on the wall transpiration concept [45, 46].
As an open source code, XFOIL has been widely used for two-dimensional airfoil analysis under low freestream
speeds and Reynolds number condition [45]. In terms of inputs, XFOIL requires the non-dimensional airfoil coordinates,
the angle of attack, Mach number and Reynolds number to be provide. To obtain the airfoil coordinates, the wing is
divided in two sections: the non-morphing rigid section and the FishBAC section, between non-dimensional chord
locations of 0 to 0.744 and 0.744 to 1, respectively. For the non-morphing section, the coordinates are obtained by using
the NACA 5-digit airfoil generator equations [47] and for the FishBAC morphing section, the airfoil shape is generated
by fitting a sixth-order polynomial to the deformed FishBAC spine displacement field—obtained from the structural
model. After each XFOIL run, a set of 2D aerodynamic coefficients and pressure distributions (top and bottom surfaces)
are obtained.
3. Nonlinear Lifting-Line Solution
The use of nonlinear section lift data to enhance Lifting-Line Theory was first introduced by Sivells and Neely
[38], describing this method as an alternative to estimate maximum lift coefficients of high aspect ratio and unswept
wings. Furthermore, Anderson et al. [39] applied this technique to model drooped leading-edge wings. Anderson et al.
described the procedure as follows: first, the nonlinear Lifting-Line Model is used to calculate the effective angle of
attack at each panel, and with that initial effective angle of attack distribution, local lift coefficients can be interpolated
from 2D airfoil data, be it experimental data, or in this work XFOIL results. With those interpolated lift coefficients, the
lift per unit-span can be calculated at each horseshoe element using the lift equation
L
′
=
1
2
ρ∞V2∞cn(y)cl , (10)
where cn corresponds to the local airfoil chord length and cl is the 2D lift coefficient. If the lift equation and
Kutta-Joukowski theorem are combined, a local circulation from the 2D airfoil data can be calculated as
L ′ =
1
2
ρ∞V2∞cn(y)cl = ρ∞V∞Γnew , where Γnew =
V∞c(y)cl(y)
2
. (11)
The second step is to calculate the lift per unit-span at each horseshoe element from LLT. Using the bound vortex
strength distribution previously obtained (Eq. (7)), the lift per unit-span at each horseshoe element can be calculated
using Kutta-Joukowski theorem. These two different estimates of the vortex strength distribution are used to generate
the next iteration’s vortex strengths, such that
Γn+1 = Γold + DF(Γnew − Γold) . (12)
With this new vortex strength distribution, a new effective angle of attack distribution can be calculated, followed by
another set of interpolations from 2D airfoil data. The process is repeated until a specified convergence criterion is met.
In this application, the convergence criterion is a 0.5% difference between iterations. The use of a fixed relaxation
factor is introduced to assist convergence. Previous studies have determined a value of DF = 0.05 is sufficient to
assist convergence [37, 39], however, these studies noted that this relaxation factor is highly dependant on the specific
geometry and operating condition. Due to large changes in camber in this application, it was observed that additional
damping was needed to assist convergence. Therefore, a value of DF = 0.001 is used in this FSI model. Lastly, once a
converged vortex strength distribution is obtained, a converged set of pressure distributions is interpolated from the 2D
airfoil data. This pressure distribution is then applied to the structural model, which will be presented in the following
section. A diagram of the aerodynamic model is presented in Fig. 5.
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4. Aerodynamic Coefficients
Once a converged set of vortex strength distributions is obtained, the total lift coefficient and induced drag due to lift
are calculated using the following expressions:
CL =
2
V∞S
∫ b/2
−b/2
Γ(y)dy and CDi =
2
V∞S
∫ b/2
−b/2
Γ(y) sin(αi)dy . (13)
Additionally, the profile drag and pitching moment coefficients can be integrated from the interpolated XFOIL results,
such that:
CD0 =
∫ b/2
−b/2
cd0 (y)dy and Cm =
∫ b/2
−b/2
cm(y)dy . (14)
Finally, the total drag coefficient is defined as the sum of profile and induced drag coefficients, defined as
CD = CD0 + CDi . (15)
B. Structural Model
The structural model used in this FSI routine is a discontinuous composite plate model based on Mindlin-Reissner
Plate Theory, which was developed in previous work by the authors [19, 21]. In this model, the FishBAC is conceptualised
as a series of partitioned plates connected together, with a new plate added at every chordwise and spanwise change
in stiffness of the structure (e.g. when the spine has a stringer attached), to create a system of coupled analytical
plate models. The Mindlin-Reissner plate formulation is used, and the differential equations are solved using the
Rayleigh-Ritz Method. Furthermore, Classical Laminate Theory (CLT) is used to calculate the stiffness terms of the
composite laminates [48]. This solution technique requires the use of assumed shape functions for the displacement,
and in this application Chebyshev Polynomials of the First Kind have been selected. The coupling between adjacent
plates is handled by first solving the plate equations for each partition, and then joining together the partitions using the
Courant’s penalty method in the form of artificial springs [49].
1. Rayleigh-Ritz Method
The Rayleigh-Ritz Method is a variational method that is used to approximate solutions to partial differential
equations based on the principle of conservation of total energy in a closed system [48]. From a mechanics point of
view, this implies that the sum of internal strain energy, potential energy due to internal loads and kinetic energy, is
equal to zero (if friction is ignored). This total energy can be expressed in terms of the structure’s displacements (u0, v0
and w) and rotations (ψx and ψy), such that
Π(u0, v0,w, ψx, ψy) = U + V − T = constant , (16)
where U, T and V are the strain, kinetic and potential energy due to external loads, respectively. As this model is for
static load cases, the kinetic energy T is set to zero. The internal strain energy U can also be expressed as a function of
structural displacement and rotations, as well as stiffness terms.
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2. Strain Energy
For an elastic body, the strain energy is defined as the sum of the product of individual stress and strain components,
integrated across the entire volume, as defined by the expression
U =
1
2
∭
(σxx + σyy + σzz + τxzxz + τyzyz + τxyxy)dxdydz . (17)
where σ and τ are the normal and shear stresses, respectively, and  and γ are the normal and shear strains, respectively.
In Mindlin-Reissner Plate Theory, through-thickness stress and strain are neglected, and therefore σz = z = 0 [48].
The remaining five strain can be expressed in terms of displacements and rotations—and their derivatives—as defined
by the following equations:
x =
∂uo
∂x
− z ∂
2w
∂x2
, y =
∂vo
∂y
− z ∂
2w
∂y2
, γxy =
∂uo
∂y
+
∂ vo
∂x
− 2z ∂
2w
∂x∂y
and (18)
γxz =
∂w
∂x
− ψx , γyz = ∂w
∂y
− ψy . (19)
The in-plane stresses can be expressed in terms of the ABD stiffness matrix—calculated using Classical Laminate
Theory. The ABD Matrix describes the stiffness of the composite laminate; it combines both material and geometric
stiffness in a single expression [50]. Moreover, the transverse shear stiffness terms are derived as
Hi j =
1
κ
∫
h
Qi j dz =
1
κ
K∑
k=1
Qi j,k(zk − zk−1) dz , (20)
where i, j = 4, 5 and κ is known as the Timoshenko Shear Correction Factor, which has an approximate value of 6/5 for
rectangular cross-sections. Although this approximation is valid for isotropic plates, results in the literature also show
accurate predictions when used for composite plates [51]. Consequently, a constant value of κ = 6/5 is used in the FSI
model. Lastly, Qi j refers to the local stiffness of each composite ply, and it is dependent on the fibre angle orientation.
More details on how the final energy expressions are derived can be found in Rivero et al. [19, 21].
3. Shape Functions and Boundary Conditions
Since the plate’s displacements and rotations are unknown—and are required to solve Eq. (18) when Eqs. (18)-(19)
are substituted in—they need to be assumed in the form of shape functions. For two-dimensional structural models,
these shape functions are normally assumed in the form of a double summation in both x and y directions. Therefore,
the three displacements are defined as
u0i j =
M∑
m=0
N∑
n=0
Li jmnX
i
m(x)Y jn (y) , v0i j =
M∑
m=0
N∑
n=0
Oi jmnX
i
m(x)Y jn (y) and wi j =
M∑
m=0
N∑
n=0
Pi jmnX
i
m(x)Y jn (y) , (21)
and the transverse plane rotations have a similar formulation:
ψx =
M∑
m=0
N∑
n=0
Ri jmnX
i
m(x)Y jn (y) and ψy =
M∑
m=0
N∑
n=0
Si jmnX
i
m(x)Y jn (y) . (22)
These shape functions (Eqs.(21)-(22)) have two main components: an unknown amplitude (i.e. Lmn, Omn, Pmn,
Rmn and Smn) and the assumed shape functions Xm(x) and Ym(y). The unknown amplitudes become the unknown
variables of the system of equations, whereas the shape functions are prescribed as orthogonal polynomials. Specifically,
Chebyshev Polynomials of the First Kind are selected as these prescribed shape functions, which are defined as
T(ζ) = 1
2
[(
ζ −
√
ζ2 − 1
)n
+
(
ζ +
√
ζ2 − 1
)n]
, (23)
where n corresponds to the polynomial order. To directly implement these polynomials, the physical plate’s dimensions
and coordinates need to be transformed to a normalized frame (i.e. (ζ, η) | (ζ, η) ∈ [−1, 1]) [19, 21].
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Lastly, it is important to enforce the appropriate structural boundary conditions. The FishBAC is modeled as a cantilever
plate clamped at its root, therefore, displacements and rotations must equal zero at this clamped edge. Since the
Chebyshev Polynomials of the First Kind do not naturally meet this condition—as they have non-zero values at its
boundaries—they need to be modified. To enforce boundary conditions, a circulation function [52]
Γx(ζ) = (ζ − ζc)n , (24)
is added as a multiplier to all assumed displacements and rotations (i.e. Eqs. (21-22)). This circulation function enforces
the shape function to have a certain value at the ζc location, and the nature of the boundary condition is defined by the
value of n. Table 1 shows different boundary conditions and their corresponding n values [19].
4. Stiffness Discontinuities
Due to the presence of stringers and the chordwise taper (airfoil geometry), the FishBAC’s stiffness is non-uniform
along the chordwise direction. To account for these variations in stiffness, the structure is discretised in sections of
uniform stiffness—using average dimensions—that are later joined together using a series of artificial penalty springs.
These springs enforce displacement and rotation continuity at each ‘joint’. The penalty terms are defined as
Upu,kl =
kk
2
∫ b j /2
−b j /2
(uk(x(+)kl , yj) − ul(x(−)kl , yj))2dy , (25)
where k and l refers to two adjacent plate partitions and the + and − signs represent the right and left hand sides of the
discontinuity, respectively. One penalty function is required per each assumed displacement and rotation. Specifically,
Eq. (25) represents the case where the discontinuity is along the chordwise direction. For spanwise discontinuities,
equations of the same form apply but the integration is performed along the x-direction at y(+)
k
and y(−)
l
locations.
5. External Loads
In this Fluid-Structure Interaction analysis, there are two types of external loads acting on the structure: the
aerodynamic pressure and the actuation torque inputs. The transverse pressure distribution is obtained by the
aerodynamic solver (Section V.A) in terms of upper and bottom surface pressure distributions. A combined net
aerodynamic pressure distribution is then assumed to be acting on the FishBAC’s spine, and it is calculated by subtracting
the top and bottom surface pressures
qnet(x, y) =
(
Pdown(x, y) − Pup(x, y)
)
. (26)
Once the net pressure is obtained, it is incorporated to the structural model as potential energy due to external loads
V i jpressure = −
∬
q(x, y)w(x, y) dx dy . (27)
Similarly, actuation loads are also incorporated as potential energy. In the FishBAC concept, the actuation loads are
applied by a series of antagonistic tendons that transfer the loads from the servos to the structure using a pulley-tendon
system. Consequently, these actuation loads are modeled as distributed moments at the location where the tendon and
the composite plate meet. For distributed moments, the potential energy is equal to
V i jactuation = −
∫
Mx ψx(ai, y) dy , (28)
where ai is the location where the distributed moment is applied. Note that this neglects any friction on the pulley-tendon
system. The total potential energy due to external loads is equal to the sum of both V i jpressure and V
i j
actuation [54].
Table 1 Boundary Conditions as implemented by circulation function in Eq. (24) [51, 53]
Boundary Condition at ζc ndisplacement nrotation Disp. (uo, vo,w) Rot. (ψx, ψy) Transverse Shear Strains (γxz, γyz )
Free Edge (F) 0 0 Free Free Free
Simply Supported (SS) 1 0 0 Free Free
Clamped (C) 1 1 0 0 Free
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6. Solution: System of Equations
As stated in Eq. (16), the principle of minimum potential energy is based on the assumption that the sum of all
energy contributions is a constant value. Therefore, differentiating with respect to any of the unknown amplitudes
(constants) Lmn, Omn, Pmn, Rmn and Smn results in a state of minimum potential energy—where the right hand side of
Eq. (16) is equal to zero [55]. If the total energy formulation is differentiated with respect to each one of the unknown
amplitudes, a system of 5 × (M × N) × (i × j) independent linear equations is generated as
∂Π
∂Li jmn
,
∂Π
∂Oi jmn
,
∂Π
∂Pi jmn
,
∂Π
∂Ri jmn
,
∂Π
∂Si jmn
= 0
{
m = 1, 2, ...,M
n = 1, 2, ..., N
. (29)
Once all the unknown constants are obtained through solving this systems of equations, all displacements (Eq. (21)) and
rotations (Eq. (22)) fields can be constructed. This analytical model represents a fast, parametrically driven, robust
approach to modeling the behavior of the FishBAC morphing device[19].
7. Model Validation
The discontinuous plate-based Mindlin-Reissner model was validated against FEM by Rivero et al. (2019) [19].
This validation was performed by tracking spanwise displacements along the FishBAC spine’s three free edges, and
then comparing both plate model and FEM results. Average and maximum percentage differences of 6.2% and 9.1%,
respectively, were reported. Considering that the plate-based model has only 1% of the DOFs compared to FEM, it was
considered that this worst-case percentage difference was acceptable for design and optimization purposes.
C. FSI Analysis Numerical Implementation
The 3D composite FishBAC FSI routine ’loosely’ couples the structural and aerodynamic solvers. In this case, the
aerodynamic solver runs ahead of the structural solver, hence, the aerodynamic solution in the first iteration corresponds
to a rigid NACA 23012 wing with no deformations. These initial aerodynamic results are used as input by the structural
solver along with the actuation input settings, leading to an initial FishBAC displacement field that is then used to
generate a deformed set of airfoil geometries in the second iteration.
1. Airfoil Geometry Generator
The FishBAC’s airfoil profile is has two different sections: the main rigid section (i.e. 0 < x/c < 0.744)—maintained
rigid throughout the analysis—and the morphing portion (i.e. 0.744 < x/c < 1). The main rigid section’s airfoil
profile is obtained from the NACA 5-digit equations [47], using the NACA 23012 input parameters. As the FishBAC’s
structural solver models the spine’s displacement, the airfoil geometry needs to be constructed from the spine’s transverse
displacement field. To achieve this, a sixth-order polynomial fit is performed to capture the local spine deformation at
a given spanwise location. A high-order polynomial fit ensures that complex spine deflections can be captured [56].
The airfoil shape is rebuilt on top of the current deflected spine shape by applying the airfoil’s thickness distribution at
each point along the length of the spine normal to the local tangent of the spine. This process is identical to the NACA
method of defining airfoils, and also reflects the role of the stringers in maintaining the thickness distribution with
camber change. This airfoil reconstruction process is performed at each spanwise LLT control point (see Section V.A.1).
2. Coupling Algorithm
Once the airfoil geometries have been generated, the aerodynamic solver obtains converged pressure distributions
and aerodynamic coefficients at each Lifting-Line control point. To ensure matching coordinates between the structural
and the aerodynamic models, the structural model’s spanwise partitions are assigned so that each partition boundaries
are aligned with the local horseshoe element. The pressure distribution at each control point is then applied to the
structural model along with the external actuation input moments. The FSI analysis outputs a converged FishBAC’s
displacement field, followed by a convergence check on the total lift coefficient. The FSI routine is said to be converged
when the change in lift coefficient between two subsequent iterations is less than 0.5%
CLerr =
[CL(k) − CL(k − 1)]
CL(k − 1) ≤ 0.005 , (30)
where k refers to the FSI iteration counter. Fig. 6 shows a schematic of the implemented coupling algorithm.
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3. Relaxation Factors
Relaxation factors are used in numerical methods to stabilize solutions that are obtained via iterative methods, hence,
assisting convergence. They reduce the step size between two expected solutions, reducing the likelihood of undesired
fluctuations that may lead to divergence. Consequently, it can be said that relaxation factors add ‘damping’ to the
numerical solution [56–58]. In fluid-structure interaction algorithms, relaxation factors are normally applied between
the structure and aerodynamic interface. For this FishBAC FSI analysis, fixed relaxation parameters are applied to both
structural and aerodynamic solutions. For the structural solution, relaxation is applied to the spine displacement field
wrnew(x, y) =
wnew(x, y)λw + wold(x, y)
λw + 1
(31)
where λw refers to the relaxation factor on the spine displacement. Similarly, relaxation is applied to the net aerodynamic
pressure obtained from the aerodynamic solver
qri (x, y) =
qi(x, y)λp + qi-1(x, y)
λp + 1
(32)
where λp is the relaxation factor for pressure distribution. Increasing the value of the relaxation values λw and λp
would lead to a slow but stable solution, whereas a value of zero corresponds to no relaxation. Although widely use in
numerical methods, it is important to note that the selection of these relaxation values is highly empirical, and hence,
they must be ‘tuned’ for each application [59]. For this FSI model. a value of λw and λp between 0.1 and 0.5 was found
to be sufficient for convergence.
4. Model Implementation
The FSI model is implemented in MATLAB using an open-source wrapper that executes XFOIL. The remaining
structural and aerodynamic calculations are all solved using MATLAB’s built-in functions. The geometric dimensions
of the wing model are 270mm in chord and 2000mm in span, resulting in an aspect ratio of AR = 7.4. A NACA 23012
airfoil was selected as the baseline profile, and the morphing FishBAC portion of that airfoil starts at x/c = 0.744. The
remaining non-morphing section of the wing is assumed to be rigid, hence, it does not deform during the FSI analysis.
Lastly, a taper ratio of 1 (untapered) and a dihedral angle φ = 0 were used for this analysis.
Regarding the structural model, three different material properties are used to model the morphing section: 8552/IM7
carbon fiber-reinforced prepreg (spine), 3D printed ABS plastic (stringers) and silicone rubber sheet (skin). These
materials properties were obtained by performing a series of material characterization experiments, which are thoroughly
discussed in Rivero et al. [18]. Also, five Chebyshev polynomial terms were used, whereas the penalty spring
stiffness of all penalty terms was set to k = 1 · 107Nm−1. More specific details on how the structural model is
implemented—including internal dimensions and assumptions—can be found in previous publications [19, 21].
Finally, four aerodynamic input parameters are needed to execute the FSI model: freestream velocity, air density,
angle of attack and Reynolds number. In this study, the freestream velocity was set to V = 30m s−1, which corresponds
to a Mach number of M = 0.089 at standard sea level (SLS) conditions. Additionally, the air density at SLS conditions
is equal to ρ∞ =1.225 kgm−3, resulting in a Reynolds number of Re ≈ 543000. Lastly, an angle of attack sweep from
α = −4◦ to α = 14◦, in increments of 2◦, was performed for each test case.
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A total of 107 actuation input combinations were run in this analysis, including uniform actuation inputs at both actuators,
single actuation (i.e. only one actuator being used) and different permutations of positive and negative torque inputs.
VI. Model Validation
The aerodynamic model was validated against a similar nonlinear LLT model developed by Tornero [60] as well
as the XFLR5 open-source code. XFLR5 is a 3D wing analysis software capable of analyzing the aerodynamics of
finite wings using either Lifting-Line Theory, Vortex Lattice Method or 3D Panel Method. Additionally, it corrects for
viscous effects by interpolating XFOIL results at local airfoil sections. For the LLT case, the viscous analysis is fully
coupled, and it iterates both 2D viscous and 3D solutions until convergence is met. For the VLM and 3D panel case, a
viscous correction is implemented to the final drag value. Therefore, the viscous LLT option is used for validation as it
more fully includes viscous effects, as long as the code is used within LLT’s limitations [61].
It is important to note that XFLR5’s drag calculations differ from traditional LLT ones as it calculates it using
far-field methods—i.e. at the Trefftz Plane. Far-field methods are based on conservation of momentum downstream of
the body, whereas LLT calculates drag at the near-field—i.e. at the wing’s surface [61]. Even though drag calculations
at the near-field tend to be higher than at the far-field, near-field estimates tend to be very robust as they only depend on
the local flow properties at the wing surface. In contrast, Trefftz-plane drag calculations tend to be more accurate, but
may yield to incorrect results if calculation are performed inside the wake [62]. In summary, XFLR5 drag estimates are
expected to be lower than those obtained by the implemented aerodynamic model, which calculates drag at the near-field.
Additionally, to ensure consistent and accurate results, a convergence study on how lift coefficient is affected by
varying the number of spanwise horseshoe elements was performed. To evaluate this, the angle of attack was set to
α = 5◦ (to ensure fully attached flow) and an actuation input of Mx =−2Nm was applied at each actuation point. Under
these conditions, a maximum FishBAC deflection of x/c ≈ 9% is achieved. Lastly, the spanwise panel number was
varied from 20 to 120, in increments of 10. The model is said to be converged when the change in 3D lift coefficient
with increasing number of spanwise elements is less than 0.1%. Based on this convergence study, a total of 60 spanwise
elements are used.
Lastly, to validate the fluid-structure coupling algorithm, a 2D comparison was performed against Woods and
Friswell’s XFOIL/Euler-Bernoulli FSI model [33]. To establish this comparison, the composite spine stiffness was
‘homogenised’ to obtain an equivalent Young’s modulus [63] that can be used in Woods and Friswell’s beam model.
Furthermore, to simulate a 2D flow condition, downwash was supressed on the 3D FSI model and the span was set to
25mm—which corresponds to the width of one of the actuation tendons.
VII. Results
This section presents the FSI model results. The section is divided into two subsections: model validation and
camber morphing wing performance studies.
A. Model Validation
The validation of the FSI routine involves three different different aspects: aerodynamic model, structural model and
FSI routine validations. Since the structural model was validated in a previous study (see Section V.B.7), this section
focuses on the aerodynamic model and FSI validations.
1. Aerodynamic Model
To validate the nonlinear Lifting-Line Theory model, a rigid NACA 23012 wing was analyzed using a nonlinear
LLT routine developed by Tornero [60], as well as XLFR5’s nonlinear LLT routine (Fig. 7) [61]. Percentage differences
in lift and drag coefficients between the current model and Tornero’s and XFLR5 models were calculated. Results show
good agreement between Tornero’s model and the FSI’s aerodynamic model, with an average percentage difference of
0.658% and 1.001% in lift and drag, respectively. Furthermore, the percentage difference with respect to XFLR5’s
LLT’s model becomes 8.42% and 8.62% in lift and drag, respectively. It is important to note that, when looking at single
values of drag coefficients, there is a direct correlation between increasing angle of attack and increasing percentage
difference—with the LLT’s FSI model presenting higher drag values.
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Fig. 7 Aerodynamic model validation: lift and drag coefficient comparison
This discrepancy is potentially due to XFLR5’s drag calculations being performed at the Trefftz plane, whereas both
Tornero’s and the FishBAC nonlinear LLT model calculate drag at the near-plane. As described by XFLR5’s user guide,
drag calculations at the near-field tend to be higher, especially at high angles of attack [61].
In summary, the FSI nonlinear LLT model accurately predicts lift coefficient when compared to two other LLT-based
solvers. However, discrepancies in drag exists, especially at high angles of attack. These discrepancies are likely due to
slight differences in modeling techniques between traditional nonlinear LLT and XFLR5’s nonlinear LLT. Therefore, it
is important to treat drag estimates at high angles of attack with care, especially when it is well known that Lifting-Line
theory may become inaccurate in modeling separated flows.
2. FSI Validation
The FSI model validation was performed in two steps: (i) a 2D comparison to Woods and Friswell’s 2D FSI [33]
and (ii) a 3D aerodynamic validation of the converged deformed shapes using XFLR5’s.
(i) 2D Validation
The 3D FishBAC FSI model was directly compared to a previously developed 2D FishBAC FSI [33]. Fig. 8 shows
a comparison of lift and drag coefficients obtained by using each modeling technique. The lift and drag coefficient
results show a good agreement between 2D FSI (beam model + XFOIL) and 3D FSI (plate model + LLT) routines.
Percentage differences in lift coefficients of less than 3% are observed for all five actuation cases. Additionally, the
deformed shapes were also compared. Fig. ?? shows the converged spine deflections as a function of torque input. An
average discrepancy of less than 5% is observed between the two modeling techniques. In summary, the two models
agree with each other, which confirms that the coupling routine of the 3D composite FishBAC FSI works accordingly.
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Fig. 9 2D FSI validation—FishBAC spine deflection
(ii) 3D Comparison
The final step of the validation process is to compare the aerodynamic behavior of several FSI converged deformed
shapes. To perform this comparison, three different load cases were considered at several angles of attack: (i)M =−1Nm
uniform actuator input at both actuators, inducing a large downward FishBAC deflection (ii)M =0.25Nm uniform
actuator input, resulting on a small upward FishBAC deflection and (iii) a single actuation input of M =−0.75Nm at
the outboard actuation only, inducing significant spanwise variations in transverse displacements.
These deformed airfoil shapes were extracted from the FSI solver and then input into XFLR5—where the nonlinear
viscous LLT analysis was performed. Five different angles of attack were considered: two negative (α = −4◦,−2◦), zero
(α = 0◦), low positive (α = +5◦) and a high positive angle of attack (α = +12◦). Fig. 10 shows the uniform negative
actuation case as example. Moreover, percentage differences in lift and drag coefficients were calculated and results are
summarised in Table 2.
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Table 2 FSI validation test cases in terms of percentage difference in lift and drag coefficients (NC = not
converged)
Load Case [Mx1,Mx2 ] α (deg) ∆CL (%) ∆CD(%)
[−1,−1] Nm
−2 8.55 9.49
0 6.34 12.62
2 5.89 14.55
5 6.14 13.31
12 2.90 8.78
[+0.25,+0.25] Nm
−2 NC NC
0 NC NC
2 NC NC
5 9.58 4.77
12 6.19 8.90
[0,−0.75] Nm
−2 13.27 1.010
0 10.135 3.90
2 8.679 4.915
5 8.294 8.128
12 NC NC
Average 7.82 8.81
It is observed in Table 2 that an average percentage difference in lift and drag coefficients of 7.82% and 8.81%,
respectively, exists. Moreover, it is observed that these values are highly dependent on the load case and angle of attack.
For example, the lift coefficient percentage difference ranges between 2.90% to 13.27%, whereas the drag coefficient
varies between 1.01% and 14.55%. Also, Fig. 10 shows that trends in spanwise lift and drag distributions are well
captured. Discrepancies in results could be due to either slight differences in calculating aerodynamic forces—as
explained in the previous subsection—or due to discrepancies in the 2D airfoil data used for viscous corrections. As
previously mentioned, the 2D airfoil data is obtained by running XFOIL using the local airfoil geometry at each
horseshoe element, for a wide range of angles of attack. XFOIL sporadically fails to converge at certain airfoil geometries
and angles of attack, and therefore, the effective angle of attack interpolations may be affected due to the lack of certain
data points. One important observation from these results is that the highest percentage difference in drag values occur at
the highest camber deflection—when both actuation inputs were Mx = −1Nm. Consequently, it was decided to reduce
the maximum torque input per actuator to Mx = −0.75Nm. In summary, for the majority of cases, the FSI aerodynamic
results agree with XFLR5’s estimates with a percentage difference of less than 9%. However, these differences may
increase up to 13% for certain cases, especially when larger camber deflections occur.
B. Aerodynamic Coefficients
This subsection introduces how the three main aerodynamic coefficients—CL , CD and Cm— vary with increasing
FishBAC deflection. The first case to be considered is symmetric load input, where both actuators in each half-wing
apply the same amount of torque.
1. Case 1: Symmetric Actuation
Fig. 11 shows the lift, drag and moment coefficients as a function of angle of attack and symmetric actuation inputs.
Results show that the FishBAC presents a lift control authority of ∆CL ≈ 0.5 when downward FishBAC deflections
are considered. As expected, increasing deflection also increases drag, resulting in a change of drag coefficient that
ranges from ∆CD ≈ 0.02 to ∆CD ≈ 0.08, for angles of attack between α = 0◦ and α = +14◦. Furthermore, a change in
pitching moment coefficient between ∆Cm ≈ 0.1 and ∆Cm ≈ 0.14 is achieved when downward FishBAC deflections are
considered. Although these results highlight the FishBAC’s control authority, they do not provide sufficient information
to assess aerodynamic efficiency. Therefore, lift-to-drag ratios as a function of angle of attack and lift coefficient are
presented in Fig. 12.
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symmetric
It is observed in Fig. 12 that a higher aerodynamic efficiency than the rigid NACA 23012 airfoils can be achieved at low
angles of attack and low lift coefficients. However, these efficiency gains decrease as lift coefficient increases. Since the
majority of the drag at high lift coefficients comes from the induced drag due to lift, having higher camber deflections at
the wing root and gradually reducing them towards the wingtip may be beneficial for reducing induced drag. Therefore,
if the actuation inputs are applied such that the wing tips are ‘oﬄoaded’, higher aerodynamic efficiencies may be
achieved. To assess the potential of these asymmetric deflections, a load case where only one actuator applies torque is
considered in Section VII.B.2.
2. Case 2: Single Actuation Input
One way to estimate whether higher aerodynamic efficiency can be achieved by asymmetric actuation is to compare
how aerodynamic coefficients vary if only one actuator is used in each half-wing. To determine the effect of using
the inboard versus the outboard actuators, torque magnitude is kept constant and the actuation location is changed
from inboard to outboard actuators. Fig. 13 shows the lift, drag and moment coefficients for two pairs of actuation
inputs: −0.75Nm and −0.625Nm at both inboard and outboard actuators, respectively. Results show that there is no
significant change in lift coefficient with varying actuation location, however, a drag coefficient reduction between 2%
and 5% is observed then the inboard actuator is used. In general, using the inboard actuator yields lower drag coefficients
for all angles of attack. When compared in terms of aerodynamic efficiency as a function of both angle of attack and lift
coefficient (Fig. 14), it is observed that an increase in efficiency over the baseline rigid airfoil of between 10% and 50%
is achieved at low lift coefficients (i.e. CL < 0.5), whereas an increase between 3.5% and 6.75% is observed for higher
lift coefficients. These results are consistent with the fact that generating less lift near the wingtips would lead to a
reduction in downwash at the wingtips—where it normally has its highest value in finite wings. Therefore, oﬄoading the
tips leads to lower induced drag and, thus, higher efficiency. However, using only one actuator comes at the expense of
achieving lower lift coefficients due to lower camber deflections. Therefore, an alternative to obtain higher lift and lower
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drag coefficients, respectively, is to apply different non-zero actuation inputs at both inboard and outboard actuators.
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3. Case 3: Asymmetric Actuation Inputs
The third actuation case to be considered is when asymmetric actuation inputs are used—i.e. when the torque inputs
at each inboard and outboard actuators are not equal. To fully explore the ‘control space’, a total of 117 configurations
were studied, with torque values ranging from −0.75Nm to 0.25Nm and for angles of attack between α = −4◦ and
α = +14◦, in increments of α = 2◦. One way of analyzing the resulting aerodynamic properties is to estimate the
lift (Fig. 15) and drag (Fig. 16) coefficients, respectively, as a function of torque inputs and angle of attack. Each
of the colored surfaces in Fig. 15 represent the FishBAC’s lift control authority at a given angle of attack when all
combinations of positive and negative actuation inputs are considered. An average lift control authority of ∆CL = 0.58
is achieved across all angles of attack, having a maximum value of ∆CL = 0.63 at α = 6◦ and a minimum value at
∆CL = 0.50 at α = 14◦. Also, an average change in drag coefficient of ∆CD = 0.066 is observed in Fig. 16. These
results show that a wide range of lift coefficients can be achieve without varying angle of attack. Also, results suggest
that the additional drag due to these camber deflections is at least one order of magnitude lower than the increase in lift.
When observed in terms of lift-to-drag ratio (Fig. 17), it is seen that CL/CD can widely vary with torque input.
Hence, it may be difficult to estimate which one is the best actuation input and angle of attack that yields to the best
aerodynamic efficiency. Since angle of attack and torque inputs can be controlled and set to a desired value—within
torque available limits—one alternative to evaluate the aerodynamic performance is to calculate the maximum achievable
lift-to-drag ratio across the range of achievable lift coefficients. By doing so, the aerodynamic performance can be
analyzed in terms of a condensed metric that inherently considers all possible combinations of actuation inputs, angles
of attack and camber deflections.
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This condensed metric is particularly useful when comparing the aerodynamic performance of different trailing edge
devices (e.g. FishBAC vs flap), as it can establish a direct comparison between different configurations that is independent
of variables that may be different depending on the device—e.g. actuation inputs, camber deflections, angles of attack
and flap angles.
Fig. 15 Lift coefficient as a function of angle of attack and actuation torque inputs
Fig. 16 Drag coefficient as a function of angle of attack and actuation torque inputs
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Fig. 17 Lift-to-drag ratio as a function of angle of attack and actuation torque inputs
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Consequently, the aerodynamic efficiency (lift-to-drag ratio) of the FishBAC wing is now analyzed as a function of
achievable lift coefficients. Fig. 18 shows all the lift-to-drag ratios corresponding to the different angles of attack and
actuation combinations that were considered. In this figure, the left-hand side plot (Fig. 18a) represents all the achieved
lift-to-drag ratios for each angle of attack, whereas the right-hand side plot (Fig. 18b) represents the best aerodynamic
efficiency that can be achieved at each angle of attack, as a function of lift coefficient.
Moreover, angle of attack can be removed from this comparison by selecting the best aerodynamic efficiency that
can be achieve at a given lift coefficient. By doing so, a direct comparison between FishBAC’s and other configurations’
best performances can be established. To directly compare the FishBAC to a traditional control surface, a plain flap of
equal percentage chord was evaluated using the built-in flap functionality of XFOIL and the same 3D aerodynamic
nonlinear LLT. These flapped airfoils are likely to have lower than reality drag values due to the lack of a gap between
the flap the rest of the wing and due to the lack of control horns, but they provide a useful initial comparison. Flap
deflections of between δ = −30◦ and δ = +20◦, in increments of +10◦, were evaluated at the same operating condition
as the rigid and FishBAC wings. Results show that the FishBAC has an aerodynamic efficiency improvement over
the flap of at least 44% for lift coefficients between CL = 0.08 and CL = 0.42 (Fig. 19). However, these efficiency
improvements reduce to 5% for lift coefficients greater than CL = 0.42. Although the FishBAC is more efficient than
the flap at all lift coefficients, there is a clear reduction in efficiency gains as lift coefficient increases. These results
suggest that this is potentially due to a rapid increase in induced drag as lift increases.
To further investigate the increase in induced drag with increasing lift, the corresponding total, induced and profile
drag coefficients for the best performing examples (as a function of lift coefficient) of each configuration are compared.
Fig. 20 shows these results, plotted on a double y-scale with the induced drag’s contribution to the total drag coefficient
shown as a percentage. These results consistently show that profile drag dominates for lift coefficients lower than
CL ≈ 0.38. At lift coefficients above CL ≈ 0.4, induced drag rapidly grows, and it represents approximately 85% of the
total drag for lift coefficients above CL > 1.3 in both FishBAC and flap configurations. These results explain why the
aerodynamic efficiency improvements of the FishBAC diminish at higher lift coefficients. Therefore, it can be concluded
that for the wing design investigated here, the benefit of using the FishBAC is more significant when profile drag is
higher than induced drag.
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Fig. 20 Comparison between total, induced and profile drag coefficients
4. Case Study: Constant Lift Coefficient
Airplanes spend the majority of a flight at cruise condition. These cruise operations normally occur at wings-level
equilibrium flight—i.e. when lift equals weight and no vertical acceleration occurs. However, as the weight of the aircraft
decreases due to fuel burn, the required lift to maintain equilibrium flight also decreases. To maintain equilibrium, one
way of reducing the lift force that is generated is to change angle of attack. However, there will be a drag penalty due to
an increase in fuselage drag if angle of attack is decreased. An alternative is to ‘trim’ the aircraft by actively using
control surfaces, also resulting in a drag penalty (trim drag) that is usually lower than the increase in drag due to change
in angle of attack [64]. A third option is to decrease lift by increasing altitude, which reduces the aerodynamic forces
due to a reduction in air density. Although effective, these changes in altitude may be limited by the aircraft service
ceiling and other operational constrains. The adaptability of a morphing wing could allow to efficiently vary the amount
of lift without varying angle of attack and/or altitude, without the associated drag penalty of hinged control surfaces.
To further study this hypothesis, the best achievable drag coefficients at constant lift coefficients and angles of attack
have been interpolated from the FishBAC data set using a triangulation linear interpolation function. Fig. 21 shows the
resulting drag coefficients as a function of constant lift coefficients and angles of attack.
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There are two main points that can be inferred from these results: (i) a change in lift coefficient of at least ∆CL = 0.4
(and often up to ∆CL = 0.8) can be achieved at each angle of attack and (ii) the minimum achievable drag associated
with each lift coefficient is relatively constant and independent of angle of attack. In other words, a significant change in
lift coefficient can be achieved without changing angle of attack. This ability to change lift coefficient at a constant
angle of attack may be desirable in certain manoeuvres, as lower drag values could be achieved by maintaining the
fuselage levelled with respect to the horizontal plane. Also, Fig. 21 shows that certain lift coefficients can be achieved at
a wide range of angles of attack without significant drag increases. These results highlight how adaptive a FishBAC
morphing wing is and how this can be exploited for improving aerodynamic efficiency at a broad range of angles of
attacks and lift coefficients.
Finally, these resulting constant lift coefficients can be observed as a function of their corresponding drag coefficients
as seen in Fig. 22. Given this range of obtainable results, the non-dominated points across the entire data set can be
determined to create the Pareto frontier of each set [65]. This Pareto frontier represents the lift coefficients that can
be achieved at the lowest drag penalty, thus maximizng lift-to-drag ratio for a desired CL . Also, Fig. 22 shows the
converged flap results and its corresponding Pareto frontier. As observed, the FishBAC presents lower drag coefficients
for all lift coefficients and the area between the two Pareto frontiers represents the aerodynamic efficiency gains.
0 0.05 0.1 0.15
CD
0
0.5
1
1.5
C L
FishBAC - converged solutions
FishBAC - Pareto frontier
Flap - converged solutions
Flap - Pareto frontier
Fig. 22 Pareto frontier of achievable lift coefficients as a function of drag coefficients for both FishBAC and
flap
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VIII. Conclusions
This paper introduces a 3-dimensional Fluid-Structure Interaction analysis of a composite FishBAC camber morphing
wing. The loosely-coupled routine is based on a discontinuous Mindlin-Reissner plate model and a viscous corrected
nonlinear Lifting-Line Model for the structural and aerodynamic solvers, respectively. This model is capable of obtaining
converged three-dimensional lift, drag and moment coefficients and aerodynamic pressure distributions, for a prescribed
Mach number, angle of attack, actuation torque inputs and Reynolds number. After performing an analysis at a Mach
number of M = 0.089 and a Reynolds number of Re ≈ 543, 000 on a simple rectangular planform wing test case, the
following conclusions were drawn:
1) The 3D composite FishBAC device has a lift control authority of between ∆CL = 0.5 and ∆CL = 0.63, for the
actuation inputs considered
2) Actuation inputs that lead to lower camber deflections in the outboard section of the wing lead to a higher
overall aerodynamic efficiency. Oﬄoading the tip has a direct impact on reducing induced drag. An increase in
lift-to-drag ratio between 5% and 7% can be achieved by this induced drag reduction.
3) The FishBAC wing is capable of achieving a wide range of constant lift coefficients across a wide range of angles
of attack by varying actuation input. At these constant lift coefficient cases, the drag coefficient remains relatively
stable when varying angle of attack. This feature highlights how adaptive the FishBAC morphing wing can be
for a wide range of angles of attack and lift coefficients
4) The FishBAC presents a 44% higher aerodynamic efficiency than a plain flap wing, for low lift coefficients
betweenCL = 0.08 andCL = 0.42. However, this percentage improvement decreases to 5% when lift coefficients
above CL = 0.42 are considered. This performance decrease at high angles of attack is due to induced drag
becoming significantly larger than profile drag at higher lift coefficients—an effect exacerbated by the rectangular,
untwisted planform considered here as an initial test case.
5) In terms of components of total drag, profile drag dominates for lift coefficients below CL = 0.38. For lift
coefficients above this value, induced drag rapidly grows, and becomes > 85% of the total drag for lift coefficients
greater than CL > 1.3. Therefore, introducing design features to reduce induced drag (e.g. twist, taper, and
higher aspect ratio) could potentially lead to further enhanced FishBAC behavior for more sophisticated wing
designs operating at higher lift coefficients.
Future Work
Future work will consider different wing planform configurations where features to reduced drag are introduced. For
example, introducing twist and taper or increasing aspect ratio may lead to higher FishBAC performance at high angles
of attack, when compared to a plain flap. Also, future work will focus on applying similar modeling techniques to
evaluate the FishBAC’s behavior at higher Mach and Reynolds numbers, respectively—a critical step towards full-scale
applications in fixed-wing aircraft.
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