Abstract-Consider a communication system whereby multiple users share a common frequency band and must choose their transmit power spectra jointly in response to physical channel conditions including the effects of interference. The goal of the users is to maximize a system-wide utility function (e.g., weighted sum-rate of all users), subject to individual power constraints. A popular approach to solve the discretized version of this nonconvex problem is by Lagrangian dual relaxation. Unfortunately the discretized spectrum management problem is NP-hard and its Lagrangian dual is in general not equivalent to the primal formulation due to a positive duality gap. In this paper, we use a convexity result of Lyapunov to estimate the size of duality gap for the discretized spectrum management problem and show that the duality gap vanishes asymptotically at the rate O(1= p N), where N is the size of the uniform discretization of the shared spectrum. If the channels are frequency flat, the duality gap estimate improves to O(1=N). Moreover, when restricted to the FDMA spectrum sharing strategies, we show that the Lagrangian dual relaxation, combined with a linear programming scheme, can generate an -optimal solution for the continuous formulation of the spectrum management problem in polynomial time for any > 0.
I. INTRODUCTION
C ROSSTALK interference is a major obstacle to high speed reliable communication involving multiple users. A standard approach to eliminate multiuser interference is "orthogonal channelization" whereby users share time, frequency, or codes on a nonoverlapping basis. Although this approach is easy to implement, it can lead to high system overhead and low system utilization. An important alternative to orthogonal channelization is to allow users' transmit power spectra to overlap over the shared spectrum, in a way that best exploits physical channel conditions. Such dynamic spectrum sharing strategy is flexible and can potentially achieve a substantially higher overall throughput. However, when users' transmit
A. Existing Work
The dynamic spectrum management (DSM) problem has attracted significant research interest in recent years, although a solution method that is both efficient and effective has yet to emerge. Theoretically, the DSM problem can be cast in the continuous frequency domain (i.e., without discretizing the frequency) by using power spectral density functions. However, in practice, the DSM problem is often considered in the discretized frequency domain (i.e., OFDMA scheme) using finite dimensional power allocation vectors. From the optimization perspective, the DSM problem can be formulated either as a Nash game [8] , [10] , [24] or as a nonconcave utility maximization problem [7] , [25] . Several algorithms were proposed to compute a Nash equilibrium solution [Iterative Waterfilling method (IWFA) [8] , [24] ] or globally optimal power allocations (dual decomposition method [6] , [14] , [23] ). However, IWFA is known to perform poorly when the interference is strong, while the dual decomposition algorithm is only known to deliver a dual optimal solution [6] , [11] , [14] , [23] rather than the actual optimal transmit power spectra (i.e., primal optimal solution). Moreover, the existing analysis of these algorithms is quite unsatisfactory: the convergence of IWFA to a Nash equilibrium solution is established only when channels satisfy certain restrictive diagonal dominance conditions [15] , [22] , [24] , while the dual decomposition algorithm can fail to converge to a feasible spectrum sharing solution. Is there an efficient (e.g., polynomial time) algorithm for solving the DSM problem, or the problem is intrinsically hard?
In a recent work [16] , the authors have established the NP-hardness of the discretized DSM problem under various practical settings as well as for different choices of system utility functions, and have identified several subclasses of the problem which are polynomial time solvable. Among other things, it was shown [16] that the general sum-rate maximization problem is NP-hard, even for the case of two FDMA users. This apparent intractability can be attributed to the nonconvex nature of the discretized DSM problem, which usually gives rise to a positive duality gap between the primal and the dual formulations. In contrast, the continuous formulation of the DSM problem actually possesses a surprising hidden convexity. In particular, by using the Lyapunov convexity theorem [17] , it was shown [16] that there is no duality gap for the continuous version of the DSM problem. 1 Furthermore, under a mild continuity assumption on channel parameters, the duality gap for the discretized DSM problem vanishes asymptotically as the size of the discretization becomes small, although no explicit estimates were given about the vanishing rate. Similar asymptotic strong duality results had previously been derived in mathematical economics for variational equilibrium problems defined by integrals, again relying on the Lyapunov convexity theorem; see [2] , [13] for details.
The asymptotic strong duality result suggests that, while computing the exact optimal transmit power spectra for the discretized problem is difficult, it may still be possible to find a high quality approximate solution efficiently for the continuous DSM formulation using a Lagrangian dual relaxation approach. Specifically, we first solve the discretized dual formulation (which is convex and efficiently solvable when restricted to the FDMA strategies [25] ), and then use its optimal solution to generate an approximately optimal solution for the continuous version of the DSM problem. To ensure and demonstrate the effectiveness of this Lagrangian dual relaxation approach, we must address two issues. First, given a dual optimal solution for the discretized DSM problem, we need an efficient method to derive a (primal) feasible and approximately optimal solution for the continuous DSM problem. This task is nontrivial because of the positive duality gap that exists in the discretized formulations. Second, we need to estimate the size of the duality gap for any finitely discretized DSM problem. Without such an estimate, we cannot determine the quality of the dual optimal solution, nor establish the near-optimality of the derived primal FDMA solution. In this paper, we positively resolve both of these issues.
To date, there has been little work in the optimization literature that explicitly estimates the size of duality gap for a nonconvex optimization problem. The notable exception was the work by Aubin and Ekeland [1] which provided explicit duality gap estimates when the objective function and the constraint functions have a separable structure (i.e., representable as a sum of component functions each depending on a separate variable). For the problem of maximizing the achievable sum-rates in the system, Aubin and Ekeland's result implies that the corresponding duality gap is of order . However, for general system utility functions (e.g., maximizing the harmonic mean of users' rates), the duality gap estimate cannot be inferred from Aubin and Ekeland's result.
B. Summary of Contributions
In this paper, we build on the previous work [1] , [16] by focussing on two theoretical aspects of the dynamic spectrum management problem: duality gap estimation and polynomial time approximation algorithms. Our contributions are twofold.
1) Under a stronger condition of Lipschitz continuity, we strengthen the asymptotic strong duality result of [16] and the duality gap estimates of Aubin and Ekeland [1] by providing an explicit estimate of the duality gap for the discretized DSM problem with general concave system utility functions. In particular, we provide a unified analysis that shows that the duality gap vanishes asymptotically at the rate under a Lipschitz continuity assumption on the channel parameters, where is the size of the uniform discretization of the shared spectrum. Notice that the zero duality for the continuous formulation requires the use of Lebesgue integrals which cannot be well approximated by a Riemann partial sum. This creates technical difficulties in our analysis since the discretized DSM problem is obtained through the Riemann sum approximation of the corresponding Lebesgue integrals in the continuous formulation. Fortunately, even though the integrals can not be well approximated, the two optimization problems are still asymptotically equivalent, and the duality gap for the discretized problem approaches zero at the rate of . This rate improves to when channels are frequency flat. 2) Our second contribution is a polynomial time approximation scheme to determine the optimal Frequency Division Multiple Access (FDMA) spectrum sharing strategy. The reason for focussing on FDMA solutions is two fold. First, the recent work [11] has shown that FDMA strategies are sum-rate optimal for scenarios with strong interference. Thus, there is no loss of generality by considering only FDMA solutions in this case. Second, when restricted to the class of FDMA strategies, the Lagrangian dual relaxation can be implemented in polynomial time [14] . Without imposing the FDMA structure, the Lagrangian dual is difficult to compute or optimize. Notice that, due to a positive duality gap, the optimal dual solution does not lead to a feasible FDMA solution with equal utility value for the discretized DSM problem. In this paper, we devise a linear programming procedure which, when coupled with the Lagrangian dual relaxation scheme, can generate a near-optimal FDMA solution for the continuous formulation of the DSM problem. By the duality gap estimate , we show that this combined procedure constitutes a fully polynomial time approximation scheme for the continuous version of the DSM problem.
C. Discussions
According to the complexity analysis of [16] , finding a good approximately optimal solution for the discretized DSM problem is NP-hard, even when restricted to the FDMA strategies. Therefore, it may seem as a surprise that finding an approximately optimal solution for the continuous DSM problem can actually be done in polynomial time (at least for the FDMA case); see the second claim above. However, there is no contradiction here, because the continuous formulation has a hidden convexity, whereas the discretized formulation does not. The continuous formulation allows a much richer set of solutions than the discretized formulation. The latter artificially restricts the power spectra to be piecewise constant over a fixed number of uniformly partitioned tones, which makes primal feasibility harder to achieve.
II. PRIMAL AND DUAL FORMULATIONS
Consider a multiuser communication system consisting of transmitter-receiver pairs sharing a common frequency band . For simplicity, we will call each of such transmitter-receiver pair a "user." Upon normalization, we can assume to be the unit interval in , namely,
. Each user has a fixed transmit power budget which he can allocate across so as to maximize his own utility. Let denote the power spectral density (or power allocation) function of user . The transmit power budget of user can be represented as where is a given constant. Due to multiuser interference, user 's utility depends on not only his own allocation function , but also those of others . Let user 's utility function be denoted by (1) where is a Lebesgue integrable, possibly nonconcave function.
Due to the complex coupling between users' utility functions, it is generally impossible to maximize simultaneously. Instead, we seek to maximize a system-wide utility which balances the interests of all users in the system appropriately. This leads to the following spectrum management problem:
. . . where represents the maximum allowable magnitude of transmit power spectra. The subscript in the notation "( )" signifies the continuous domain of the formulation. The maximum value of is called the social optimum.
There are four commonly used choices for the system utility function : i) Sum-rate utility:
; ii) Proportional fairness utility:
(equivalent to maximizing ); iii) Harmonic-rate utility:
(equivalent to maximizing ); iv) Min-rate utility:
. In general, these utility functions can be ordered
In terms user fairness, the order is reversed.
The DSM problem is in general nonconvex. A powerful approach to analyze a nonconvex optimization is through its Lagrangian dual formulation. For the DSM problem , the Lagrangian function is given by
Since is separated from , we may simplify the expression for by using the conjugate dual function of (3) which is convex. We have where and is defined as the optimal value of the optimization problem shown in the equation at the bottom of the page.
Clearly, is convex jointly in and . The Lagrangian dual problem of is defined as
The conjugate function can be computed explicitly for various choices of system utility functions. It is relatively easy to verify the following.
1) For weighted sum-rate function , the conjugate function for and when . 2) For the proportional fairness system utility function , the conjugate function .
3) For the min-rate utility function , the conjugate function if , and otherwise. 4) For the harmonic-rate utility function , the conjugate function if , and otherwise. The DSM problem is in general nonconvex due to the nonconcavity of utility functions . However, the dual problem is always convex. Unfortunately, both problems are defined in continuous domain (infinite dimensional), with functions as decision variables. As such, the spectrum management problem is a difficult infinite dimensional nonlinear optimization problem.
To facilitate practical implementation (e.g., the OFDM scheme) and numerical solution, we typically discretize the frequency set so that . In this way, the continuous formulation of the resource management problem can be discretized by replacing Lebesgue measure with a discrete uniform measure on [0, 1]. In particular, user 's resource allocation becomes and the corresponding utility is
The corresponding social optimum is achieved by maximizing the total system utility . . .
We use
to denote this discretized problem. Intuitively, as , that is, as the discretization becomes infinitely fine, the discretized problem should coincide with the continuous DSM problem . However, we caution that this intuition can be misleading due to the fact that, in general, a Lebesgue integral cannot be well approximated by a Riemann partial sum. Since is obtained through the Riemann sum approximation of the corresponding Lebesgue integrals in the continuous formulation , it is unclear if the two optimization problems are asymptotically equivalent. A main contribution of this paper is to settle this issue in the affirmative; see Section III.
We can also develop a Lagrangian dual for the discrete DSM problem . Specifically, let
The dual function is then given by
Hence the Lagrangian dual of can be written as where is defined by (3) and
A. Example: Rate Maximization
We can specify the choice of Lebesgue integrable functions for the case where users do not have direct knowledge of each other's code/modulation schemes. In this situation, it is reasonable for each user to treat the signals from other users as Gaussian noise. As a result, can represent the data rate achievable by user at frequency (in the sense of Shannon [9] ): (4) where signifies the noise power at user on frequency , and denotes the normalized path loss coefficient for the channel between user and user on frequency . For a practical system (e.g., IEEE 802.11x standards), the available spectrum is usually divided into multiple tones (or bands) and shared among the users. In this way and assuming , the DSM problem is discretized and becomes
III. DUALITY ANALYSIS
Consider the discrete rate-maximization problem in the previous section. Even though is nonconvex, its dual is always convex and easy to solve as long as and its gradient are easily computable. Let and denote their respective optimal values. It follows from weak duality that
. Simple examples exist [16] which show that the duality gap is typically positive. In this section, we will estimate the size of duality gap . The duality gap estimates derived in this section will be needed in the performance analysis of Lagrangian dual relaxation algorithms in Section IV.
Recall that the duality gap between the continuous primal-dual formulations and is zero under minimal assumptions; see [16] and [23] . As noted before, there is one difference between the primal-dual formulations -and those given in [16] : we have added a bound constraint in our formulations -. This bound constraint is used to eliminate the possibility of delta functions in the limiting process, thus simplifying the duality gap analysis. Below, we first generalize the strong duality result of [16] and [23] to the bounded spectra case. The key property that enables this strong duality is a hidden convexity in the continuous problem formulation which can be established using the Lyapunov convexity theorem [17] .
Theorem 1 (Strong Duality [16] Moreover, if the rate functions are independent of (i.e., frequency flat), then the above duality gap estimate improves to . Since the concavity and monotonicity and Lipschitz continuity assumptions in Theorem 2 are satisfied by the min-rate, harmonic-rate, proportional fairness rate, and sum-rate functions, it follows that the duality gap estimate (7) holds for all of these choices of system utility functions.
The proof of Theorem 2 can be established through the following general result regarding Lebesgue integral and its approximation.
Proposition 1: Suppose satisfies the Lipschitz condition (6) . Consider the first equation at the bottom of the page and (see the second equation at the bottom of the page). 
A. Extension to FDMA Formulations
The duality gap estimation can also be made for the FDMA version of the primal dual pair -. In particular, since the power spectral densities are nonnegative, the FDMA constraint . Then Lyapunov theorem can be invoked to establish the strong duality between and . Moreover, if we let and denote the optimal primal and dual objective value of the corresponding discretized FDMA spectrum management problems. Then we can use Proposition 1 to establish a duality gap estimate similar to that in Theorem 2 (9) We omit the details of the proof (since they are mostly the same as the proof of Theorem 2).
IV. A POLYNOMIAL TIME APPROXIMATION SCHEME TO FIND FDMA SOLUTIONS
In this section, we propose a polynomial time approximation scheme to find an -optimal FDMA solution for the continuous formulation , for any . The key ingredient in our analysis is the duality gap estimates developed in the previous section. There are two reasons why we focus on FDMA solutions. First, the general dual optimization problem is difficult to solve without FDMA structure. In fact, even evaluating the dual objective function is NP-hard in general. By focussing on FDMA solutions, we ensure the polynomial time solvability of the dual [25] . Second, by the recent work [11] , FDMA strategies are optimal for when the crosstalk interference coefficients are sufficiently large (roughly for all ). In other words, for scenarios with strong interference, there is no loss in the sum-rate performance by considering only FDMA solutions.
While restricting to FDMA strategies indeed simplifies the solution of the dual problem , it still does not ensure polynomial time solvability of the primal problem DSM . As shown in [16] , computing a globally optimal FDMA solution for the discretized DSM problem is NP-hard; in fact, even approximating the global optimum is intractable in this case. The reason is that, even if a dual optimal solution is available, it is still difficult to construct a primal feasible FDMA solution for that can achieve the same dual objective value. In fact, this is in general impossible due to positive duality gap. The main contribution of this section is to show that we can use a dual optimal solution for to generate, in polynomial time, a primal solution that is feasible for the continuous formulation while achieving the same objective value. By the duality gap estimates of Theorem 2, the resulting algorithm constitutes a polynomial time approximation scheme for computing an -optimal solution of , for any .
A. Polynomial Time Solvability of the Dual FDMA DSM Problem
Notice that, under the FDMA constraint, the primal problem is equivalent to the following: see the equation at the bottom of the page, with the corresponding dual given by where is given by
The above problem, though not convex due to the FDMA constraint (each frequency can only be assigned to at most one user), can be analytically solved by the following greedy procedure. The above procedure has a time complexity of . It finds a subgradient of the dual objective of as a byproduct, i.e. (10) where , and is the th unit vector in . The subdifferential of the dual objective function can be characterized by (11) Notice that the convex hull is taken with respect to all the subgradients of the form (10) which are in total. As the convex hull is taken over these exponential number of vectors, it is inefficient to directly deal with (11) . Fortunately, the subdifferential can be alternatively described in a compact way. In particular, due to the Cartesian product structure of the index set , the convex hull in (11) can be computed as the Cartesian product of convex hulls with respect to individual index set , . Thus, we have
If the system utility function is the sum-rate of all users, then for all , so that and the index assignment is
In this case, the dual objective function is constant with respect to and the subdifferential contains only the subgradient information with respect to the . Thus, the subdifferential of (projected to the component ) can be characterized by where is the all-one vector. The same can be computed for a general system utility function . The dual problem can be solved in polynomial-time using a general purpose convex minimization algorithm (such as the ellipsoid method). More specifically, to find an -optimal dual solution, the ellipsoid method will need at most iterations, with each iteration requiring arithmetic operations (to find the dual objective value and a subgradient; see Procedure 1). Thus, the ellipsoid method has an overall complexity of to solve the dual problem .
B. Generating a Feasible Time-Shared FDMA Solution for via Linear Programming
After obtaining an optimal solution for , we must generate a primal feasible FDMA solution for while still achieving a near-optimal utility value. Notice that primal feasibility requires that each user satisfies a given instantaneous power constraint. Due to positive duality gap, achieving primal feasibility while maintaining near-optimality is highly nontrivial. Below we describe a linear programming procedure to find a near-optimal FDMA solution that can be made feasible through time-sharing.
Recall that at a dual optimal solution for , say , we must have
In light of the polyhedral representation (12) , there exists some such that the following holds: or equivalently (13) where Such can be found in polynomial-time, e.g., by linear programming. One possible linear programming formulation to serve this purpose is (14) Since the set of values forms a discrete probability distribution. This leads to the following (randomized) solution method to solve using FDMA solutions.
Algorithm 1
Phase I.
Step 0 be the required precision, and let .
Step 1 Use the subgradient method or the ellipsoid method to solve , where at each iteration, apply Procedure 1 to get a subgradient of as needed.
Step 2 At optimal solution for , compute the index sets , , and solve (14) to get .
Phase II.
For and , allocate power to user with probability .
The overall complexity of Algorithm 1 is which is polynomial in terms of and . The Phase I of Algorithm 1 generates a set of FDMA solutions, each of which by itself does not satisfy the prescribed user power budgets. The Phase II of Algorithm 1 is a randomized procedure that generates a FDMA solution through time-sharing of tones. Randomized use of tones ensures that the average power budget for each user , can be satisfied. This power allocation policy is infeasible if the power budget is enforced instantaneously rather than on average over time. In other words, the instantaneous power may fluctuate each time, but the average power meets the prescribed user budgets.
C. A Polynomial Time -Approximation Method for the Continuous DSM Problem
Unlike the previous subsection where the focus is on finding a high quality feasible FDMA solution for the discretized DSM problem , we now develop a polynomial time strategy to find an approximately optimal FDMA solution for the continuous DSM problem . The basic approach is by further partitioning of tones.
First, let us decompose the solution obtained from solving the linear program (14) . Let , (which is a simplex in ), with . Consider the Cartesian product of these simplices . Clearly, a point in is vertex of if and only if it is a Cartesian product of vertices of simplices . Also, each vertex of corresponds to exactly one FDMA solution of . Since , by Carathéodory's theorem, it can be expressed as a convex combination of no more than vertices in . This can also be done by a simple sorting algorithm.
Procedure 2
Step 0 Initialize and let the index sets be , ; .
Step [In this way, is a vertex of .]
Step 3 Update by for and for all other components.
Go to Step 1.
In Procedure 2, the total cardinality of is decreased by at least one whenever is increased by one. Thus, we can increase at most times. Moreover, it can be shown inductively that at the end of iteration of Procedure 2, the following invariant relations hold where is given by (15) . This implies that, upon termination of Procedure 2, we obtain the following vertex representation of (16) where is a vertex in , and with , , and . Moreover, by a pre-sort and a simple indexing data structure, Procedure 2 can be implemented in basic operations. This is because there are at most iterations, each requiring at most arithmetic operations. By (13), we have (17) where (18) Since is a vertex of , it follows that is a legitimate FDMA solution (over tones) for each fixed . However, when of these FDMA solutions are combined, they no longer satisfy the FDMA constraint since some tones may be shared across .
To accommodate these FDMA solutions simultaneously in an nonoverlapping manner, we can further partition each frequency interval into equally-sized subintervals, each with length . We denote these subintervals subsequently as , i.e.
where . Now for each , we implement the -th FDMA solution on frequency slots . In this way, all FDMA solutions are simultaneously implemented in an nonoverlapping fashion. This gives an overall FDMA solution over frequency tones. According to (17) , the total power allocated to user satisfies the prescribed power budget. This leads to the following polynomial time approximation algorithm for solving , which can be considered as interchanging the time dimension (by the repetition of the assignments in time) in Algorithm 1 with the space dimension (by further splitting frequency slots).
Algorithm 2
Step 0 Let be the required precision, and let be given.
Step 1 Use the ellipsoid method to solve whereby at each iteration a subgradient of is computed according to Procedure 1.
Step 2
Phase II.
Step 0 Use Procedure 2 to find a convex combination for :
such that is a vertex in , and with , , and .
Step 1 For each , create a set of subintervals , where .
Step . As shown by (17), the power allocations (18) generated by Algorithm 2 satisfy the individual power constraint for each user. These allocations are FDMA and require frequency tones. Hence it is a feasible FDMA solution for the primal problem . Moreover, this FDMA solution achieves a primal objective value which is equal to the dual optimal value of Under the assumptions of Theorem 3, it can be checked that the rate functions satisfy the Lipschitz condition (6) . By the duality gap estimate (9) (which is an extension of Theorem 2), the duality gap is bounded by , where the constant in depends on and . This further implies that is within from the optimal value of . Thus, by selecting a large enough , we can ensure the gap between and the optimal value of is no more than . In other words, is an -optimal solution of the continuous FDMA spectrum management problem . The running time of Algorithm 2 can be analyzed as follows: there are a total of iterations in the ellipsoid method. Each of ellipsoid iteration requires a call of Procedure 1 which has a complexity of . Thus, computing requires arithmetic operations. Solving the linear program (14) requires operations. Phase II of Algorithm 2 requires a call of Procedure 2 which has a complexity of . Thus, the overall complexity of Algorithm 2 is since .
[Notice that the constant in notation depends on the values of and .] Thus, for any fixed precision , Algorithm 2 finds an -optimal solution of in time that is polynomial in . If the channels are frequency flat, then the duality gap shrinks to zero at the rate of . In this case, we can choose (instead of in the frequency selective case), and the resulting complexity bound of Algorithm 2 reduces to . Though we have provided an efficient scheme to approximately solve the continuous DSM problem , in practice the discretized DSM problem is of more interest since practical OFDMA systems have discrete sub-carriers. Furthermore, the idea of dividing a frequency tone into smaller sized frequency slots may be infeasible in practice where the tone width is usually predefined and cannot be changed. Hence, the theoretical claim of Theorem 3 may have a limited practical value. Nonetheless, the polynomial time procedure (consisting of Algorithm 2 and Procedure 2) used to establish Theorem 3 is still quite valuable. First, it gives an efficient way to generate a small set (polynomial size) of candidate FDMA solutions which can be implemented, on a time-sharing basis and without tone-partitioning, to satisfy the prescribed power budget constraints on average. [Notice that the number of candidate FDMA solutions generated by Algorithm 1 may be exponential.] To do so we only need to use [cf. (16) ] as probabilities to randomly choose the candidate FDMA solutions over time. Second, the procedure can be used to efficiently estimate the size of duality gap; the latter can be used to benchmark the performance of heuristically generated FDMA solutions.
Our final comment is on numerical stability. Recall that all the existing dual relaxation based algorithms try to generate a primal optimum from a dual optimum (either exact optimum or approximate). This process is not only numerically unstable but also theoretically unfounded (due to positive duality). After all, finding a primal optimal FDMA solution is NP-hard anyways. The way we have dealt with this problem is to use the subdifferential at the dual optimal point to construct a set of candidate FDMA solutions, and then use a linear programming procedure to combine these candidate solutions into a single high quality FDMA solution. Due to the use of subdifferential and the linear programming scheme, our approach does not suffer from the numerical sensitivity problem.
D. Simulation of Duality Gap
We have implemented the linear programming based polynomial time approximation scheme for and tested it in a VDSL scenario with 2 upstream users and 2 downstream users, see Fig. 1(a) . In the simulation, the number of VDSL loops for each user is 3, while the lengths of the loops for the 4 users are 1000-ft, 1500-ft, 1200-ft, and 1000-ft, respectively. The frequency range is 25 KHz to 12 MHz. The noise variance is set to be and the system gap is 12 dBm. For each user, the power constraint over the whole spectrum and the per-tone spectrum mask are and , respectively. We discretized the available spectrum into tones, where varies from 2 to 200 with an increment of 2. For each , we generated the VDSL communication channel parameters under the above mentioned setup by using a VDSL system simulation program (courtesy of Prof. Wei Yu, Univ. Toronto). Then, we apply Phase I of Algorithm 2 to each of the -tone sum-rate spectrum management problem with FDMA constraint. This gives us the dual optimal value . We then solve the linear program (14) using the SeDuMi software [21] to obtain a set of FDMA solutions (each by itself may not satisfy the primal power constraint). In Phase II of Algorithm 2, every one of the tones is further divided to sub-tones. Over the newly created tones, the -tone FDMA solutions can be combined to obtain a feasible -tone FDMA solution, achieving a certain sum-rate value which we denote by . Let denote the maximum achievable sum-rate for a -tone FDMA solution. Then, we have . Thus, the duality gap for the -tone FDMA sum-rate maximization problem can be upper bounded by Given the primal-dual values , this upper bound is computable. In Fig. 1(b) , we plot the duality gap upper bound versus . It is clear from this plot that the duality gap does decrease to zero when increases, as claimed by Theorem 2.
Moreover, in Fig. 1(b) , the curve upper bounds the duality estimate for all , illustrating that the duality gap vanishes asymptotically at the rate of . Notice that there are some values of for which the duality gap is zero. This happens exactly when a feasible FDMA solution is found in the Phase I of Algorithm 2, that is, .
V. DISCUSSIONS
In a multiuser environment, dynamic spectrum management (DSM) is an important technique for achieving high spectral efficiency. Central to the success of DSM is the ability to efficiently compute optimal spectrum sharing strategies in response to physical channel conditions. For the continuous DSM problem , it is known that the strong duality (i.e., zero duality gap) holds, even though the problem lacks apparent convexity. This surprising result was first discovered by Yu and Lui [23] and later rigorously established [16] under a Lebesgue integral framework and using a classical result of Lyapunov [17] . For practical implementations (using, say, OFDM), it is necessary to discretize the corresponding Lebesgue integrals using Riemann partial sums and consider the resulting discretized DSM problem . However, the discretized DSM problem is very difficult to optimize or to approximately solve in general; in fact, both tasks are NP-hard, even when restricted to the set of FDMA strategies [16] . In this paper, we instead focus on the original continuous DSM problem , since the latter possesses a hidden convexity. We have shown that it is possible to find an -optimal FDMA solution for in polynomial time, for any . A major step in this work is to use the hidden convexity to analyze the effect of discretization on the DSM problem as the size of discretization decreases to zero. Our analysis shows that the duality gap for the discretized DSM problem converges to zero at the rate of if channels are frequency selective, and at the rate of when channels are frequency flat. At present, it is not clear if the slower rate of is a genuine consequence of frequency selectivity or merely a weakness of our analysis, although we suspect the latter. Another key step in the design of our polynomial time approximation algorithm is to avoid the exponential size of a linear program that must be solved in order to identify a small number of FDMA solution candidates. Jointly (but not individually), these candidates satisfy the power constraints of all users, and they can be easily implemented in an nonoverlapping fashion once we further partition each frequency tone into a few smaller sized frequency slots. In this way, we derive a feasible FDMA solution for the original continuous DSM problem while still achieving a provably near-optimal system utility value.
It is important to point out that the duality gap estimates hold for general spectrum sharing strategies, whether they are FDMA or non-FDMA. However, the linear programming based polynomial time approximation scheme for the DSM problem does require FDMA assumption. This is a major limitation of current work. Notice that the (only) part in our approach that requires FDMA assumption is in the solution of the dual problem . FDMA assumption ensures polynomial time solvability of . Does there exist any other classes of spectrum sharing strategies for which the dual DSM problem is polynomial time solvable? Any progress in this direction, when combined with the analysis in this paper, will lead to an overall polynomial time approximation scheme for a broader class of DSM problems. This is an interesting direction for future research. Finally, we believe the full impact of Lyapunov theorem is still not well understood. It may be possible to use the hidden convexity associated with the DSM problem in a game theoretic framework or in a more network oriented formulation involving multiple wireless users.
APPENDIX A PROOF OF PROPOSITION1
Throughout this proof, we use to denote the infinity norm. The Lyapunov theorem ( [5] , [17] ) asserts that is a closed and convex set. Take an arbitrary and let be the corresponding Lebesgue integrable function such that , . For any given , by definition of the Lebesgue integration (as the limit of the integration of a series of simple functions; see, e.g., [19, Ch. 4 
