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Voor veel wetenschappelijke (ingenieurs-) problemen is het niet praktisch
om fysische experimenten rechtstreeks uit te voeren. In de plaats daar-
van worden er complexe computersimulaties gebruikt, om zo de kosten te
drukken of het gevaar te minimaliseren. Deze computersimulaties worden
door de ingenieur gebruikt om het gedrag te bestuderen van het systeem.
Computersimulaties zijn dikwijls geparametriseerd door een set van input
parameters (variabelen) en een set van output parameters (responses). Gege-
ven een set van inputs zal het simulatiemodel de corresponderende outputs
berekenen. Het bestuderen van zulke input-output systemen bestaat erin
de input parameters te wijzigen en het gevolg daarvan op de outputs te
observeren. Het doel is om de volledige relatie tussen de verscheidene input
parameters (ontwerp parameters) en de output parameters (performantie
karakteristieken) te begrijpen. Deze virtuele experimenten bieden weten-
schappers meer flexibiliteit om fenomenen te bestuderen in gecontroleerde
omstandigheden. Computersimulaties vereisen echter vaak ook een aan-
zienlijke investering in tijd en rekenkracht: één enkele computersimulatie
kan enkele minuten, uren, dagen of zelfs weken in beslag nemen. Bijvoor-
beeld, Ford Motor Company deelde mee dat een volledige crash simulatie
van een passagiers auto 160 uren kan duren. Hierdoor is het rechtstreeks ge-
bruik van computersimulaties moeilijk of zelfs onmogelijk voor ingenieurs
die het systeem willen bestuderen, optimaliseren, enz. Daarom gebruiken
wetenschappers meer en meer goedkopere approximatie technieken, ook
bekend als surrogaatmodellen, die het gedrag van de computationeel dure
computersimulatie zo goed mogelijk nabootst.
Het doel van globale surrogaatmodellering is het ontwerpen van een
surrogaatmodel dat zo accuraat mogelijk is, met zo weinig mogelijk compu-
tersimulaties. Een surrogaatmodel wordt geconstrueerd door het uitvoeren
van meerdere simulaties op belangrijke locaties in de input ruimte waarna
een surrogaatmodel wordt geselecteerd dat de data en het gedrag van het
volledige systeem zo goed mogelijk benadert. Nadat een surrogaatmodel
beschikbaar is kan het gebruikt worden om de computersimulatie te ver-
vangen in verder onderzoek. Surrogaatmodellering is heel waardevol voor
talloze onderzoeksdomeinen, van werktuigbouwkunde tot hydrologie. Het
creëren van een surrogaatmodel is echter een volledig onderzoeksdomein
op zich en talloze opties zijn ter beschikking voor de ontwerper. Deze opties
omvatten de keuze van het type surrogaatmodel, distributie van de data-
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punten, optimalisatiestrategieën voor parameters van het surrogaatmodel,
enz. Het is intuïtief duidelijk dat de distributie van datapunten cruciaal
is bij het creëren van een accuraat surrogaatmodel. Traditioneel worden
alle datapunten gekozen en gesimuleerd a priori, en een surrogaatmodel
wordt enkel gecreëerd nadat alle datapunten geëvalueerd en beschikbaar
zijn. In een sequentieel ontwerp worden datapunten iteratief geselecteerd,
intermediaire surrogaatmodellen en de vorige datapunten worden gebruikt
om een betere keuze te maken van toekomstige experimenten.
Dit werk legt de focus op het gebruik van data gebaseerde, globale surro-
gaatmodellen om veel voorkomende taken te versnellen zoals optimalisatie,
en het exploreren van de ontwerpruimte. In dit geval is een surrogaatmo-
del slechts een hulpmiddel om de vooropgestelde taak te voltooien met
zo weinig mogelijk computationeel dure simulaties. Achteraf wordt het
surrogaatmodel vaak weggegooid omdat het meestal onvoldoende accuraat
is om de dure computersimulatie volledig te vervangen. Om het voordeel
van surrogaatmodellering zoveel mogelijk te exploiteren is het nodig om
het gebruik van surrogaatmodellen zoveel mogelijk te integreren in het
(optimalisatie) proces. Het domein van dit proefschrift bevindt zich in de
intersectie van verschillende onderzoeksdomeinen zoals machinaal leren
(artificiële intelligentie), gedistribueerde systemen, modellering & simulatie,
en software engineering. Al de methoden gepresenteerd in dit proefschrift
zijn vrij beschikbaar als deel van de SUrrogate MOdeling (SUMO) en ooD-
ACE software pakketten. SUMO is een platform geschreven in Matlab voor
adaptieve surrogaatmodellering met sequentieel ontwerp dat het volledige
modelleringsprocess aanpakt, van het evalueren van de eerste datapunten
tot het trainen van surrogaatmodellen en optimalisatie. ooDACE is een
collectie van populaire Kriging surrogaatmodel types in één software pak-
ket die gemakkelijk kan geïntegreerd worden in bestaande code. Beide
pakketten zijn open-source, and dus alle resultaten van dit proefschrift
kunnen gereproduceerd en gevalideerd worden. SUMO en ooDACE zijn
beschikbaar via http://sumo.intec.ugent.be.
Het eerste deel van Hoofdstuk 3 geeft een overzicht van globale surro-
gaatmodellering en de problemen die ermee gepaard gaan. In het bijzonder
wordt de creatie van surrogaatmodellen steunend op meerdere modelse-
lectiecriteria bestudeerd. Het tweede deel van Hoofdstuk 3 introduceert
het ooDACE software pakket wat de basis is van verscheidene (optimalisa-
tie) algoritmes van dit proefschrift. Deze efficiënte Kriging implementatie
wordt gebruikt door onderzoekers over de hele wereld. Een nieuwe veel-
belovende Kriging techniek, blind Kriging, wordt uitgebreid getest op een
uiteenlopende set van relevante problemen.
Bekende optimalisatiemethoden gebaseerd op het Kriging surrogaatmo-
del vormen de basis van dit proefschrift. Hoofdstuk 3 geeft een overzicht
van allerlei surrogaatmodel gebaseerde optimalisatiemethoden en werkt
twee toepassingen uit met behulp van het Efficient Global Optimization al-
goritme (EGO). Het EGO algoritme wordt gebruikt om zowel voorwaartse
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als inverse problemen op te lossen. Het laatste deel van Hoofdstuk 3
bespreekt het gebruik van automatische surrogaatmodel selectie (met be-
hulp van het Evolutionaire Model Selectie algoritme) voor optimalisatie.
Traditioneel wordt het EGO algoritme gebruikt samen met het Kriging
surrogaatmodel. EGO wordt uitgebreid om automatisch het beste surro-
gaatmodel type te selecteren tijdens de optimalisatie, zoals support vector
regressie, radiale basis functies, enz. Het algoritme wordt getest op een
optimalisatieprobleem uit de werktuigbouwkunde.
Hoofdstuk 4 behandelt efficiënte methoden om computationeel dure op-
timalisatieproblemen met meervoudige doelstellingen te behandelen. Het
EGO algoritme wordt vaak gebruikt voor optimalisatie met één doelfunctie,
maar het concept achter EGO is ook zeer geschikt voor optimalisatie met
meerdere doelfuncties. In de literatuur is hier weinig werk rond verricht
omdat de uitbreiding naar optimalisatie met meervoudige doelstellingen
een paar computationeel moeilijkheden introduceert. Nieuwe algoritmes
worden uitgewerkt die gebruikt kunnen worden om EGO efficiënt toe te
passen voor optimalisatie met meervoudige doelstellingen.
Hoofdstuk 5 behandelt het gebruik van surrogaatmodellen om inverse
problemen rechtstreeks op te lossen. Inverse problemen zijn niet gemakke-
lijk om rechtstreeks op te lossen omdat ze vaak slecht geconditioneerd zijn.
De meeste gebruikte aanpak is om het inverse probleem te reduceren tot
een eenvoudig voorwaarts probleem zoals het optimaliseren van de fout
tussen de output van de simulatie code en een opgegeven waarde of bereik.
In dit proefschrift wordt een sequentieel ontwerp ontwikkeld, gebaseerd op
het Kriging surrogaatmodel, dat datapunten kiest in juist die regionen in de
input ruimte waarvan de output overeenkomt met de opgegeven waarde
(of bereik).
Hoofdstuk 6 bevat conclusies en toekomst perspectieven. De SUMO
en ooDACE software pakketten worden meer uitgebreid besproken in
Appendices A en B.
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For many problems in science, and engineering it is impractical to perform
experiments on the physical world directly. Instead, complex, physics-
based simulation codes are used to run experiments on computer hardware.
These simulation models are used by the engineer to understand and in-
terpret the behavior of the system under study. Simulation codes are often
parametrized by a set of input parameters (factors or variables) and a set
of outputs (responses). Given a set of inputs, the simulation model will
produce a corresponding output. Studying such input-output based sys-
tems involves changing the input parameters and observing the impact on
the output of the simulation. The aim is to understand the full relation-
ships between the different input parameters (e.g., design variables) and the
outputs of the system (e.g., performance characteristics). While allowing
scientists more flexibility to study phenomena under controlled conditions,
computer experiments require a substantial investment of computation
time. One model evaluation may take many minutes, hours, days or even
weeks. For example, Ford Motor Company reported on a crash simulation
for a full passenger car that takes 160 hours to compute. Because of this
long computation time, using simulation models directly is still impractical
for engineers who want to explore, optimize, or gain insight into the system.
As a result researchers have turned to various approximation methods,
also known as surrogate models, that mimic the behavior of the simula-
tion model as closely as possible while being computationally cheap(er) to
evaluate.
The goal of global surrogate modeling is the generation of a surrogate
that is as accurate as possible, using as few simulation evaluations as possi-
ble. A surrogate model is constructed by performing multiple simulations
(called samples) at key points in the input space, analyzing the results, and
selecting a surrogate model that approximates the data and the overall
system behavior quite well. Once a surrogate model is available it can re-
place the existing expensive simulation code further down the engineering
design pipeline. Surrogate modeling is useful in a large range of scientific
disciplines and fields, ranging from mechanical engineering to hydrology.
However, generating a surrogate model is almost an entire research domain
in itself. There are an overwhelming number of options available to the
designer: different surrogate model types, different experimental designs,
different surrogate model parameter optimization strategies, etc. Intuitively,
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the choice of the experimental design (distribution of data points) is of
paramount importance to the success of the surrogate modeling task. In
traditional (one-shot) experimental design, all data points are selected and
simulated a priori, and a surrogate model is trained only after all points
are simulated. In sequential design, points are selected with an iterative
method, in which intermediate models and outputs from previous simula-
tions are used to make a better, more informed choice on the locations for
future simulations.
This thesis concentrates on the use of data-driven, global surrogate mod-
els to expedite specific engineering tasks such as optimization, sensitivity
analysis and design space exploration. In this case the surrogate model acts
just as a tool to perform the required task while minimizing the number of
simulations. In the end the surrogate model is often discarded as it is not
necessarily globally accurate and, thus, not suitable for replacing the simula-
tion code. To fully take advantage of surrogate modeling for optimizing the
simulation code (or another engineering task), the surrogate models need
to be tightly integrated into the broader process, for optimization methods
this is also known as Surrogate-Based Optimization (SBO). This involves
working in the intersection of machine learning/AI, distributed systems,
modeling & simulation, and software engineering. All the methods pro-
posed in this thesis are freely available in the Surrogate MOdeling (SUMO)
and ooDACE toolboxes. The SUMO toolbox is a framework written in Mat-
lab for adaptive surrogate modeling with sequential design, which tackles
the entire modeling process from the first samples through simulation to
model training and optimization. ooDACE is a collection of popular Krig-
ing surrogate model types in one toolbox which can be easily integrated
into an existing modeling pipeline. Both toolboxes are open source, and
therefore all results in this thesis can be reproduced and validated. SUMO
and ooDACE can be downloaded from http://sumo.intec.ugent.be.
The first part of Chapter 3 provides an in-depth overview of global surro-
gate modeling and associated problems. In particular, the notion of building
a surrogate model using multiple accuracy measures in a multiobjective
way is explored. The second part of Chapter 3 describes the ooDACE tool-
box which incorporates various types of the Kriging surrogate model for
the first time in one framework using object oriented programming. The
ooDACE toolbox is the foundation of several (optimization) algorithms
presented in this thesis. This efficient Kriging implementation has been
used on its own and as part of the SUMO toolbox by researchers over the
world. One type of Kriging, i.e., blind Kriging, is thoroughly benchmarked
on a very distinct set of real-life problems.
Well-known SBO methods based on the popular Kriging surrogate model
form the core of this thesis. Chapter 3 gives an overview of the current
state-of-the-art SBO algorithms and presents two applications optimized
using a popular SBO algorithm, i.e., the Efficient Global Optimization al-
gorithm (EGO). The EGO algorithm is used to solve forward as well as
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inverse problems. The remaining part of Chapter 3 discusses the use of
automatic surrogate model selection (using the Evolutionary Model Selec-
tion algorithm) for optimization. Traditionally, the EGO algorithm is used
in conjunction with the Kriging surrogate model. Here EGO is extended
to automatically use the best surrogate model type such as support vector
regression, radial basis functions, etc. and demonstrate its usefulness on an
optimization problem from mechanical engineering.
Chapter 4 presents efficient methods to solve expensive multiobjective
optimization problems with many objectives. The EGO algorithm is widely
used for single-objective optimization though the concept is also very much
suited for multiobjective optimization. Few work exists in literature as the
generalization to multiobjective optimization of the EGO algorithm induces
some computational difficulties. Novel algorithms are introduced that can
be used to apply EGO to multiobjective optimization much more efficiently.
Chapter 5 deals with using surrogate models to solve inverse problems
directly. Inverse problems are difficult to solve directly as they can be
ill-conditioned. The most used approach is to reduce complex inverse
problems to a more simple forward problem such as optimizing the error be-
tween the output of the simulation code and some target value or range. In
this thesis a sampling strategy is developed, based on the Kriging surrogate
model, that focuses on sampling the input regions densely that correspond
to the desired target value or range.
Chapter 6 contains conclusions and future prospects. Finally, Appendices
A and B discuss the SUMO and ooDACE toolbox in more detail, respectively.
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There are no facts, only interpretations.
Friedrich Nietzsche
Scientists and engineers are often confronted with physical phenomena
that are difficult to study. The ability to perform experiments directly on
the physical world may be limited by the monetary cost (e.g., prototyping
airfoil designs), lack of controllable and reproducible conditions (e.g., earth-
quake propagation, solar eclipse), etc. Instead, the last few decades complex
science gradually moved into the computational domain, significantly in-
creasing the number of problems and phenomena that can be studied. This
has led to an explosion of data and tools that are at present being unified
into, what is often referred to as, e-Science [17].
1.1. Problem domain
Computer simulation has been steadily replacing real-life experiments as a
major tool to formulate theories and solutions. A computer simulation, also
called a computer model, is a program that attempts to simulate a complex
system. These simulations are used by the engineer to understand and
interpret the behavior of the system. This allows scientists more flexibility
to study phenomena under controlled conditions.
Simulation codes are often parametrized by a set of input parameters (fac-
tors or variables) and a set of outputs (responses). Given a set of inputs, the
simulation produces a corresponding output. Studying such input-output
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based systems involves changing the input parameters and observing the
impact on the output of the simulation. The aim is to understand the full
relationships between the different input parameters (e.g., design variables)
and the outputs of the system (e.g., performance characteristics).
Computer simulations can be characterized by a number of properties,
warranting the use of a different set of techniques. Moreover, certain cate-
gories of simulation codes are associated with different research domains
which have their own terminology, methodology and practices. These
properties are discussed in the remainder of this section.
1.1.1. Computation time
Similar to physical experiments, computer experiments might still require
a substantial investment of time. This is especially evident for routine
tasks such as prototyping, high dimensional visualization, optimization,
robustness analysis, sensitivity analysis, reliability analysis and design
space exploration [25].
Running a computer simulation of a complex system with multiple inputs
and outputs can be a very time-consuming process. For example, Ford
Motor Company reported on a crash simulation for a full passenger car
that takes 36 to 160 hours to compute [25]. A computational expensive
problem tackled in this thesis is the analysis and optimization of night
cooling ventilation where one simulation run takes 6 to 96 hours [9] on an
Intel® Core™ 2 quad core CPU Q9400@2.66 Ghz, 8 GB RAM (64 bit) desktop
computer (utilizing all the cores). Because of these long computation times,
analyzing such time-consuming simulations directly is still infeasible for
engineers and scientists alike.
1.1.2. Input type
Most often input parameters can be assumed to be independent, i.e., chang-
ing one input parameter does not have an effect on the other input parame-
ters. If a parameter is dependent on another (input) parameter analyzing
the system may become more complex as it can actually be considered an
output of the system. Therefore it is essential that the problem is formulated
and parametrized correctly. Furthermore, input parameters can be either
discrete or continuous. Discrete parameters denote, e.g., the presence or
absence of a chemical component or the type of chemical component in a
system.
1.1.2.1. Dimensionality
Perhaps the biggest hurdle in analyzing computational expensive simu-
lation codes is the input dimension. The curse of dimensionality dictates
that high-dimensional problems quickly become intractable, because data
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spreads out exponentially with the number of dimensions. Therefore, ana-
lyzing high-dimensional data, even when there are millions of data points
available, will only be possible to a certain degree.
The number of input parameters is a deciding factor in how to work with
the simulation. While techniques may be developed that operate directly
on the large number of input parameters. Many of those input parameters
actually have little influence on the corresponding output of the system.
In this case, variable and feature selection techniques [12] alleviate the
computational complexity by selecting a much smaller subset of (relevant)
input parameters to work with, i.e., the input parameters that have the
largest effect on the output.
1.1.2.2. Uncertainty
Input parameters can also contain some uncertainty, e.g., the inputs are con-
sidered random variables with corresponding probability density functions.
This stochastic variability is due to manufacturing deficiencies, imperfec-
tions, etc. in the system. In order to study the impact of stochastic variability
on the response (performance), algorithms needs to be used that takes the
uncertainty and statistical variation of the input parameters into account.
These algorithms will make it possible to quantify the statistical importance
of each input parameter and propagate this uncertainty to the response. A
typical problem that contains uncertainty is to find an optimal design that
is insensitive to small shifts in the input space due to manufacturing defi-
ciencies. If the manufactured design deviates slightly from the identified
optimal design the final produced product performance will still be close to
optimal.
1.1.3. Output type
Similarly to input parameters, simulations can be broadly classified in
the type of outputs they produce. Some simulation problems produce
continuous outputs, while others output discrete values.
These latter type of simulation problems are called (statistical) classifica-
tion problems where the goal is to map sets of inputs to the appropriate
discrete output values, e.g., to 0 or 1 in binary classification problems. Stan-
dard examples are recognizing speech or handwritten text, faces of people
in pictures or video, etc. This is a long-standing research subject originating
from statistics, which was picked up by the machine learning community
as supervised learning [24]. Many algorithms are available to tackle prob-
lems with discrete output values, such as decision trees, nearest neighbor
algorithms, support vector machines [23], etc.
The other class of simulations are those with continuous outputs, known
as regression analysis in statistics and machine learning [8, 18]. Because
there is an unlimited number of possible output values, algorithms which
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were designed for discrete output values do not directly apply to these
problems.
1.1.3.1. Dimensionality
Usually the number of outputs of the simulation is of lesser importance. At
least if they are independent of each other, then the same algorithms can be
applied multiple times, once for each output. Should the outputs be corre-
lated then it is much more efficient to recognize and exploit this correlation,
though this is more of a challenge. Again, the presence of dependent output
parameters primarily depends on how the problem is formulated. Some-
times this is unavoidable, for instance, many electromagnetic simulations
output complex numbers where the real and imaginary components are
often correlated.
1.1.3.2. Noise
Noise on the outputs of the simulation can make it considerable more
difficult to analyze a system. There is an important different between
deterministic noise and stochastic noise. The former, deterministic noise,
is caused by inaccuracies in the simulation code. Performing simulations
of the same set of input parameters multiple times results in the same
output (with noise) values. On the other hand, stochastic noise is a result of
random components, such as Monte Carlo methods, in the simulation code.
This type of noise will produce different output values for the same set of
input parameters over multiple calls to the simulation code. In stochastic
simulation this noise needs to be taken into account in every stage of the
analysis [26, 27]. For example, with stochastic noise it is useful and even
necessary to apply classical statistical methods such as replication methods.
1.1.4. Black or white box
When nothing (or very little) is known up-front about the true behavior of
the system, the simulation is called a black box. The only knowledge about
the system is obtained from running simulations of the system, no assump-
tions about smoothness, monotonicity or other mathematical properties
can be made. The system is solely studied using the input-output behavior
(behavioral modeling) of the simulation. The advantage is that no explicit
domain specific dependencies are introduced and, thus, any developed
methods are readily portable across different problems and fields.
Alternatively, when the system is a gray or white box, prior knowledge
about the inner workings is available. In general it is advisable to use
this information to make more informed decisions and to use methods
that are able to incorporate this information, enhancing the efficiency and
expediting the analysis. This might even be required for certain problems,
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e.g., in electromagnetics where it is often crucial to enforce certain properties
such as monotonicity, time-invariance, etc.
1.2. Scope
The main driving force of this thesis is to make a study of time-consuming
input-output based systems viable. To that end, simpler data-driven approx-
imation models (in contrast to model-driven, e.g., model-order-reduction
methods [11, 19]) are created to predict the system performance and develop
a relationship between the inputs and outputs. These approximation mod-
els (also known as surrogate models, metamodels, emulators, replacement
models, or response surface models) mimic the behavior of the simulation
code while being computational cheap(er) to evaluate. This surrogate model
is constructed by performing multiple simulations (called samples) at key
points in the design space, see Figure 1.1.
While various surrogate modeling techniques exist that can cope with
simulators with different properties we cannot possible provide a discus-
sion for every possible system. Hence, this thesis is limited to problems
and simulation models with the following properties: time-consuming,
deterministic, regression problems (continuous outputs), spatial prediction
(in contrast to temporal; time prediction), quasi noise-free and black box.
Examples of such simulation code are mechanical or electrical finite
element simulations, computational fluid dynamic simulations, etc. The
goal of this thesis is not to understand the underlying equation of a system,
i.e., create a white box surrogate model from a black box simulation model
[20]. The surrogate models in this thesis are used and analyzed instead of
the time-consuming system.
1.2.1. Surrogate modeling
In (forward) surrogate modeling the engineer is interested in the output
of the system, given an input. As stated before the principal reason to
use surrogate models is that the simulator is too time consuming to run
for a large number of simulations. One model evaluation may take many
minutes, hours, days or even weeks [25]. A simpler approximation of the
simulator is needed to make optimization, design space exploration, etc.
feasible. Depending on the construction and use of approximation models
several modeling flavors can be distinguished.
Global surrogate models capture the behavior of the system over the en-
tire input space of interest. A global accurate surrogate model is an accurate
approximation that can fully replace the original, computational expensive
system in further analysis to gain insight. The cheap(er) surrogate model
may be easily queried, optimized, visualized, and seamlessly integrated
into CAD/CAE software packages. However, global surrogate models may
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be created that are not necessarily a global accurate representation of the
system. These types of surrogate models are usually just a means to an end
to accomplish one specific task, e.g., optimization, sensitivity analysis, etc.
The surrogate model can not fully replace the original system and is often
discarded afterwards. Similarly, local surrogate models approximate a small
part of the input space of interest and are mainly used in trust-region-like
optimization schemes [2] which are useful to tackle large-scale problems.
The construction of surrogate models as efficiently as possible is an en-
tire research domain in itself. In order to come to an acceptable model,
numerous problems and design choices need to be overcome (what data
collection strategy to use, which variables are relevant, how to integrate
domain knowledge, etc.). Other aspects of surrogate modeling include
choosing the right type of approximation model for the problem at hand,
a tuning strategy for the surrogate model parameters (=hyperparameters),
and a performance measure to assess the accuracy of the surrogate model
[10]. There are a wide variety of surrogate model types available, and which
one is most suitable depends largely on the system behavior that is to be
modeled. Popular choices are polynomial and rational functions [6, 14],
Kriging models [18, 15], neural networks [28] and radial basis functions
(RBF) models [16].
In traditional Design of Experiments (DoE), the distribution of data points
(experimental design) is chosen based only on information that is available
before the first simulation, such as the existence of noise, the relevance
of the input variables, the measurement precision, etc. This set of points
is then fed to the simulator, which evaluates all the selected data points.
Finally, a surrogate model is built using this data. This is essentially a one-
shot approach, as all the data points are chosen at once and the surrogate
modeling algorithm proceeds from there, without evaluating any additional
samples later on.
In the deterministic black box setting, where there is no information
available up front and statistical methods such as blocking and replication
lose their relevance, the only sensible one-shot experimental designs are
space-filling designs, which try to cover the design space as evenly as
possible. The advantages of classical space-filling methods are that they can
be easily implemented and provide a good (and guaranteed) coverage of
the domain. Examples of popular space-filling design are fractional designs
[22], Latin hypercubes [21] and orthogonal arrays [7]. On the other hand,
in a one-shot design the number of points needs to be determined upfront
which can easily lead to a sub-optimal choice: evaluating too few or too
many points to achieve the desired accuracy. Sequential design, also known
as adaptive sampling or active learning, improves on this approach by
transforming the one-shot algorithm into an iterative process. Sequential
design methods analyze data (samples) and surrogate models from previous
iterations in order to select new samples in areas that are more difficult
to approximate, resulting in a more efficient (and smaller) distribution of
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Figure 1.2.: Flow chart of the surrogate modeling process [10].
samples compared to traditional design of experiments. For example, the
Lola-Voronoi algorithm selects points uniformly across the input space but
also concentrates on regions which exhibit non-linear behavior [5].
The general work-flow of surrogate modeling is illustrated in Figure 1.2.
First, an experimental design, e.g., from traditional DoE, is specified and
evaluated. Subsequently, surrogate models are built to fit this data as well
as possible, according to a set of measures (e.g., cross validation). The hy-
perparameters are estimated using an optimization algorithm. The accuracy
of the set of surrogate models is improved until no further improvement
can be obtained (or when another stopping criterion, such as a time limit, is
met). If the stopping criteria are satisfied the process is halted and the final,
best surrogate model is returned. On the other hand, when no stopping
criterion is met, a sequential design strategy, also known as active learning
or adaptive sampling, will select new data points to be evaluated and the
surrogate models are updated with this new data.
Most often, surrogate models are used to solve so-called “forward prob-
lems”. The practitioner is interested in the output or performance char-
acteristics of the simulation system given the input (design) parameters.
The surrogate models define the mapping between the input space (design
space) and the output space (performance space). Examples of forward
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Figure 1.3.: Forward versus inverse modeling.
problems are found in validation and verification, sensitivity analysis, and
optimization.
The operating context of this thesis is the integration of surrogate models
into the optimization process, often denoted by Surrogate-Based Optimiza-
tion (SBO) or Metamodel-Assisted Optimization (MAO). Note that the
sequential design techniques employed in SBO methods also try to min-
imize the number of expensive samples but have a completely different
goal, i.e., finding the global (or local) optimum instead of creating a global
accurate surrogate model. The sequential design algorithm chooses points,
based on previous surrogate models and data points, to guide the search
towards the global (or local) optimal solution. SBO methods typically gen-
erate surrogate models on the fly that are only accurate in certain regions of
the input space, e.g., around potentially optimal regions.
1.2.2. Inverse surrogate modeling
In inverse surrogate modeling the focus is on so-called “reverse (inverse)
problems”, i.e., on exploring the input space. Ideally, a surrogate model
could be created that maps the output parameters to the input parame-
ters (as opposite to forward modeling) of the complex system over the
entire output space, see Figure 1.3. However, many inverse problems are
ill-posed. Considering Hadamard’s definition of ill-posedness [13], the two
outstanding problems hampering the creation of a full inverse surrogate
model are non-uniqueness and instability. A good overview of the asso-
ciated intricacies is presented by Barton in [3]. For all the above reasons,
the inverse problem is often reduced to the task of finding one (or more)
input parameter combinations for a certain output characteristic. Still, it is
possible that,
1. no such input parameter combination exists,
2. more than one input parameter combination satisfies the given output
characteristic(s).
A typical inverse problem is the estimation of some (physical) material or
design parameter, e.g., the permittivity of a substrate [4] or the elasticity
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Figure 1.4.: The inverse problem is often solved by minimizing the error
function between the simulation output and the measured data.
of rubber [1], given the desired output or system behavior. A popular
solution is to convert the reverse problem to a (forward) optimization
problem. Namely, a simulation model is constructed, parametrized by
the properties or design parameters of interest. By minimizing the error
between the parametrized simulation model and the measured data the
input parameters (material properties) of the simulation model are obtained
that correspond with the measurements or desired output, see Figure 1.4.
On the other hand, sampling techniques can solve inverse problems directly
leading to multiple solutions instead of just one, i.e., identify those regions
in the input space that correspond to the desired output value(s).
1.3. Outline
This dissertation consists of six chapters and two appendices. Chapter 1
presents a general introduction to surrogate modeling and outlines the
different chapters in this dissertation.
A significant contribution of this thesis is the flexible framework for
surrogate modeling, i.e., the SUroggate MOdeling (SUMO) toolbox. The
SUMO toolbox is implemented in Matlab and Java and widely used as a
(forward) surrogate modeling tool, which resulted in various applications
and research papers on surrogate modeling. The first part of Chapter 2
provides an more in-depth overview of global surrogate modeling and
associated problems. In particular, the notion of building a surrogate model
using multiple accuracy measures in a multiobjective way is explored. The
second part of Chapter 2 describes the ooDACE toolbox which incorpo-
rates various types of the Kriging surrogate model for the first time in one
framework using object oriented programming. The ooDACE toolbox is
the foundation of several (optimization) algorithms presented in this thesis.
This efficient Kriging implementation has been used on its own and as part
of the SUMO toolbox by researchers over the world. One type of Kriging,
i.e., blind Kriging, is thoroughly benchmarked on a very distinct set of
real-life problems.
Chapter 3 gives an overview of the current state-of-the-art SBO algorithms
and presents two applications optimized using a popular SBO algorithm,
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i.e., the Efficient Global Optimization algorithm (EGO). The EGO algorithm,
which forms the core of this thesis, is used to solve forward as well as
inverse problems. The remaining part of Chapter 3 discusses the use of
automatic surrogate model selection (using the Evolutionary Model Selec-
tion algorithm) for optimization. Traditionally, the EGO algorithm is used
in conjunction with the Kriging surrogate model. Here, EGO is extended
to automatically use the best surrogate model type such as support vector
regression, radial basis functions, etc. and demonstrate its usefulness on an
optimization problem from mechanical engineering.
Chapter 4 presents efficient methods to solve expensive multiobjective
optimization problems with many objectives. The EGO algorithm is widely
used for single-objective optimization though the concept is also very much
suited for multiobjective optimization. Few work exists in literature as the
generalization to multiobjective optimization of the EGO algorithm induces
some computational difficulties. Novel algorithms are introduced that can
be used to apply EGO to multiobjective optimization much more efficiently.
Chapter 5 deals with using surrogate models to solve inverse problems
directly. Inverse problems are difficult to solve directly as they can be
ill-conditioned. The most used approach is to reduce complex inverse
problems to a more simple forward problem such as optimizing the error be-
tween the output of the simulation code and some target value or range. In
this thesis a sampling strategy is developed, based on the Kriging surrogate
model, that focuses on sampling the input regions densely that correspond
to the desired target value or range.
Chapter 6 contains conclusions and future prospects. Lastly, appendix A
and B discuss the SUMO and ooDACE toolbox in more detail, respectively.
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Insanity: doing the same thing over and over again and expecting
different results.
— Albert Einstein
2.1. Multiobjective global surrogate modeling,
dealing with the 5-percent problem
D. Gorissen, I. Couckuyt, E. Laermans, T. Dhaene
Published in Engineering with Computers,
vol. 26, no. 1, pp. 81-89, 2010.
Abstract
When dealing with computationally expensive simulation codes or process
measurement data, surrogate modeling methods are firmly established as
facilitators for design space exploration, sensitivity analysis, visualization,
prototyping and optimization. Typically the model parameter (=hyper-
parameter) optimization problem as part of global surrogate modeling is
formulated in a single objective way. Models are generated according to a
single objective (accuracy). However, this requires an engineer to determine
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a single accuracy target and measure upfront, which is hard to do if the
behavior of the response is unknown. Likewise, the different outputs of a
multi-output system are typically modeled separately by independent mod-
els. Again, a multiobjective approach would benefit the domain expert by
giving information about output correlation and enabling automatic model
type selection for each output dynamically. With this paper the authors
attempt to increase awareness of the subtleties involved and discuss a num-
ber of solutions and applications. In particular we present a multiobjective
framework for automatic global surrogate model generation to help tackle
both problems and that is applicable in both the static and sequential design
(adaptive sampling) case.
2.1.1. Introduction
Regardless of the rapid advances in High Performance Computing and
multi-core architectures, it is rarely feasible to explore a design space using
high fidelity computer simulations [93]. As a result, data based surrogate
models (otherwise known as metamodels, emulators, or response surface
models) have become a standard technique to reduce this computational
burden and enable routine tasks such as visualization, design space ex-
ploration, prototyping, sensitivity analysis, and of course, optimization
[98, 87].
It is important to first comment on the difference between local and global
surrogate models since motivation and philosophy are distinct. Local sur-
rogate modeling involves building small, relatively low fidelity surrogates
for use in optimization. Local surrogates are used as rough approximators
of the (costly) optimization surface and guide the optimization algorithm
towards good extrema while minimizing the number of simulations [6].
Once the optimum is found, the surrogate is discarded. Many advanced
methods for constructing and managing these local surrogates have been
designed, including trust region methods [100, 1], various ensemble tech-
niques [33], space mapping methods [20], and hierarchical surrogates [104].
In general the theory is referred to as Surrogate-Based Optimization (SBO)
or Metamodel Assisted Optimization (MAO). A good overview reference is
given by [19], [77], and the work by Y. S. Ong [73].
In contrast, with global surrogate modeling the surrogate model itself is
usually the goal. The objective is to construct a high fidelity approximation
model that is as accurate as possible over the complete design space of
interest using as few simulation points as possible. Once constructed, the
global surrogate model (also referred to as a replacement metamodel) is
reused in other stages of the computational science and engineering pipeline.
For example as a cheap accurate and scalable replacement model in standard
design software packages (e.g., [11]). Thus optimization is usually not the
main goal (though it still can be), but rather a useful post-processing step.
Of course the dichotomy is not strict; ideas and approaches between the
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two types can, and should, be exchanged, allowing for different hybrids to
emerge that borrow ideas from both types. A good example in this respect
is the popular Efficient Global Optimization (EGO) approach first described
by Jones et al. in [51] and elaborated by many others (e.g., [83]).
The current paper attempts to increase the value and utility of global
surrogate methods for practitioners by exploring a multiobjective approach
to surrogate model generation. This gives an engineer or domain expert
more flexibility in specifying a priori constraints on the surrogate model
generation process (cfr “The 5 percent problem” in Section 2.1.3). In addition,
a multiobjective approach allows multi-output problems to be modeled
directly, giving more information than modeling each output independently.
At the same time we do not assume a fixed sample distribution but select
and perform simulations iteratively (adaptive sampling) as would be the
case in any real application.
2.1.2. Global surrogate modeling
We stress again that the context of this work is to efficiently generate ac-
curate global surrogates (valid over the complete design space) using a
minimal number of computationally expensive simulations. Optimization
of the simulation output is not the main goal, rather we are concerned with
optimization of the model parameters (hyperparameter optimization).
Global surrogate models are particularly useful for design space explo-
ration, sensitivity analysis, prototyping, visualization, and what-if analysis.
They are also widely used to build model libraries for use in controllers
or engineering design software packages. In addition, they can cope with
varying boundary conditions. This enables them to be chained together in
a model cascade in order to approximate large scale systems [5]. A classic
example is the full-wave simulation of an electronic circuit board. Elec-
tromagnetic modeling of the whole board in one run is almost intractable.
Instead the board is modeled as a collection of small, compact, accurate
surrogates that represent the different functional components (capacitors,
transmission lines, resistors, etc.) on the board. Finally, if optimization is
the goal, one could argue that a global model is less useful since significant
time savings could be achieved if more effort were directed at finding the
optimum rather than modeling regions of poor designs. However, this is
the logic of purely local models, but they forgo any wider exploration of
radical designs [30]. Some examples of global modeling approaches can be
found in [71, 32, 7, 88].
The mathematical formulation of the problem is as follows: approximate
an unknown multivariate function f : Ω 7→ Cn, defined on some domain
Ω ⊂ Rd, whose function values f (X) = { f (x1), ..., f (xk)} ⊂ Cn are known
at a fixed set of pairwise distinct sample points X = {x1, ..., xk} ⊂ Ω. Con-
structing an approximation requires finding a suitable function s from an
approximation space S such that s : Rd 7→ Cn ∈ S and s closely resembles f
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as measured by some criterion ξ. The task is then to find the best approxi-
mation s∗ ∈ S such that s∗ satisfies mins∈S ξ = s∗. This minimization is an
optimization problem over the model parameters, commonly referred to as
the hyperparameter optimization problem. This may be solved manually,
through trial and error, or using readily available optimization algorithms.
Additional assumptions are that f is expensive to compute. Thus the num-
ber of function evaluations f (X) needs to be minimized and data points
must be selected iteratively, at points where the information gain will be
the greatest [95]. Mathematically this means defining a sampling function
φ(Xi−1) = Xi , i = 1, .., N (2.1)
that constructs a data hierarchy
X0 ⊂ X1 ⊂ X2 ⊂ ... ⊂ XN ⊂ X (2.2)
of nested subsets of X = {x1, ..., xk}, where N is the number of levels. X0
is referred to as the initial experimental design and is constructed using one
of the many algorithms available from the theory of Design and Analysis
of Computer Experiments (DACE) (see the work by Kleijnen et al. [55]).
Once the initial design X0 is available it can be used to seed the sampling
function φ. An important requirement of φ is to minimize the number of
sample points |Xi| − |Xi−1| selected each iteration ( f is expensive to com-
pute), yet maximize the information gain of each successive data level. This
process is referred to as adaptive sampling [14], but is also known as active
learning [16], reflective exploration [11], Optimal Experimental Design [79]
and sequential design [53]. The advantage of adaptive sampling is that the
number of required data points need not be specified up front, avoiding
potential over- or undersampling. At the same time, by intelligently choos-
ing the location of each data point the accuracy of the surrogate may be
maintained. An important consequence of the adaptive sampling procedure
is that the task of finding the best approximation s∗ becomes a dynamic
problem instead of a static one. Since the optimal model parameters will
change as the amount and distribution of data points changes.
2.1.3. “The 5 percent problem”
The basic algorithm for generating a global surrogate model through adap-
tive sampling is as follows: a small number of simulations are performed
according to some Design of Experiment plan. Given these sample points
the space of candidate models S is searched for the besting fitting model
s∗ according to ξ. If s∗ is acceptable (i.e., the model meets the target re-
quirement set out by the user) the algorithm terminates. Else the sampling
function φ is used to generate a new set of sampling points (adaptive sam-
pling) and the model search is resumed. This whole process continues until
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the user-defined accuracy has been reached or the computational budget is
exhausted.
A crucial aspect of this algorithm is identifying a suitable criterion ξ,
where ξ constitutes three parts:
ξ = (Λ, ε, τ) (2.3)
with Λ the generalization estimator, ε the error (or loss) function used,
and τ the target value required by the user. This means that the global
surrogate model generation problem (namely finding s∗) for a given set of
data D = (Xi, f (Xi)) can be formally defined as




Λ(ε, st,θ , D) (2.4)
such that
Λ(ε, s∗t,θ , D) 6 τ (2.5)
where st,θ is the parametrization θ (from a parameter space Θ) of s and st,θ
is of model type t (from a set of model types T).
The outer minimization over t ∈ T is the task of selecting a suitable
approximation model type, i.e., a rational function, a neural network, a
spline, etc. This is the model type selection problem. In practice, one
typically considers only a single t ∈ T, though others may be included for
comparison. Then given a particular approximation type t, the task is to
find the hyperparameter assignment θ that minimizes the generalization
estimator Λ (e.g., determine the optimal order of a polynomial model).
This is the hyperparameter optimization problem, though generally both
minimizations are simply referred to as the model selection problem.
Many implementations ofΛ have been described: the hold-out, bootstrap,
cross validation, jack-knife, Akaike Information Criterion (AIC), etc. In the





ε(st,θ(Xi), f (Xi)) (2.6)
such that
ε(s∗t,θ∗(Xi), f (Xi)) 6 τ (2.7)
The crucial problem is identifying suitable implementations for Λ, ε and
a target value for τ. The three are closely linked but only the Λ-selection
problem has been extensively studied theoretically [2, 103] and empirically
[89, 67]. The selection of ε and τ is less appreciated and often overlooked,
but equally important [60, 26]. Selecting an error function ε and required
target accuracy τ is difficult since it requires knowledge of the structure of
the response and a full understanding of what the generalization estimator
i
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Λ actually measures. Failure to do so leads to misinterpretation, inappro-
priate application, ultimately resulting in a trial and error model generating
procedure.
This brings us to, what we have termed, “The 5 percent problem”. The
phrase stems from an application where an engineer needed a replacement
metamodel. When asked what model accuracy was required the answer
was simply 5 percent. While this may seem like a straightforward, objective
requirement, enforcing it in practice turned out to be difficult. The reason is
twofold and is detailed below.
2.1.3.1. Choice of error function
First, there is the choice of the error function ε. Roughly speaking there are
two categories of error functions: absolute and relative.
Absolute errors Absolute errors (e.g., Average Absolute Error (AAE),
Mean Squared Error (MSE), etc.) are often undesirable in an application
context since they are not unit-free and depend on the specific prediction
value of the response. On the other hand they are very popular in machine
learning settings but not always rightly used. A good example is the Root








(yi − y˜i)2 (2.8)
Where yi, y˜i are the real and predicted response values respectively. The
main advantage of the RMSE is that it is the best finite-sample approxima-
tion of the standard error
√
E[y− y˜] and standard deviation (in the case
of an unbiased model) [60]. However, its use is not recommended since
it penalizes large errors too severely while virtually ignoring small errors.
Such an error function is called pessimistic. Also it is unintuitive to inter-
pret. The RMSE is often interpreted as the true arithmetic average euclidean
distance between the prediction y˜ and the true value y. This is however not
the case, the RMSE is really one
√
n-th of this value and thus has no simple
geometrical interpretation whatsoever. A better solution would be to use








(yi − y˜i)2 (2.9)
However, while the AEE enjoys many desirable properties, it still suffers
from outliers (i.e., it is also pessimistic, though less than the RMSE). In cases
where this is a problem alternative functions like the Geometric Average






































In contrast to the RMSE and AEE, the HAE is an optimistic error function
since it is dominated by the small error terms. The HAE can be appropriate if
the error fluctuates greatly over different runs. This property may be useful
in the context of k-fold cross validation with relatively few samples. The
GAE, on the other hand, is a balanced error function that suffers much less
from extremes (large or small). The GAE, however, has as a disadvantage
that if the error is zero in a single point, the overall error is also zero. This is
of course may not be desirable.
Many more absolute error variants exist and we do not intend to give
an exhaustive overview. Rather we wish to illustrate that each function
brings its own tradeoffs and interpretation depending on how the absolute
differences |yi− y˜i| are aggregated. In general though, absolute error criteria
are not ideally suited for performance estimation of an approximation
model due to their context dependence (i.e., τ is hard to specify up front
and depends on the units used).
Relative errors Thus engineers typically prefer relative or percentage er-
rors, e.g., 5%. A figure of 5% implies some kind of global averaged relative
error, but there are different ways to calculate relative errors (depending on
what reference and aggregation function is used): Average Relative Error
(ARE), Maximum Relative Error (MRE), Relative Squared Error (RSE), Root
Relative Square Error (RRSE), Relative Absolute Error I (RAEI), Relative
Absolute Error II (RAEII), Root Mean Square Relative Error (RMSRE), etc.
[32, 60].









By taking the true value as a reference the ARE results in an intuitively
understandable number. Multiplied by 100 it results in a natural percentage.
However, taking the geometric or harmonic mean (resulting in the Geo-
metric average Relative Error (GRE) and Harmonic average Relative Error
(HRE) respectively) instead of the simple average can also be interpreted
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Figure 2.1.: Influence of shifting the response on the ARE.
as a global percentage error. But since ARE, GRE, and HRE treat different
types of errors differently (e.g., ARE is more sensitive to large errors than
GRE) care should be taken when interpreting a figure like 5%. In addition,
the “%” suffix is sometimes also used when using, for example, RRSE (see
below). This, however, should be avoided since it is confusing.
The problem with the ARE is that care must be taken in its interpretation
when the true function values yi are small or, in the extreme but not unlikely
case, zero. Since then the error tends to infinity, giving a biased result. What
is sometimes done to combat this is add one (+1) to the denominator to
prevent division by zero. While this solves the numerical issue, the resulting
error is an absolute-relative hybrid and becomes impossible to interpret.
A different solution is to scale or translate the response to eliminate small
absolute values (e.g., as proposed in [42]). However, the best scale factor
is not always obvious and shifting the response can introduce its own
problems. For example, Figure 2.1 illustrates how a simple shifting of
the response (+1000) can drastically improve the ARE value (3 orders of
magnitude) for exactly the same model parameters (error measured in the
samples).
Additionally, there is the well known issue of averaging the errors (rela-
tive or absolute). This means that a model with a low average error can still
have areas where the prediction is very poor (i.e., the mean is not robust).
Figure 2.2 shows an example using relative errors. The data in the figure
are the result of a NIST study involving semiconductor electron mobility.
The response variable is a measure of electron mobility, and the predictor
variable is the natural log of the density. The fit is a rational function with a
pole. Thus, since an engineer usually requires strict bounds on the maxi-
mum error it seems better to minimize the maximum error instead of the
average (note that ARE 6MRE).
However, in the relative case, using a maximum aggregation function
has its own counter-intuitive properties. For example, Figure 2.3 illustrates
how the zero function has a lower MRE than a model which overshoots
i
i
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Figure 2.2.: MRE vs ARE.
the data, but else seems like a reasonable fit1. This property is particularly
problematic if the model parameter space is searched automatically (hyper-
parameter optimization). In this case the optimization algorithm is easily
deceived into generating flat models.
One would be tempted to resort to using the Maximum Absolute Error
(MAE) instead. Since while it may be difficult to give a priori average
error targets, giving maximum absolute error bounds is often easier since
it can be related more directly to the application. However, the MAE is
not a satisfactory solution either. First of all, like any absolute error, it
requires knowledge of the full range of the response. Also, it is not relative,
meaning a deviation of 5 on a response value 1000 is considered worse
than a deviation of 3 on a value of 0.5. Furthermore, enforcing a MAE is
equivalent to restricting all fitted response values y˜ to lie inside the tube
defined by [y−MAE, y + MAE]. This requirement can be too strict if the
response contains regions that are very hard to fit (e.g., discontinuities),
information that is not always available.
Another approach then, is to use the RRSE function, related to the popular







The RRSE is intuitively attractive since it measures how much better a fit
1In this case the samples are noisy but the same phenomenon can occur with noise free data
and a validation set.
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Figure 2.3.: Comparison of the MRE over different models.
is over the most simple model possible: the mean. Also it does not become
problematic for small absolute values of yi. Unfortunately, the problem with
the RRSE is that it gives a pessimistic estimate of the error if the response
that needs to be fitted is very smooth (i.e., the mean is already quite a good
fit). Thus an understanding of the structure of the response is needed to
properly interpret the RRSE value. The RRSE is also less intuitive for an
engineer since it measures the improvement over the average model rather
than the quality of fit directly (making a good choice of τ harder).
An improved function that is less sensitive to large errors and has some







∑ni=1 |yi − y˜i|




However, like the GAE it will predict an error of zero overall if just a single
point has an error of 0.
One could continue discussing different error functions (e.g., those based
on the median or mode) but it should be clear now that each error function
has its own characteristics and that relative errors are not always as context
free as one might assume at first. While the examples given here are quite
simple, they are illustrative of the greater complexities that arise when
combining an error function with a model selection metric. Also note that
these subtleties are less a problem in classification (where most research on
model selection is conducted). The concept of a good classifier is typically
much more intuitive to grasp and define by a domain expert than in the
case of regression.
Remark that the error function also influences the choice of sampling
i
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strategy. For example if the error measure dictates that it is important that
the optima of the model are captured accurately, one should make sure
the sampling strategy employed will sample at those locations. Actually it
turns out that in most cases a sampling algorithm can be formulated as a
model selection criterion and vice versa.
2.1.3.2. Choice of model selection metric
Assuming the choice of error function (and target value) can be decided
upon there is still the problem of selecting a measure for estimating the
generalization capabilities of a model (cross validation, bootstrap, validation
set, jack-knife, etc.). This is the well known problem of model selection and
has been discussed at length elsewhere [8, 2, 70, 89, 34]. A good high level
introduction is given in [105]. The point this paper attempts to make is that it
is far from obvious which method to select that, when minimized, produces
a model that an engineer is satisfied with. Simply using the in-sample error
is useless since it does not account for over-fitting and is meaningless when
used with interpolating methods (e.g., Kriging). Measures like AIC and
its variants (BIC, CIC, NIC, ...) and the methods from statistical learning
theory (Vapnik-Chervonenkis (VC) Dimension, etc.) are more advanced
in that they take the complexity of the model into account and have solid
foundations in information theory. Unfortunately, an AIC value can only be
interpreted relative to another value and has no meaning on its own. These
type of measures also mean very little to a domain expert.
A validation (hold-out) set is a better solution but it means there is less
data available for training. Also, the hold-out error can give extremely
biased results (thus deceiving the hyperparameter optimization) if chosen
poorly or if only a few points are available. For example, Figure 2.4 gives
a simple example were minimizing the validation error can lead to a sub-
optimal model. This is of course an extreme example but similar problems
are often encountered with real data.
The cross validation error (and its extreme version, the Leave-One-Out
error), is a popular compromise, but it too depends on the data distribution
[17, 70], can give misleading results [61], and is expensive to compute (the
bootstrap even more so). Also there is the question on how to select the folds
(randomly, evenly spread, etc.). Additionally one could argue the different
cross validation variants should be interpreted as measuring sensitivity to
loss of information rather than approximation accuracy. Finally there is
the added complication of noise in the data and/or in the generalization
estimator (e.g., k-fold cross validation). Since we only consider deterministic
computer experiments noisy data is usually not an issue2. However, when
dealing with measured data or stochastic simulations this adds an extra
layer of complexity.
2In some cases discretization and convergence noise may be present, the magnitude depend-
ing on the application.
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Figure 2.4.: A misleading validation set.
Yet a different approach is to employ Bayesian statistics (see the work by
O’Hagan et al. [72]). Through Bayesian inference one can exactly quantify
the uncertainty or confidence one has in a particular model. This is usually
very useful from an application standpoint but is only possible with specific
model types.
The only true, unbiased test for model quality would be to assess the
model on a very dense, independent test set or analytical solution. However,
for any real problem this is not a feasible option since data is too expensive
and an analytical solution is not available.
2.1.3.3. The need for handling multiple criteria
In sum, as it should be clear now, it is hard to agree upfront on a single
requirement that the final replacement metamodel must respect. The funda-
mental reason is that an approximation task inherently involves multiple,
conflicting, criteria. [60] summarizes this particularly succinctly:
It is an illusion that performance evaluation can be done completely
fairly and impartially. This is partly because simple metrics cannot
capture a complete picture of the performance of an estimation algo-
rithm and those that are more complete [...] are more complex and
subject to subjective interpretations. Also, use of any metric in perfor-
mance evaluation implicitly favors the estimator that tries to optimize
this same metric.
Thus what usually happens in practice is the following: (1) a best effort
is made to identify a suitable model selection metric, error function and
i
i






FORWARD SURROGATE MODELING 2-13
targets; (2) simulations are performed, the model is generated and delivered
to the engineer together with some statistical test results (e.g., different error
metrics); and (3) the engineer visually inspects and explores the model and
decides whether it is satisfactory. If not the process must be repeated.
While the final evaluation stage by a domain expert should always be
performed, it would be advantageous if the different desired criteria could
be enforced from the start. This can be done in three main ways:
1. the different criteria (objectives) are combined into a single, global
criterion which is then used to drive the model generation
2. the different objectives are enforced sequentially in a multi-level pro-
cess
3. the different objectives are enforced simultaneously through a multi-
objective approach
The first option is the easiest and allows existing algorithms to be re-used
as is. An example of such scalarization is the geometric mean approach
used by Goel et al. in [33]. However the problem remains of choosing an
appropriate combination function (and its interpretation) and requiring an
understanding of the ranges and nuances of the different member functions.
Thus the problem is simply moved to a higher level.
The second option is a sequential or milestone approach. Multiple criteria
are supported by specifying different hierarchical levels L1, ..., Ll that must
be reached in succession. For example, first the hyperparameter optimiza-
tion process must produce a model that satisfies L1 (e.g., a ARE of 5%).
Once this target is reached, and only then, is the following level L2 checked
(e.g., a MRE of 10%). Thus, by sequentially working towards subsequent
milestones, multiple criteria can be incorporated. The potential problem
of this approach is that dependencies and tradeoffs between criteria can
cause a deadlock (e.g., reaching one level means violating another). A dif-
ferent way to interpret this is as a constrained optimization problem in the
hyperparameter space, each level adds a constraint. Care must be taken
that there is at least one feasible region. Also the task for the optimizer
(over the model parameters) becomes considerably more difficult since
the optimization landscape may change suddenly and drastically when a
change in level takes place.
The third option is to tackle the problem directly as a dynamic multiob-
jective optimization problem in the hyperparameter space (recall that due
to the incremental sampling the optimization surface is dynamic and not
static). Each criterion becomes an objective and standard ranking methods
are used to identify the Pareto-optimal set. The disadvantage here is that
there is no longer the luxury of having a single, unambiguous best solution.
However, since we noted above that such a linear ranking makes no sense
this should come as no surprise. The advantage is that the problem can be
i
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tackled directly using standard algorithms. From the final Pareto set the
user is then able to extract knowledge about the problem and make a better
decision when choosing the final solution. In addition, the final Pareto front
enables the generation of diverse ensembles, where the ensemble members
consist of the (partial) Pareto-optimal set (see references in [33, 81, 50]). In
this way all the information in the front can be used. An additional advan-
tage of using ensembles is that it allows the calculation of the prediction
uncertainty which is very useful for an application.
Finally, one may imagine different hybrid combinations of the three
methods mentioned above. For example, the multiobjective approach where
the number of objectives varies dynamically. For example, when only little
data is available it makes no sense to enforce application specific criteria,
or force the model response into particular bounds. That makes more
sense when sufficient data is available and the model uncertainty has been
reduced. Other combinations are possible but this is a topic that has seen
little research and that goes beyond the scope of this chapter. Rather we
shall concentrate on the multiobjective approach.
2.1.4. Modeling multiple outputs
The previous section described how a multiobjective approach to global
surrogate modeling can help solve the 5 percent problem. A second use case
is when dealing with multi-output systems. It is not uncommon that a
simulation engine has multiple outputs that all need to be modeled [10].
For example, the combustion problem described in [45] has both a chemical
and temperature source term that needs to be modeled. Also many Finite
Element packages generate multiple performance values simultaneously.
The direct approach is to model each output independently with separate
models (possibly sharing the same data). This, however, leaves no room for
trade-offs nor gives any information about the correlation between different
outputs. Instead of performing two modeling runs (doing a separate hy-
perparameter optimization for each output) both outputs can be modeled
simultaneously if models with multiple outputs are used in conjunction
with a multiobjective optimization routine. The resulting Pareto front then
gives information about the accuracy trade-off between the outputs in hy-
perparameter space and allows the practitioner to choose the model most
suited to the particular context. More arguments, of essentially the same
discussion, are given in [66].
Again, multi-output Pareto based modeling enables the generation of di-
verse ensembles. This is a popular approach in rainfall runoff modeling and
model calibration in hydrology [90, 25]. Models are generated for different
flow components and/or derivative measures and these are then combined
into a weighted ensemble or fuzzy committee. A Pareto based approach to
multi-output modeling also allows integration with the automatic surrogate
model type selection algorithm described in [40]. This enables automatic
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selection of the best model type (Artificial Neural Network (ANN), Kriging,
Support Vector Machine (SVM), ...) for each output without having to resort
to multiple runs [37, 38].
2.1.5. Related work
There is a vast body of research available on single objective hyperparame-
ter optimization strategies and model selection criteria for different model
types: [9, 59, 94, 89, 18, 4, 74] and the extensive work by Yao et al. [101, 102].
Many authors have noticed the problems with single objective hyperparam-
eter optimization but it is only very recently that multiobjective versions of
classical machine learning methods have been presented [69, 91, 31, 48]. An
extensive and excellent overview of the work in this area is given by Jin et
al. in [50] and the book (edited by Jin) [47]. By far the majority of the cited
work uses multiobjective techniques to improve the training of learning
methods. Typically an accuracy criterion (such as the validation error) is
used together with some regularization parameter or model complexity
measure (e.g., the number of support vectors in SVMs) in order to produce
more parsimonious models [26]. Other criteria used include: sensitivity,
specificity, interpretability, and number of input features [91, 50].
It seems less work has been done on high level objectives (with error
functions and generalization estimators in particular) that do not depend
on a particular machine learning method. [27] optimize an accuracy metric
(the RMSE) together with an application specific Return metric useful for
stock market forecasting. An example of the use of multiple error measures
(and incidentally one of the first formulations of multiobjective learning)
is [63] who minimized the L2-norm, the L∞-norm and a complexity mea-
sure. Unfortunately, a single-objective GA was employed to perform the
optimization, resulting in only a single solution. [28] also give an example
with two error functions, the Euclidean and robust error which they use to
fit a noisy sinusoid with an ANN.
Few references are available that explicitly deal with the trade-offs be-
tween different error functions for surrogate modeling. [26] agree that
determining the error function is key but do not consider the problem any
further. [3] give an extensive treatment of 15 popular error functions for
time series extrapolation but is of little use for regression. A more relevant
and extensive overview is given by Li and Zhao in [60] who discuss many
practical metrics for performance estimation in general and propose a num-
ber of new ones. A more restricted and philosophical discussion is given
in [44]. The previous references are mainly of theoretical nature. Empiri-
cal results on performance estimation are harder to find. One example is
[22] who compare four different error functions used for neural network
classification training.
Another topic that has been the subject of extensive research is that of
multiobjective surrogate-based optimization (MOSBO). Surrogate methods
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are widely used for the optimization of expensive functions [78]. While
initially their use has been constrained to the single objective case, an
increasing number of results are being reported in the multiobjective case.
An example is the work on statistical improvement by Keane et al. [52]
and ParEGO [56], the multiobjective version of the popular Efficient Global
Optimization (EGO) approach [51]. Another example is the application to
parameter optimization of earth system models in [76], for crashworthiness
design optimization in [99], and for thin wall structure optimization in
[86]. The well known NSGA-II algorithm [13] has also been extended
to incorporate surrogate models [12, 97]. In this context some work has
also been done on comparing different performance measures for use in
MOSBO [54, 96]. [54] compare different performance criteria for improving
metamodel based optimization. They also “...recognize that in order to obtain
desirable information or knowledge about a response surface, multiple performance
measures taken in concert may be necessary.” Unfortunately they stop there
and do not discuss the issue any further. Though the research into MOSBO
is still young, an excellent overview of current research is already available
in [57].
The contribution of the current work is that it deals with global surro-
gate modeling with iterative sampling and hyperparameter optimization.
The goal is to generate a high fidelity global approximation using as few
simulations as possible (replacement metamodeling) and minimizing user
interaction. The dissertation takes an application perspective, and multi-
objective optimization is considered on a higher, behavioral level (“What
criteria should a model satisfy”) versus a more model specific level (“How
to generate a parsimonious neural network”).
More concretely, the author stresses the importance of a critical analysis
of performance estimation criteria and the associated trade-offs when gener-
ating surrogates (optimizing the hyperparameters). In particular, a founded
choice of error function and target is often overlooked and performance
estimation is done in a more ad hoc manner [7, 15], constrained to a single
objective [32, 24, 23], or done a posteriori (after the model parameters have
been fixed) to compare different models [71, 23]. While the implications
and trade-offs of different performance criteria are well described in the
statistics community (e.g., [3]), the resulting insights and possible solutions
can use more visibility.
In addition we propose to model multi-output simulators simultaneously
where this makes sense. Thus giving insight into the modeling trade-off
between the outputs and avoiding multiple runs. An added benefit of this
approach is the possibility of automatically selecting the best model type for
each output. As [57] states “Little is known about which types of model accord
best with particular features of a landscape and, in any case, very little may be
known to guide this choice.”. Thus an algorithm to automatically solve this
problem is very useful [54]. This is also noticed by [97] who compare differ-
ent surrogate models for approximating each objective during optimization.
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They note that in theory their approach allows the use of a different model
type for each objective. However, such an approach still requires an a priori
model type selection and does not allow for dynamic switching of the model
type or the generation of hybrids. We know of no other related work that
tackles this issue.
In sum this paper takes a domain expert’s point of view. By building on
advances and established research in machine learning [50] and statistics
[3] we attempt to further improve the global surrogate modeling process
and make it more useful and accessible for an engineer. At the same time
we hope to increase awareness of the issues involved.
2.1.6. Applications
This section presents some concrete illustrations of the ideas and concepts
discussed previously. All tests were run using the SUrrogate MOdeling
(SUMO) Toolbox which we first briefly discuss below.
2.1.6.1. The SUMO Toolbox
The SUMO Toolbox [39, 36] is an adaptive tool that integrates different mod-
eling approaches and implements a fully automated, adaptive surrogate
model construction algorithm. Given a simulation engine the toolbox pro-
duces a surrogate model within the time and accuracy constraints set by the
user. Different plugins are supported: model types (rational functions, Krig-
ing, splines, SVM, etc.), model parameter optimization algorithms (BFGS,
EGO, simulated annealing, etc.), sample selection (random, error based,
density based, etc.), and sample evaluation methods (local, on a cluster or
grid). The behavior of each component is configurable through a central
XML configuration file and components can easily be added, removed or
replaced by custom implementations (see Figure 2.5).
The toolbox control flow is as follows: First, a small initial set of samples
is chosen according to some experimental design (e.g., Latin hypercube,
Box-Behnken, etc.). Based on this initial set, one or more surrogate models
are constructed and their hyperparameters optimized according to a cho-
sen hyperparameter optimization algorithm (e.g., BFGS, Particle Swarm
Optimization (PSO), Genetic Algorithm (GA), EGO, DIRECT, NSGA-II,
etc.). Models are assigned a score based on one or more measures (e.g.,
cross validation, AIC, etc.) and the optimization continues until no further
improvement is possible. The models are then ranked according to their
score and new samples are selected based on the best performing models
and the behavior of the response (the exact criteria depend on the sampling
algorithm used). The hyperparameter optimization process is continued or
restarted intelligently and the whole process repeats itself until one of the
following three conditions is satisfied: (1) the maximum number of samples
has been reached, (2) the maximum allowed time has been exceeded, or
i
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Figure 2.5.: SUMO Toolbox Plugins.
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(3) the user required accuracy has been met. Also, the sample evaluation
component runs in parallel with the other components (non-blocking) and
not sequentially. The toolbox and all algorithms described here are available
for download from http://www.sumo.intec.ugent.be.
2.1.6.2. Low Noise Amplifier (LNA)
Background We first consider a test case from electronics: a simple RF
circuit, a narrow band Low Noise Amplifier (LNA) [58]. A LNA is the
typical first stage of a receiver, having the main function of providing the
gain needed to win the noise of subsequent stages, such as a mixer. In
addition it has to give negligible distortion to the signal while adding as
little noise as possible. We have extensively discussed the modeling of
this system in [40, 41, 39]. For this paper we restrict ourselves to the 2D
version and will use it to illustrate the use of multiple criteria in generating
approximation models.
The input parameters are the (normalized) width of the MOSFET Wn and
the normalized inductance Lsn. The output is the input noise current
√
i2in
which previous results have shown to be the most difficult to model [40].
Experimental setup Previous experience with this function teaches us
that this is a difficult function to model accurately with Kriging models (see
[41]). Kriging models have difficulty reproducing the smooth surface of
the input noise, they suffer from too many unwanted ‘ripples’ between the
data points if a hold-out or cross validation measure is minimized. For this
reason we consider two criteria. The first is the RRSE on a 20% min-max
validation set, the second, a custom smoothness metric that penalizes a
model if it produces ripples between data points.
The SUMO Toolbox (v6.1) was configured to use the Kriging [64] and
NSGA-II [13] plugins. For the first run a fixed 7x7 factorial design was used,
no additional sampling was performed. For the second run a density based
sample selection algorithm was used that covers the design space evenly
(previous tests showed it to give the best results with Kriging). Starting from
a LHC design of 15 points together with the 4 corner points, the algorithm
adds 15 points between each hyperparameter optimization iteration up to a
maximum of 400.
For the first run NSGA-II was configured with a population size of 30 and
run for a maximum of 250 generations. For the second run the maximum
number of generations was set to 20, with the evolution continuing after
each sampling iteration. Each individual in the population represents a
Kriging model as a tuple (θ1, θ2) with θi the correlation parameter in log10
space (θi ∈ [−5, 3]). The correlation function was set to Gaussian and a
linear regression was used.
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Figure 2.6.: Pareto search trace for the LNA problem (no sampling).
Results A plot of the full Pareto search trace for the first run (no sampling)
is shown in Figure 2.6. As the figure shows there is a clear trade-off between
the two objectives. This can also be seen from the plot of the model at
each of the two extreme points (Figure 2.7). Given these results a domain
expert now has the flexibility to browse though the front and select the most
suitable model.
When sample selection is enabled the optimal Pareto set changes as more
data becomes available. The successive Pareto fronts at the start of each
sampling iteration are shown in Figure 2.83. The figure clearly shows how
the front advances and the model quality improves as more data becomes
available. In addition the trade-off in the front seems to decrease as the
number of points increase. This should be expected since as the amount of
data increases there is less uncertainty about the correct hyperparameter
values and the agreement between both measures increases.
2.1.6.3. Automotive problem
The second example is an application from the automotive industry (see
[32] for details) and illustrates the modeling of a multi-output system.
Background Today the early concept phase of a car body development
process is marked by the optimal coordination of design specifications with
the requirements on the mechanical behavior of the structure as well as
on the feasibility. This planning process is repetitive for the same body
3A movie showing the evolution is available at http://sumolab.blogspot.com/
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(a) minimal validation error. (b) minimal smoothness penalty.
Figure 2.7.: Plot of the models at the extreme Pareto points for the LNA
problem (no sampling).
Figure 2.8.: Pareto search trace for the LNA problem (sampling enabled).
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Figure 2.9.: B-pillar bottom of a side frame [32].
parts and the solution finding is carried out mostly by experience with an
additional virtual tryout afterwards in order to improve the solution. The
use of surrogate modeling can enable an early feasibility prediction of body
parts.
The geometry of a B-pillar bottom of a side frame is shown in Figure 2.9.
There you have a recurring feasibility challenge in sheet metal forming that
can be explained by radii, depths and angles as experience shows. Which of
these geometry parameters and in which combination they have an effect
on the feasibility is, however, intuitively hard to predict. For simulation
purposes the door entry area can be separated from the side frame by
simple boundary conditions without major restrictions for the validity of
the analysis but computing times considerably go down.
The entry angle α1, opening angle α2, frame depth h and entry radius r,
have been chosen as geometry parameters (see [32] for details). In addition,
for every geometry constellation the blank boundary was determined so
that the forming result was optimal. Additional process parameters, like
draw bead or blank holder forces, have not been used. So there were six
parameters that have been taken into account. With these input quantities
a sampling based on a LHC was created. Maximum scaled distances of
the strain states to the forming limit curve and a maximum thinning limit
respectively were chosen as output quantities indicating feasibility. The data
sampling phase resulted in 1998 data points evaluated that were suitable
for modeling. The overall target for this particular problem setting was to
predict a given set of geometry parameters as feasible, i.e., to predict the
existence of cracks (cracking output) or unacceptable thinning (thinning
output).
Experimental setup Both outputs shall be modeled together using the
ANN and LS-SVM plugins of the SUMO Toolbox. The ANN models are
based on the Matlab Neural Network Toolbox and are trained with Leven-
berg Marquard backpropagation with Bayesian regularization [65, 29] (300
i
i






FORWARD SURROGATE MODELING 2-23
epochs). The topology and initial weights are determined by a GA. The
LS-SVM models are based on the LS-SVMlab toolbox plugin [92] and the
hyperparameters are searched in log10 space with σ ∈ [−4, 4], c ∈ [−5, 5]
(an RBF kernel is used). The multiobjective algorithm used is the one imple-
mented in the Matlab GADS toolbox which, in turn, is based on NSGA-II.
The population size is set to 10. For comparison each output will be modeled
separately as well (single objective).
In all cases the metric used to drive the hyperparameter optimization is
the Average Relative Error (ARE) on 5-fold cross validation. For the single
objective runs the timeout was 25 generations, for the multiobjective runs
the timeout was 50 generations.
Results Figure 2.10 shows the final error curves after the SUMO Toolbox
has terminated. A point is plotted for each time the toolbox finds a model
that improves on the previous model. As can be seen from the figure,
the ANN models clearly outperform the SVM models, especially for the
cracking output. One could argue the poor performance of the LS-SVM
models is due to poor hyperparameter optimization. However, this is not
the case. For reference a brute force search of the hyperparameter landscape
was conducted on a 50 by 60 grid. This is shown in Figure 2.11 (bounds in
log10 scale, the white crosses show the area explored by the SUMO Toolbox).
The minimum found through this search:
fcracking(−0.1600,−1.4993) = 0.1348
fthinning(0,−2.9996) = 0.0730
is comparable to the minimum found by the SUMO Toolbox:
fcracking(−0.2173, 0.2978) = 0.1280
fthinning(0.0423, 1.0948) = 0.0741
Thus the hyperparameter optimization is not to blame (remember that the
cross validation procedure introduces some noise into the surface). A more
extensive cross validation (15 folds) was also done on the final best model
in each case (table 2.1). As can be seen, the accuracy remains unchanged.
The poor performance of SVMs in this case is in line with the author’s
previous experience. We found SVM models to require too much data when
a non-linear, noise-free response needs to be fitted smoothly and accurately.
In those cases, SVM models are very good at fitting the non-linear regions
but generate unwanted ‘ripples’ in the regions where the response needs
to be smooth or data is sparse. ANN models on the other hand, are able
to adapt much better to the heterogeneity of the response. The sigmoid
i
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Model type cracking thinning
ANN 0.0414 0.0325
LS-SVM 0.1305 0.0741
Table 2.1.: ARE on 15-fold cross validation of the final models (automotive
example).


































































Figure 2.10.: Model accuracies in the single objective case.
transfer functions allow for high non-linearity, while proper training (e.g.,
through the use of regularization) ensures a smooth fit in the sparse regions.
Figure 2.12 shows the full trace of the multiobjective hyperparameter
optimization. In this case the model generation is driven by a 2-objective (=
the cross validation score on each output) optimization algorithm. In both
cases it is immediately clear that there is no real Pareto front, a single best
model can be identified in each case. Thus this teaches us that there is a
very strong correlation between both outputs and that good performance
on one output, implies good performance on the other. This is actually to
be expected since cracking and thinning are closely related (as can also be
seen from Figure 2.11).
Of course this is not always the case (see for example [38]). It is not
always clear how much the outputs are really correlated, or how much one
quality metric influences another (in the case of multiple metrics). We argue
that in those cases a direct multiobjective approach should be considered.
It is guaranteed to give at least as much information as doing multiple
single objective runs for about the same computational cost (which is still
outweighed by the cost of the simulation). Also, it gives the engineer more
flexibility and is a cleaner approach than manually combining the multiple
objectives into a single formula.
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Figure 2.11.: SVM hyperparameter optimization surface. a) cracking. b)
thinning.




























































Figure 2.12.: Model accuracies in the multiobjective case.
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Background This example and its description is taken from [45], where
the authors describe the generation of an optimal ANN using a pattern
search algorithm. We use this example to briefly illustrate the automatic
model type selection per output. For a more extensive example see [37].
The chemical process under consideration describes methane-air combus-
tion. The GRI 2.11 chemical mechanism containing 277 elementary chemical
reactions among 49 species is used. The steady laminar flamelet equations
[75] are often employed to describe the reaction-diffusion balance in non-
premixed flames. The solutions to these equations provide temperature and
mass fractions of all species in terms of two parameters. The mixture frac-
tion z and the reaction progress variable c are used for this parametrization.
The two responses are the temperature and the chemical source term of c,
which can be viewed as a measure of heat release.
For the approximation 1000 data samples are available, half of which will
be used for training, the other half to drive the hyperparameter optimization.
Sample data were obtained by applying an acceptation-rejection method
[80].
Experimental setup The heterogeneous evolution plugin of the SUMO
Toolbox is used and configured with the following model types: RBF ANNs,
LS-SVMs, and Rational functions. Together with the ensemble models
(which result from a heterogeneous crossover, e.g., a crossover between a
neural network and a rational function), this makes that 4 model types will
compete to fit the data. The GA used is the NSGA-II based algorithm as
implemented in the Matlab GADS toolbox. The population size of each
model type is set to 10 and the evolution was run for 290 generations. A full
discussion of the automatic model type selection algorithm is out of scope
for this paper. Such details can be found in [35, 40]. The difference with the
work discussed in [40] is that now the algorithms have been extended to
the multiobjective case.
Results The full Pareto trace (enlarged for clarity) is shown in Figure
2.13. The figure shows that the LS-SVM models are best at fitting the
temperature output, while fitting the chemical source term works best with
a combination of models (ensemble). The ensembles turn out to consist
of a combination of LS-SVM and RBFNN models. The rational functions
turn out to perform very poorly on this data and are thus not shown on
the (enlarged) figure. This trace can now also be used to generate a global
ensemble of models (e.g., for uncertainty estimation).
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Figure 2.13.: Heterogeneous Pareto trace.
2.1.7. Summary and conclusion
The use of surrogate models to aid optimization, design exploration, sen-
sitivity analysis, etc. has become standard practice among scientists and
engineers alike. This work has concentrated on the construction of global
surrogate models. A crucial problem of generating global surrogate models
for a particular application (or any function approximation task for that
matter), is agreeing upfront with the domain expert what criteria the final
surrogate should satisfy. The problem is that each criterion (encompassing
an error function, generalization estimator, and target value) involves a
tradeoff between interpretability, accuracy, bias, and computational effi-
ciency. Thus, for cases where this trade-off cannot be inferred from domain
knowledge or application constraints the authors advocate a multiobjective
approach to solving this problem should be considered. The advantage
of a multiobjective approach is also that it allows multiple outputs to be
modeled together, giving information about the tradeoff in the hyperparam-
eter space. It further enables the generation of diverse ensembles and the
application of an automatic model type selection algorithm. This enables
each output to be automatically modeled with the most suitable model
type. There is also some empirical evidence that the number of local optima
can be reduced by converting multi-modal single-objective problems, into
multiobjective ones [50]. If the same can be proven in machine learning
it means the task of identifying good surrogate models can become easier
through a multiobjective approach.
However, a disadvantage of the multiobjective approach is that as the
number of dimensions (criteria/outputs) increases the solution space in-
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creases exponentially [84]. Thus the search for the Pareto optimal set be-
comes harder, requires more search iterations, and the final set is more
cumbersome for the practitioner to explore and understand. For costly
simulation codes the extra computational effort is negligible, and good GUI
tools can help a domain expert understand the relationships present in the
Pareto-optimal set. However, for cheaper codes a trade off between simula-
tion cost and modeling cost will have to be made. The poor scalability of
non-dominated sorting algorithms above 4 dimensions is also an issue [57].
Luckily, algorithmic advances (e.g., [82, 68]) and gains in computational
efficiency (e.g., [46]) continue to be made.
A disadvantage of the multiobjective approach versus the milestone
approach is that the direct multiobjective approach takes all criteria into
account straight away. This is not necessarily a problem but is not always
the most computationally efficient. For example, in the case of adaptive
sampling it makes no sense to check or enforce an (expensive) applica-
tion specific constraint if only a few data points are available. The model
first needs to mature by incorporating more data before undergoing more
stringent checks. In this case the number of objectives varies dynamically
and thus a scalarized multiobjective approach with a dynamically varying
weighting parameter (as discussed in [49]) can be useful. Alternatively a
cooling approach as done in [95] could be used.
Thus, naturally much work remains. First of all, while support for mul-
tiple criteria is already very useful, more research is needed on intuitive
criteria. Ideally criteria should be easily formulated in language that a
domain expert is comfortable with and fully understands. Fuzzy theory
can be helpful in this respect. Besides researching the feasibility of fuzzy
criteria more work still needs to be done on classic model selection methods
and explore the relationship with a constraint based approach. This to fully
understand the relationship between error function and generalization esti-
mator, and how they impact the final response. A way to vary the criteria
dynamically with the sample selection loop would also be useful as is the
study of transductive learning [85]. A possible integration with domain
partitioning methods (e.g., as done in [42]) is also promising.
Another area requiring further investigation is understanding how the
iterative sample selection process influences the hyperparameter optimiza-
tion landscape. There is a mutual dependency between the model type,
hyperparameter optimization strategy, and sampling strategy (e.g., see [41]).
The exact nature of this dependency depends on the model type. Deter-
mining how they interact and may be optimally combined is a topic of
ongoing research. For the tests in this paper the authors have simply let the
optimization continue from the previous generation. However, some initial
tests have shown that an intelligent restart strategy can improve results.
Knowledge of how the number and distribution of data points affects the
hyperparameter surface (determined by some metric) would allow for a
better tracking of the optimum, reducing the computational cost. The influ-
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ence of noise and discrete variables on the hyperparameter optimization
(e.g., neural network topology selection) also remains an issue.
In general, while some progress towards dynamic multiobjective opti-
mization has been made [62, 43], this is a topic that current research in
multiobjective surrogate modeling is only just coming to terms with [57].
Or as English pithily puts it: “Optimization is easy, learning is hard (in the
typical function).” [21]
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2.2. ooDACE Toolbox
This section describes the theory of Kriging that is behind the ooDACE
toolbox.
An associated journal paper and practical guide is found in Appendix B.
2.2.1. Introduction
The ooDACE [2, 1] toolbox is a versatile Matlab toolbox that implements
the popular Gaussian process based Kriging surrogate models. Kriging
is in particular popular for approximating (and optimizing) deterministic
computer experiments [7, 14, 20]. The typical usage of the toolbox is to
construct a Kriging model of a dataset obtained by (deterministic) computer
simulations or measurements. Afterwards the Kriging surrogate can be fully
exploited instead of the (more expensive) simulation code. The toolbox
is aimed for solving complex applications (expensive simulation codes,
physical experiments, ...) and for researching new Kriging extensions and
techniques.
Section 2.2.2 discusses the key mathematical formulae of different types
of Kriging and gives some insights into various properties.
2.2.2. Theory
First conceived by Danie Krige in geostatistics, Kriging, also known as Gaus-
sian process, is a surrogate model to approximate deterministic noise-free
data, and has proven to be very useful for tasks such as optimization [7],
design space exploration, visualization, prototyping, and sensitivity analy-
sis [20]. A thorough mathematically treatment of Kriging is given in [15, 3].
The popularity of Kriging has generated a large body of research, including
several extensions to Kriging to handle different problem settings, e.g. by
adding gradient information in the prediction [12], or by approximating
stochastic simulations [17].
In the remainder of this section we will give a brief overview of each type
of Kriging available in the ooDACE toolbox.
2.2.2.1. Kriging
Basically, Kriging is a two-step process: first a regression function f (x) is
constructed based on the data, and, subsequently, a Gaussian process Z is
constructed through the residuals.
Y(x) = f (x) + Z(x), (2.15)
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where f (x) is a regression (or trend) function and Z is a Gaussian process
with mean 0, variance σ2 and a correlation matrix Ψ.
Depending on the form of the regression function Kriging has been pre-
fixed with different names. Simple Kriging assumes the regression function
to be a known constant, i.e., f (x) = 0. A more popular version is ordi-
nary Kriging, which assumes a constant but unknown regression function
f (x) = α0. Though, other, more complex, trend functions are possible such
as linear or quadratic polynomials. In general, universal Kriging treats the






where bi(x) are i = 1 . . . p basis functions (e.g., the power base for a poly-
nomial) and α = (α1, . . . , αp) denotes the coefficients. The idea is that the
regression function captures the largest variance in the data (the general
trend) and that the Gaussian process interpolates the residuals. However,
selecting the correct regression function is a difficult problem, hence, the
regression function is often chosen constant (=ordinary Kriging).
Consider a set of n samples, X = {x1, . . . , xn} in d dimensions and asso-
ciated function values, y = {y1, . . . , yn}. Essentially, the regression part is
encoded in the n× p model matrix F,
F =





b1(xn) · · · bp(xn)
 ,








ψ(xn, x1) . . . ψ(xn, xn)
 ,
where ψ(·, ·) is the correlation function. ψ(·, ·) is parametrized by a set
of hyperparameters θ, which are identified by Maximum Likelihood Esti-
mation (MLE), see Section 2.2.2.7. Subsequently, the prediction mean and
prediction variance of Kriging are derived, respectively, as,
µ(x) = Mα+ r(x) ·Ψ−1 · (y−Fα), (2.17)
s2(x) = σ2
(
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where M =
(
b1(x) b2(x) . . . bp(x)
)
is the model matrix of the pre-
dicting point x, α = (FTΨ−1F)−1FTΨ−1y is a p × 1 vector denoting the
coefficients of the regression function, determined by Generalized Least
Squares (GLS), and r(x) =
(
ψ(x, x1) . . . ψ(x, xn)
)
is an 1× n vector of
correlations between the point x and the samples X. The process variance
σ2 is given by 1n (y− Fα)TΨ−1(y− Fα).
Note that Kriging, as formulated here, is an interpolation technique. This
is easily seen by substituting the ith sample point xi in Equation (2.17) and
considering that r(xi) is the ith column of Ψ, hence, r(xi) · Ψ−1 is an unit
vector ei with a 1 at the ith position,
µ(xi) = Mα+ ei · (y−Fα) =Mα+yi −Mα = yi. (2.19)











where the matrix ∂M∂xi and vector
∂r(x)
∂xi
are obtained by taking the derivatives
























Co-Kriging exploits the correlation between fine and coarse model data
to enhance the prediction accuracy. The ooDACE toolbox uses the auto-
regressive co-Kriging model of Kennedy et al. [11]. Consider two sets of
samples, Xc = {x1c , . . . , xncc } and Xe{x1e , . . . , xnee }, with dimension d obtained
from the low-fidelity (cheap) and high-fidelity (expensive) simulator, re-
spectively. The associated function values are denoted by yc = {y1c , . . . , yncc }
and ye = {y1e , . . . , ynee }.
Creating a co-Kriging model can be interpreted as constructing two Krig-
ing models in sequence. First a Kriging model Yc(x) of the coarse data
(Xc, yc) is constructed. Subsequently, the second Kriging model Yd(x) is
constructed on the residuals of the fine and coarse data (Xe, yd), where
yd = ye − ρ · µc(Xe). The parameter ρ is estimated as part of the MLE of
the second Kriging model. Note that the configuration (the choice of the
correlation function, regression function, etc.) of both Kriging models can
be adjusted separately for the coarse data and the residuals, respectively.
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cokriging (based on expensive + cheap data)
ordinary kriging (based on expensive data)
Figure 2.14.: Kriging and co-Kriging applied to a 1-dimensional mathemat-
ical example. Co-Kriging interpolates the fine data and is
further corrected by the coarse data.
The resulting co-Kriging interpolant is then defined similarly as Equation
(2.17),
µ(x) = Mα+ r(x) ·Ψ−1 · (y−Fα), (2.21)
where the block matrices M, F, r(x) and Ψ can be written in function of the
two separate Kriging models µc(x) and µd(x):
r(x) =
(





σ2c ·Ψc ρ · σ2c ·Ψc(Xc, X f )
0 ρ2 · σ2c ·Ψc(X f , X f ) + σ2d ·Ψd
)
,
where (Fc, σc,Ψc, Mc) and (Fd, σd,Ψd, Md) are matrices obtained from the
Kriging models Yc(x) and Yd(x), respectively (see Section 2.2.2.1). In partic-
ular, σ2c and σ2d are process variances, while Ψc(·, ·) and Ψd(·, ·) denote cor-
relation matrices of two datasets using the optimized θ1 . . . , θn parameters
and correlation function of the Kriging models Yc(x) and Yd(x), respectively.
An illustration of co-Kriging on an one-dimensional example is shown in
Figure 2.14.
2.2.2.3. Blind Kriging
As the actual full behavior of the response is unknown it is often hard
to choose which trend function f (x) to use for a given problem. Feature
selection methods [5] offer the possibility to identify the most plausible
interactions occurring in the data. Blind Kriging [10] extends Kriging with
a Bayesian feature selection method.
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The goal of blind Kriging is to efficiently determine the basis functions bi
(features) that captures the most variance in the sample data. To that end, a
set of candidate functions is considered from which to choose from. In the
ideal case the sample data is almost fully represented by the chosen trend
function and the stochastic process Z(x) has little or no influence.
Consider an existing Kriging model Y(x), e.g., with a constant regres-
sion function (ordinary Kriging). The idea is to select new features to be
incorporated in the regression function of this Kriging model, taking into
account features that are already part of the regression function of this
Kriging model. To that end, the whole set of candidate functions ci is used










where t denotes the number of candidate functions.
The first part of this equation is the regression function of Kriging and,
hence, the coefficients α have already been determined independently of
β = (β1, . . . , βt). The estimation of β provides a relevance score of the
candidate features. A frequentist estimation of β (e.g., least-squares solution)
would be a straightforward approach to rank the features. However, this
is not always possible as the number of candidate features is often higher
than the number of samples available. For instance, considering all possible
interactions up to the quadratic effect in four dimensions the number of
candidate features is t = 34 = 81. To that end, a Gaussian Prior distribution
is introduced for β,
β ∼ N (0, τ2R), (2.22)
where R = U−1Ψ(U−1)T and U is the model matrix, namely, a design
matrix with t rows. Furthermore, the choice of correlation functions is





ψj(|xj − x′j|), (2.23)
the variance-covariance matrix R can be constructed independently of
the number of dimensions,




where Uj is the model matrix of the samples for factors j = 1 . . . d. Thus the
number of considered features can be chosen per dimension and afterwards
the full matrix R is obtained by taking the Kronecker product,
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While the Bayesian variable selection is able to handle arbitrarily high-
order effects, the matrix R grows quite rapidly. Hence, it may be useful to
consider the special case where only linear effects, quadratic effects and
two-factor interactions are identified. The total set of candidate functions
is then defined by ci(x), where i = 1 . . . t = 2d2. Note that t does not
scale exponentially as above, but still the matrix R would already require
(t + 1)× (t + 1) (> 4d4) entries.
Let Uj be 3× 3 orthogonal polynomial coded [21] matrices, then
Rj = U−1j ψj(U
−1
j )
T = UTj ψjUj = 3+ 4ψj(1) + 2ψj(2) 0 −
√
2(ψj(1)− ψj(2))
0 3(1− ψj(2)) 0
−√2(ψj(1)− ψj(2)) 0 3− 4ψj(1) + ψj(2)
 , (2.24)
this requires scaling of the sample data to the interval [1, 3]. The encoded









(3(xj − 2)2 − 2), (2.26)
for j = 1 . . . d, where xj denotes the jth column of X. Other candidate terms
can be constructed from these basic effects, e.g., the linear-quadratic effect
between x15 and x6 is represented by bi = x15,l · x6,q for a particular i. As xj
takes on the values 1, 2 and 3 the column lengths of xj,l and xj,q will be
√
3.
While there is some (negative) correlation between mean and quadratic
effects (see Equation 2.24), [8, 9] propose to only use the information of the
diagonal of Rj. Normalizing to the mean 3+ 4ψj(1) + 2ψ(2) (first entry of
the diagonal of Rj) the variance-covariance matrix R can be expressed as







the vectors rl and rq of length d are then defined by,
i
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rl =
3− 3ψ(2)
3+ 4ψ(1) + 2ψ(2)
, (2.27)
rq =
3− 4ψ(1) + ψ(2)
3+ 4ψ(1) + 2ψ(2)
, (2.28)
finally let li be the vector where element li,j = 1 if βi includes the linear
effect of factor j and 0 otherwise. In addition, define qi as the vector where
element qi,j = 1 if βi includes the quadratic effect of factor j and 0 otherwise.





q 0 . . . 0
0
. . . 0
...
... 0
. . . 0




Note that, as the correlations between mean and quadratic effects have
been dropped from Equation (2.24) the matrix R is in fact an estimation of
the real correlation matrix.
Having constructed the covariance matrix R by any means explained





−1(y−M · a), (2.30)





where Mc is the n× (t + 1) model matrix of all candidate variables, M is
the model matrix of all currently chosen variables and Ψ is the correlation
matrix of the samples.
The coefficients βˆ obtained through this Bayesian variable ranking method
quantifies the importance of the associated candidate feature with respect
to the data. There are several heuristics proposed to identify the best set of
variables to approximate the data. Originally [9], the feature selection con-
sisted of a greedy forward selection procedure, iteratively adding candidate
variables with highest standardized coefficients. In blind Kriging [10] the
standardized coefficient is replaced with the absolute value of βˆ, delivering
similar results while easier to compute. Note that the first term of Equation
2.30 is a constant and does not influence the end results, i.e., τ
2
σ2
is set to 1.
The advantage of choosing this Bayesian variable selection method over
other techniques is the tight coupling with Kriging’s correlation matrix Ψ,
thus taking advantage of already available information. Moreover, this
variable selection method incorporates the important variable selection
i
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principles - effect hierarchy4 and effect heredity5 [6] - in the prior belief of β.
In other words, the chosen features should form a simple and interpretable
regression function.
In summary, constructing blind Kriging models can be seen as a two
stage process. In the first phase an ordinary Kriging model, namely, a
Kriging model with a constant regression function, is constructed and θ
parameters are estimated. In a second phase the regression function of
this initial Kriging model is extended with promising features according
to the estimated βˆ coefficients, generating a series of intermediate Kriging
models. When these intermediate Kriging models stop improving on the
leave-one out cross validation prediction error, the search is halted (though
a look-ahead of n steps can be used to avoid local optima). The current
best set of features is then chosen to construct the final blind Kriging model,
re-estimating the θ parameters.
2.2.2.4. Stochastic Kriging
While the interpolation property (see Equation (2.19)) of Kriging is advan-
tageous for many (deterministic) simulation problems, it might produce
undesired results when dealing with stochastic simulations and/or in the
presence of noise. Stochastic Kriging [17] extends Kriging for approxima-
tion instead of interpolation, also known as regression Kriging. To that end,
the noise is modeled as a separate Gaussian process ξ(x) with mean 0, and
covariance matrix ∑,
ξ ∼ GP(0,Σ).
The stochastic Kriging predictor then becomes,
yˆ(x) = Mα+ r(x) · (Ψ+ 1
σ2 ∑)
−1 · (y¯− Fα), (2.32)
where 1
σ2 ∑ is a matrix resembling noise-to-signal ratios and y¯ is a vector
containing the average function values of the repeated simulations for each
sample. Note that if the entries of Σ are zero (no noise) the formula is the
same as Equation (2.17) and will interpolate the data exactly like universal
Kriging.
Depending on the type and distribution of noise the covariance matrix
∑ has different forms. In stochastic simulation Σ can be created based on
repeated simulations and, in its simplest form, can be defined as,
4Effect hierarchy denotes that low order effects (e.g., individual variables) should be chosen
before high order effects (e.g., interactions of variables)
5Effect heredity states that an effect cannot be important until its parent effect is also important
i
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where var(yi) is the variance between the repeated simulations of data
point i.
However, stochastic Kriging (or regression Kriging) is also useful for
deterministic (but noisy) simulation problems (or measurements), where
repeated simulations are not available. Assuming the noise is homogeneous
distributed across the input space the matrix Σ consists of a scalar value
(10λ) on its diagonal, i.e., ∑ = 10λ In, where In is the n× n identity matrix.
The variable λ (amount of noise) is estimated as part of the likelihood
optimization of Kriging. Logically, in case of heterogeneous noise the matrix
Σ has different values on the diagonal, which introduces more variables in
the likelihood optimization problem.
2.2.2.5. Miscellaneous
In addition to the distinct types of Kriging models the ooDACE toolbox also
incorporates several smaller extensions and useful tools. A number of those
tools are described in this section.
Re-interpolation of the prediction variance When using stochastic Krig-
ing (or regression Kriging) the prediction variance is not zero anymore in
the sample points. However, this is actually a desired property for many
algorithms to achieve some form of space-fillingness (e.g., maximizing the
expected improvement or prediction variance). To that end, Forrester et al.
[4] suggest a re-interpolation of the prediction variance. Basically, this is
done by ignoring the Σ matrix in the respected formulae. In particular, the
process variance σ2 and the prediction variance formulations are taken from
standard Kriging, see Equation (2.18), which differ only from stochastic
Kriging with respect to the covariance matrix Σ.
Leave-one-out cross validation The leave-one-out cross validation (or
cross validated prediction error; cvpe) score [19, 10] can be efficiently calcu-
lated as follows:
H = F(FT F)−1FT ,






















where Ai,:, A:,i denote the ith row and column, respectively, for a matrix A
while Aii is the ith entry on the diagonal.
Integrated mean square error The integrated mean square error (imse)






where A denotes the input domain. Naturally, it is impossible to evaluate
this integral analytically, hence, approximation methods should be used
such as trapezoidal numerical integration or Monte Carlo sampling.
Error on a test set A safe way to measure the accuracy of a surrogate
model is to use an independent test set Xtest = {x1test, . . . , xntesttest } with associ-













Robustness criterion Siem et al. [16] propose the robustness-criterion to
measure the stability of an ordinary Kriging model with respect to simula-
tion errors. Let γ = Ψ−1 · (y−Fα) then the absolute and relative robustness
criterion are defined as,
rcabsolute = |γ|22, (2.36)
rcrelative = |γ|22/|γ|∞. (2.37)
2.2.2.6. Correlation functions
Arguably, the choice of correlation function is crucial to create an accu-
rate Kriging surrogate model, whether it is universal Kriging, co-Kriging,
stochastic Kriging, etc. A popular class of stationary correlation functions is
defined by,






θi|xi − x′i |p
)
.
Note that these correlation functions only depend on the distance be-
tween the two points x and x′. The smaller the distance between two points,
the higher the correlation and, hence, the more the prediction of one point
is influenced by the other, i.e., their function values are closer together.
Similarly, if the distance increases the correlation drops to zero. The rate
and manner at which this happens is governed by several parameters. The
parameter p determines the initial drop in correlation as distance increases,
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Figure 2.15.: The one-dimensional Gaussian correlation functions: a) with
varying parameter p for θ = 1) b) with varying parameter θ
for p = 1.
see Figure 2.15a. Often p is set to two (=the Gaussian correlation function)
which assumes that the data represents a smooth, continuous surface. A
lower value of p, e.g., p = 1, is more suitable for a more rough (sharp/er-
ratic) response as it permits a more substantial difference in function values
for points close together.
The second set of parameters, θ1, . . . , θd, describes the influence sphere of
a point on nearby points for each dimension, i.e., how fast the correlation
drops to zero, see 2.15b. Usually, p is set fixed while the parameters θ1, . . . , θd
are identified using Maximum Likelihood Estimation (MLE). The MLE’s
of θ1, . . . , θd are useful as they describe the amount of variation in each
dimension i. A high value of θi means points have less influence on each
other and, thus, similar points in the input space can have a very different
response value (highly non-linear behavior in dimension i). On the other
hand, a low value of θi indicates that a point is correlated with points that
are farther away (a more linear behavior).
The ooDACE toolbox offers three instances of this well-known class of
correlation functions,
• The Gaussian correlation function (p = 2, corrgauss)
• The exponential correlation function (p = 1, correxp)
• A generic version where p is included in the likelihood optimization
(corrgaussp)
While, arguably, these are the most frequently used correlation functions
- and in particular the Gaussian correlation function - to solve engineering
problems, the Matérn class of correlation functions [18] might be actually
more useful. The ooDACE toolbox implements two instances of the Matérn
i
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Figure 2.16.: The one-dimensional Matérn correlation functions with vary-
ing parameter θ: a) for ν = 3/2 b) for ν = 5/2.
































∑di=1 θi(xi − x′i)2. The parameter ν of the Matérn correlation
functions has a similar role as the p parameter, see Figure 2.16, a higher
value is better suited for a rough behavior of the expensive function and
vice versa.
2.2.2.7. Maximum Likelihood Estimation (MLE)
After choosing the general form of the correlation function for the problem
at hand, its hyperparameters are identified using Maximum Likelihood
Estimation (MLE). There are several variants of the likelihood that one can
optimize, with the marginal likelihood the most widely used.
Marginal likelihood The natural log of the marginal likelihood is given by,









This can be simplified by taking the derivatives with respect to the α
and σ2, equaling it to zero and solving for α and σ2. When we also remove
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constant terms the (negative) concentrated Ln-likelihood is obtained as used
in the ooDACE toolbox,




where α = (FTΨ−1F)−1FTΨ−1y and σ2 = 1n (y − Fα)TΨ−1(y − Fα), see
also Section 2.2.2.1.
In essence, the first term, − n2 ln σ2, denotes the quality of the fit while
the second term, − 12 ln(|Ψ|), represents a complexity penalty. Thus, the
marginal likelihood automatically balances flexibility versus accuracy. How-
ever, the marginal likelihood depends on correct specification of the Kriging
model for the data (e.g., choice of correlation function) and may not be
robust enough when the Kriging model is misspecified.
Pseudo likelihood Leave-one-out cross validation is a popular method
to assess the accuracy of a surrogate model, especially for interpolation
based methods, and, hence, can also be used to tune the hyperparameters














where µi = yi− Fα− (Ψ−1y)i/Ψ−1ii and σ2i = 1/Ψ−1ii . In contrast to the marginal
likelihood, the LOO predictive Ln-probability is independent of the model
specification and, thus, may be more robust, though this has not been
empirically validated.
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Abstract
When analyzing data from computationally expensive simulation codes or
process measurements, surrogate modeling methods are firmly established
as facilitators for design space exploration, sensitivity analysis, visualization
and optimization. Kriging is a popular surrogate modeling technique for
data based on deterministic computer experiments. There exist several
types of Kriging, mostly differing in the type of regression function used.
Recently a promising new variable selection technique was proposed to
identify a regression function in the Kriging framework. In this paper this
type of Kriging, i.e., blind Kriging, has been efficiently implemented in
Matlab® and has been extended. The implementation is validated and
tested on several examples to illustrate the strength and weaknesses of this
new, promising modeling technique. It is shown that the performance of
blind Kriging is as good as, or better than ordinary Kriging. Though, blind
Kriging comes at double the computational cost with respect to ordinary
Kriging.
2.3.1. Introduction
Many complex real world phenomena are difficult to study directly us-
ing controlled experiments. Instead, the use of computer simulations has
become commonplace as a feasible alternative. However, due to the compu-
tational cost of these high fidelity simulations, the use of surrogate modeling
techniques has become indispensable. A popular surrogate model to ap-
proximate deterministic noise-free data is Kriging. First conceived by Danie
Krige in geostatistics, these Gaussian process [5] based surrogate models
are compact and cheap to evaluate, and have proven to be very useful
for tasks such as optimization [8], design space exploration, visualization,
prototyping, and sensitivity analysis [26].
A thorough mathematically treatment of Kriging is given by [19]. Ba-
sically, Kriging models fit data first on a regression function f (x), and,
subsequently, construct a stochastic process Z(x) through the residuals.
i
i






FORWARD SURROGATE MODELING 2-55
Y(x) = f (x) + Z(x) (2.40)
By approaching the approximation problem from a Bayesian point of
view, Kriging inherits a solid mathematical foundation with several useful
properties, e.g., a closed formula for approximating the prediction variance.
Intuitively, the regression function in Kriging can be seen as the part
trying to capture the general trend and thus the largest variations of the data,
while the stochastic part takes care of small details and the interpolation
of the data. However, choosing the right regression function for a set of
data is a difficult and widely researched problem [14]. A simple approach
would be just to apply a ranking method that assigns scores to the individual
variables of the dataset. Afterwards, the most promising variables according
to this score are selected to participate in a regression function. However,
to also identify interactions between variables, features should be defined,
i.e., an interaction between a set of variables (quadratic, linear-linear, etc.).
The whole process of choosing the right terms is referred to as variable or
feature selection. Note that the terms “variable” and “feature” are often used
interchangeably, while in theory they have a different meaning 6.
Several feature selection methods are discussed in the literature. [10]
proposed to apply a Bayesian feature selection method to Kriging. This
form of Kriging is known as blind Kriging and is the main focus of this
chapter.
A thorough analysis and performance study of blind Kriging is performed
on a highly distinct set of mathematical and real life problems from the
literature. In particular, blind Kriging is adapted to include a re-estimation
of the hyperparameters during the feature selection process, as well as a
normalization of the training dataset, which requires modified formulae.
Furthermore, these changes are compared against traditional blind Kriging,
as explained in [10], using several statistical methods, e.g., error on a dense
test set, histogram plots, robustness analysis, etc.
First, a brief introduction of variable selection is given in Section 2.3.2.
Then, Section 2.3.3 presents a practical overview of the blind Kriging. Subse-
quently, Section 2.3.4 describes the experimental setup used for testing this
implementation against several applications. Sections 2.3.4.1-2.3.4.6 discuss
the results of the various application benchmarks, illustrating strengths
and weaknesses of blind Kriging. The last section concludes this paper and
describes future work.
2.3.2. Feature selection
The time and space complexity of many surrogate modeling techniques
(polynomials, radial basis functions, Kriging, etc.) scale exponentially with
6the term “variables” is used to denote the raw input variables. While, “features” denote
artificial variables constructed from the raw input variables.
i
i







the dimensionality of the problem. In literature this is often noted as the
“curse of dimensionality”. By taking advantage of feature selection methods
this can often be (somewhat) alleviated.
Feature selection is important if the data contains a large amount of vari-
ables. Usually, not all of these variables are relevant for the problem at hand,
and several sets of variables might be correlated. Therefore, feature selec-
tion methods are applied to simplify the data. Irrelevant variables may be
either left out completely (dimension reduction) or aggregated into variable
subsets (known as a features). This results in an updated dataset, expressed
in terms of these features, which is easier to analyze. The machine learning
community is particularly active in the domain of feature selection methods
as they often have to deal with enormous amounts of high dimensional
data. Most research is focused on classification techniques, however, a lot
of these techniques are also applicable to regression problems. It should
be noted that the problem of selection the right features in regression is
more commonly known as variable subset selection or subset selection in
regression [14].
According to [12] feature selection methods can be classified into three
categories: filters, wrappers and embedded methods.
Filters are pre-processing methods and, thus, not associated with a par-
ticular prediction model. Variable ranking is an important filter method
and forms the foundation of many feature selection algorithms. Variable
ranking methods assign a score to the features corresponding to their influ-
ence on the response according to some correlation criteria, e.g., Pearson’s
correlation. This allows the practitioner to select only those variables that
are most sensitive to the response of interest. Note that this method does not
consider the effects between variables. More advanced methods consider
subsets of variables. These so-called variable subset selection mechanisms
often use variable ranking as a principal component in their inner workings.
Filter methods are said to be fast to compute and the resulting dataset is not
particularly tuned for any prediction model and thus no bias is introduced,
though, under certain assumptions optimality to a predictor can be proven.
Wrappers, popularized by [12], view the prediction model as a black box
and only use them to assess the usefulness of a subset of variables. In
general, algorithms in the wrapper category must define approximately
four components: a search space of all possible variable subsets (1), a search
strategy (2), a prediction model (3) and a performance measure of the
prediction model to guide (and halt) the search (4). Two popular greedy
search strategies are forward selection and backwards elimination, progressively
incorporating features or discarding features respectively. Though, other
strategies such as genetic algorithms may be used. While easy to use and
applicable to any prediction model this approach requires a retraining of
the prediction model several times.
The last category, embedded methods, tightly integrates with the prediction
method (e.g., embedded in the training phase) and thus is often faster than
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wrappers. An intuitive way to determine the influence of a feature is to
calculate the derivative. This can be computed exactly for some models and
training methods [21, 18]. Other prediction models, e.g., kernel based meth-
ods, inherently provide an approximation of the derivatives (sensitivity) [7].
A simple approach is to fit a polynomial on the data using least squares,
including all candidates features. The coefficients of the polynomial repre-
sent the influence of a particular feature on the response and can be used to
guide the selection of features in the final prediction model. An example
of a kernel based method is Kriging. The Kriging model parameters quan-
tify the variance of the response in each dimension. In fact, many kernel
based methods, such as support vector machines [2], have this benefit as
long as the appropriate kernel function is used. This approach, referred to
as “Automatic Relevance Detection”, basically attaches a weight to each
dimension in the kernel function (the weights are determined using normal
model parameter optimization routines). Depending on the kernel function
the weights denote the influence, sensitivity, variance, etc. of the associated
dimensions. Though this approach only works on the raw input variables
and, hence, are only suited for dimension reduction (or adding dimensions).
For more information see [6].
The feature selection mechanism used in blind Kriging belongs to the
embedded class of methods, due to the tight coupling with Kriging. In
particular, a Bayesian ranking method is used to rank several candidate
features and a (greedy) forward selection procedure constructs a regression
function. Subsequently, a Kriging model is used to measure the accuracy
of the chosen regression function. Thus, the forward selection procedure is
guided by a Bayesian ranking method and halted when the accuracy of the
Kriging model increases again.
2.3.3. Fundamentals
Blind Kriging has been implemented in a stand alone Matlab® toolbox, the
ooDACE toolbox7, partly based on the original paper by [10] and associated
R code. Pseudo-code of the complete blind Kriging algorithm is found in
Algorithm 2.1.
As discussed in Section 2.2.2.3 on page 2-42, the estimation of βˆ requires
the correct parameters θ of the Kriging model to be available. Therefore,
first, an ordinary Kriging model is built and this involves estimating θ. Fur-
ther on, the identified θ parameters are kept fixed throughout the Bayesian
forward selection procedure while appropriate regression terms are being
selected. In the ideal case θ is optimized (fine-tuned) in each iteration once
a new term is added. However, this adds a relative huge computational bur-
den when constructing blind models, i.e., the computational cost is roughly











Algorithm 2.1 Pseudo-code of the blind Kriging model of the ooDACE
toolbox.
1 X ←samples
2 b1, . . . , bt { C a n d i d a t e f e a t u r e s }
3 b = Cte { S e l e c t e d f e a t u r e s }
4 θ0 = maxθ likelihood(X, θ,b)
5 M0 = construct(X, θ0,b) { C o n s t r u c t o r d i n a r y K r i g i n g model }
6 α0 = evaluateMeasure(M0) { A s s e s s a c c u r a c y }
7 i = 0
8 while improvement(α) { Accuracy i m p r o v e s ? }
9 i = i + 1
10 β = rank(b1, . . . , bt)
11 j = argmaxj(|β j|)
12 b = b ∪ bj
13 θi = maxθ likelihood(X, θ,b) { O p t i o n a l }
14 Mi = update(Mi−1, θi,b) { I n t e r m e d i a t e K r i g i n g model }
15 αi = evaluateMeasure(Mi) { A s s e s s a c c u r a c y }
16 end
17 θ f inal = maxθ likelihood(X, θ,b)
18 M f inal = update(Mi, θ f inal ,b) { F i n a l b l i n d K r i g i n g model }
equal to ordinary Kriging multiplied by the number of features considered.
Hence, θ is only identified once before the Bayesian feature selection proce-
dure starts, and a second time once the complete trend function has been
chosen. Though, this still requires twice the computational cost compared
to traditional Kriging.
The optimization strategy for the parameters θ of the Kriging model
is of utmost importance as it has a large impact on the performance of
(blind) Kriging. A nice overview of hyperparameter tuning strategies is
given by [24], where a two-stage approach is suggested. First use a genetic
algorithm (global search) to quickly explore the search space and obtain
a rough estimate of θ. As Kriging is very sensitive to the last steps, while
converging to the final accurate optimum, a hill climbing method (local
search) is used to fine-tune the optimum. However, while such a two-stage
process, i.e., a memetic algorithm [15], performs well with respect to finding
the global optimum, it can be prohibitively expensive in higher dimensions.
Therefore, another optimization strategy is used in the ooDACE toolbox
which is outlined below.
The efficient calculation of the likelihood involves the factorization of the
correlation matrix Ψ, and in this work a Cholesky decomposition is used
requiring a time complexity of the order O(n3). To improve the efficiency,
and to reduce the number of likelihood evaluations, derivative information
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Figure 2.17.: Flow chart of the blind Kriging construction process.
is utilized in a Sequential Quadratic Programming (SQP) framework. The
derivative of the concentrated likelihood can be calculated analytically or
an adjoint [25] can be used. In both cases the SQP method is found to find
competitive optima in comparison with the thorough search of a memetic al-
gorithm while using significantly fewer likelihood evaluations. In addition,
unlike a genetic algorithm, the used SQP method is deterministic resulting
in a very robust blind Kriging implementation. In this work, the derivatives
of the likelihood function are calculated analytically instead of using the
adjoint method since the difference in computation time is negligible for
the problems in this paper.
The basic algorithm is depicted in Figure 2.17. After choosing the initial
set of candidate features and constructing the initial Kriging model, the
candidate features are ranked using the Bayesian variable selection method.
Subsequently, a search strategy selects a new promising feature (according
to the ranking) which is incorporated in the ordinary Kriging model. This
intermediate Kriging model is scored against a measure and the features
are ranked again. This process is repeated until the accuracy of the Kriging
model stops improving. Several other adjustments were made to this basic
algorithm to improve efficiency. These improvements are discussed in the
remainder of this section.
Arguably the most important factor when determining relevant variable
interactions is the method used to guide the search through the feature
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space, and, closely related, the criterion to stop adding terms. The leave-
one-out cross validation has been used here, combined with a heuristic
stopping criterion, as described in [10]. In addition, the ooDACE toolbox
also supports the use of an unbiased hold-out set to validate the inter-
mediate blind Kriging models as well as the likelihood itself, though this
functionality has not been used in this paper.
Recall that Kriging requires inverting the correlation matrix Ψ. Depend-
ing on the number and the distribution of samples the correlation matrix
may become close to singular, resulting in inaccuracies. Analogous to
the DACE toolbox [13] and as suggested by [3] the ooDACE toolbox uses
Cholesky and QR decompositions to efficiently compute the BLUP and
likelihood. In addition, the likelihood score is set to infinity when a bad
condition number is encountered, and so unstable Kriging models are effec-
tively avoided.
The scaling of the sample data is also an important issue. In [10] all
sample data used to be in the interval [1, 3] (three-level factorial design). In
the ooDACE toolbox, as in the DACE toolbox, all data is normalized (into a
standardized dataset), i.e., it scales the input and output data such that the
data is distributed with mean 0 and variance 1,
µ(x) = 0 and σ(x) = 1, (2.41)
µ(y) = 0 and σ(y) = 1, (2.42)
this scaling is based on the hypothesis that, although being a distribution-
free spatial interpolator, Kriging achieves its maximal efficiency only when
the training data follows a Gaussian distribution. Hence, samples and
values should be transformed to the “Gaussian domain” [16] when fitting,
and afterwards, the BLUP, the uncertainty measures and all other estimates
are transformed back to the original domain. While, the normalization of
the data as described above is far from being an exact conversion to the
“Gaussian domain”, it does help to reduce the effects of outliers, i.e., extreme
values in the input as well as output domain, and makes the scaled data
easier to model. However, this scaling requires changing the orthogonal
polynomial coding and R matrix equations. For arbitrarily bounds on the



















and equations 2.27-2.28 (page 2-45) as,
i
i






FORWARD SURROGATE MODELING 2-61
rl =
3− 3ψ(l3 − l1)
3+ 4ψ(l2 − l1) + 2ψ(l3 − l1) , (2.45)
rq =
3− 4ψ(l2 − l1) + ψ(l3 − l1)
3+ 4ψ(l2 − l1) + 2ψ(l3 − l1) , (2.46)
where li denotes the ith level in a factorial design. These can be defined as,
l1 = min(X), (2.47)
l3 = max(X), (2.48)
l2 = mean(X), (2.49)
min and max take the columnwise minimum and maximum, respectively,
of the sample matrix X such that l1 and l3 effectively provide the tightest
bounding box of the data. l2 is the columnwise mean of the sample matrix
X, when using the aforementioned scaling this is equal to l1+l32 =˜0.
Currently, the ooDACE toolbox only supports linear and quadratic trend
functions. In fact, quoting from [20],
“...for most well-defined physical system, only relatively low-
order correlations of the input variables are expected to have a
significant impact upon the output, and high-order correlated
behavior of the input variables is expected to be weak”.
Thus, it is not crucial to consider higher interactions than quadratic. This is
noticed by other authors such as [11].
Identifying higher order interactions (cubic and higher) is only possi-
ble when a greater number of levels is considered in the factorial design.
Moreover, the R matrix and rl,rq equations have to be adapted accordingly
and appropriate coding and r equations should be added. In addition,
the R matrix will grow rapidly in size when more candidate features are
considered.
Finally, the ooDACE toolbox is limited to the Gaussian correlation func-
tion and the exponential correlation function, though, other correlation func-
tions could easily be added as long as they can be written in the required
product correlation structure notation (see Equation 2.23 on page 2-43). For
the Gaussian and exponential correlation function the formulae are given
by
ψj(dj) = e
−θj ·d2j , (2.50)
and,
ψj(dj) = e












Intuitively blind Kriging can be expected to do better on problems where
the regression function is able to approximate the general trend of the data.
For instance, when using linear and quadratic effects as candidate variables
then problems that (strongly) exhibit these effects would do rather well of
course. Naturally, the behavior of the response is unknown and thus no
regression function can be defined a priori.
The performance of the ooDACE toolbox is applied to a very distinct
set of real-life problems. First, the performance of this blind Kriging im-
plementation is validated on three examples taken from the original blind
Kriging paper [10], namely, a sealing experiment (Section 2.3.4.1), piston
slap (Section 2.3.4.2) and the borehole model (Section 2.3.4.3). Whenever a
comparison is made to the findings of Joseph et al. this will be referred to as
the reference paper. Afterwards, blind Kriging is applied to a novel problem
from hydrology, quantifying the effects of pesticide leaching on ground
water in Europe. Thereafter, blind Kriging is applied to a problem from
Mechanical Engineering which has no clear trend, i.e., Section 2.3.4.5, the
application data has been obtained from [4]. Subsequently, blind Kriging is
tested on a two dimensional mathematical function, i.e., the Branin function.
The results are found in the following sections.
All tests were performed using the standard Gaussian correlation func-
tion. For several examples, the implementation introduced in this paper is
also compared against the freely available DACE toolbox [13]. The DACE
toolbox is configured as ordinary Kriging, i.e., a constant regression function
(@regpoly0), and the correlation function is set to Gaussian (@corrgauss). The
ordinary Kriging model produced by the blind Kriging code is also taken
into account.
2.3.4.1. Sealing experiment
The first dataset was directly obtained from [10]. Therefore, a full descrip-
tion of the problem can be found in there. In summary, the data consists of
eight input parameters and one output parameter resembling the gap lift
in an engine block and head sealing experiment. There are 27 observations
which form an orthogonal array. The goal of this experiment is to validate
the correctness of the implementation and compare against the original
findings of Joseph et al.
First the DACE toolbox was used to construct an ordinary Kriging model
of this dataset. The obtained ordinary Kriging model serves as a base for
the Bayesian forward selection procedure to produce the final blind Kriging
model. The evolution of the cross validated prediction error (cvpe; leave-
one-out) versus the chosen terms is shown in Figure 2.18. Starting from a
rather high leave-one-out score (in comparison to the reference paper) for
the ordinary Kriging model (OK), the score decreases and settles at a value
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Final blind kriging model
Figure 2.18.: Evolution of the Bayesian feature selection phase (sealing ex-
periment). Using the DACE toolbox for the initial Kriging
model (without hyperparameters re-estimation).
of approximately 0.87, after choosing six extra terms. After re-estimating
the θ parameters, this time using the optimization strategy discussed in
Section 2.3.3, there is much improvement to be found (the circle beneath the
curve). Although, curiously, these results are much worse in comparison to
the reference paper. Looking at the chosen features, see Equation 2.52, they
do not correspond to the regression function found by Joseph et al.
1+ x1,l + x4,l · x5,l + x4,l · x5,q + x1,l · x4,q + x1,q + x4,q · x5,q (2.52)
Considering the poor score of the first constructed ordinary Kriging
model it was decided to use the optimization strategy of the ooDACE
toolbox to identify the θ parameters of the ordinary Kriging model. Results
are depicted in Figure 2.19a. As can be seen a slightly better initial leave-
one-out score is calculated and using this set of θ parameters the feature
selection procedure is able to select the right features, reducing the score
to 0.39 after eight terms. The final regression function of the blind Kriging
model (without the coefficients) is given by (2.53). This regression function
contains the same terms as the reference paper, though selected in a slightly
different order. The difference is found in the last two terms x6,q and x1,q · x2,l
, which give lead to a rise in cross validation score in the reference paper
and thus are not selected. Here it is found that they slightly lower the score,
explained by a different set of θ parameters. Re-estimating the θ parameters
it can be seen that the cross validation score for the blind Kriging model is
actually worse with the newly identified parameters. After some testing
it is found that those two last terms were not exactly appropriate. If those
terms are left out of the regression function the final cross validation is in
the same range as the reference paper.
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Final blind kriging model
(a) The ooDACE toolbox. Remark that the re-estimated model parameters of the final blind
Kriging model result in a worse cvpe score, meaning the optimized likelihood score and the
cvpe score conflict in this case (without hyperparameters re-estimation).












Final blind kriging model
(b) The ooDACE toolbox. Note that not all chosen features are shown on the x-axis to avoid
cluttering (with hyperparameters re-estimation; the cvpe scores are after the hyperparameters
re-estimation).










FORWARD SURROGATE MODELING 2-65
1+ x1,l · x6,l + x1,l + x6,l + x1,q · x6,l
+x1,q + x2,l · x6,q + x6,q + x1,q · x2,l (2.53)
This shows that the calibration of the initial ordinary Kriging model
greatly influences the Bayesian feature selection procedure. Moreover, the
second approach clearly shows that the implementation of blind Kriging
is competitive with the reference paper. Any difference between the two
is most likely due to a different set of θ parameters. In addition, note that
the original dataset takes on exactly three levels (1, 2 and 3). Whereas in
the proposed implementation the models are fitted on normalized data (see
Section 2.3.3).
The behavior described above is mostly due to the optimized θ parameters
not matching the current regression function anymore. In essence, those θ
parameters are describing the function that is the difference between the
original observations minus the current regression function. As optimization
is not that expensive when using derivative information and for testing
purposes it is decided to re-estimate the θ parameters after every added
term. Results using this approach are shown in Figure 2.19b. Many more
terms are included in the regression function resulting in a cross validation
score as low as 0.1.
2.3.4.2. Piston slap
The second experiment is a dataset describing engine noise due to piston
secondary motion (piston slap). For more information the reader is again
referred to [10]. The dataset consists of six inputs and one output (the
noise). This time, the dataset is directly approximated using solely the blind
Kriging implementation and leave-one-out cross validation to guide the
feature selection. The evolution of the feature selection stage can be found
in Figure 2.20a. The resulting regression function is very similar to the
reference paper, except for the last two terms.
1+ x1,l + x1,l · x6,l + x1,q · x6,l + x6,l + x1,l · x3,l (2.54)
At the fourth step the term x6,l is chosen, giving an increase in the cross
validation score. However, by adding x1,l · x3,l the score decreases again,
settling at an even lower value than before. While x1,l · x3,l may be a good
feature, x6,l is clearly not. However, by using a greedy forward selection
strategy previously selected terms are never reconsidered. It may be worth-
while to adapt the search strategy to eliminate (or skip) terms that result in
a (temporary) increase of the score, though, one should of course not violate
the principles of effect hierarchy and heredity.
Comparing these results with the paper of Joseph et al. it is immediately
clear that the cross validation score is substantially lower for the proposed
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Final blind kriging model
(a) The ooDACE toolbox (without hyperparameters re-estimation).












Final blind kriging model
(b) The ooDACE toolbox (with hyperparameters re-estimation; the cvpe scores are after the
hyperparameters re-estimation).
Figure 2.20.: Evolution of the Bayesian feature selection phase (piston slap).
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Model type 27 samples 200 samples
AEE Improvement AEE Improvement
Blind Kriging 6.31 66% 0.92 84%
Ordinary Kriging 9.33 51% 2.24 61%
DACE toolbox 19.62 baseline 5.73 baseline
Table 2.2.: Accuracy of the approximations on a test set (borehole model).
blind Kriging implementation. Here, two more terms are included in the
regression function causing a lower cross validation score.
As in the previous example the configuration is slightly changed so as
to re-estimate the hyperparameters after every added term. The surprising
results are depicted in Figure 2.20b. The only common feature with the
no hyperparameters re-estimation case (aside from the mean) is x1,l and
only three extra terms are identified. Nevertheless, with this limited set
of features blind Kriging is still able to achieve a cross validation score
approximately the same as without re-estimating the hyperparameters.
2.3.4.3. Borehole model
The final validation experiment is a simple analytical model to calculate the
flow rate through a borehole [27]. There are eight inputs and the process is










The same orthogonal array of 27 samples of Section 2.3.4.1 is used to
create a dataset of the borehole model. In addition, an optimized maximin
Latin Hypercube Design (LHD; [9]) of 200 samples is constructed. These
two datasets are used to create an ordinary Kriging model and blind Kriging
model (without hyperparameters re-estimation) using the code presented
in this paper. In addition, another ordinary Kriging produced by the DACE
toolbox is taken into account. Hence, in total there are three Kriging models
of which an error is calculated on a separate test set of k = 6561 samples.








(ai − bi)2. (2.57)
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Figure 2.21.: Density plot for the prediction errors (borehole model).
Results are found in Table 2.2. In both cases ordinary Kriging achieves
a great improvement over the DACE toolbox due to a better optimization
strategy. Furthermore, blind Kriging offers for this problem a vast im-
provement over ordinary Kriging itself and, hence, the DACE toolbox. In
addition, histogram plots, see Figure 2.21, of the prediction errors on the
test set also compare in favor of blind Kriging. The resulting regression
functions (in the order they are selected) of blind Kriging for the case of 27
(Equation 2.58) and 200 samples (Equation 2.59), respectively, are,
1+ x1,l + x4,l + x7,l + x1,q + x6,l
+x1,l · x4,l + x1,l · x7,l + x1,l · x6,l + x8,l (2.58)
1+ x1,l + x7,l + x4,l + x6,l + x1,q + x8,l + x1,l · x4,l
+x1,l · x7,l + x1,l · x6,l + x1,l · x8,l + x4,l · x7,l
+x6,l · x7,l + x7,q + x1,q · x4,l + x4,l · x8,l + x6,l · x8,l
+x2,l + x7,l · x8,l + x1,l · x7,q + x1,q · x7,l . (2.59)
It is obvious that the two regression functions are quite similar aside from
the order in which the features were chosen. In fact, the regression function
of the second case is a superset of the one from the first case. In particular,
11 extra terms are identified likely due to more information being available
(more samples). While Joseph et al. reported only a linear effect for x1
as regression function, it is not immediately clear whether this term was
chosen manually or using a search strategy as we have in this paper.
In summary, from the experiments of Sections 2.3.4.1, 2.3.4.2 and 2.3.4.3
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Model type AEE Improvement
Blind Kriging 0.92 51%
Ordinary Kriging 1.94 −3%
DACE toolbox 1.88 baseline
Table 2.3.: Accuracy of the approximations on a test set (EuroPEARL
model).
2.3.4.4. EuroPEARL
This test case consists of a dataset of 51319 samples generated by the Eu-
roPEARL model [17, 23]. EuroPEARL models the leaching of pesticides,
taking into account transient flown, hydrodynamic dispersion, nonlinear
adsorption, degradation, and uptake of pesticides by plant roots. The model
is developed at the European scale mainly due ground water being a major
drinking source for Europe. In particular EuroPEARL consists of a link
between the one-dimensional, multi-layer, mechanistic pesticide leaching
model PEARL and a Geographical Information System (GIS). More de-
tails about EuroPEARL and the associated metamodeling efforts, denoted
MetaPEARL, is found in [22].
The disadvantage of such a process-based pesticide-leaching model are
the rather large number of parameters of which some are significantly less
relevant than others. Hence, the use of feature selection techniques may
prove to be indispensable for this problem. The EuroPEARL configuration
for this paper has six input parameters describing the response.
For this test case, a training dataset of 100 samples arranged in a LHD is
subsampled from the full dataset. The remaining samples of the dataset are
taken as a test set to calculate the true error, using the AEE function. The
same approximation models as the previous section are considered, namely,
blind Kriging, ordinary Kriging and the DACE toolbox. Note, in contrast to
the previous section, the blind Kriging model is configured to re-estimate
the hyperparameters after every added term.
The true errors of the constructed Kriging models are found in Table
2.3. While ordinary Kriging has a slightly worse accuracy than the DACE
toolbox, the blind Kriging approximation is more than twice as accurate.
Looking at the histogram plots, Figure 2.22, it is seen that ordinary Kriging
and the DACE toolbox are biased towards the right, namely, predicting
smaller values than the real response. Using only 100 samples, blind Kriging
is able to select a trend function that follows the behavior of the whole test
set.
EuroPEARL is the perfect example for blind Kriging, a very small dataset
which represents the features of the full response quite well. Equation 2.60
represents the final identified regression function of blind Kriging.
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Figure 2.22.: Histogram plot (EuroPEARL model).
Figure 2.23.: Truss structure.
1+ x1,l · x5,q + x3,l · x5,q + x1,q · x3,q + x4,q · x5,q + x3,q · x5,l (2.60)
2.3.4.5. Truss dataset
The fifth dataset describes a structural dynamics problem. The problem
is the optimal design of a two-dimensional truss, constructed by 42 Euler-
Bernoulli beams, see Figure 2.23. The goal is to identify a design that is
optimal (or close to) with respect to passive vibration isolation. To that
end, a force is induced on a base node of the structure and the force atten-
uated through the structure is measured on the tip of the structure. A full
description is given in [4].
There are four input parameters defining the position of nodes nine
and ten in the structure and one output parameter, i.e., the stress that the
outermost node (the tip) receives. Note that the truss dataset is not used for
optimization purposes, instead the goal is the reproduce the landscape as
accurate as possible. To that end, 20 datasets are constructed each arranged
in an optimized maximin LHD. The datasets only differ in the number of
observations, which ranges from 10 to 200 samples with steps of 10 samples.
For each dataset, a DACE toolbox model and a blind Kriging model
(with hyperparameters re-estimation) have been constructed. In addition,
i
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(a) Evolution of the leave-one-out cross validation error.






















(b) Evolution of the AEE versus the number of samples.
Figure 2.24.: Accuracy of the prediction models (truss).
the ordinary Kriging model resulting from the blind Kriging construction
process is included as well. An estimation of the true error is obtained
for each model on a separate random test set of k = 100 samples. Results
are shown in Figure 2.24. While, the evolution of the leave-one-out score
promises increased accuracy (Figure 2.24a), little of this can be seen in the
final AEE scores (Figure 2.24b). Looking at this second plot it is seen that
adding terms rarely increases the accuracy. This is explained by the fact that
the truss datasets have no clearly defined trend. At least, no obvious linear
or quadratic effects can be seen. Perhaps if the set of candidate variables
are extended with more complex interactions terms a good regression func-
tion can be found. However, this requires some alterations in the existing
implementation and thus is considered future work.
Density plots of the prediction errors for the case of 10 and 140 samples
are shown in Figure 2.25. Not much improvement is found, on the contrary,
the histogram for the case of 10 samples is hardly noticeable in favor of
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Figure 2.25.: Density plot for the prediction errors (truss).
ordinary Kriging. Despite its attractiveness, blind Kriging is not suited for
every problem available. Care should be taken when choosing the candidate
variables. Ideally a domain expert is able to select plausible interactions for
the given problem.
2.3.4.6. Branin function
The Branin function is a well-known benchmark function for optimization.
The Branin function is defined by Equation 2.61. Again, 20 datasets arranged
in an optimal maximin LHD [1] were used to construct the different Kriging
models. Regard that the Branin function is not used here for optimization
purposes but the intent is to reproduce the landscape of the Branin function
as accurately as possible.





x1 − 6)2 + 10(1− 18pi ) cos(x1) + 10 (2.61)
Figure 2.26a depicts the final cross validated leave-one-out score (cvpe)
of the blind Kriging model (with hyperparameters re-estimation) for each
dataset, while the initial baseline score of the ordinary Kriging model is
included as well. As expected the cvpe of blind Kriging is always lower
than ordinary Kriging. An estimation of the true error is obtained for each
model on a separate and very dense dataset arranged in an uniform grid
of k = 2500 samples. The AEE errors on this dataset versus the number of
samples are shown in Figure 2.26b.
The performance differences between the blind Kriging and ordinary
Kriging models are quite small. There is no obvious better Kriging model
for this problem which can be explained by the abundance of data on this
low dimensional problem, i.e., the stochastic part is always able to capture
most of the variance making the regression function less important. Hence,
i
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(a) Evolution of the leave-one-out cross validation error.























(b) Evolution of the AEE versus the number of samples.
Figure 2.26.: Accuracy of the prediction models (Branin 1).
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(a) Dataset of 10 samples.


















(b) Dataset of 140 samples.
Figure 2.27.: Density plot for the prediction errors (Branin 1).
the differences on the AEE scores are insignificant. More of interest are
the distributions of the prediction errors. Therefore, two density plots of
the prediction errors for the datasets of 10 and 140 samples are depicted in
Figure 2.27.
Surprisingly, looking at Figure 2.27a the blind Kriging model has a much
better distribution of the errors than the other two models, even though it
has a slightly higher AEE score. It is clear that using a suitable regression
function removes much bias and provides a more stable foundation for
the stochastic process of Kriging to build on. However, as the number
of samples increase blind Kriging has a harder time distinguishing itself
from the classical Kriging models (see Figure 2.27b). While considering the
simplicity of the problem, i.e., only 2 dimensions, it is straightforward that
any type of Kriging model has little trouble approximating the landscape
well. Easily reaching an accuracy score of 10−4.
To have an idea of the robustness of blind Kriging with respect to the
sample distribution, the Branin function test is repeated using random
designs instead of an optimal LHD. For each number of samples, ranging
from 10 to 200 samples in steps of 10 samples, 1000 uniform random designs
are constructed. Thus, the fitting of the Kriging models under consideration
is repeated 1000 times for each sample size.
Similar plots as above are possible, including error bars. Though, the
error bars make the evolution plot somewhat cluttered, as such only the
mean accuracy is plotted in Figure 2.28. Note that the evolution is much
smoother than the previous evolution plots using a LHD. This time, blind
Kriging performs consistently better than the other approximations on the
true error, though not by much. It is obvious that blind Kriging is still some-
what sensitive to the distribution of the samples. Logically, correct feature
selection is only possible as long as the dataset is a decent representation of
the general behavior of the simulation code.
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(a) Evolution of the average leave-one-out cross validation error.























(b) Evolution of the average AEE versus the number of samples.
Figure 2.28.: Average accuracy of the prediction models (Branin 2).
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Figure 2.29.: Histogram plot of the chosen features (Branin 2).
More interesting is Figure 2.29 which depicts three histogram snapshots
(10, 100 and 200 samples) describing the frequency each feature has been
chosen (out of 1000). The leftmost bar (OK) is the mean which is always
included in the regression function. As expected, the more samples are
available the more accurate the selection of terms is, more specific, less
terms are selected wrongfully and correct terms are selected more often.
2.3.5. Conclusion
This paper discussed blind Kriging, the associated Bayesian forward se-
lection method and how it compares to traditional Kriging. An efficient
implementation of blind Kriging, with numerous additions such as hyper-
parameters re-estimation and normalization of the training data, has been
tested and validated on six different problems to illustrate strengths and
weaknesses. Blind Kriging is able to identify good regression functions for
problems that have a clear trend. In particular, the training data should
cover non-linearities in the domain for blind Kriging to work nicely. On the
other hand, if the considered features do not contain the interactions exhib-
ited by the data then blind Kriging is not able to identify a good regression
function and does not improve on ordinary Kriging. In some cases blind
Kriging can be misguided by deceptive data and select wrong features,
effectively decreasing the accuracy of the final model. In that regard more
work is to be done on the search strategy to select candidate features and the
associated metric to guide this search. Finally, it should be noted that when
enough data is available to cover the domain ordinary Kriging performs
equally well as blind Kriging and even slightly outperforms blind Kriging
for some datasets.
In summary, blind Kriging is a valuable tool to approximate sparse data
obtained from expensive simulation codes. Though, the resulting blind
Kriging model should be carefully analyzed, if possible using an indepen-
dent test set. In particular, blind Kriging is more interesting for difficult,
high dimensional, problems where limited data is available.
Future work includes investigating the impact of 4-level and higher
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factorial designs to identify higher order interactions, researching other op-
timization strategies for choosing the best subset of variables (this includes
performance metrics to guide the optimization), etc.
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It is a good morning exercise for a research scientist to discard a pet
hypothesis every day before breakfast. It keeps him young.
— Konrad Lorenz
3.1. Surrogate-Based Infill Optimization
Applied to Electromagnetic Problems
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Abstract
The increasing use of expensive computer simulations in engineering places
a serious computational burden on associated optimization problems. Surrogate-
based optimization becomes standard practice in analyzing such expensive
black-box problems. This paper discusses several approaches that use surro-
gate models for optimization and highlights one sequential design approach
in particular, namely, expected improvement. The expected improvement
approach is demonstrated on two electromagnetic problems, namely, a
microwave filter and a textile antenna.
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For many problems in science and engineering it is impractical to perform
experiments on the physical world directly. Instead, complex, physics-
based simulation codes are used to run experiments on computer hardware.
While allowing scientists more flexibility to study phenomena under con-
trolled conditions, computer experiments require a substantial investment
of computation time. This is especially evident for routine tasks such as
optimization, sensitivity analysis and design space exploration [42]. Re-
gardless of the rapid advances in High Performance Computing (HPC) and
multi-core architectures, it is rarely feasible to explore the complete design
space using high-fidelity computer simulations. As a result researchers
have turned to various approximation methods that mimic the behavior of
the simulation model as closely as possible while being computationally
cheap(er) to evaluate.
This work concentrates on the use of data-driven approximations using
compact surrogate models (otherwise known as metamodels or response
surface models). Examples of surrogate models include: rational functions,
Gaussian Process (GP) models, and Support Vector Machines (SVM). It is
crucial to stress the distinction between local and global surrogate modeling.
With the latter, an approximation model of the output behavior of the
simulator is built over the entire design space. By contrast, local surrogate
models, often used in trust-region optimization frameworks, approximate
only a small part of the design space and are discarded after use.
Most often, surrogate models are used to solve so-called forward prob-
lems. The practitioner is interested in the performance characteristics of a
complex system, given the input parameters. The surrogate models create a
mapping between the design space (input parameters) and the performance
space (output parameters). In contrast, the focus of the reverse (inverse)
problem is on exploring the design space. Hypothetically, a surrogate model
could be created that maps the output parameters to the input parameters
(as opposite to forward modeling) of the complex system over the entire
design space. However, many inverse problems are typically ill-posed. Con-
sidering Hadamard’s definition of ill-posedness [16], the two outstanding
problems hampering the creation of a full inverse surrogate model are non-
uniqueness and instability. A good overview of the associated intricacies is
presented by Barton in [7]. For all the above reasons, the inverse problem is
often reduced to the task of finding an input parameter combination for a
certain output characteristic. Still, it is possible that,
1. no such input parameter combination exists
2. more than one input parameter combination satisfies the given output
characteristic
A popular solution is to convert the inverse problem to a forward optimiza-
tion problem, as is done in this paper.
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The construction of highly efficient surrogate models is an entire research
domain in itself. In order to arrive at an acceptable model, numerous prob-
lems and design choices must be overcome (what data collection strategy to
use, what model type is most applicable, how should the model parameters
be tuned, which variables are relevant, how to integrate problem-specific
knowledge, etc.).
This paper describes a popular optimization method for expensive black-
box simulators based on Kriging surrogate models, namely, expected im-
provement (EI) [21]. We provide a freely available implementation of the EI
approach as a data collection (= sequential design) strategy in a flexible re-
search platform for surrogate modeling, the SUrrogate MOdeling (SUMO)
Toolbox1 [15]. The SUMO Toolbox is used to solve two complex problems
both originating from Electromagnetics (EM). Previously, Kriging surrogate
models have been used for EM device optimization by creating a global ac-
curate Kriging surrogate model [30]. Afterwards, the computational cheap
surrogate model is optimized instead of the expensive simulation. Although
the EM device has been successful optimized, creating such one-shot Krig-
ing surrogate models does not result in the most efficient use of expensive
function evaluations. Siah et al. [40] try to minimize the number of function
evaluations by applying the EI approach on two EM applications.
Section 3.1.2 provides related work of Surrogate-Based Optimization
(SBO), including the expected improvement (EI) function. In Section 3.1.3,
this EI approach is used to design and optimize an inter-digital filter (the
forward problem). In Section 3.1.4, the material properties of a textile
antenna are identified using EI (the inverse problem).
3.1.2. Surrogate-Based Optimization (SBO)
3.1.2.1. Introduction
SBO techniques are concerned with accelerating the optimization of ex-
pensive simulation problems. To speedup the optimization process other
existing optimization algorithms have been adapted to minimize the num-
ber of function evaluations and to utilize parallel computing. A good
overview is given in [2]. These existing optimization methods can still be
significantly improved by taking advantage of surrogate models. The extra
information provided by the surrogate models helps avoiding local optima
and efficiently guides the search to the global optimum. Various directions
have been undertaken to incorporate surrogate models in the optimization
process.
In the context of evolutionary optimization surrogate models are used
to provide a rough approximation to guide the global search, or a local
accurate surrogate model is used to speedup the local search step, or a
1The SUMO Toolbox can be downloaded from: http://sumo.intec.ugent.be. An open
source license will be available soon.
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combination of both [35, 43]. For instance, Zhou et al. [44] apply a data
parallel Gaussian process for the global approximation and a (simple) Radial
Basis Function (RBF) model for the local search. Lim et al. [31] benchmark
different local surrogate modeling techniques (quadratic polynomials, GP,
RBF and extreme learning machine neural networks) including the use of
(fixed) ensembles, in combination with evolutionary computation.
An important concept in global optimization is trust regions, introduced
in surrogate modeling by [1]. Trust region-frameworks manage local surro-
gate models throughout the design space. A set of mathematics based [1] or
pure heuristic [26] rules determines the size and location of the surrogate
model. While trust region-frameworks are widely used in large scale opti-
mization problems they have the disadvantage of sometimes overlooking
the global optimum, as only a small part of the design space is approxi-
mated by the local surrogate model. On the other hand, by approximating
only one local part of the design space at a time, it is possible to optimize
very complex systems exhibiting non-linear behavior.
If a number of simulation models are available, each with varying accu-
racy (= fidelity), multi-fidelity methods [14], also known as variable-fidelity
methods, can be used to solve more complex problems. There are several
approaches to exploit multi-fidelity models. Without loss of generality, we
can assume that only two simulation models are available, a low-fidelity
and a high-fidelity model. An additive or multiplicative scaling factor [17]
can be introduced based on a single (or a few) data point(s). The underlying
idea is that these scaling factors correct the output of the low-fidelity model
to agree with the output of the high-fidelity model near the vicinity of these
points (zero-order scaling). One may also use higher order scaling strate-
gies, e.g., where the derivatives of the low-fidelity model are also modified
to agree with the high-fidelity model. A more complex combination of
both approaches is also possible; for instance Eldred et al. [12] propose to
write the low-fidelity model as a weighted combination of additive and
multiplicative scaling factors. Alternatively, space mapping methods can be
utilized. Instead of approximating the output space directly, space mapping
[4, 3, 5, 29] maps the input space of a low-fidelity model to the input space
of the high-fidelity model, basically employing an input correction between
multiple fidelity models causing the optima to align in the design space.
Recently it has been proposed to apply a similar technique for output correc-
tion, denoted by output space mapping [28, 6]. Moreover, combinations of
input and output space mapping are also possible. In addition, recently [18]
proposed a new variant called manifold mapping which can be seen as a
generalization to output space mapping. Actually, the co-Kriging surrogate
model [9, 25] is inherently a multi-fidelity surrogate model that essentially
applies a correction to the output of the low-fidelity model. Multi-fidelity
optimization methods, such as space mapping, are able to significantly im-
prove on other methods by reducing computation time and/or generating
better optimal designs. However, computational cheap low-fidelity models
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may not always be available to the practitioner. In that case, one may turn
to pure black-box methods to optimize expensive simulation codes.
3.1.2.2. Expected improvement
Another optimization approach is to use specific tailored adaptive sam-
pling strategies while building global surrogate models. As the focus of
the sampling algorithm is on optimization, global surrogate models are not
necessarily accurate over the whole design space. In engineering, adaptive
sampling strategies are also known as infill criteria. An infill criterion is
a function, also known as figure of merit, that measures how interesting a
data point is in the design space. Starting from an initial approximation
of the design space, identifying new data points (infill or update points)
to update the approximation model is then done by optimizing the infill
criterion. In global SBO it is crucial to balance between exploration2 and
exploitation3. A well-known infill criterion that is able to effectively solve
this trade-off is Expected Improvement (EI), which has been popularized
by Jones et al. [21, 39] as the Efficient Global Optimization (EGO) algorithm.
EI has been suggested in the literature as early as 1978 [34]. Jones wrote
an excellent discussion regarding the infill criteria approach in [20]. Sub-
sequently, Sasena compared different infill criteria for optimization and
investigated extensions of those infill criteria for constrained optimization
problems in [38].
The EI criterion can easily be interpreted graphically (see Figure 3.1).
At x = 0.5, a Gaussian probability density function (PDF) is drawn and
expresses the uncertainty about the predicted function value of a sampled
and unknown function y = f (x). Thus, the uncertainty at any point x is
treated as the realization of a random variable Y(x) with mean yˆ = fˆ (x) (=
prediction) and variance sˆ2 = σˆ2(x) (= prediction variance). Assuming the
random variable Y(x) is normally distributed, then the shaded area under
the Gaussian probability density function is the Probability of Improvement
(PoI) of Y(x) over the intermediate minimum function value fmin(the dotted
line), denoted as P(Y(x) ≤ fmin), i.e.,










where φ(·) andΦ(·) are the normal probability density function and normal
cumulative distribution function, respectively. The PoI is already a very
2enhancing the general accuracy of the surrogate model
3enhancing the accuracy of the surrogate model solely in the region of the (current) optimum
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Minimum over all data points: f
min
Surrogate model
Gaussian PDF at x=0.5




Figure 3.1.: Graphical illustration of a Gaussian process and expected im-
provement. A surrogate model (dashed line) is constructed
based on some data points (circles). For each point the surro-
gate model predicts a Gaussian probability density function
(PDF). An example of such a PDF is drawn at x = 0.5. The vol-
ume of the shaded area is the probability of improvement (PoI)
and the first moment of this area is the expected improvement.
useful infill criterion. However, while this criterion describes the possibility
of a better minimum function value, it does not quantify how large this
improvement will be.
EI quantifies the improvement by considering the first moment of the
shaded area, i.e., every possible improvement over fmin multiplied by the




I(x) · φ(Y(x)) dY, (3.2)
where
I(x) = max( fmin −Y(x), 0). (3.3)
Hence, EI can be rewritten in closed form as:
E[I(x)] =
{










i f sˆ > 0
0 i f sˆ = 0
. (3.4)
EI (Equation 3.4) and PoI (Equation 3.1) serve as utility functions, often
conceived as figures of merit, which have to be optimized over x to find
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the subsequent data point to evaluate. Note, however, that besides the
prediction yˆ = fˆ (x) of the surrogate model, a point-wise error estimation
sˆ = σˆ(x) of the surrogate is also required.
Therefore, the original EGO algorithm used Kriging [21] as surrogate
model of choice, since Kriging provides analytical formulae for prediction
as well as a point-wise error estimation. A full mathematical description
of Kriging is beyond the scope for this paper. Kriging has been explained
many times in the literature, hence, only a overview of the most influential
papers is given here. A good starting point for Kriging are the introductions
of Matheron et al. [33] and Sacks et al. [37]. Kriging, in fact, is part of a
broader class of approximation methods, namely, Gaussian Processes (GP).
While traditional approximation methods only predict a single function
value, GP methods predict a complete normal distribution Y(x) ∼ N (yˆ, sˆ)
for each point x. The predicted distribution imparts the probability that a
particular function value occurs.
For a full overview of modern GP the reader is referred to the excellent
GP reference book of Rasmussen et al. [36]. Depending on the context some
authors coin the term Gaussian process (temporal) or Gaussian Random
Field Metamodels (GRFM; spatial) [13], however, the underlying methods
are the same.
3.1.3. Example 1: Microwave filter
3.1.3.1. Application
The first example is a microwave inter-digital filter, used for instance in
cellular phones. This component can be analyzed in various ways. Circuit
simulation allows for very fast evaluation with reasonable accuracy, whereas
full-wave electromagnetic (EM) simulations provide high accuracy at a high
computational cost. The inter-digital filter presented in this paper has
been analyzed and optimized before by Swanson [41] using a combination
of analytic methods, circuit simulation and EM simulations. We use the
EI criterion to optimize the filter, and use the CST MicroWave Studio®
(CST MWS) as a full-wave EM simulation tool. The top view of the filter
is shown in Figure 3.2b and consists of five quarter-wavelength parallel
microstrip resonators. The scalable layout is fully parametrized by S1 =
[32, 38] mm, S1 = [40, 48] mm, o f f 1 = [−3, 9] mm, o f f 2 = [−3, 3] mm
and o f f 3 = [−3, 3] mm. The last three parameters define the offset of the
quarter-wavelength microstrip resonators with respect to the horizontal
dashed lines. In particular, o f f 1 is the offset of the outer two strips, o f f 2 of
the second and fourth strip and o f f 3 of the middle strip. In other words,
the offsets implicitly define the length of each microstrip. While S1 and S2
(spacings) denote the gap between the outer two strips and the inner two
strips, respectively. This results in a symmetric structure for the filter. In
total, this adds up to five geometric design variables that must be optimized.
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(a) CST model. (b) Top view. The five geometric design param-
eters define implicitly the length of the mi-
crostrips (o f f 1, o f f 2 and o f f 3) and the spac-
ings between the microstrips (S1 and S2).
Figure 3.2.: Microwave narrow-band filter.
The goal is to design a fifth-order (N = 5) narrow-band filter with a flat
passband response centered around 2.44 GHz and with a 10% bandwidth.
In case of a lossless structure, a specific relationship between the passband
ripple and return loss of the filter allows us to minimize the ripple in the
passband by minimizing the maximum of the S11-parameter curve, i.e., the
reflection coefficient, in the frequency range [2.32, 2.56] GHz. No specific
optimization goals were set for the insertion loss and the stopband. The
’fast S-parameter’ solver in CST MWS is used, and a frequency sweep takes
approximately 5 to 10 minutes on a standard laptop.
This optimization problem is used to benchmark several variants of Krig-
ing surrogate modeling strategies in conjunction with the EI approach. In
addition, this problem serves as an example that black-box SBO methods are
able to find optimal designs that compare favorably with designs obtained
using domain-specific knowledge [41].
3.1.3.2. Experimental setup
Version 6.1 of the SUMO toolbox is used to perform the optimization of the
narrow-band filter and is configured as follows. The initial set of data points
is generated by a maximin Latin Hypercube Design (LHD; implemented
as in [23]) of 19 points together with 32 corner points, adding up to a total
of 51 initial points. For this particular application the standard EI function
(as defined in Section 3.1.2) is used to select infill points. The EI function
is optimized using the DIviding RECTangles (DIRECT) algorithm of Jones
et al. [22] to determine the next data point to evaluate. A time budget











The aforementioned configuration is reproduced three times with differ-
ent variants of the Kriging surrogate model. The first two cases configure
Kriging as surrogate model of choice as implemented by the DACE tool-
box [32]. More precisely, in one run the DACE toolbox itself performs the
hyperparameter optimization, which comprises maximum likelihood esti-
mation (MLE) using a modified Hooke & Jeeves direct search method [19]
(pattern search). In another run, the hyperparameters of the Kriging model
are identified by Matlab’s Genetic Algorithm (GA) toolbox using 10-fold
cross validation to guide the search. In the last configuration, a custom
implementation of blind Kriging [24] is employed (MLE using the DIRECT
algorithm).
In addition, the cost function is also optimized using the Matlab pattern
search and simulated annealing routines using the default options and ini-
tial point x0 = (35, 44, 3, 0, 0). However, unlike the Kriging configurations,
a time budget of 24 hours is not applied, instead the optimization is halted
after exceeding the number of samples that the best Kriging configuration
reached.
3.1.3.3. Results
Figure 3.3 shows the progress of the optimization process, i.e., the minimum
cost function value versus the number of samples evaluated. The dotted
line is the blind Kriging configuration and performs worst in terms of the
final solution. Constructing a blind Kriging surrogate model is twice as
expensive as standard Kriging, hence, less time is available to evaluate the
expensive simulation code. On the other hand, Kriging (GA) is able to
produce better Kriging models due to a large model parameter search with
a genetic algorithm guided by cross validation, and, thus, that configuration
finds attracting basins more quickly. However, due to the cost of cross
validation and evolutionary-based strategies it is only able to evaluate
approximately 190 samples before the time budget is exceeded. Yet, at that
point it is the best performing method. The standard Kriging configuration
finds the best solution. As it is significantly faster than the other two
configurations, it is able to process more simulator runs, which proves to
be more important in this application than a really accurate approximation
model. After about 220 function evaluations it finds the best solution in
the 5D design space and still has time to select about 100 more samples to
look for an even better solution or to validate the current one. It should be
noted that the usefulness of more expensive surrogate modeling strategies
(such as blind Kriging) may improve when the time of a single simulation
run would increase to hours or even days. The final solutions found of each
technique are displayed in Table 3.1, together with the reference optimum,
as found by Swanson [41].
Surprisingly, the design found using the EI criterion and the Kriging
(MLE) surrogate models outperforms the reference design, i.e., with respect
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final cost function values
Figure 3.3.: Evolution of the minimum cost function value versus the num-
ber of samples evaluated in 24 hours. The standard Kriging
(MLE) surrogate model finds the lowest cost function value.
(inter-digital filter)
method |X| xmin fmin
blind Kriging (MLE) 193 (35.03, 41.37, 8.99,−1.14, 0.19) 0.17038
Kriging (GA) 145 (36.00, 43.10, 5.90,−3.00,−3.00) 0.13234
Kriging (MLE) 344 (36.68, 44.16, 6.16,−2.67,−2.47) 0.11936
pattern search 344 (36.00, 43.00, 7.56,−1.77,−1.44) 0.13426
simulated annealing 344 (37.12, 43.10, 8.39,−1.87, 0.42) 0.18074
reference [41] unknown (37.10, 44.46, 6.30,−2.60,−2.43) 0.12527
Table 3.1.: Final designs of the inter-digital filter. |X| is the number of sam-
ples evaluated (in 24 hours), xmin and fmin are the final solutions
and cost function values respectively (inter-digital filter).
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Figure 3.5.: 2D slice plot of the Kriging (MLE) surrogate model of the cost
function. The offset parameters are set to the values of the
final solution, i.e., o f f 1 = 6.16 mm, o f f 2 = −2.67 mm and
o f f 3 = −2.47 mm. (inter-digital filter)
to the same cost function. To compare the different designs in a fair way
the S11-parameter curves are drawn in Figure 3.4. The reference design is
constructed so that the ripples in the S11-parameter curve are of equal height
(exact equal ripple tuning). This might also be important as it guarantees
consistent performance over the whole frequency range of interest. Note
however that in this paper the cost function does not punish or favor equal
ripple tuning. Thus, the solution found in this paper is better on the cost
function but has not exact equal ripples (though very close to), while the
reference design is slightly more consistent over the frequency range with
regard to the ripples.
A huge advantage of SBO is the ability to easily explore the final (and
intermediate) approximation models. The practitioner is able to cheaply
analyze the robustness of the solution, locate other interesting regions (e.g.,
i
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local optima), etc. For illustration purposes the Kriging (MLE) surrogate
model of the cost function is shown in Figure 3.5. This plot is a 2D slice of
the 5D design space where the offset parameters are fixed, i.e., o f f 1 = 6.16
mm, o f f 2 = −2.67 mm and o f f 3 = −2.47 mm.
3.1.4. Example 2: Textile antenna
3.1.4.1. Application
Material property identification is a well-known inverse problem. In partic-
ular, we address the characterization of the electrical properties of textile
materials for the use in textile antennas. These antennas are constructed
out of a non conductive textile substrate, a conductive ground plane and
a conductive patch as shown in Figure 3.6. The textile substrate used here
has a vegetable cellulose based origin and has a thickness of 0.805 mm.
The textile substrate’s electrical properties of interest are the permittivity
er and loss tangent tan δ, and together with the patch geometry they deter-
mine the antenna performance indicators such as resonance frequency and
bandwidth. The goal is to accurately characterize these two material prop-
erties of the textile antenna substrate based on the measured performance
characteristics, provided by the reflection coefficient measurement of the
antenna. The exact knowledge of the textile substrate’s properties will then
be exploited in the computer-aided design of complex wearable antenna
topologies. Previously, manual fitting of the simulated and measured data
has been reported in [11] for extracting the permittivity and loss tangent of
the textile substrate. Based on a rough estimation (rule of thumb) of the tex-
tile substrates’ electrical properties a full-wave EM simulation is performed
to design a single-mode textile antenna with a sharp resonance. Therefore,
the length L of the patch antenna is chosen such that a resonance is obtained
in the vicinity of 2.4 GHz. Impedance matching is obtained by optimizing
the width W and the coaxial feed positions x f and y f . The resulting patch
dimensions L, W and feed positions x f and y f , based on the estimated
permittivity and loss tangent of the textile substrate are 45.5 mm, 33 mm,
11 mm and 16.5 mm respectively. The way the real resonance peak of the
textile antenna has shifted and changed in form allows determining the
actual permittivity and loss tangent of the substrate. Therefore, the textile
antenna’s reflection coefficient is measured and compared to simulations
for multiple substrate parameters using ADS Momentum in the [2, 3] GHz
frequency range.
As a full inverse surrogate model is infeasible, the inverse problem is
converted to a forward optimization problem. Specifically, the problem is
reduced to the minimization of an error function (= cost function) between
the simulation results y and the measured data y˜ (see Figure 3.7). The error
function is the popular Mean Squared Error (MSE) defined by,
i
i













Figure 3.6.: Photograph of the textile antenna.
Figure 3.7.: The inverse problem is solved by minimizing the error function







(yi − y˜i)2, (3.5)
with n = 401 the number of frequency points (samples). In the opti-
mization process er and tan δ are bounded by [1.1, 2.5] and [0.020, 0.090],
respectively. Hence, the correct material properties are identified by mini-
mizing the MSE between the magnitude (in dB) of the simulated S11 curve
and the measured S11 curve.
A difficult problem often encountered with inverse problems is the pres-
ence of noise in the cost function. Obviously, the reflection coefficient
measurements used in the error function contain noise. The error func-
tion (MSE) reduces the noise in the cost function. Any remaining noise is
handled by the Kriging surrogate model.
3.1.4.2. Experimental setup
Version 6.2 of the SUMO toolbox is utilized to solve the inverse problem
of the textile antenna. The configuration is quite similar to the previous
(forward) problem. An initial set of samples is generated by an optimal
maximin Latin Hypercube Design (LHD; [10]) of 10 points together with
four corner points, adding up to a total of 14 initial points. Subsequently,
infill points are selected using the EI as a figure of merit which is optimized








































final cost function value
Figure 3.8.: Evolution of the minimum cost function value versus the num-
ber of samples evaluated. The EI approach quickly locates the
region of the global optimum and, subsequently, explores this
region further, fine-tuning the final solution. (textile antenna)
The surrogate model of choice is a custom implementation of Kriging.
The hyperparameters are determined using Maximum Likelihood Esti-
mation (MLE). The actual optimization is accomplished by a Sequential
Quadratic Programming method (SQPLab4 [8]), taking into account deriva-
tive information. Finally, Kriging is modified to approximate the (noisy)
cost function, instead of using interpolation.
To provide a comparison against traditional black-box optimization tech-
niques the cost function is also optimized using the Matlab pattern search
and simulated annealing routines using initial point x0 = (1.80, 0.05) and
the same sample budget as the Kriging configuration. The remaining op-
tions are left to their default values.
3.1.4.3. Results
An evolution plot of the minimum cost function values versus the number of
samples is depicted in Figure 3.8. Starting from 14 samples the EI criterion
quickly locates the region of the global optimum. At 20 samples the EI
function starts exploring other parts of the design space (the flat parts),
occasionally fine-tuning the current solution At approximately 45 samples
the design space has been sufficiently explored and the final solution has
been found. Still, the sampling continues until the sample budget is met,
though no improvement is made.
The final optimal parameter combinations of each technique are presented
in Table 3.2 along with the solution obtained through manual fitting and
experimentation. The S11 curves of the optimal simulation run and the
measurements are plotted in Figure 3.9. The solution found in this paper











method |X| er tan δ MSE
Kriging (MLE) 71 1.691 0.054 0.5185
pattern search 71 1.675 0.056 0.8963
simulated annealing 71 1.705 0.065 1.1513
reference unknown 1.694 0.060 0.6974
Table 3.2.: Final material parameters. |X| is the number of samples, er
and tan δ are the material parameters with the associated cost
function value (MSE) (textile antenna).
is significantly better than the reference optimum with respect to the cost
function.
Finally, the final Kriging surrogate model of the cost function is displayed
in Figure 3.9. As can be seen in the contour plot, the EI function explored the
edges of the design space quite thoroughly, increasing the accuracy of the
Kriging model. Afterwards, more attention is paid to the valley, sampling
densely near the region of the global optimum (the cluster of points).
3.1.5. Conclusion and future work
This work provides an overview of several Surrogate-Based Optimization
(SBO) methods. A SBO approach based on the Expected Improvement
(EI) criterion is implemented in a freely available toolbox, namely, the
SUMO toolbox. The SUMO toolbox is used to benchmark different variants
of the Kriging surrogate model on a forward EM optimization problem.
Subsequently, a novel inverse EM problem is solved by minimizing the
error between simulated data and measured data.
The optimization results of the first application show standard Kriging
(MLE) to outperform other variants of Kriging. In fact, it is demonstrated
that the obtained design compares well against a reference design obtained
by a domain expert.
The material property identification (inverse) problem is solved by op-
timizing an error function. The Kriging surrogate model, adapted for
regression, is able to approximate the noisy cost function very accurately,
resulting in the identification of the material parameters with a minimal
number of expensive function evaluations. The final material parameter
combination largely agrees with the measured data. In particular, the iden-
tification of the resonance peak of the S11 curve is highly accurate. Any
remaining difference between the measured data and the best solution is
due to missing parameters in the simulation, e.g., the finite conductivity of
the conductive parts is not taken into account.
Future work includes full inverse electrical characterization of textile ma-
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Figure 3.9.: (a) S11-parameter magnitude plots of the identified material
parameter combinations. The design found by Kriging (MLE) is
significantly more accurate than the reference optimum, being
able capture the measured resonance peak nicely. (b) Contour
plot of the final Kriging (MLE) surrogate model of the cost
function based on 71 data points. (textile antenna)
terials by including the finite conductivity and extensions to MultiObjective
Surrogate-Based Optimization (MOSBO) [27] methods.
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Abstract
The use of Surrogate-Based Optimization (SBO) has become commonplace
for optimizing expensive black-box simulation codes. A popular SBO
method is the Efficient Global Optimization (EGO) approach. However,
the performance of SBO methods critically depends on the quality of the
guiding surrogate. In EGO the surrogate type is usually fixed to Kriging
eventhough this may not be optimal for all problems. In this paper the
authors propose to extend the well-known EGO method with an automatic
surrogate model type selection framework that is able to dynamically select
the best model type (including hybrid ensembles) depending on the data
available so far. Hence, the expected improvement criterion will always be
based on the best approximation available at each step of the optimization
process. The approach is demonstrated on a structural optimization prob-
lem, i.e., reducing the stress on a truss-like structure. Results show that the
proposed algorithm consequently finds better optimums than traditional
Kriging-based infill optimization.
3.2.1. Introduction
Surrogate-Based Optimization (SBO) is an important research domain con-
cerned with accelerating the optimization of expensive simulation problems
[4, 15]. In SBO intermediate surrogate models, also known as metamodels,
are built to estimate the objective function in consecutive iterations.
A popular SBO approach is to use global surrogate models and emphasize
on adaptive sampling, or infill criteria [10]. Starting from an initial low-
fidelity surrogate model based on a limited set of samples spread over
the complete design space, the infill criterion identifies new samples of
interest (infill or update points) to update the surrogate model. It is crucial
in global SBO to strike a correct balance between exploration - enhancing
the general accuracy of the surrogate model - and exploitation - enhancing
the accuracy of the surrogate model solely in the region of the (current)
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optimum. A well-known infill criterion that is able to effectively solve this
trade-off is Expected Improvement (EI). The EI criterion has been suggested
in literature as early as 1978 [19], and has been popularized by Jones et al.
[11] in the Efficient Global Optimization (EGO) algorithm. An interesting
discussion of the infill criteria approach is given by Jones [10].
While the EI approach is proven to be an efficient figure of merit, the
quality of the surrogate model is still arguably the most important factor
in the optimization process. In the EGO algorithm the surrogate model
type of choice is the Kriging model as it provides the prediction variance
required by EI. However other surrogate model types such as Support Vec-
tor Machines (SVM), pure Gaussian Processes (GP), Radial Basis Functions
(RBF), etc. are also possible and may have superior accuracy for some prob-
lems. Unfortunately it is rarely possible to choose the optimal surrogate
model type upfront as the behavior of the objective function is often poorly
understood or even unknown.
In this paper the authors propose to combine an Evolutionary Model Se-
lection (EMS) algorithm with the well-known EI criterion, see Section 3.1.2.2
on page 3-5. The EMS algorithm dynamically selects the best performing
surrogate model type at each iteration of the EI algorithm. Thus, each it-
eration a new expensive sample point is chosen based on the EI criterion,
which in its turn is based on the best surrogate model found by the EMS
algorithm. This methodology is compared against traditional Kriging-based
infill optimization on a structural dynamics problem, namely, the optimiza-
tion of a truss structure. Note that the simulation code of the truss structure
is deterministic, in contrast to stochastic simulation.
Section 3.2.2 summarizes related work on automatic model selection and
SBO. Subsequently, in Section 3.2.3, the EMS methodology is described.
Details of the application are found in Section 3.2.4, while the experimental
setup is described in Section 3.2.5. Results and conclusion form the last two
sections of this paper, i.e., 3.2.6 and 3.2.7.
3.2.2. Related work
Automatic model selection approaches for a single model type are quite
common: [31, 3, 5, 16, 30, 27]. Integration with adaptive sampling has also
been discussed [2]. However, these efforts do not tackle the surrogate model
type selection problem, as they restrict themselves to a particular model
type (e.g., SVMs or neural networks). As [15] states, “Little is known about
which types of model accord best with particular features of a landscape and, in any
case, very little may be known to guide this choice.”. Likewise, [25] notes: “...it is
important to stress that there are always situations when one model type cannot be
applied or suffers from inadequacies and can be well complemented or replaced by
another one”. Thus an algorithm to solve this problem in a dynamic, fully
automated way is very useful [14].
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Voutchkov et al. [29] compare different surrogate model types for ap-
proximating multiple objectives during optimization. Similar work has
been done by [21]. A lot of work concerning the simultaneous use of mul-
tiple surrogate model types has been done in the context of evolutionary
optimization [20, 32]. Lim et al. [18] benchmark different local surrogate
modeling types (quadratic polynomials, GP, RBF and extreme learning
machines neural networks) including the use of (fixed) ensembles, for opti-
mization of computationally expensive simulation codes. However, these
approaches still require an a priori choice of model type and does not allow
any dynamic switching between the model types. Other work consists of
constructing a separate surrogate model for the global search and the local
search. For instance, Zhou et al. [33] apply a Data Parallel Gaussian process
for the global approximation and a simple RBF model for the local search.
A different approach is taken by Lim et al. [17] who approximate the
objective function by a weighted ensemble where the weights are dynam-
ically chosen according to the accuracy of each surrogate model, in effect
adapting the surrogate model type for the problem at hand. In parallel, an
independent search is applied using a simple polynomial model to account
for smoothing. The work by Sanchez et al. [22] and Goel et al. [6] is similar.
Both provide new algorithms for generating an optimal set of ensemble
members for a fixed set of data points (no sampling).
The EI approach has primarily been applied separately in conjunction
with Kriging models [11] and RBF models [23, 24]. Recently Viana et al.
included other type of surrogate models [28]. In this paper we demonstrate
how the EMS algorithm described in [8] can be seamlessly integrated into
the EI approach to allow dynamic switching of the surrogate model type
and to allow the use of ensembles, see Figure 3.10a.
3.2.3. Evolutionary model selection
The Evolutionary Model Selection (EMS) algorithm is based on a Genetic
Algorithm (GA) with speciation (using the island model). We restrict our-
selves to a brief overview of the EMS algorithm, a detailed treatment can be
found in [8].
An initial sub-population (deme) is created for each surrogate model
type and each deme is allowed to evolve according to an elitist GA. The
different surrogate model types are implemented as Matlab objects (with
full polymorphism) and each surrogate model type can choose its own rep-
resentation and genetic operator implementations. This is important since
it allows the genetic operators to be fully customized for each surrogate
model type, allowing domain knowledge to be exploited, and improving
the search efficiency. The GA is driven by a fitness function that calculates
the quality of the surrogate model fit on the data. Parents are selected
according to a selection algorithm (e.g., tournament selection) and offspring
are generated through mutation and recombination genetic operators. The
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current deme population is then replaced with its offspring together with k
elite individuals. Once every deme has gone through a generation, migra-
tion between individuals is allowed to occur at migration interval mi, with
migration fraction m f and migration direction md (a ring topology is used).
The migration strategy is as follows: if p is the population size of each deme,
then the l = (p ∗m f ) fittest individuals of the i-th deme replace the l worst
individuals in the next deme (defined by md). Migrants are duplicated, not
removed from the source population. Thus migration ensures competition
between model types since it causes model types to mix. Models which a
higher fitness (e.g., better accuracy) will tend to have a higher chance of
propagating to the next generation. See Figure 3.10b for a general overview
of the EMS algorithm.
An important consequence of migration is that the recombination op-
erator (crossover) may occur on two surrogate models of different type
(e.g., a rational function and a Support Vector Machine). Since a meaningful
crossover between two different model types is not possible on the genotype
level, the EMS implementation uses a behavioral crossover operator. The
two different model types are merged together into an ensemble. Ensemble
models that arise in the population through such heterogeneous crossovers,
are simply treated as an additional model type (with its own operators
and representation) and propagate through the population just as the other
model types.
The EMS algorithm will iterate until some stopping criteria has been
reached (e.g., model accuracy below 1%, or maximum number of genera-
tions exceeded). In addition an extinction prevention algorithm is used to
ensure no surrogate model type is driven completely extinct.
3.2.4. Problem Application
The proposed method is applied to a structural dynamics problem. The
problem is the optimal design of a two-dimensional truss, constructed by
42 Euler-Bernoulli beams. The goal is to identify a design that is optimal (or
close to) with respect to passive vibration isolation. The truss structure is
shown in figure 3.11 and is a simplification of a truss type typically used
in satellites. Furthermore, the truss simulation code is deterministic, i.e.,
repeated simulations return exactly the same performance (in contrast to
stochastic simulation).
The beams consist each of two finite elements and are subject to a unit
force excitation at node one across a 100− 200Hz frequency range. The two
leftmost nodes are fixed (cantilevered nodes) and all the other nodes are
free to move around. There are four input parameters defining the position
of nodes nine and ten in the structure and one output parameter, namely,
the stress that the outermost node (the tip) receives. Thus, the geometry
of the structure is varied by allowing nodes nine and ten to move inside
0.9× 0.9 squares while the remaining nodes are set fixed (see Figure 3.11).
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Figure 3.11.: Truss structure consisting of 42 beams. The stress is measured
at the outermost (right) node, while the two left-most nodes
are fixed.
The objective is to maximize the band-averaged vibration attenuation at
the tip compared to the baseline structure (= objective function). To give an
idea of the complexity of the optimization problem, a 2D slice plot of the
objective function is seen in Figure 3.13a. For an in-depth discussion of the
problem the reader is referred to Keane et al. [13].
3.2.5. Experimental setup
Version 6.2.1 of the SUMO Toolbox [7] is used to optimize the truss structure
and is configured as follows. The initial set of samples in the 4D design
space is generated by an optimal maximin Latin Hypercube Design (LHD;
[9]) of 20 points augmented with 16 corner points, adding up to a total of 36
initial points. Several variants of the EI criteria are available in the toolbox,
but for this particular application the original EI function is used to select
infill points. The EI function is optimized using the DIviding RECTangles
(DIRECT) algorithm of Jones et al. [12] to determine the next sample point
to evaluate. Whenever the DIRECT algorithm is unable to obtain an unique
sample a fallback criterion is optimized. This fallback criterion represents
the Mean Squared Error (MSE) between the current best surrogate model
and all the previous surrogate models that have been stored in the history.
In effect, this identifies the locations in the domain where the prediction of
surrogate models disagree the most.
The aforementioned configuration is repeated three times with differ-
ent surrogate modeling strategies. The first two cases use Kriging as the
surrogate model type of choice. More precisely, in the first run the hyperpa-
rameters are obtained through maximum likelihood estimation (MLE) using
SQPLab [1] (utilizing likelihood derivative information). In the second run,
the hyperparameters of the Kriging model are identified by Matlab’s GA
toolbox guided by 5-fold cross validation. In the third run the surrogate
model is produced by the EMS algorithm as described in Section 3.2.3. Re-
mark that since the EI approach is used for optimization, only model types
that support a point-wise error estimation (= prediction variance) can be
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included in the EMS method. Thus, the surrogate model types that com-
pete in the evolution are Kriging models, RBF and Least Squares-Support
Vector Machines (LS-SVMs; using [26]). This means that, in addition to the
ensemble models (that arise as a result of a crossover between two different
model types), four model types will compete to fit the objective function.
For this paper a straightforward weighted ensemble model is used where
all weights are set equal. This was chosen since it is simple to implement
and understand, and introduces no additional parameters. More complex
ensemble methods such as bagging or the method used by Goel et al. [6],
can easily be incorporated. The population size for each model type is 10
and the maximum number of generations between each sampling iteration
is 15. The maximum ensemble size is set to four. The final population
of the previous model type selection run is used as the initial population
for the next iteration. The optimization of the EI is applied on the best
performing surrogate model type as determined by the EMS algorithm and
5-fold cross validation. The error function that is minimized is the Root








Each of the three different cases is allowed to run for 350 samples, in
other words, the optimization process halts after 350 calls to the simulator.
Finally, the tests are repeated 20 times to smooth out random effects.
3.2.6. Results
The average minimum objective function value at each iteration of the EI
approach is shown in Figure 3.12. It can be seen that the EMS algorithm is
consistently better than the other two surrogate modeling strategies, though
the difference is quite small. Worth mentioning is that the evolution of
the minimum function value of the EMS algorithm is smoother than, for
instance, Kriging (MLE). For the latter, the function value clearly decreases
in a stepwise fashion, while for the EMS algorithm other surrogate model
types than Kriging step in whenever they are better in approximating the
intermediate set of samples, thus, a better function value is found more
often.
A Box-and-whiskers plot of the final function value for the three surrogate
modeling strategies is shown in Figure 3.13b. Kriging (GA) and the EMS
algorithm are substantially more stable than using Kriging (MLE), where
the θ parameters are optimized using the likelihood. The EMS algorithm
is also an improvement over Kriging (GA) as the quantiles lie closer to the
smallest function value found.
Further analysis of the EMS algorithm is rather interesting. The final best
surrogate model is almost always an ensemble model, with only one case
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Figure 3.13.: a) 2D slice plot of the objective function. The y position of
nodes 9 and 10 are set fixed to y9 = 0.6324 and y10 = 0.0975,
respectively. b) Box-and-whiskers plot of the final optimum.
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out of 20 where a sole RBF model gives the best accuracy. Furthermore, the
final ensemble models consist mostly of RBF models. The share of SVM
models and Kriging models in those ensembles is identical.
3.2.7. Conclusion
This paper explored the use of evolutionary model selection (EMS) for
surrogate-based optimization (SBO). The SBO framework of EGO is coupled
with the EMS framework of Gorissen et al. [8] to solve an optimization
problem from structural dynamics.
It is found that for a structural dynamics problem the EMS-based method
outperforms traditional EGO using just Kriging models. Repeating the
optimization process 20 times also shows using EMS results in less variance
in the final optimum value than the other methods. Thus, these prelimi-
nary results are promising. Of course, using the EMS method comes at a
higher computational cost as more surrogate model types are trained. The
population of surrogate models of the EMS method is three times larger
than Kriging (GA), as three different surrogate model types compete in the
population.
Further testing on a wide range of benchmark problems is currently
underway to see how the performance varies on other problems. The
authors are also working on expanding the range of model types that can be
included in the EMS algorithm. For example by using prediction variance
estimation techniques for model types that do not support the prediction
variance directly.
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The saddest aspect of life right now is that science gathers knowledge
faster than society gathers wisdom.
— Isaac Asimov
4.1. Fast calculation of Multiobjective
Probability of Improvement and Expected
Improvement criteria for Pareto
Optimization
I. Couckuyt, D. Deschrijver, T. Dhaene
Submitted to the Journal of Global Optimization.
Abstract
The use of Surrogate-Based Optimization (SBO) is widely spread in engi-
neering design to reduce the number of computational expensive simula-
tions. However, “real-world” problems often consist of multiple, conflicting
objectives leading to a set of competitive solutions (the Pareto front). The
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objectives are often aggregated into a single cost function to reduce the
computational cost, though a better approach is to use multiobjective op-
timization methods to directly identify a set of Pareto-optimal solutions,
which can be used by the designer to make more efficient design deci-
sions (instead of weighting and aggregating the costs upfront). Most of
the work in multiobjective optimization is focused on MultiObjective Evo-
lutionary Algorithms (MOEAs). While MOEAs are well-suited to handle
large, intractable design spaces, they typically require thousands of expen-
sive simulations, which is prohibitively expensive for the problems under
study. Therefore, the use of surrogate models in multiobjective optimiza-
tion, denoted as MultiObjective Surrogate-Based Optimization (MOSBO),
may prove to be even more worthwhile than SBO methods to expedite
the optimization of computational expensive systems. In this paper, the
authors propose the Efficient Multiobjective Optimization (EMO) algorithm
which uses Kriging models and multiobjective versions of the Probability
of Improvement (PoI) and Expected Improvement (EI) criteria to identify
the Pareto front with a minimal number of expensive simulations. The
EMO algorithm is applied on multiple standard benchmark problems and
compared against the well-known NSGA-II, SPEA2 and SMS-EMOA multi-
objective optimization methods.
4.1.1. Introduction
Surrogate modeling techniques, also known as metamodeling, are becom-
ing rapidly popular in the engineering community to speed up complex,
computational expensive design problems [33, 20]. Surrogate models, or
metamodels, are mathematical approximation models that mimic the be-
havior of computational expensive simulation codes such as mechanical or
electrical finite element simulations, or computational fluid dynamic simu-
lations. This paper deals with the use of surrogate models for expediting
the optimization of time-consuming (black-box) problems of a deterministic
nature, in contrast to stochastic simulation.
While several types of surrogate modeling uses can be distinguished, this
work is concerned with the integration of surrogate models into the opti-
mization process, often denoted by Surrogate-Based Optimization (SBO) or
Metamodel-Assisted Optimization (MAO). SBO methods typically generate
surrogate models on the fly that are only accurate in certain regions of
the input space, e.g., around potentially optimal regions. The generated
surrogate models can then be used to intelligently guide the optimization
process to the global optimum.
The focus of this work is the global SBO method based on the Proba-
bility of Improvement (PoI) and Expected Improvement (EI), popularized
by Jones et al. [23]. These “statistical criteria” guide the selection of new
data points in such a way that the objective function is optimized, while
minimizing the number of expensive simulations. The advantage of EI and
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PoI is that, besides the prediction (mean), the uncertainty (variance) of the
surrogate model is taken into account as well, providing a balance between
exploration1 and exploitation2. Most often EI or PoI is used in conjunction
with the Kriging surrogate model (Gaussian processes) [25] which provides
by construction a prediction of the mean as well as the variance, but other
surrogate models are also possible, such as Radial Basis Functions (RBF),
Support Vector Regression (SVR) [13], etc.
The single-objective SBO problem is well described in literature, however,
most (if not all) “real-world” problems actually consists of multiple, conflict-
ing objectives leading to a set of Pareto-optimal solutions. Often the objec-
tives are aggregated into a single cost function, e.g., using a weighted sum,
that can be optimized by standard optimization techniques. Subsequently,
by repeating this process many times using varying starting conditions, e.g.,
different set of weights, several solutions on the Pareto front can be found.
On the other hand, a multiobjective optimization method can optimize the
different objective functions simultaneously, and try to find the Pareto front
in just a single run. Examples of such methods are primarily the MultiObjec-
tive Evolutionary Algorithms (MOEAs), e.g., the “Non-dominated Sorting
Genetic Algorithm II” (NSGA-II; [14]), the “Strength Pareto Evolutionary
Algorithm 2” (SPEA2; [39]) and the “S-Metric Selection Evolutionary Multi-
Objective Algorithm” (SMS-EMOA; [5]).
Unfortunately, MOEAs typically require a massive amount of function
evaluations, which is infeasible for computational expensive simulators.
Hence, it is vital to economize on the number of function evaluations, e.g.,
by using surrogate models. MultiObjective Surrogate-based Optimization
(MOSBO) methods only appeared quite recently in literature. Most work
is focused on integrating surrogate models in MOEAs [36]. Gaspar et al.
[19] use neural networks to either approximate the fitness function or as a
local approximation technique to generate search points more efficiently.
Voutchkov et al. [31] apply the NSGA-II algorithm to Kriging models
instead of the expensive simulator. For an overview of available techniques
and approaches the reader is referred to [28, 37].
While the PoI and EI approach is well-developed and used for single-
objective SBO, its use in MOSBO is not well spread. Single-objective versions
of EI and PoI are utilized by Knowles et al. [26, 27] to solve MOSBO prob-
lems. This approach, known as ParEGO, uses Kriging and EI to optimize
a weighted sum of objective functions. By randomizing the weights every
iteration several solutions along the Pareto front can be identified. More
recently, Keane [24] proposed multiobjective versions of PoI and Euclidean
distance-based EI. At the same time Emmerich et al. [17] proposed the
hypervolume-based EI criterion. Similarly to a weighted sum, the multi-
objective versions of EI and PoI aggregate information from the surrogate
1Improving the overall accuracy of the surrogate model (space-filling).
2Enhancing the accuracy of the surrogate model solely in the region of the (current) optimum.
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models into a single cost function, balancing between exploration1 and
exploitation3. Unfortunately, only formulae for two objective functions are
given by Keane as the statistical criteria become rather cumbersome and
complex for a higher number of objective functions. Similarly, while Em-
merich et al. [16] describe formulae for an arbitrary number of dimensions
for the hypervolume-based EI, the computation cost increases at least expo-
nentially with the number of objectives and, hence, has only been applied
to two objectives.
The key contribution of this paper is the Efficient Multiobjective Optimiza-
tion (EMO) algorithm which is a much more efficient method of evaluating
multiobjective versions of the PoI and EI criteria for multiobjective opti-
mization problems. In fact, the problem at hand is similar to calculating
the hypervolume (a Pareto set quality estimator) [40] as will be shown
below and, hence, hypervolume algorithms can be adapted to aid in the
evaluation of the statistical criteria. Moreover, a new statistical criterion
is proposed, based on the hypervolume-based EI, which is significantly
cheaper to compute while still delivering promising results.
For an overview of Kriging please recall Section 2.2.2.1 on page 2-39.
In Section 4.1.2, an overview of the EMO algorithm is given, including
general expressions for the PoI and several variants of EI. Subsequently,
a fundamental part needed for the calculation of the statistical criteria is
discussed in Section 4.1.2.4. Afterwards, in Section 4.1.3 the EMO algorithm
is tested on several functions from the DTLZ benchmark suite [15]. Lastly,
in Section 4.1.4 conclusions and future work are discussed.
4.1.2. Efficient Multiobjective Optimization (EMO)
4.1.2.1. Overview
A flow chart of the EMO algorithm is shown in Figure 4.1. First an initial set
of points X is generated and evaluated on the expensive objective functions
f j(x), for j = 1 . . . m. Each objective function f j(x) is then approximated
by a Kriging model. Based on the Kriging models useful criteria can be
constructed that help in identifying Pareto-optimal solutions. After selecting
a new point it is evaluated on the expensive objective functions f j(x), the
Kriging models are updated with this new information and this process is
repeated in an iterative fashion until some stopping criterion is met.
Of particular interest are the Probability of Improvement (PoI) and Ex-
pected Improvement (EI) statistical criteria which are widely used for single-
objective optimization [22, 10]. Hence, it may be useful to extend the concept
of the PoI and EI directly to multiobjective optimization. Multiobjective
versions of the PoI and EI are defined for an arbitrary number of objective
functions in Sections 4.1.2.2 and 4.1.2.3.
3Improving or augmenting the Pareto front.
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Figure 4.1.: Flow chart of the Efficient Multiobjective Optimization (EMO)
algorithm.
For ease of notation in the forthcoming sections, the output of all the Krig-
ing models can be considered as mutually independent Gaussian random
variables Yj(x),
Yj(x) ∼ N (µj(x), s2j (x)) f or j = 1 . . . m. (4.1)
The associated probability density function φj and cumulative distribu-
tion function Φj of Yj(x) are compactly denoted as,
φj[yj] , φj[yj; µj(x), s2j (x)], (4.2)
Φj[yj] , Φj[yj; µj(x), s2j (x)]. (4.3)
Consider a set of n samples, (x1, . . . , xn)> in d dimensions (see Equation
4.4) and associated function values, y = (y1, . . . , yn)>, where (·)> is the
transpose of a vector or matrix.
X =
(








xn,1 . . . xn,d
 (4.4)
Based on this set of points X, a Pareto set P can be constructed that
comprises v ≤ n Pareto-optimal (non-dominated) solutions,
P = {f(x∗1), . . . , f(x∗v)} . (4.5)
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Each solution f(x∗i ) is a vector that contains the objective function values
for an associated input point x∗i ∈ X, for i = 1 . . . v,
f(x∗i ) = ( f1(x
∗
i ), . . . , fm(x
∗
i )) . (4.6)
4.1.2.2. Probability of Improvement (PoI)
Evaluating the probability that the objective function values of a new input
point x are located inside a well-defined region A in the objective space
requires a multidimensional integration over that region. Naturally, sev-
eral variants of the multiobjective PoI can be constructed as the concept
of improvement is ambiguously defined in the context of multiobjective
optimization. This is reflected in the selection of the integration region A,
e.g., A can be the non-dominated part of the objective space or A can be
the region in the objective space that solely extends the Pareto set, etc. In
general, the probability that a new input point x yields improvement over








To evaluate Equation (4.7), the integration area A can be decomposed into
q (hyper-)rectangular cells, which yields a finite summation of contributing
terms, see Figure 4.2a. The lower and upper bound [lk,uk] of each cell, for









(Φj[ukj ]−Φj[lkj ]). (4.8)
While the cells can be chosen to disjointedly cover the integration area
A, the algorithm described in Section 4.1.2.4 decomposes the region A in
overlapping cells. In this case, cells may negate the overlapping contribution
of other cells by subtraction, denoted by the ± symbol in Equation (4.8).
4.1.2.3. Expected Improvement (EI)
While the PoI criterion is already quite useful and insensitive to the scaling
of the objective functions, it does not, necessarily, encourage the generation
of a uniform Pareto set. The EI quantifies the amount of improvement using
an improvement function I(y,P) and, thus, prefers solutions that are lying




















































Figure 4.2.: Illustration of a Pareto set of two objective functions. The dots
represent the Pareto points fi, for i = 1 . . . v, while fmin and
fmax denote the ideal and anti-ideal point, respectively. a) The
dark and light shaded regions denote the non-dominated and
dominated region, respectively. The volume of the latter region
is the hypervolume indicator, bounded by a reference point r =
fmax + e. b) The integration area A of the hypervolume-based
PoI corresponds to the (light and dark) shaded region which is
decomposed into cells by a binary partitioning procedure. The
exclusive hypervolume of a point y relative to the Pareto set can
be computed from existing cells and corresponds to the dark
shaded region.
In contrast to the PoI, it arguably makes more sense to only integrate the
EI criteria over the region A corresponding to the non-dominated part of
the objective space. The improvement function will automatically prefer
new points that dominate the most points within the Pareto set P (the
largest improvement). When no such points are found, the improvement
function encourages the selection of points that extend the Pareto set P in
an uniform way. Consequently, the design of the improvement function for
the EI is crucial in identifying an optimal and uniform Pareto set. A good
theoretical overview of different types of EI is given by [32], including work
on scalar improvement functions [24, 16] as well as using the single-objective
EI in a multiobjective setting [26, 21]. Below we focus on evaluating the
Euclidean distance-based EI [24] as well as the hypervolume-based EI [17,
16] efficiently for many objectives. In addition, a simplified version of the
hypervolume-based EI is proposed that is significantly cheaper to compute.
Hypervolume-based improvement function The hypervolume metric (or
S-metric) [40] is widely used in multiobjective optimization to assess the
i
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quality of a Pareto set or to drive multiobjective optimization algorithms
[5]. The hypervolume indicator H(P) denotes the volume of the region
dominated by the Pareto set P , bounded by a reference point r which needs
to be dominated by all points of the Pareto set, see Figure 4.2a. Larger values
of the hypervolume indicates better Pareto sets. Moreover, the exclusive
hypervolume (or hypervolume contribution, see Figure 4.2b) of a Pareto set
P relative to a point p is defined as,
Hexc(p,P) = H(P ∪ {p})−H(P). (4.10)
Hexc measures the contribution (or improvement) of the point p to the




Hexc(p,P) i f p is not dominated byP
0 otherwise
. (4.11)









where A is the non-dominated region (bounded by the reference point r).
Initially it was suggested to approximate the hypervolume-based EI us-
ing Monte Carlo techniques [17]. Recently, Emmerich et al. [16] proposed
a method to calculate it exact for an arbitrary number of dimensions by
decomposing the non-dominated region into a set of cells as is also done in
this work. Unfortunately, in [16] the proposed mathematical expressions
assume that the non-dominated region is decomposed into an uniform
grid of cells based on the Pareto set, see the cells bounded by the dashed
lines in Figure 4.2a. Hence, the number of cells required to evaluate the
criterion scales at least exponentially with the number of Pareto points
and objectives. Moreover, for each cell a separate hypervolume calculation
needs to be done and, hence, it is infeasible to apply the method for three
objectives or higher. This work develops a new mathematical expression for
the hypervolume-based EI that alleviates some of its computational com-
plexities by decomposing the non-dominated region into a much smaller
set of cells as well as removing the separate hypervolume calculations.
In contrast to other statistical criteria, the proposed expressions for the
hypervolume-based EI requires the non-dominated region to be covered
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For each cell k′ = 1 . . . q contributions are calculated per dimension as
follows,
Type G(lj, uj, aj, bj) = Condition
A (bj − aj)(Φj[max(aj, lj)]−Φj[lj])+ bj > lj ∧ aj < uj
(bj − yj)(Φj[min(bj, uj)]−Φj[max(aj, lj)])+
s2j (x)(φj[min(bj, uj)]− φj[max(aj, lj)])
B (bj − aj)(Φj[uj]−Φj[lj]) aj ≥ uj
C 0 otherwise
.
There are several ways a cell k′ can contribute to the ICk depending on
its position relative to cell k, see Figure 4.3. Cell k is represented by the dark
shaded cell. The pairs (·, ·) inside each cell k′ = 1 . . . q denote the type of
contribution (A, B or C) per dimension. A, B and C refer to the Equations
of the piecewise function G, see the previous Table. If a cell is completely
covered by cell k in any one dimension, its length in that dimension is
always included (type B). If a cell is only partially covered by the cell k,
the contribution is divided into two parts: the integration when the cell is
possibly fully covered (first line of A; zero if aj ≤ lj) and when the cell is
partially covered (second and third line of A). If a cell is not covered in any
dimension, it also does not contribute to the ICk (type C). This latter case, is
not shown in Figure 4.3 but satisfies all cells that are to the left (C, ·), bottom
(·, C) or to the left and bottom (C, C) of cell k. The intermediary contribution
ICk is then obtained by multiplying the different kinds of contributions for
each dimension and summing it over all cells k′ = 1 . . . q.
The correctness of this algorithm has been verified by an extensive nu-
merical comparison against the publicly available code of Emmerich et al.
i
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Figure 4.3.: The Improvement Contribution (IC) of the dark shaded cell k is
calculated by multiplying different types of improvement (A, B
or C) per dimension for all cells. The final IC is then obtained
by summation over all cells.
for the two objective case. In addition, the two and three objective cases
have been verified using Monte Carlo methods.
Regardless of the fact that the new procedure is already significantly
cheaper than the method proposed by Emmerich et al., this hypervolume-
based EI is still more expensive to evaluate than other statistical criteria.
This is due to the computation time being more sensitive to the number of
cells as well as the reliance on a binary partitioning of the non-dominated
region into disjoint cells, which requires more cells to cover the integration
area than the Walking Fish Group (WFG) algorithm explained in Section
4.1.2.4. Hence, a simplification of the hypervolume-based EI is proposed in
the next section which can be evaluated using the WFG algorithm.
Hypervolume-based PoI Inspired by the definition of the hypervolume-
based EI [16], the hypervolume-based PoI can be written as the product of
the improvement function I(µ,P) and the PoI P[I], and so the advantages
of using the hypervolume contribution can be preserved while significantly
reducing the overall computational complexity,
Phv[I] = I(µ,P) · P[I], (4.14)
where I(µ,P) is defined as in (4.11) and µ = (µ1(x), . . . , µm(x)) is a vector
that contains the prediction of the Kriging models of each objective function
for a point x. In effect, the prediction variance is not taken into account
anymore for the improvement function, in contrast to EIhv, as it is moved
outside of the integral.
The integration area A of P[I] corresponds to the non-dominated region
and, hence, a closed-form expression of the hypervolume-based PoI can



















∏mi=1(ui −max(li, µi)) i f ui > µi f or i = 1 . . . m
0 otherwise
.
Euclidean distance-based improvement function Similarly to the hypervolume-
based PoI, Keane et al. [24] defines the EI as the product of the PoI P[I] and
an Euclidean distance-based improvement function. Eeuclid[I] for an input






wi(yˆi(x)− fci ) · P[I], (4.16)






















×(µi(x)Φi [ui ]−s2i (x)φi [ui ]−µi(x)Φi [li ]+s2i (x)φi [li ])/P[I] (4.18)
Like all other EI criteria the integration area A of P[I] and yˆ(x) is the non-
dominated region. The weighted norm in (4.16) represents the Euclidean
distance between the centroid yˆ(x) and the solution in P that is located





wj(yˆj(x)− fcj ). (4.19)
4.1.2.4. Decomposing the objective space into cells
In order to evaluate these statistical criteria efficiently, one or more integrals
need to be evaluated over an integration area A. As A is non-rectangular
and often irregularly shaped, especially for a higher number of objective
i
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functions, the integral must first be decomposed into a sum of k integrals
over rectangular cells. While these cells can be identified analytically up-
front for two objectives [24] or one can use the most fine-grained cells possi-
ble (for a total of q ≈ (v + 1)m cells; [16]), this becomes rather prohibitively
complex and cumbersome for a higher number of objective functions (> 2).
Instead, the authors propose to decompose the integration area in as few
cells as possible using an efficient computer algorithm, i.e., each cell encom-
passes a large part of the integration area. A straightforward approach to
determine the required bounds of the cells for the evaluation of the criteria
is to use binary partitioning [11], see Figure 4.2a. While this approach is
quite flexible as it allows to identify different kind of integration areas (e.g.,
leading to several variants of statistical criteria), it becomes prohibitively
expensive as the number of objectives exceeds four. Nonetheless, by ter-
minating the binary partitioning early the statistical criteria can still be
approximated fairly well for a higher number of objectives.
However, the focus of this work is to improve the performance of the
exact evaluation of the criteria. To that end, it makes sense to take advantage
of the numerous algorithms for calculating the hypervolume. Formally, the




1dy1 . . . dym, . (4.20)
where A is the region dominated by the Pareto set P and bounded by
some reference point r. As the statistical criteria are integrals evaluated
over a similar area, but using a different integrand, the idea is to adapt a
hypervolume routine and retrieve the integration area A as a set of cells
instead of immediately calculating its (hyper)volume.
Exact algorithms [29, 38, 4, 3] for calculating the hypervolume as well as
approximations [26, 7, 8, 18, 1, 2] and alternative versions of the hypervol-
ume problem, e.g., finding the Pareto point(s) that contributes least to the
hypervolume [9], have been suggested in literature. While the algorithm
proposed by Beume et al. [3] has the best worst case complexity, the Walk-
ing Fish Group (WFG) algorithm [34] is actually faster on most practical
optimization problems and, hence, is adapted in this work to evaluate the
statistical criteria.






Hexc(f(x∗i );P\{f(x∗1), . . . , f(x∗i )}),
where each exclusive hypervolume in the summation corresponds to one of
the slices bounded by dashed lines in Figure 4.4. At first sight this may look
expensive as by definition the exclusive hypervolume (4.10) itself requires
i
i






MULTIOBJECTIVE SURROGATE-BASED OPTIMIZATION 4-13


















Figure 4.4.: The WFG algorithm calculates the hypervolume as a sum of ex-
clusive hypervolumes, denoted by the cells (slices) bounded by
the dashed lines. Each exclusive hypervolume slice is efficiently
calculated as the volume of the cell bounded by p and r (in this
case r = fmax + e) minus the hypervolume of a reduced Pareto
set, represented by the squares, where all points are limited by
the contributing point p. This creates many dominating points
(only one, f′4, in this illustration) which can be removed before
continuing calculation.
two separate hypervolume calculations. Fortunately, several optimization
can be made based on the following main ideas.
• Slices with smaller values than the contributing point p in any objec-
tive can be discarded as they contain no hypervolume that is domi-
nated by p.
• If p is dominated in the remaining objectives it dominates no more
exclusive hypervolume.
Advantage of these insights can be taken by rewriting the exclusive hy-
pervolume from (4.10) as Hexc(p;P) = H({p}) − H(P ′), where P ′ =
{limit(p,q)|q ∈ P} and limit(p,q) = (max{p1, q1}, . . . , max{pm, qm}).
The first term H({p}) is simply the volume of the cell bounded by p and
the reference point r, the second term H(P ′) is a recursion where the hy-
pervolume is calculated for P ′. P ′ is obtained by taking the maximum
(limit) of the contributing point and for each point in P , i.e., the points are
projected on p, see Figure 4.4. Obviously, many points will be introduced
that are dominated by some other point in P ′. These points do not con-
tribute anything to the hypervolume and can be removed by taking the
non-dominated subset of P ′ before continuing calculation. It is this last step
i
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Algorithm 4.1 Pseudo-code of the adapted WFG algorithm with objective
slicing. m is the number of objectives and r is the reference point.
1 s igns = { 1 }
2 lb = { minpf }
3 ub = { r }
4
5 function adaptedWfg ( P , m)
6 i f P == { }
7 return ;
8 end
9 s o r t P on o b j e c t i v e m
10 return basecase2D ( P ) i f m == 2
11
12 newSign = −s igns (| s igns |)
13 for each p in P
14 s igns = s igns U { newSign }
15 lb = lb U { p_1 . . . p_m−1}
16 ub = ub U { r_1 . . . r_m−1}
17
18 s t a r t C e l l s = |s igns|
19 adaptedWfg ( nonDominatedSubset ( l i m i t S e t ( P , p ) )
, m−1 ) ;
20 endCells = |s igns|
21
22 lb ( s t a r t C e l l s : endCells , m) = p_m
23 ub ( s t a r t C e l l s : endCells , m) = r_m
24 end
25 end
that significantly improves the performance as it has been shown that most
datasets already lose over 50% of their points after only one recursion.
Note that if the contributing point p has generally higher objective values
then likely more points can be pruned. Hence, it makes sense to process the
worse Pareto points first by sorting the Pareto set P descending on the last
objective before each iteration. Moreover, now the hypervolume calculation
can also be sliced on the sorted objective, similarly to the Hypervolume by
Slicing Objectives algorithm (HSO;[35]). A final optimization is the base
case for two objectives, for which we can easily calculate the hypervolume
in O(v) assuming the Pareto set is sorted on the last objective.
The WFG algorithm is easily adapted to keep a record of a cell’s lower-
and upperbound instead of calculating its hypervolume. The adapted WFG
algorithm, in case of minimization, identifies the cells that are dominated
i
i
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by the Pareto set. Naturally, the algorithm can be modified to find the
dominated region by temporarily viewing it as a maximization problem.
However, for the evaluation of the statistical criteria, especially the EI, it is
much more useful to identify the non-dominated region. This is achieved
by subtracting the cells obtained from the adapted WFG algorithm from the
cell that covers <m (possibly bounded by a reference point r when using
one of the hypervolume-based criteria), see Figure 4.2a.
Hence, the adapted WFG algorithm can be used for statistical criteria
where the integration area A corresponds to either the dominated or non-
dominated region. Should other integration areas be required, e.g., for
calculating the probability that a new point dominates at least two Pareto
points, more flexible but slower methods such as binary partitioning [11]
can be used. Pseudo-code of the full adapted WFG algorithm is found in
Algorithm 4.1.
After q << (v + 1)m sets of cells (=integral bounds) have been identified
the actual PoI and EI statistical criteria can be evaluated using Equations
(4.7), (4.17), (4.13) or (4.15). While evaluating the criteria the point fmax + e
is replaced by (∞, . . . ,∞) or r depending on the criterion.
A plot with the practical computation time and the number of the cells
is shown in Figures 4.5a and 4.5b, applying the adapted WFG algorithm
to sets of Pareto points randomly drawn from the first quadrant of a unit
sphere (taking the mean values of 1000 repetitions). The computation
time of the cells poses no problem for the evaluation of the criteria (well
within the seconds range). The limited factor of the EMO algorithm is the
number of cells the integration area A is decomposed into, as for each cell
the corresponding PoI or EI equations needs to be evaluated which can
become prohibitively expensive when many cells are required to identify
the integration area A.
The decomposition of the integration area A into cells and the actual
evaluation of the PoI and EI criteria is separate in the sense that the cells
only need to be identified once every sampling iteration, and then only
if the (intermediate) Pareto set has changed with respect to the previous
iteration. Afterwards, the PoI and EI criteria can be evaluated multiple
times for a point x, e.g., during optimization, using the same set of cells.
Lastly, the hypervolume indicator is also easily obtained by summation of
the volume of the cells.
4.1.3. Examples
4.1.3.1. Introduction
A good set of configurable multiobjective benchmark problems has been
proposed by Deb et al. [15], of which four benchmark functions are chosen
and adapted slightly to benchmark the EMO algorithm. A summary of
the selected benchmark functions is found in Table 4.1. For a complete
i
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Figure 4.5.: a) Computation time of the integral bounds versus the number
of Pareto points, for a different number of objective functions.
The adapted WFG algorithm (C++ implementation) can easily
be applied up to eight objectives. b) The number of cells versus
the number of Pareto points. The evaluation of the statistical
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Function d m Reference point r
DTLZ1 6 inputs 3 objectives (400, 400, 400)
DTLZ2 6 inputs 3 objectives (2.5, 2.5, 2.5)
DTLZ7 6 inputs 4 objectives (1, 1, 1, 50)
DTLZ5 6 inputs 6 objectives (2.5, 2.5, 2.5, 2.5, 2.5, 2.5)
Table 4.1.: Summary of the DTLZ benchmark functions.
description of the benchmark functions the authors refer to [15].
All benchmark functions are configured to have six input parameters.
Specifically, the first example is the DTLZ1 function with three objective
functions where the Pareto front lies on the plane y1 + y2 + y3 = 1. The
second example is the DTLZ2 function with three objective functions where
the Pareto front is the first quadrant of an unit sphere centered on the origin.
The third example is the DTLZ7 function with four objective functions
which has 2m−1 = 24−1 = 8 disconnected Pareto-optimal regions in the
objective space. The last example, the DTLZ5 function configured to have
six objective functions, is similar to DTLZ2 except that the Pareto front is
just one slice of the unit hypersphere, i.e., the Pareto front is a (densely
populated) curve in a m = 6 dimensional objective space.
4.1.3.2. Experimental setup
An initial set of 65 samples is generated by a near-optimal maximin Latin
Hypercube Design (LHD; [12]). Subsequently, a statistical criterion is op-
timized each iteration to select the next point to evaluate. The criterion
is optimized using a combination of Monte Carlo sampling and a local
search. Specifically, 20× n Monte Carlo candidate points are generated
and evaluated on the criterion. The best Monte Carlo candidate is further
refined using Matlab’s fmincon optimizer.
Various configurations of the EMO algorithm are applied on the bench-
mark functions. In particular, EMO is configured with the EIeuclid and Phv
criterion together with Kriging models using the Matérn correlation func-
tion [30] with ν = 32 and a constant regression function (M = 1 and F = 1).
The hyperparameters of the Kriging models are optimized using SQPLab [6]
(http://www-rocq.inria.fr/~gilbert/modulopt/optimization-routines/
sqplab/sqplab.html), utilizing likelihood derivative information. The op-
tional weight vector w of the EIeuclid criterion is set to 1 for all benchmark
functions, except for DTLZ7 where w = (1, 1, 1, 0.02) to scale the last objec-
tive function into the same range as the other objective functions.
Furthermore, the EMO runs of the EIeuclid criterion are repeated with
Kriging models using the Gaussian correlation function, these runs are
i
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denoted by ˙EIeuclid in the results. Lastly, extra EMO runs are configured
for the DTLZ1 and DTLZ2 functions using the expensive EIhv criterion
with Kriging models using the Matérn correlation. Each of the in total 14
EMO runs is repeated 10 times for statistical robustness and halts when the
sample budget is met, namely, 250 samples.
The EMO runs are compared against the NSGA-II, SPEA2 and SMS-
EMOA evolutionary algorithms with a varying population size and maxi-
mum number of generations. The first run is configured with a population
size of 25 and a maximum number of generations of 10 (total sample budget
250) and the second run is configured with a population size of 50 and a
maximum number of generations of 50 (total sample budget 2500). The
remaining parameters have been left to their default values. Similarly to the
EMO runs, the evolutionary algorithm runs are repeated 10 times.
4.1.3.3. Results
Results for the benchmark functions have been summarized in Table 4.2.
Note that the differences on the hypervolume metric are more significant
than they appear because of the conservative choice of the reference point r
(needed to accommodate the results of all test configurations).
Table 4.2.: Results of the EMO algorithm, NSGA-II, SPEA2 and SMS-EMOA.
The best results for each test function are highlighted in bold, for
each performance metric and within the same sample budget.
The best results among the different configurations of the EMO
algorithm are marked as italic.
Problem |X| Algorithm Convergence measure Hypervolume
Mean Std Mean Std
DTLZ1 250 EIeuclid 93.2833 18.7840 6.3498e7 2.4970e5
˙EIeuclid 100.6741 14.2258 6.3650e7 1.2418e5
EIhv 37.6112 2.9315 6.3940e7 6.0452e4
Phv 66.9199 14.0029 6.3838e7 7.4330e4
NSGA-II 75.8391 20.4219 6.3612e7 2.3441e5
SPEA2 104.6259 0 6.3482e7 0
SMS-EMOA 44.8818 7.9740 6.3976e7 8.0982e3
2500 NSGA-II 16.6888 4.8071 6.3991e7 1.0227e4
SPEA2 93.8381 0 6.3984e7 0
SMS-EMOA 9.5047 2.8750 6.4000e7 324.0575
continued on next page
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Problem |X| Algorithm Convergence measure Hypervolume
Mean Std Mean Std
DTLZ2 250 EIeuclid 0.0843 0.0205 14.9423 0.0181
˙EIeuclid 0.1481 0.0133 14.8994 0.0114
EIhv 0.0411 0.0052 14.8834 0.0165
Phv 0.0106 0.0021 15.0326 0.0054
NSGA-II 0.2725 0.0460 13.6238 0.2725
SPEA2 0.1643 0 14.4873 0
SMS-EMOA 0.0388 0.0071 14.9021 0.0160
2500 NSGA-II 0.1497 0.0185 14.6435 0.0460
SPEA2 0.1544 0.0298 14.8503 0
SMS-EMOA 0.0030 2.8954e-4 15.0280 3.4727e-4
continued on next page
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Problem |X| Algorithm Convergence measure Hypervolume
Mean Std Mean Std
DTLZ7 250 EIeuclid 4.3888 2.8159 42.4629 0.4042
˙EIeuclid 1.7066 1.4069 42.6332 0.3295
Phv 0.0280 0.0037 43.5404 0.0188
NSGA-II 13.9371 2.3112 23.2392 5.4733
SPEA2 10.1169 0 37.4830 0
SMS-EMOA 3.4186 2.2457 41.2087 1.6529
2500 NSGA-II 9.6799 2.3516 30.7966 4.2005
SPEA2 5.4330 0 42.1191 0
SMS-EMOA 0.0236 0.0015 43.7127 0.0953
DTLZ5 250 EIeuclid 0.2259 0.0019 197.1390 0.1453
˙EIeuclid 0.2286 0.0013 196.8852 0.1777
Phv 0.0835 0.0053 198.6425 0.1563
NSGA-II 0.0656 0.0376 192.1285 2.0064
SPEA2 0.1475 0 192.6617 0
SMS-EMOA 0.0467 0.0268 196.0038 0.6004
2500 NSGA-II 0.0727 0.0162 194.9017 0.3805
SPEA2 0.2151 0 194.3750 0
SMS-EMOA 0.1141 0.0070 198.5351 0.0343
In general, it is seen that the EMO runs have better performance than
the MOEAs in terms of hypervolume score for most functions except for
DTLZ1. After a closer examination it is observed that the accuracy of the
Kriging models of DTLZ1 for most statistical criteria is sub-optimal. In
particular, the first objective function is difficult to approximate using the
Kriging models, see Figure 4.6a.
A plot of the final Pareto sets generated by the EIeuclid and Phv runs for
the DTLZ2 problem is shown in Figure 4.7. It is seen that the hypervolume-
based criterion emphasizes the edges of Pareto front more while leaving a
small gap between the edge and the inner portion of the Pareto front. This
is not unlike the DTLZ2 results as reported in [5] and is due to the nature of
the hypervolume indicator. Logically, the farther away the reference point is
located, the larger the exclusive hypervolume will be for points lying on the
edge of the current Pareto set (as the exclusive hypervolume is then solely
bounded by the reference point). Further research is needed to determine
the influence of the choice of reference point r on the statistical criteria [1].
i
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Figure 4.6.: 20-fold cross validation applied on the Kriging models based
on 250 samples. The black dots denote the cross validated pre-
diction values versus the real objective values. a) Final Kriging
model of the first objective function of the DTLZ1 function. It is
seen that Kriging has problems approximating the upper por-
tion of the objective function. b) Final Kriging model of the first
objective function of the DTLZ5 function. Kriging is able to




































Figure 4.7.: Generated Pareto sets of the a) EIeuclid and b) Phv EMO runs for
the DTLZ2 function. The hypervolume-based metric focuses
more on sampling the edge (extrema) of the Pareto front, while
the Euclidean distance-based criterion performs a seemingly
more uniform search over the Pareto front, though it performs
slightly worse on the hypervolume metric.
i
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Lastly, a matrix of contour plots of the Phv criterion based on the final
Kriging models of the DTLZ7 function can be found in Figure 4.8. Each
contour plot is in function of the x1 and x2 parameters while the remaining
parameters are set fixed. In particular, the parameters x3 and x5 are varied
in three discrete steps along the columns of the matrix. Similarly, the
parameters x4 and x6 are varied along the rows. The samples are denoted
by black dots, the larger a dot the closer the sample lies to the actual slice. To
avoid clutter, samples lying further than 0.25 from the slice are not shown. It
is seen that the region x4 = x5 = x6 = 0, corresponding to the location of the
real Pareto front, is densely sampled by the criterion, while not completely
neglecting other regions of the input space.
While the EMO algorithm outperforms the MOEAs on the hypervolume
indicator on most problems, there are some limitations. The EMO algorithm,
and other MOSBO techniques, rely on the quality of the surrogate model
to guide the selection of new expensive data points. While the Kriging
models do not have to be accurate at the start of the algorithm when using
the EI and PoI criteria, the Kriging models should be able to capture the
behavior of the objective functions sufficiently well when enough samples
become available, which might not always be the case (see Figure 4.6 and
the DTLZ1 results). Furthermore, the construction of the Kriging models
and the evaluation of the statistical criteria comes at a computational cost,
similar to the computational cost of MOEAs that rely on the hypervolume,
which might limit the practical usage of the EMO algorithm for some (less
expensive) optimization problems.
4.1.4. Conclusion
The authors presented the Efficient Multiobjective Optimization (EMO)
algorithm, which uses multiobjective versions of the Probability of Improve-
ment (PoI) and Expected Improvement (EI) to identify the Pareto front with
a limited sample budget. Different configurations of the EMO algorithm are
compared against the well-known SPEA2, NSGA-II and SMS-EMOA evolu-
tionary methods with promising results. In theory an arbitrary number of
objective functions can be handled. However, in practice due to the nature
of the multiobjective EI and PoI statistical criteria EMO also does not escape
the curse of dimensionality (no-free-lunch theorem) with respect to the
number of objective functions and number of Pareto points. Nevertheless,
the EMO algorithm can be applied to problems up to eight objectives.
Future work will focus on minimizing the number of cells and on an
iterative update scheme for the cells, which will be considerable more
efficient than recalculating the cells almost each iteration. Indirectly, a
speedup can also be achieved by selecting multiple update points at a time.
Finally, it may also be worthwhile to investigate the use of approximated
statistical criteria, namely, adapting hypervolume approximation routines
for decomposing the integration area into cells.
i
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Without music, life would be a mistake.
— Friedrich Nietzsche, Twilight of the Idols
5.1. Identification of quasi-optimal regions in
the design space using surrogate modeling
I. Couckuyt, J. Aernouts, D. Deschrijver, F. De Turck, T. Dhaene
Published in Engineering with Computers,
January 2012.
Abstract
The use of Surrogate-Based Optimization (SBO) is widely spread in engi-
neering design to find optimal performance characteristics of expensive
simulations (forward analysis: from input to optimal output). However, of-
ten the practitioner knows a priori the desired performance and is interested
in finding the associated input parameters (reverse analysis: from desired
output to input). A popular method to solve such reverse (inverse) prob-
lems is to minimize the error between the simulated performance and the
desired goal. However, there might be multiple quasi-optimal solutions to
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the problem. In this paper, the authors propose a novel method to efficiently
solve inverse problems and to sample Quasi-Optimal Regions (QORs) in
the input (design) space more densely. The development of this technique,
based on the probability of improvement criterion and Kriging models,
is driven by a real-life problem from bio-mechanics, i.e., determining the
elasticity of the (rabbit) tympanic membrane, a membrane that converts
acoustic sound wave into vibrations of the middle ear ossicular bones.
5.1.1. Introduction
This paper is concerned with efficiently solving complex, computational
expensive design problems using surrogate modeling techniques [25]. Sur-
rogate models, also known as metamodels, are cheap approximation models
for computational expensive (black-box) simulations. Surrogate modeling
techniques are well-suited to handle, for example, expensive finite element
(FE) simulations, computational fluid dynamic (CFD) simulations and, of
course, physical experiments. In particular, the research in this paper is con-
cerned with deterministic computer codes, in contrast to non-deterministic
(stochastic) problems.
Depending on the construction and usage of surrogate models several
modeling flavors can be distinguished. Surrogate models can be built
upfront to approximate the simulation code accurately over the entire input
(design) space and, hence, can afterwards be used to replace the expensive
code for design, analysis and optimization purposes. On the other hand, the
construction of surrogate models can also be integrated in the optimization
process. Usually, the latter case, known as Surrogate-Based Optimization
(SBO), generates surrogate models on the fly that are only accurate in certain
regions of the input space, e.g., around optimal regions.
The construction of surrogate models as efficiently as possible is an en-
tire research domain in itself. In order to come to an acceptable model,
numerous problems and design choices need to be overcome (what data
collection strategy to use, which variables are relevant, how to integrate
domain knowledge, etc.). Other aspects of surrogate modeling include
choosing the right type of approximation model for the problem at hand,
a tuning strategy for the surrogate model parameters (=hyperparameters),
and a performance measure to asses the accuracy of the surrogate model
[13].
The general work-flow of surrogate modeling is illustrated in Figure 5.1.
First, an experimental design, e.g., from Design of Experiments (DoE), is
specified and evaluated. Subsequently, surrogate models are built to fit
this data as well as possible, according to a set of measures (e.g., cross
validation). The hyperparameters are estimated using an optimization
algorithm. The accuracy of the set of surrogate models is improved until no
further improvement can be obtained (or when another stopping criterion,
such as a time limit, is met). If the stopping criteria are satisfied the process
i
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Figure 5.1.: Flow chart of the surrogate modeling process [13].
is halted and the final, best surrogate model is returned. On the other hand,
when no stopping criterion is met, a sequential design strategy, also known
as active learning or adaptive sampling, will select new data points to be
evaluated and the surrogate models are updated with this new data.
Most often, surrogate models are used to solve so-called “forward prob-
lems”. The practitioner is interested in the output or performance char-
acteristics of the simulation system given the input (design) parameters.
The surrogate models define the mapping between the input space (design
space) and the output space (performance space). Examples of forward
problems are found in validation and verification, sensitivity analysis, and
optimization.
In contrast, the focus of the “reverse (inverse) problem” is on exploring
the input space. Ideally, a surrogate model could be created that maps
the output parameters to the input parameters (as opposite to forward
modeling) of the complex system over the entire output space. However,
many inverse problems are ill-posed. Considering Hadamard’s definition
of ill-posedness [14], the two outstanding problems hampering the creation
of a full inverse surrogate model are non-uniqueness and instability. A
good overview of the associated intricacies is presented by Barton in [3].
For all the above reasons, the inverse problem is often reduced to the task
of finding one (or more) input parameter combination for a certain output
characteristic. Still, it is possible that,
1. no such input parameter combination exists,











Figure 5.2.: The inverse problem is often solved by minimizing the error
function between the simulation output and the measured data.
A typical inverse problem is the estimation of some (physical) material or
design parameter, e.g., the permittivity of a substrate [5] or the elasticity
of rubber [1], given the desired output or system behavior. A popular
solution is to convert the reverse problem to a (forward) optimization
problem. Namely, a simulation model is constructed, parametrized by
the properties or design parameters of interest. By minimizing the error
between the parametrized simulation model and the measured data the
input parameters (material properties) of the simulation model are obtained
that correspond with the measurements or desired output, see Figure 5.2.
The focus of this paper is to efficiently solve inverse problems where an
infinite number of input parameter combinations is possible, i.e., whole re-
gions in the input space that satisfy the cost function sufficiently well. From
now on these regions in the input space will be denoted Quasi-Optimal
Regions (QORs). Hence, traditional (surrogate-based) optimization of the
cost function is insufficient.
Recently, Picheny et al. [18] presented a scheme to sample the input
regions that correspond to an output region of interest. While using a similar
approach, our work focuses on finding QORs as efficiently as possible.
Moreover, the approach of Picheny et al. requires expensive numerical
integration and the Kriging model must be updated for every new sample
point (though alternative, faster approaches are discussed). We present in
this work a simple and cheap criterion in combination with a space-filling
criterion to ensure proper coverage of the input domain.
The main contribution of this paper is a novel sequential design strategy,
denoted as the “QOR sampling algorithm”, that is able to efficiently sample
QORs densely, in a quasi-uniform way. The surrogate model of choice is the
Gaussian Process (GP) based Kriging. Kriging is a popular surrogate model
for the approximation of deterministic computer code [20]. GPs enable the
use of statistical infill criteria in a sequential design strategy. The presented
method consists of the extension of such a statistical infill criterion, namely,
the Probability of Improvement (PoI) [15], and a new search strategy to
exploit the infill criterion.
The QOR sampling algorithm has been implemented in a flexible research
platform for surrogate modeling, the SUrrogate MOdeling (SUMO) Toolbox
[13] (The SUMO Toolbox can be downloaded from: http://sumo.intec.
ugent.be. An AGPL open source license is available for research purposes)
i
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and has been applied to a real-life problem from bio-mechanics, i.e., deter-
mining the elasticity of the (rabbit) tympanic membrane, a membrane that
converts acoustic sound wave into vibrations of the middle ear ossicular
bones.
Section 5.1.2 describes the use of infill criteria and, in particular, describes
an extension of PoI needed to solve the engineering problem at hand. A
new search strategy to exploit infill criteria is described in Section 5.1.3. The
QOR sampling algorithm is applied to the Branin and Hartman functions
in, respectively, Sections 5.1.4 and 5.1.5. The engineering problem from
bio-mechanics is presented in Section 5.1.6. Details of the SUMO Toolbox
configuration are found in Section 5.1.6.2. Results of the engineering prob-
lem and conclusions form the last two sections of this paper, i.e., Sections
5.1.6.3 and 5.1.7.
5.1.2. Infill criteria
In engineering, infill criteria are (sampling) functions, also known as figures
of merit or metrics, that measure how interesting a data point is in the input
space. Starting from an initial approximation of the simulation system,
new sample points (infill or update points) are selected based on an infill
criterion. The scope of infill criteria ranges from increasing the accuracy of
the prediction (e.g., for creating globally accurate surrogate models) to the
prediction itself to facilitate optimization. In global SBO it is crucial that
the infill criterion is a balance between exploration (enhancing the overall
accuracy of the surrogate model) and exploitation (enhancing the accuracy
of the surrogate model solely in the region of the (current) optimum).
A well-known infill criterion that is able to effectively solve this trade-off
is Expected Improvement (EI), which has been popularized by Jones et al.
[16, 22, 11] as the Efficient Global Optimization (EGO) algorithm. Jones
wrote an excellent discussion regarding the infill criteria approach in [15].
Subsequently, Sasena compared different infill criteria for optimization and
investigated extensions of those infill criteria for constrained optimization
problems in [21].
5.1.2.1. Generalized Probability of Improvement (gPoI)
Among several statistical infill criteria investigated by Jones the Probability
of Improvement (PoI), see Section 3.1.2.2 on page 3-5, is used and general-
ized in this work. While PoI is a very useful infill criterion for optimization,
it only focuses on the global optimum, not on a range of output values.
The authors extend the idea of the PoI criterion to allow identification of
an arbitrarily band in the output space. Let [T1, T2] be the range of interest
in the output space. The generalized Probability of Improvement (gPoI) is
defined as the probability that the function value f (x) at a point x lies with
the output range [T1, T2],
i
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Desired output range [T1 T2]
Surrogate model
Gaussian PDF at x=0.5
Prediction mean at x=0.5
P(I(x=0.5))
Figure 5.3.: Graphical illustration of a Gaussian Process (GP) and the gener-
alized Probability of Improvement (gPoI). A surrogate model
(dashed line) is constructed based on some data points (circles).
For each point the surrogate model predicts a Gaussian prob-
ability density function (PDF). E.g., at x = 0.5 an example of
such a PDF is drawn. The volume of the shaded area is the gPoI
based on the desired output range [T1, T2].
































and er f (·) is the error function. Note that the standard ab-
breviation “PoI” is not well-suited anymore as the focus is now on sampling
an interval instead of improving the optimum.
The gPoI criterion has recently been successfully applied to quasi-uniformly
sample the region(s) in the input space that correspond to a desired interval
[T1, T2] in the output space [6] (T1 and T2 are defined upfront). In essence,
input (design) parameters are sought that correspond with a certain set of
performances (= inverse problem).
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In this paper, one wants to find the QORs which include all near-optimal
solutions. So, the lower bound can be defined as T1 = −∞ and T2 is defined
on the fly. By varying and tightening the upper bound T2 of the integral
(see Eq. 5.1) dynamically during the optimization process the QOR can be
accurately identified.
The authors suggests to use the intermediate minimal function value fˆmin
plus a percentage p of | fˆmin| as upper bound, namely, T2 = fˆmin + p · | fˆmin|.
Thus, all input parameter combinations are sought that lie within a desired
percentage p of fˆmin.
Furthermore noise can be taking into account by adding an extra offset
to the upper bound. This might be required as many inverse problems
involve noisy measurements, as will be shown in the application of Section
5.1.6. To that end, regression Kriging [24] is used, as explained in Section
2.2.2.4, where a parameter 10λ gives an indication of the amount of noise.
Furthermore, as λ is determined during the MLE of Kriging an estimate of
the noise variance τ2 can be calculated as τˆ2 = 10λσ2.
Assuming the noise being Gaussian distributed, the 68% confidence in-
terval on the exact (intermediate) minimum function value fmin is given
by [ fmin − ατˆ, fmin + ατˆ], where α = 1 (95% confidence intervals can be
obtained by using α = 2). Assuming the intermediate lowest (noisy) func-
tion value fˆmin is the lower bound, namely, fˆmin = fmin − ατˆ, then it is
easy to see that the upper bound can be expressed in terms of fˆmin, namely,
fmin + ατˆ = fˆmin + 2ατˆ. Thus, in sum, assuming that the measurements er-
rors are homogeneous distributed in the input space and the estimated λ is
correct, the upper bound is defined by T2 = ( fˆmin + 2ατˆ) + p · | fˆmin + 2ατˆ|.
Note that this is by no means an unerring formula. While no extra parame-
ters are introduced the estimate of λ may not be accurate and the type of
error is often unknown.
Unlike PoI, the gPoI cannot be simply optimized over x to identify new
data samples. Available samples that are already lying in the desired output
range [T1, T2] have a high probability (see Figure 5.5a), and, hence, straight-
forward optimization of the criterion might result in duplicate samples.
Other (space-filling) strategies have to be devised that makes fully use of
the information provided by gPoI. This problem is further explored in the
next section.
5.1.3. Search strategies
The techniques explained in the previous sections (e.g., EI, PoI, gPoI, etc.)
are all utility functions. Such utility functions are used to identify interesting
new points in a sequential design strategy. Various search strategies exist to
exploit these utility functions.
For instance, the original EGO algorithm [16] simply optimizes the EI.
In particular, the deterministic branch and bound methodology was used
i
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to find the global optimum. To that end, a convex upper bound had to be
calculated for the EI. However, if one wants to use other utility functions
(or other types of surrogate models) this upper bound must be redefined.
In later work more black-box optimization methods were used with similar
results, e.g., the DIviding REctangles (DIRECT) [17] or an extensive pattern
search. Moreover, multi-modal optimization methods are suggested in
literature (e.g., in [19, 23]) to select multiple samples in one iteration, taking
full advantage of parallel computing.
Global optimization methods are not suited to directly exploit the new
gPoI criterion because there might exist multiple (or even an infinite number
of) solutions. Therefore the authors adapt a generic sampling framework
for sequential design [7]. The algorithmic flow is depicted in Figure 5.4.
The search strategy is configured as followed: First, n candidate samples
are drawn from the uniform distribution. Subsequently, these candidates
are ranked according to two (k = 2) criteria: the gPoI criterion (see Figure
5.5a) and a Minimum Distance (MD) criterion that calculates the Euclidean
distance to the closest sample. The MD criterion is defined by,
MD(x) =






(xj − pj)2, (5.2)
where d is the number of input parameters and the factor (l+1)
1/d−1
2 (upper
bound estimate) scales the MD criterion into the same range as the gPoI cri-
terion, namely [0, 1]. Assuming the data is scaled to [−1, 1], the estimate on
the upper bound is calculated as follows, if the current number of samples is
l + 1, the optimal maximin configuration of these samples is a uniform grid
with (l + 1)(1/d) samples per dimension. Hence, the maximin distance of
this layout is a maximum and can be used as an upper bound. Maximizing
the MD criterion takes care of the space-filling properties in the input space
(see Figure 5.5b). Furthermore, Kriging implies that new input points close
to existing samples result in highly correlated output values. Hence, dense
clusters of points do not provide much new valuable information and are
avoided by the search strategy. The combined sequential sampling criterion
is now defined as the weighted average of the two criteria, see Figure 5.5c.
Pseudo-code of the QOR sampling algorithm is found in Algorithm 5.1.
This approach is a nice balance between exploration (space-filling) and
exploitation (uniform sampling in the input range that satisfies the QORs).
If the gPoI criterion is low across the whole input space the MD criterion will
dominate and, hence, the input space will be further explored, enhancing
the accuracy of the surrogate model. On the other hand, as the number of
samples increases, the influence of the MD score will decrease, enabling the
exploitation of the gPoI criterion.
i
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Figure 5.4.: General flow of a sequential design strategy.
Algorithm 5.1 Pseudo-code of the QOR sampling algorithm.
1 samples0 = g e n e r a t e I n i t i a l D e s i g n () { e . g . , a L a t i n
Hypercube Design }
2 values0 = s imulate (samples0) { c a l l t h e s i m u l a t i o n c o d e }
3
4 T1 = lowerbound { f r a c t i o n o f t h e maximal f u n c t i o n va lue
, e . g . , 0 . 5 }
5 T2 = upperbound { e . g . , i n f i n i t y }
6
7 i = 0
8 while |samplesi| < maxSamples
9 krigei = f i t K r i g i n g (samplesi, valuesi) { B u i l d s u r r o g a t e
model }
10
11 ptest = g e ne r a te T es t P o i n t s (n = 100× |samplesi|) { G e n e r a t e n
t e s t p o i n t s }
12 score1 = gPoI(krigei, ptest, T1, T2) { e v a l u a t e gPoI }
13 score2 = MD(ptest) { e v a l u a t e t h e minimum d i s t a n c e }
14 score = w1 × score1 + w2 × score2 { w e i g h t e d g l o b a l s c o r e , e . g
. , w1 = w2 = 0.5 }
15 pnew = s e l e c t B e s t P o i n t s (ptest, score, m = 10) { s e l e c t m b e s t
p o i n t s from ptest }
16 ynew = s imulate (pnew) { c a l l t h e s i m u l a t i o n c o d e }
17
18 samplesi+1 = samplesi ∪ pnew
19 valuesi+1 = valuesi ∪ ynew











































































































































































(c) Contour plot of the combined criteria.
Figure 5.5.: Example 1: Snapshot of the two sequential sampling criteria
(gPoI and MD) and the combined weighted average at 20 sam-
ples (white dots) for the 2D Branin function.
5.1.4. Example 1: Determining the QORs of the Branin
function
5.1.4.1. Problem setting
The Branin function is a well-known benchmark function for optimization,
it has two input variables (x1, x2) and its equation is given by,





x1 − 6)2 + 10(1− 18pi ) cos(x1) + 10. (5.3)
In this research, the goal is not to identify the unique optimum of the
Branin function over the design space, but the goal is to sample the regions
corresponding to the 50% highest function values densely in a space-filling
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way. So, in this section the QORs correspond with the top 50% of the Branin
function.
5.1.4.2. Experimental setup
Version 7.0.2 of the SUMO toolbox is used to determine the QORs of (5.3).
An initial set of 10 samples is generated by an optimal maximin Latin
Hypercube Design (LHD; [8]). Subsequently, 90 infill points are selected
based on the gPoI and MD figures of merit as discussed in Section 5.1.3.
To find the QORs, we adapt the bounds [T1, T2] of the gPoI criterion in
consecute steps, namely, [T1,T2] = [ fˆmax − 0.5 · | fˆmax|,∞], where fˆmax is
the intermediate maximal function value. Samples are selected in batches
of m = 10 and the sequential sampling is halted when the number of
samples reaches 100. Thus, after the initial set of 10 samples, we have a
total of 20, 30, . . . , 90, 100 samples. The Kriging surrogate model is con-
figured using the standard Gaussian correlation function and a constant
regression function. The hyperparameters, including the λ parameter,
are efficiently estimated using SQPLab [4] (http://www-rocq.inria.fr/
~gilbert/modulopt/optimization-routines/sqplab/sqplab.html), uti-
lizing likelihood derivative information.
5.1.4.3. Results
An intermediate snapshot of the different sampling criteria (at 20 samples) is
shown in Figure 5.5. The gPoI emphasizes the highest regions of the Branin
function (i.e., exploiting the function behavior) while the MD criterion takes
care of the exploration aspect. The combination of the two criteria is the
actual metric used to select new samples in a sequential way. A landscape
plot of the final Kriging model and corresponding gPoI contour plot is
shown in Figure 5.6. Note that, while the QORs are sampled densely, other
regions of the input space have not been neglected completely.
5.1.5. Example 2: Determining the QORs of the Hartman
function
5.1.5.1. Problem setting
The six-dimensional Hartman function is another well-known benchmark
function for optimization, the Hartman equations are given by,
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(b) Contour plot of the gPoI criterion (based on
the Kriging model).
Figure 5.6.: Example 1: Final results of the Branin function (100 samples).
It is seen that the QORs of interest are densely samples in an
uniform way (samples are denoted by the dots).
A =

10 3 17 3.5 1.7 8
0.05 10 17 0.1 8 14
3 3.5 1.7 10 17 8









0.1312 0.1696 0.5569 0.0124 0.8283 0.5886
0.2329 0.4135 0.8307 0.3736 0.1004 0.9991
0.2348 0.1451 0.3522 0.2883 0.3047 0.6650
0.4047 0.8828 0.8732 0.5743 0.1091 0.0381
 ,













The goal is to sample the QORs corresponding to the 50% lowest function
values densely in a space-filling way.
5.1.5.2. Experimental setup
Version 7.0.2 of the SUMO toolbox is used to determine the QORs of (5.4).
An initial set of 51 samples is generated by an optimal maximin Latin
Hypercube Design (LHD; [8]). Subsequently, 950 infill points are selected
based on the gPoI and MD figures of merit as discussed in Section 5.1.3.
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To find the QORs, we adapt the bounds [T1, T2] of the gPoI criterion in
consecute steps, namely, [T1,T2] = [−∞, fˆmin + 0.5 · | fˆmin|], where fˆmin is the
intermediate minimal function value. Samples are selected in batches of
m = 10 and the sequential sampling is halted when the number of samples
exceeds 1000. Hence, after the initial set of 51 samples, we have a total of
61, 71, . . . , 511, 521, . . . , 991, 1001 samples. The Kriging surrogate model is
configured using the standard Gaussian correlation function and a constant
regression function. The hyperparameters, including the λ parameter, are
estimated using SQPLab.
5.1.5.3. Results
The number of samples (in percent) that are inside the QORs versus the
number of evaluated samples is given in Figure 5.7. Only 1.9% (= 1 sample)
of the initial design of 51 samples satisfies the QORs, using the exact global
minimal function value fmin in the bound calculation (in contrast to the
estimated fˆmin). As the search progresses the number of samples that
satisfies the output range increases rapidly. At 301 samples 53% of the
output values (= 160 samples) lie within the desired range. The slight
decline from 600 samples onwards is due to the saturation of the QORs
with samples, hence, the QOR sampling algorithm starts focusing more on
exploring the input domain. A similar trend is observed when using the
estimated fˆmin to calculate the bounds of the QORs.
Of particular interest is the observation that identifying QORs is less
prohibited by the curse of dimensionality than creating a global accurate
surrogate model, but more expensive than SBO. While SBO methods only
need to evaluate a series of points towards finding the optimum, a global
accurate surrogate model needs exponentially more data points to cover
the whole input domain, whereas the QOR sampling algorithm only needs
enough data points to identify and uniformly cover the QORs.
Figure 5.8 visualizes the final Kriging model. The Figure is arranged as a
matrix of contour plots where the contour plots (slices) are of the first two
parameters (x1 and x2), while the remaining parameters (x3, . . . , x6) are set
to fixed values. In particular, the parameters x3 and x5 are varied in three
discrete steps (lower bound, middle, and upper bound of the domain) along
the columns of the matrix. Similarly, the parameters x4 and x6 are varied
along the rows. The samples are denoted by black dots in each contour plot,
the larger a dot the closer the sample lies to the actual slice. To avoid clutter,
samples lying further than 0.25 from the slice are not shown. It is seen that
for x4 = 0.5 and x6 = 0 the Kriging model is more densely sampled, as
well at x3 = x4 = x5 = x6 = 0.5. The latter is close (and around) the global










6) = (0.20, 0.15, 0.48, 0.28, 0.31, 0.66) .
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% samples inside the Quasi−Optimal Regions (QORs) using the estimated f
min.
% samples inside the QORs using the exact f
min (=global optimum).
Figure 5.7.: Evolution of the number of samples (in percent) inside the
QORs for the Hartman function.
5.1.6. Example 3: Elasticity of the middle ear tympanic
membrane
5.1.6.1. Problem setting
In hearing science, finite element modeling is commonly used to study the
mechanical behavior of the middle ear, e.g. [12]. In such models, tympanic
membrane elasticity parameters have a significant influence on the output
[10]. However, good data for the mechanical properties of the tympanic
membrane are still lacking [9].
In order to fill this gap, a setup was developed to determine tympanic
membrane elasticity in situ by Aernouts et al. [1]. The characterization
method consists of four steps: (1) doing a point indentation perpendic-
ular on the membrane surface; (2) measuring the indentation depth, the
resulting force and the three-dimensional shape data; (3) simulating the
experiment with a finite element model, and (4) adapting the model to fit
the measurements using optimization procedures. A detailed description
of the application of this method on a rabbit tympanic membrane sample is
given in [2].
The tympanic membrane sample (in this case obtained from a rabbit) was
placed on a translation and rotation stage, a schematic drawing is shown
in Figure 5.9a. Indentations in and out in a direction perpendicular to the
surface membrane were carried out using a stepper motor with indentation
depths up to 400 micrometer. The resulting force was measured with a load
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In order to construct a finite element model, an LCD-Moiré profilometer
was used to obtain a three-dimensional shape of the membrane before and
during indentation. On the basis of these Moiré shape images a highly
detailed non-uniform finite element mesh was created. In the needle in-
dentation area and in the manubrium neighborhood, mesh density was
increased. This is illustrated in Figure 5.9. The tympanic membranes was
modeled as a linear isotropic homogeneous elastic material which is de-
scribed with two independent elasticity parameters: the Young’s modulus E
and Poission’s ratio ν. The numerical simulations were performed with the
finite element code FEBio (http://mrl.sci.utah.edu/software/febio),
which is specifically designed for bio-mechanical applications.
Determining the value of the linear elasticity parameters is done by
minimizing the discrepancy between the model and the experimental mea-
surements. Namely, by calculating,
arg min
E,m
(error f orce), (5.5)
where,







with N the number of measured points, qj the indentation depth, Fexp(qj)
the experimental force and Fmod(qj) the simulated force.
5.1.6.2. Experimental setup
Version 7.0.2 of the SUMO toolbox is used to determine the QOR of (5.6). An
initial set of samples is generated by an optimal maximin Latin Hypercube
Design (LHD; [8]) of 7 points together with four corner points, adding up
to a total of 11 initial points. Subsequently, infill points are selected based
on the gPoI and MD figures of merit. For this problem the upper bound is
defined as T2 = ( fˆmin + 2τˆ) + 0.5 · | fˆmin + 2τˆ)|, namely we are interested in
all quasi-optimal solutions that deviate maximally 50% of the best solution
found, taking noise into account. Samples are selected and evaluated one
by one (m = 1) to ensure optimal space-fillingness.
The Kriging surrogate model is configured using the standard Gaussian
correlation function and a constant regression function. The hyperparame-
ters, including the λ parameter, are efficiently estimated using SQPLab. The
process is halted when the number of samples exceeds 100. The average
computation time of FEBio for one simulation is about five to ten minutes.
5.1.6.3. Results
Contour plots of the intermediate Kriging model of error f orce, and the asso-
ciated gPoI, at various stages in the sampling process are shown in Figure
i
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(a) (b)
Figure 5.9.: Example 2: Bio-mechanical characterization example. (a)
Schematic drawing of the point indentation setup: (1) transla-
tion and rotation stage, (2) cross section of tympanic membrane
sample, (3) needle connected to a load cell, (4) stepper motor
and (5) Linear Variable Differential Transformer. (b) Finite ele-
ment model of the tympanic membrane with indentation. The
number of membrane shell elements equal to 5988. The effective
strain in the point indentation area after indentation rises up to
approximately 15%.
5.10. The initial Kriging model based on 11 samples has not yet discovered
the QOR completely. After a stage of mostly exploration-based sampling,
the full QOR is outlined after approximately 50 samples. The focus is now
shifted to sampling the identified QOR densely (exploitation) until the
stopping criterion of 100 samples is reached.
A contour plot of the final Kriging surrogate model is shown in Figure
5.10e. Obviously, the QOR is quite densely sampled in comparison with
other parts of the input domain. Moreover, in Figure 5.10f the contour plot
of the gPoI of the final Kriging model shows a clearly defined band in the
input domain (= optimal curve) with probability one. The gray zone of
uncertainty is reduced to a very small region at the edge of the optimal
curve.
5.1.7. Conclusion
This paper introduced a simple but powerful method to solve (inverse) prob-
lems consisting of multiple quasi-optimal solutions. The Quasi-Optimal
Regions (QORs) are identified with a limited number of expensive function
evaluations. The QORs offers the user a trade-off between several solu-
tions, similar to the Pareto front in multiobjective optimization. The QOR
sampling method, based on the generalized Probability of Improvement
i
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Figure 5.10.: Example 2: Left column: Contour plots of the intermediate
Kriging model of error f orce at various stages in the sampling
process (samples are denoted by dots). The QOR is densely
and quasi-uniformly sampled. Right column: Corresponding
contour plots of the new gPoI criterion. The QOR is identified
properly by the criterion.
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(gPoI) criterion, is implemented in the SUMO Matlab toolbox [13], and
successfully applied on the Branin and Hartman functions, and used to
determine the elasticity of the middle ear tympanic membrane.
Within the QOR sampling algorithm framework several variations are
possible. For instance, the gPoI has been successfully applied to identify
input regions in the design space that correspond to a certain band in the
output space, providing a tool to solve inverse problems directly. Further-
more, the method is relatively dimension-free, i.e., it does not pose any extra
restrictions than those already inherent in the Kriging surrogate model.
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Knowledge is soon changed, then lost in the mist, an echo half-heard.
— Gene Wolfe
6.1. Summary
In Chapter 2 the SURogate MOdeling (SUMO) toolbox was presented which
offers a flexible framework for surrogate modeling. The SUMO toolbox is a
fully featured sequential surrogate modeling framework and was used as a
research platform to implement and benchmark several surrogate modeling
approaches and algorithms. In the first part of Chapter 2 the use of multiob-
jective optimization to generate a set of global accurate surrogate models is
explored. Subsequently, an object-oriented implementation of the popular
Kriging, co-Kriging and blind Kriging surrogate models was presented as
the ooDACE toolbox. In contrast to the SUMO toolbox, the ooDACE toolbox
offers these types of surrogate models in a small, easy-to-use package that
can be integrated in the modeling pipeline of the engineer. The ooDACE
toolbox has also been incorporated into the SUMO toolbox as well as all
methods developed in this thesis. Both the ooDACE and SUMO toolbox
are open source and freely available for academic purposes at the following
location http://sumo.intec.ugent.be under an open source license (The
Affero GNU General Public License1), thus encouraging code contribution.











development of the publicly available ooDACE and SUMO toolboxes re-
quired a substantial investment of time, including maintaining the websites,
setting up a test and nightly build infrastructure, writing and updating
documentation, fixing bugs, user support, etc. These activities provide
reproducibility of the research results and was an excellent means to get in
touch with and setup collaborations with the wider research community.
The final part of Chapter 2 consists of a thorough benchmark of the blind
Kriging surrogate model to show its strength and weaknesses. It is shown
that using more complex regression functions enables the application of
Kriging to problems with a higher number of dimensions or with gaps in
the input space.
The popular Efficient Global Optimization (EGO) algorithm forms the
core of this thesis and was applied to novel forward and inverse problems
from electromagnetics in Chapter 3. The EGO algorithm was extended to
automatically choose the best surrogate model type using the Evolutionary
Model Selection (EMS) algorithm. Kriging models, RBF models and SVM
models (including ensembles) competed to approximate and optimize a
problem from mechanical engineering with interesting results. However,
the computational cost associated with the EMS algorithm is quite high.
Hence, it may be more useful to construct several surrogate models in
parallel and afterwards select the best surrogate model (instead of using
evolution).
The EGO algorithm is quite often used for single-objective optimization.
While attempts are made to adapt EGO and its statistical criteria for mul-
tiobjective optimization, the calculation of multiobjective criteria is much
more difficult for many objectives. In Chapter 4 an algorithm was presented
to make the calculation of the criteria for many objectives feasible up to 8
objectives. Different types of statistical criteria were benchmarked for multi-
objective optimization on a test suite of functions. The algorithm was found
to consistently outperform several multiobjective evolutionary algorithms.
While the presented method for calculating the criteria is very fast and sta-
ble, more work is needed on improving the quality of the surrogate model
(which is crucial) and on efficiently optimizing the difficult multi-modal
landscape of the statistical criteria.
Chapter 5 introduced a novel algorithm to directly solve inverse problems
by sampling the regions in the input space that correspond to the desired
output value(s). Similarly to Pareto optimization techniques, this approach
identifies multiple possible solutions allowing the decision maker to make
more informed decisions for the final selected solution.
Beside the minor limitations and possible improvements already men-
tioned, two larger future work directions can be distinguished which are
further discussed in the remainder of this Chapter.
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6.2.1. Medium-scale and large-scale problems
The presented methods in this thesis are mature and can be safely used by
engineers for many problems. The limitations of the developed algorithms
lies mostly in the quality of the surrogate model. The main challenge in en-
gineering is the “curse of dimensionality” and perhaps this is even more true
for methods based on surrogate models [11]. Popular surrogate modeling
methods are only capable of handling relatively small-scale problems (<20
dimensions). By restricting the use of surrogate models to local parts of the
design space this can be slightly alleviated to medium-scale (20-100 dimen-
sions) problems, e.g., using a trust region-like mechanism [1]. However,
this negates the benefit of surrogate models providing a global overview
of the problem (e.g., to identify global optima). Of course, medium-scale
(20-100 dimensions) and large-scale (>100 dimensions) problems are of great
interest in industrial applications.
Hence, the most important enhancements to Kriging-based methods,
as those presented in this thesis, involve their ability to solve medium-
scale and large-scale problems. This includes, but is not limited to high-
dimensionality, many (expensive) constraints, large input spaces, large
datasets, and complex non-linear behavior of the computational expensive
simulator. Current algorithms are restricted to low-dimensional spaces (<20
dimensions), a small training set (<1000 samples) and are only suited for
relatively smooth functions. Of course, this is a rather large problem and,
thus, should be addressed on several fronts.
A first step would be to scale up to medium-scale problems. To that
end, the computational complexity of the Kriging model itself needs to be
reduced. This can be achieved by improving the underlying mathematical
framework using, e.g., use (low-rank) approximations of the covariance
matrix (better scaling with the number of samples), likelihood approxima-
tions, localized regression, non-stationary covariance functions [13] (more
complex behaving functions), efficient update formulas [4], and efficient
optimization routines for the maximum likelihood estimation [14] (increases
the dimensions). While some initial research has been done on improving
the Kriging model, they often have restrictions, e.g., Monte Carlo approx-
imations or a number of free (or magic) parameters, and many are only
tested separately on relatively simple mathematical examples. Moreover,
the performance benefits of these improvements to actual optimization,
sensitivity analysis, etc. problems remains largely unknown as they have
only been tested on their approximation capability and not necessarily the
performance of the broader algorithm where the Kriging models are used.
Surrogate models in optimization, global reliability analysis, sensitivity
analysis, etc. do not need to have the best accuracy, but just enough so to
guide the search towards its goal.
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In a second step, beside improving the Kriging model, a further increase
in dimensionality can be gained by using feature (or variable) selection
methods [5]. In high dimensional spaces, efficient algorithms for feature
selection are of paramount importance to reduce the computational cost
and allow a focused investigation of the relevant system design variables.
Usually, not all of these variables are relevant for the problem at hand, and
several sets of variables might be correlated. Therefore, feature selection
methods are applied to simplify the data. Irrelevant variables may be either
left out completely (dimension reduction) or aggregated into variable sub-
sets (known as a features). This results in an updated dataset, expressed in
terms of these features, which is easier to analyze. The machine learning
community is particularly active in the domain of feature selection methods
as they often have to deal with enormous amounts of high dimensional
data. Most research is focused on classification techniques, however, a lot
of these techniques are also applicable to regression problems. It should be
noted that the problem of selection the right features in regression is more
commonly known as variable subset selection or subset selection in regres-
sion [7]. Feature selection methods can be applied as a pre-processing step
or integrated into the Kriging model and the Kriging-based methods. The
latter approach has the benefit that during, e.g., optimization (ir)relevant
variables can be included or left out automatically.
The third and final step addresses large-scale problems. By decomposing
the initial problem into sub-problems, multiple lower-dimensional Kriging
submodels can be built using the improvements obtained from the first
step. These lower-dimensional submodels are then used as building blocks
within a high dimensional model representation (HDMR) [10, 12]. The
HDMR expands a function with n-dimensional input to summands and/or
multiplications of different sub-functions of less than n dimensions.
6.2.2. Broaden class of problems
Kriging provides a mathematical framework to efficiently cope with a
diverse set of simulation problems. Different kinds of computational ex-
pensive simulators exist, each requiring a distinct set of methods. Kriging
models are universal, in a sense that they can be extended to take full ad-
vantage of certain properties of the simulator, increasing its efficiency in
a mathematical sound way. In literature there have already been many
extensions to Kriging to handle different simulation properties, includ-
ing multi-fidelity simulation [6], multi-output approximation [3, 2] (taking
full advantage of the correlation between outputs), partially converging
simulations [9] (as data is expensive everything counts), continuous and
discrete outputs, noise on the output, utilizing gradient information in the
prediction, expensive constraint handling [8], etc. Others, such as com-
plex outputs, have not been investigated yet. Many of these extensions are
promising but have not yet been thoroughly tested and often have only been
i
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shown to increase the accuracy of Kriging regression for approximations
problems. Their usefulness to expedite specific time-consuming tasks such
as optimization and sensitivity analysis have not always been proved. In
their current state they each have their drawbacks such as increased com-
putational complexity or making too many assumptions. Most importantly,
each extension to the Kriging model has been proposed and tested on its
own. More complex problems that need a combination of these extensions,
e.g., multi-fidelity and mixed-integer optimization, have not been tackled
yet. Further research is warranted to make each of these extensions viable
and combine them into one Kriging model - a straightforward combination
is not always possible due to possible conflicts in the underlying math-
ematical model - so that a broad class of very complex problems can be
solved.
More emphasis needs to be given to the versatility of the designed Kriging
algorithms. It is of paramount importance to create an algorithm that can
handle a variety of problems with different properties, even though they
do not necessarily yield the best performance on each problem type. There
is an increasing need for algorithms that guarantee convergence to a good
solution for a wide range of problems rather than a specific algorithm that
obtains the optimal solution, though only on a very small set of problems.
Kriging-based methods should hold up well when dealing with mixed-
integer problems, different types of constraints (soft/hard, (in)equal), noise
on the output, multiple correlated outputs, complex outputs, etc. In each
case the algorithm should be able to take full advantage of the properties of
the simulator to converge to a good optimal solution.
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A reader is not supposed to be aware that someone’s written the story.
He’s supposed to be completely immersed, submerged in the environ-
ment.
— Jack Vance
A.1. A Surrogate Modeling and Adaptive
Sampling
Toolbox for Computer Based Design
D. Gorissen, K. Crombecq, I. Couckuyt, P. Demeester, T. Dhaene
Published in Journal of Machine Learning Research,
vol. 11, pp. 2051-2055, 2010.
Abstract
An exceedingly large number of scientific and engineering fields are con-
fronted with the need for computer simulations to study complex, real
world phenomena or solve challenging design problems. However, due to
the computational cost of these high fidelity simulations, the use of neural
networks, kernel methods, and other surrogate modeling techniques have
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become indispensable. Surrogate models are compact and cheap to eval-
uate, and have proven very useful for tasks such as optimization, design
space exploration, prototyping, and sensitivity analysis. Consequently, in
many fields there is great interest in tools and techniques that facilitate the
construction of such regression models, while minimizing the computa-
tional cost and maximizing model accuracy. This paper presents a mature,
flexible, and adaptive machine learning toolkit for regression modeling and
active learning to tackle these issues. The toolkit brings together algorithms
for data fitting, model selection, sample selection (active learning), hyper-
parameter optimization, and distributed computing in order to empower a
domain expert to efficiently generate an accurate model for the problem or
data at hand.
A.1.1. Background and Motivation
In many science and engineering problems researchers make heavy use of
computer simulation codes in order to replace expensive physical experi-
ments and improve the quality and performance of engineered products
and devices. Such simulation activities are collectively referred to as com-
putational science/engineering. Unfortunately, while allowing scientists
more flexibility to study phenomena under controlled conditions, computer
simulations require a substantial investment of computation time. One
simulation may take many minutes, hours, days or even weeks, quickly
rendering parameter studies impractical [2, 9].
Of the different ways to deal with this problem, this paper is concerned
with the construction of simpler approximation models to predict the system
performance and develop a relationship between the system inputs and
outputs. When properly constructed, these approximation models mimic
the behavior of the simulation accurately while being computationally
cheap(er) to evaluate. Different approximation methods exist, each with
their relative merits. This work concentrates on the use of data-driven,
global approximations using compact surrogate models (also known as
metamodels, replacement models, or response surface models). Examples
include: rational functions, Kriging models, Artificial Neural Networks
(ANN), splines, and Support Vector Machines (SVM). Once such a global
approximation is available it is of great use for gaining insight into the
behavior of the underlying system. The surrogate may be easily queried,
optimized, visualized, and seamlessly integrated into CAD/CAE software
packages.
The challenge is thus how to generate an approximation model that is as
accurate as possible over the complete domain of interest while minimizing
the simulation cost. Solving this challenge involves multiple sub-problems
that must be addressed: how to interface with the simulation code, how
to run simulations (locally, or on a cluster or cloud), which model type
to approximate the data with and how to set the model complexity (e.g.,
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topology of a neural network), how to estimate the model quality and ensure
the domain expert trusts the model, how to decide which simulations to
run (data collection), etc. The data collection aspect is worth emphasizing.
Since data is computationally expensive to obtain and the optimal data
distribution is not known up front, data points should be selected iteratively,
there where the information gain will be the greatest. A sampling function
is needed that minimizes the number of sample points selected in each
iteration, yet maximizes the information gain of each iteration step. This
process is called adaptive sampling but is also known as active learning, or
sequential design.
There is a complex dependency web between these different options and
dealing with these dependencies is non-trivial, particularly for a domain
expert for whom the surrogate model is just an intermediate step towards
solving a larger, more important problem. Few domain experts will be
experts in the intricacies of efficient sampling and modeling strategies.
Their primary concern is obtaining an accurate replacement metamodel
for their problem as fast as possible and with minimal overhead [7]. As a
result these choices are often made in a pragmatic, sometimes even ad-hoc,
manner.
This paper discusses an advanced, and integrated software framework
that provides a flexible and rigorous means to tackle such problems. This
work lies at the intersection of Machine Learning/AI, Modeling and Simu-
lation, and Distributed Computing. The methods developed are applicable
to any domain where a cheap, accurate, approximation is needed to replace
some expensive reference model. Our experience has been that the avail-
ability of such a framework can facilitate the transfer of knowledge from
surrogate modeling researchers and lower the barrier of entry for domain
experts.
A.1.2. SUMO Toolbox
The platform in question is the Matlab SUrrogate MOdeling (SUMO) Tool-
box, illustrated in Figure A.1. Given a simulation engine (Fluent, Cadence,
Abaqus, HFSS, etc.) or other data source (data set, Matlab script, Java class,
etc.), the toolbox drives the data source to produce a surrogate model within
the time and accuracy constraints set by the user.
The SUMO Toolbox adopts a microkernel design philosophy with many
different plugins available for each of the different sub-problems1: model
types (rational functions, Kriging, splines, SVM, ANN, etc.), hyperparame-
ter optimization algorithms (Particle Swarm Optimization, Efficient Global
Optimization, simulated annealing, Genetic Algorithm, etc.), model selec-
tion algorithms (cross validation, AIC, Leave-out set, etc.), sample selection
(random, error based, density based, hybrid, etc.), Design of Experiments
1The full list of plugins and features can be found at http://www.sumowiki.intec.ugent.be
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(Latin hypercube, Box-Bhenken, etc.), and sample evaluation methods (local,
on a cluster or grid). The behavior of each software component is config-
urable through a central XML file and components can easily be added,
removed or replaced by custom implementations. In addition the toolbox
provides ‘meta’ plugins. For example to automatically select the best model
type for a given problem [7] or to use multiple model selection or sample
selection criteria in concert [3].
Furthermore, there is built-in support for high performance computing.
On the modeling side, the model generation process can take full advantage
of multi-core CPUs and even of a complete cluster or grid. This can result
in significant speedups for model types where the fitting process can be
expensive (e.g., neural networks). Likewise, sample evaluation (simula-
tion) can occur locally (with the option to take advantage of multi-core
architectures) or on a separate compute cluster or grid (possibly accessed
through a remote head-node). All interfacing with the grid middleware
(submission, job monitoring, rescheduling of failed/lost simulation points,
etc.) is handled transparently and automatically (see [6] for more details).
Also, the sample evaluation component runs in parallel with the other com-
ponents (non-blocking) and not sequentially. This allows for an optimal use
of computational resources.
In addition the SUMO Toolbox contains extensive logging and profiling
capabilities so that the modeling process can easily be tracked and the
modeling decisions understood. Once a final model has been generated, a
GUI tool is available to visually explore the model (including derivatives
and prediction uncertainty), assess its quality, and export it for use in other
software tools.
A.1.3. Applications
The SUMO Toolbox has already been applied successfully to a very wide
range of applications, including RF circuit block modeling [5], hydrological
modeling [1], Electronic Packaging [11], aerodynamic modeling [4], process
engineering [10], and automotive data modeling [3]. Besides global model-
ing capabilities, the SUMO Toolbox also includes a powerful optimization
framework based on the Efficient Global Optimization framework devel-
oped by Jones [8]. As of version 6.1, the toolbox also contains an example of
how the framework can also be applied to solve classification problems.
In sum, the goal of the toolbox is to fill the void in machine learning
software when it comes to the challenging, costly, real-valued, problems
faced in computational engineering. The toolbox is in use successfully at
various institutions and we are continuously refining and extending the set
of available plugins as the number of applications increase. Usage instruc-
tions, design documentation, and stable releases for all major platforms can
be found at http://www.sumo.intec.ugent.be.
i
i








[1] I. Couckuyt, D. Gorissen, H. Rouhani, E. Laermans, and T. Dhaene.
Evolutionary regression modeling with active learning: An applica-
tion to rainfall runoff modeling. In International Conference on Adaptive
and Natural Computing Algorithms, volume LNCS 5495, pages 548–558,
Sep. 2009.
[2] A. Forrester, A. Sobester, and A. Keane. Engineering Design Via Surro-
gate Modelling: A Practical Guide. Wiley, Chichester, 2008.
[3] D. Gorissen, I. Couckuyt, E. Laermans, and T. Dhaene. Multiobjec-
tive global surrogate modeling,dealing with the 5-percent problem.
Engineering with Computers, 26(1):81–89, Jan. 2010.
[4] D. Gorissen, K. Crombecq, I. Couckuyt, and T. Dhaene. Foundations of
Computational Intelligence, Volume 1: Learning and Approximation: Theo-
retical Foundations and Applications, volume 201, chapter Automatic
Approximation of Expensive Functions with Active Learning, pages
35–62. Springer Verlag, Series Studies in Computational Intelligence,
2009.
[5] D. Gorissen, L. De Tommasi, K. Crombecq, and T. Dhaene. Sequential
modeling of a low noise amplifier with neural networks and active
learning. Neural Computing and Applications, 18(5):485–494, Jun. 2009.
[6] D. Gorissen, T. Dhaene, P. Demeester, and J. Broeckhove. Handbook
of Research on Grid Technologies and Utility Computing: Concepts for
Managing Large-Scale Applications, chapter Grid enabled surrogate
modeling, pages 249–258. IGI Global, May 2009.
[7] D. Gorissen, T. Dhaene, and F. DeTurck. Evolutionary model type
selection for global surrogate modeling. Journal of Machine Learning
Research, 10:2039–2078, 2009.
[8] D. R. Jones, M. Schonlau, and W. J. Welch. Efficient global opti-
mization of expensive black-box functions. J. of Global Optimization,
13(4):455–492, 1998.
[9] T. W. Simpson, V. Toropov, V. Balabanov, and F. A. C. Viana. Design
and analysis of computer experiments in multidisciplinary design
optimization: a review of how far we have come or not. In Proceedings
of the 12th AIAA/ISSMO Multidisciplinary Analysis and Optimization
Conference, 2008 MAO, Victoria, Canada, 2008.
[10] D.W. Stephens, D. Gorissen, and T. Dhaene. Surrogate based sen-
sitivity analysis of process equipment. In Proc. of 7th International
Conference on CFD in the Minerals and Process Industries, CSIRO, Mel-
bourne, Australia, Dec. 2009.
i
i







[11] T. Zhu and P. D. Franzon. Application of surrogate modeling to
generate compact and PVT-sensitive IBIS models. In Proceedings of
the 18th Conference on Electrical Performance of Electronic Packaging and
Systems (EPEPS), Oct. 2009.
i
i
















Indeed Bugg. is it because, do you think, at the human core, we are
naught but liars and cheats?”
“Probably.”
“With no hope of ever overcoming our instinctive nastiness?”
“Hard to say. How have we done so far?”
— Steven Erikson
B.1. ooDACE Toolbox: A Flexible
Object-Oriented Kriging Implementation
I. Couckuyt, T. Dhaene
Accepted for publication in the Journal of Machine Learning Research.
Abstract
When analyzing data from computationally expensive simulation codes,
surrogate modeling methods are firmly established as facilitators for de-
sign space exploration, sensitivity analysis, visualization and optimization.
Kriging is a popular surrogate modeling technique used for the Design and
Analysis of Computer Experiments (DACE). Hence, the past decade Kriging
has been the subject of extensive research and many extensions have been
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proposed, e.g., co-Kriging, stochastic Kriging, blind Kriging, etc. However,
few Kriging implementations are publicly available and tailored towards
scientists and engineers. Furthermore, no Kriging toolbox exists that unifies
several Kriging flavors. This paper addresses this need by presenting an
efficient object-oriented Kriging implementation and several Kriging ex-
tensions, providing a flexible and easily extendable framework to test and
implement new Kriging flavors while reusing as much code as possible.
B.1.1. Introduction
This paper is concerned with efficiently solving complex, computational
expensive problems using surrogate modeling techniques [13, 5]. Surrogate
models, also known as metamodels, are cheap approximation models for
computational expensive (black-box) simulations. Surrogate modeling
techniques are well-suited to handle, for example, expensive finite element
(FE) simulations and computational fluid dynamic (CFD) simulations.
Kriging is a popular surrogate model type to approximate deterministic
noise-free data. First conceived by Danie Krige in geostatistics [7] and later
introduced for the Design and Analysis of Computer Experiments (DACE)
by Sacks et al. [11], these Gaussian Process [10] based surrogate models
are compact and cheap to evaluate, and have proven to be very useful
for tasks such as optimization [6], design space exploration, visualization,
prototyping, and sensitivity analysis [13, 4]. Note that Kriging surrogate
models are primarily known as Gaussian Processes in the machine learning
community. Except for the utilized terminology there is no difference
between the terms and associated methodologies. Hence, for clarity the
term Kriging is used in this work.
While Kriging is a popular surrogate model type, not many publicly
available, easy-to-use Kriging implementations exist. Many Kriging im-
plementations are outdated, provided as demo code with a book and/or
limited to one specific type of Kriging. Perhaps the most well-known Krig-
ing toolbox is the DACE toolbox1 of Lophaven et al. [8], but, unfortunately,
the toolbox has not been updated for some time and only the standard
Kriging model is provided. Other freely available Kriging codes include:
stochastic Kriging [12] 2, DiceKriging 3, Gaussian Processes for Machine
Learning [9] (GPML)4, demo code provided with [3]5 and the Matlab Krig-
ing toolbox6.
This paper addresses this need by presenting an efficient object-oriented
















and easily extendable framework to test and implement new Kriging flavors
while reusing as much code as possible.
B.1.2. ooDACE Toolbox
The ooDACE toolbox is an object-oriented Matlab toolbox implementing a
variety of Kriging flavors and extensions. The most important features and
Kriging flavors include,
• Simple Kriging, ordinary Kriging, universal Kriging, stochastic Krig-
ing (regression Kriging), blind- and co-Kriging.
• Re-interpolation of the prediction variance (for regression Kriging).
• Derivatives of the prediction and prediction variance.
• Flexible hyperparameter optimization.
• Useful utilities include: cross-validation, integrated mean squared
error, empirical variogram plot, debug plot of the likelihood surface,
robustness-criterion value, etc.
• Proper object-oriented design (compatible interface with the DACE
toolbox1 is available).
Documentation of the ooDACE toolbox is provided in the form of a getting
started guide (for users), a wiki7 and doxygen documentation8 (for devel-
opers and more advanced users). In addition, the code is well-documented,
providing references to research papers where appropriate. A quick-start
demo script is provided with five surrogate modeling use cases, as well as
script to run a suite of regression tests.
A simplified UML class diagram, showing only the most important public
operations, of the toolbox is shown in Figure B.1. The toolbox is designed
with efficiency and flexibility in mind. The process of constructing (and
predicting) a Kriging model is decomposed in several smaller, logical steps,
e.g., constructing the correlation matrix, constructing the regression ma-
trix, updating the model, optimizing the parameters, etc. These steps are
linked together by higher-level steps, e.g., fitting the Kriging model and
making predictions. The basic steps needed for Kriging are implemented as
(protected) operations in the BASICGAUSSIANPROCESS superclass. Imple-
menting a new Kriging type, or extending an existing one, is now done by
subclassing the Kriging class of your choice and inheriting the (protected)
methods that need to be reimplemented. Similarly, to implement a new hy-
perparameter optimization strategy it suffices to create a new class inherited

















































Figure B.1.: Class diagram of the ooDACE toolbox.









































Figure B.2.: (a) Evolution of the average AEE versus the number of samples
(Branin function). (b) Landscape plot of the Branin function.
To assess the performance of the ooDACE toolbox a comparison between
the ooDACE toolbox and the DACE toolbox1 is performed using the 2D
Branin function. To that end, 20 datasets of increasing size are constructed,
each drawn from an uniform random distribution. The number of ob-
servations ranges from 10 to 200 samples with steps of 10 samples. For
each dataset, a DACE toolbox1 model, a ooDACE ordinary Kriging and
a ooDACE blind Kriging model have been constructed and the accuracy
is measured on a dense test set using the Average Euclidean Error (AEE).
Moreover, each test is repeated 1000 times to remove any random factor,
hence the average accuracy of all repetitions is used. Results are shown
in Figure B.2a. Clearly, the ordinary Kriging model of the ooDACE tool-
box consistently outperforms the DACE toolbox for any given sample size,
mostly due to a better hyperparameter optimization, while the blind Kriging
model is able improve the accuracy even more.
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The ooDACE Toolbox has already been applied successfully to a wide range
of problems, e.g., optimization of a textile antenna [2], identification of the
elasticity of the middle-ear drum [1], etc.
In sum, the ooDACE toolbox aims to provide a modern, up to date
Kriging framework catered to scientists and engineers. Usage instructions,
design documentation, and stable releases can be found at http://sumo.
intec.ugent.be/?q=ooDACE.
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See the download page at http://sumo.intec.ugent.be/?q=ooDACE.
Requirements The ooDACE toolbox takes advantage of the new Object
Oriented system (classdef ) available from Matlab 2008b (v7.7) onwards. By
default, the oodacefit and demo scripts of the ooDACE toolbox use the fmin-
con optimization routine from the Matlab Optimization toolbox. Support
for other optimization strategies can easily be used if a wrapper class is
coded for it, see Figure B.4. To that end, full support for the third-party
SQPLab optimization package [1] (http://www-rocq.inria.fr/~gilbert/
modulopt/optimization-routines/sqplab/sqplab.html) is included as
well as support for the genetic algorithm of the Matlab Global Optimization
toolbox.
B.2.2. Getting started
Before the ooDACE toolbox can be used you have to include it
in Matlab’s search path. You can do this manually by running
startup, or, if Matlab is started in the root toolbox directory, then
startup will be run automatically.
s tar tup
Now the toolbox is ready to be used. The ooDACE toolbox is designed
in an Object Oriented (OO) fashion. It is strongly recommended to exploit
the OO design directly, i.e., use the Kriging and Optimizer matlab classes,
see Figures B.3 and B.4. Most functionality is implemented in the base class
BasicGaussianProcess, the derived Kriging class differs only in the fact that it
automatically normalizes your dataset before fitting. For more information
on the classes and their methods please refer to the doxygen documentation
and the source files.
Lets define n as the number of observations and d as the number of input
parameters. Then the n × d input sample matrix is denoted by samples
(each row is one observation) and the corresponding output values are
stored in the n× 1 matrix values. The ooDACE toolbox provides a script,
oodacefit.m, that just takes your dataset (a samples and values matrix) and,
optionally, an options structure and returns a fitted Kriging object, all other
parameters are set to some sensible defaults (the options structure is merged
with the defaults). The internal call hierarchy of fitting a Kriging object,
and predicting some points, is shown by a sequence diagram in Figure
B.5, any part of the fitting (or prediction) process can be easily modified by
inheriting from the appropriate class and overriding the desired methods.
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+ optimize(arg : func_handle) : DoubleArray
+ setDimensions(inDim : Double, outDim : Double)
+ setBounds(lb : DoubleArray, ub : DoubleArray)
+ setInitialPopulation(pop : DoubleArray)
+ getInputDimension() : Double
+ getOutputDimension() : Double
+ getBounds() : DoubleArray
+ getInitialPopulation() : DoubleArray
+ getPopulationSize() : Double
MatlabOptimizer
+ optimize(arg : func_handle) : DoubleArray
MatlabGA
+ optimize(arg : func_handle) : DoubleArray
+ getPopulationSize() : Double
SQPLabOptimizer
+ optimize(arg : func_handle) : DoubleArray
Figure B.4.: Class diagram of the Optimizer class hierarchy.
The remainder of this Section presents pseudo-code how to use the
ooDACE toolbox for different use cases and types of Kriging models. See
the included demo.m and oodacefit.m scripts for more example code on how
to use the ooDACE toolbox, including more advanced features such as using
blind Kriging (see the BlindKriging class) or how to use regression instead
of interpolation. For convenience, wrapper scripts (dacefit.m, predictor.m)
are provided that emulate the DACE toolbox interface (see Section B.2.5 for
more information).
B.2.2.1. Kriging
Creating and exploiting a Kriging model requires only two lines of code:
k = o o d a c e f i t ( samples , values ) ;
y = k . p r e d i c t ( x ) ;
For more flexibility, e.g., choosing the correlation and regression func-
tions, the user can utilize the Kriging classes directly. lb and ub are 1× d
arrays defining the lower bounds and upper bounds, respectively, needed
to optimize the hyperparameters. In addition, a set of starting values has
to be specified, namely, hyperparameters0 is also an 1× d array. Example
code to create an universal Kriging model follows:
. . .
% G e n e r a t e K r i g i n g o p t i o n s s t r u c t u r e
opts = Kriging . getDefaultOptions ( ) ;
opts . hpBounds = [ lb ; ub ] ; % h y p e r p a r a m e t e r
o p t i m i z a t i o n bounds
% c o n f i g u r e t h e SQPLab o p t i m i z a t i o n a l g o r i t h m (
i n c l u d e d )
opts . hpOptimizer = SQPLabOptimizer ( inDim , 1 ) ;
% c r e a t e and f i t t h e K r i g i n g model
k = Kriging ( opts , hyperparameters0 , ’ regpoly2 ’ ,
@corrgauss ) ;
k = k . f i t ( samples , values ) ;
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: tuneParameters() : double
: optimize() : DoubleArray
: likelihood()
: updateModel()
: predict() : DoubleArray
: predict() : DoubleArray
 Scaling of the data
 Hyperparameter
 optimization
 Construct final Kriging model using:
 1. updateStochasticProcess()
 2. updateRegression()
 Scales the data appropriately
 Evaluates the Kriging predictor
Figure B.5.: Sequence diagram of constructing a Kriging class.
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k = k . cleanup ( ) ; % o p t i o n a l : on ly ne eded f o r ve ry
l a r g e d a t a s e t s
% k r e p r e s e n t s t h e a p p r o x i m a t i o n and can now be used ,
e . g . ,
[ y mse ] = k . p r e d i c t ( [1 2 ] )
. . .
The optional call to cleanup() after fitting a Kriging model clears some
temporary, unused variables from memory to reduce memory usage, this
may be especially useful for large datasets. Once a Kriging model has been
constructed subsequent calls to the fit method of Kriging will use the previ-
ously optimized hyperparameters on the new data. This is useful for, e.g.,
calculating a 20-fold cross-validation score for which the hyperparameters
need to remain fixed, some Matlab pseudo-code follows,
. . .
for i =1:20
% f i t c r o s s−v a l i d a t e d K r i g i n g model
k_xval = k . f i t ( samples ( fo ld { i } , : ) , values ( fo ld { i
} , : ) ) ;
% c a l c u l a t e e r r o r f o r t h i s f o l d
xval ( i , : ) = mean ( ( k_xval . p r e d i c t ( samples ( fo ld { i
} , : ) ) − . . .
values ( fo ld { i } , : ) ) .^2 ) ;
end
% f i n a l s c o r e i s t h e mean o f a l l f o l d e r r o r s
xvalScore = mean ( xval ) ;
Here fold{i} are indices to a subset of the dataset for fold i. Note that
leave-one-out crossvalidation (using the mean square error function) can be
obtained directly using k.cvpe(), see Section 2.2.2.5.
B.2.2.2. Co-Kriging
The oodace script automatically creates a co-Kriging model if samples and
values are cell arrays of length two. The first elements of samples and
values describe the cheap data, represented by a nc × d matrix (samples{1})
and a nc × 1 matrix (values{1}). Similarly, the second entries of both cell
arrays contain the expensive data. A co-Kriging model is then created by
executing:
k = o o d a c e f i t ( samples , values ) ;
y = k . p r e d i c t ( x ) ;
On the other hand, the exact optimization strategies to use and other











% G e n e r a t e CoKrig ing o p t i o n s s t r u c t u r e
opts = CoKriging . getDefaultOptions ( ) ;
opts . hpBounds = [ lb ; ub ] ; % h y p e r p a r a m e t e r
o p t i m i z a t i o n bounds
%% c o n f i g u r e t h e o p t i m i z a t i o n a l g o r i t h m s f o r
% f o r c h e a p d a t a
opts . hpOptimizer { 1 } = SQPLabOptimizer ( dim , 1 ) ;
% f o r e x p e n s i v e d a t a
optimopts . DerivativeCheck = ’ o f f ’ ;
optimopts . Diagnost i cs = ’ o f f ’ ;
optimopts . Algorithm = ’ ac t ive−s e t ’ ;
optimopts . MaxFunEvals = 1000000 ;
optimopts . MaxIter = 5 0 0 ;
optimopts . GradObj = ’ o f f ’ ;
opts . hpOptimizer { 2 } = MatlabOptimizer ( inDim , 1 ,
optimopts ) ;
%% c r e a t e and f i t t h e CoKrig ing model
k = CoKriging ( opts , hyperparameters0 , ’ regpoly0 ’ ,
@correxp ) ;
k = k . f i t ( samples , values ) ;
% k r e p r e s e n t s t h e a p p r o x i m a t i o n and can now be used ,
e . g . ,
[ y mse ] = k . p r e d i c t ( [1 2 ] )
. . .
The co-Kriging model can be efficiently updated with new expensive
data, which involves a re-estimation of the hyperparameters of one of the
underlying Kriging models of co-Kriging. This is in contrast to Kriging
were subsequent calls to fit() keep the hyperparameters fixed. When new
expensive data arrives it suffices to update the second entry of the cell
arrays samples and values with the new data,
. . .
samples { 2 } = [ samples { 2 } ; samples_new ] ;
values { 2 } = [ values { 2 } ; values_new ] ;
k = k . f i t ( samples , values ) ;
Note that the co-Kriging class does not scale the data due to this feature as
that might produce undesired results. It is suggested to scale (or normalize)
your data to, e.g., [0, 1], manually before calling the fit method.
B.2.2.3. Blind Kriging
A blind Kriging model is created using:
opts . type = ’ Bl indKriging ’ ;
k = o o d a c e f i t ( samples , values , opts ) ;
i
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y = k . p r e d i c t ( x ) ;
Additional options are,
% r e t u n e p a r a m e t e r s a f t e r e v e r y i t e r a t i o n
opts . retuneParameters = f a l s e ;
% maximum o r d e r o f c a n d i d a t e f e a t u r e s t o c o n s i d e r (
q u a d r a t i c )
opts . regressionMaxOrder = 2 ;
Similarly to the previous Sections, a blind Kriging model can also be con-
structed directly by calling the constructor and fit method of the BlindKriging
class.
B.2.2.4. Stochastic Kriging
For stochastic simulation problems a stochastic Kriging can be fitted using
the BasicGaussianProcess class with the following additional options,
% Sigma i s t h e i n t r i n s i c c o v a r i a n c e m at r ix (= v a r i a n c e
o f o u tp ut v a l u e s )
opts . Sigma = var ( values , 2 ) ;
values = mean ( values , 2 ) ;
% t h e p r o c e s s v a r i a n c e sigma2 n e e d s t o be i n c l u d e d in
t h e MLE
opts . sigma20 = Inf ; % o p t i o n a l , g u e s s t h e i n i t i a l
v a l u e
opts . sigma2Bounds = [−2 ; 4 ] ; % l o g 1 0 s c a l e
opts . generateHyperparameters0 = true ; % o p t i o n a l ,
g u e s s t h e i n i t i a l v a l u e
% e x p l i c i t l y a s k f o r B a s i c G a u s s i a n P r o c e s s (= K r i g i n g
w i t h o u t s c a l i n g )
opts . type = ’ BasicGaussianProcess ’ ;
k = o o d a c e f i t ( samples , values , opts ) ;
[ y s2 ] = k . p r e d i c t ( x ) ;
On the other hand, when dealing with noisy simulators that are actually
deterministic, one can use regression Kriging which tries to identify the
amount of noise automatically by including an extra parameter λ in the
likelihood optimization. A regression Kriging model is constructed using
the Kriging class as follows:
% r e g r e s s i o n K r i g i n g
opts . lambda0 = 0 ;
opts . lambdaBounds = [−5 ; 5 ] ; % l o g s c a l e
k = o o d a c e f i t ( samples , values , opts ) ;
[ y s2 ] = k . p r e d i c t ( x ) ;
i
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As regression Kriging approximates the data, in contrast to interpolation,
the prediction variance will not be zero at the samples. By specifying the
option,
opts . r e i n t e r p o l a t i o n = true ;
before fitting the regression Kriging model, predict() will return the re-
interpolated prediction variance as its second output argument.
B.2.3. Running the problems provided with ooDACE
(demo.m)
The demo.m script includes several test cases trying to cover the most impor-
tant aspects of the ooDACE toolbox. To solve a problem just run the demo
script and make your selection of the several test cases, or, you can execute
a test case directly by calling, e.g.,
demo ( 4 )
Each test case creates a landscape plot of the Kriging model, as well as
two contour plots of the prediction and the prediction variance (and the
derivatives), respectively. These plots are found in Figure B.6. A quick
discussion of the test cases follows.
B.2.3.1. demo(1) - fitting a standard Kriging model
This test case fits a standard ordinary Kriging model on the Branin function.
This is the most simple use of the ooDACE toolbox and is probably the
setup most users want to utilize. The output of Matlab is,
>> demo ( 1 )
Building model . . . done
Evaluat ing model a t ( 2 . 5 0 0 0 0 0 , 7 . 5 0 0 0 0 0 ) .
P r e d i c t i o n mean = 3 1 . 6 2 7 6 3 2 .
P r e d i c t i o n var iance = 2 4 . 0 0 1 5 2 7 .
D e r i v a t i v e s of : p r e d i c t i o n mean = ( 5 . 8 8 7 6 6 7 , 1 0 . 3 0 8 7 2 7 )
. p r e d i c t i o n var iance = (0 .001800 , −0 .000415) .
Leave−one−out c r o s s v a l i d a t i o n : 199 .672399 ( using the
mean squared e r r o r funct ion ) .
I n t e g r a t e d Mean Square Error : 2 3 8 8 5 . 2 9 3 0 9 4 .
Marginal l i k e l i h o o d (− log ) : −6.586541.
Pseudo l i k e l i h o o d (− log ) : −5.778266.
Process var iance : 23144 .970800
Sigma ( 1 , 1 ) : 0 .000000 ( f i r s t element of i n t r i n s i c
covar iance matrix ) .
i
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Figure B.6.: Plots generated by the several test cases of demo.m. The first
row (a, b, c) is of the first test case (demo(1)), The second row
(d, e, f) of the second test case (demo(2)), etc. The black dots are
the samples and the black arrows represents the derivatives.
Formatted r e g r e s s i o n funct ion : 0
C a l cu l a t in g d e r i v a t i v e s f o r contour p l o t . . . (may take
a while ) .
ans =
Kriging model with c o r r e l a t i o n funct ion corrgauss (
−0.28 −0.95 )
Average Sigma 5 .773 e−15
Beside the prediction and prediction variance (and their derivatives),
several accuracy metrics are available giving an indication of the accuracy
of the Kriging model.
B.2.3.2. demo(2) - fitting a regression Kriging model
This test cases demonstrate how to create a Kriging model for noisy data,
we reuse the Branin function modified by adding some noise. We use the
pseudo-likelihood to optimize the hyperparameters instead of the standard
marginal likelihood and enable the re-interpolation of the prediction vari-
ance. This last option makes sure the prediction variance is zero at the
samples, which is sometimes desired (e.g., for optimization). In addition,
debug mode is enabled and, hence, a debug contour plot of the likelihood
surface is calculated, see Figure B.7.
The output looks like,
>> demo ( 2 )
Building model . . .
. . . ( removed the output of c r e a t i n g the l i k e l i h o o d



















































Figure B.7.: Contour plot of the marginal likelihood function for demo(2).
The green cross are the optimal values found by the Maximum
Likelihood Estimation (MLE), while the green star are the mini-
mum values identified while generating this contour plot. For
this particular setup x and y represent the hyperparameters σ2
and θ1, respectively. θ2 is set fixed to the optimal value found
by the MLE.
Evaluat ing model a t ( 2 . 5 0 0 0 0 0 , 7 . 5 0 0 0 0 0 ) .
P r e d i c t i o n mean = 0 . 6 5 5 7 8 6 . P r e d i c t i o n var iance =
0 . 0 0 0 0 0 0 .
D e r i v a t iv e s of : p r e d i c t i o n mean = ( −0 .193567 ,3 .153803)
. p r e d i c t i o n var iance = ( −0 .001070 ,0 .000983) .
Leave−one−out c r o s s v a l i d a t i o n : 4628 .973432 ( using the
mean squared e r r o r funct ion ) .
I n t e g r a t e d Mean Square Error : 2 . 0 5 9 8 5 8 .
Marginal l i k e l i h o o d (− log ) : 3 . 4 4 6 5 7 5 .
Pseudo l i k e l i h o o d (− log ) : 1 9 . 6 7 9 4 0 6 .
Process var iance : 533479.248026
Sigma ( 1 , 1 ) : 0 .005171 ( f i r s t element of i n t r i n s i c
covar iance matrix ) .
Formatted r e g r e s s i o n funct ion : 0
C a l cu l a t in g d e r i v a t i v e s f o r contour p l o t . . . (may take
a while ) .
ans = Kriging model with c o r r e l a t i o n funct ion
corrgauss ( −1.82 −1.44 )
Average Sigma 5 .171 e−03
Note that Sigma(1,1) (= lambda hyperparameter) is larger than zero as
we are doing regression instead of interpolation now.
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B.2.3.3. demo(3) - fitting a blind Kriging model
This test case is the same as demo(1), except we are fitting a blind Kriging
model. This type of Kriging tries to automatically determine the right
regression (trend) function of the data. The output is,
>> demo ( 3 )
Building model . . . done
Evaluat ing model a t ( 2 . 5 0 0 0 0 0 , 7 . 5 0 0 0 0 0 ) .
P r e d i c t i o n mean = 2 2 . 1 8 3 2 4 7 . P r e d i c t i o n var iance =
3 0 . 1 8 1 8 3 2 .
D e r i v a t i v e s of : p r e d i c t i o n mean =
( 2 1 . 3 5 2 6 0 8 , 2 7 . 7 9 2 2 5 4 ) . p r e d i c t i o n var iance =
(−0.020281 ,−0.023028) .
Leave−one−out c r o s s v a l i d a t i o n : 34 .381536 ( using the
mean squared e r r o r funct ion ) .
I n t e g r a t e d Mean Square Error : 3 7 9 4 6 . 3 3 3 6 3 4 .
Marginal l i k e l i h o o d (− log ) : −12.348891.
Pseudo l i k e l i h o o d (− log ) : −18.519979.
Process var iance : 14881 .714360
Sigma ( 1 , 1 ) : 0 .000000 ( f i r s t element of i n t r i n s i c
covar iance matrix ) .
Formatted r e g r e s s i o n funct ion : 1+x1^2+x1+x1x2
C al cu l a t in g d e r i v a t i v e s f o r contour p l o t . . . (may take
a while ) .
ans = Kriging model with c o r r e l a t i o n funct ion
corrgauss ( −0.13 −1.21 )
Average Sigma 5 .773 e−15
As we can see there is a dramatic improvement on the leave-one-out
crossvalidation score in comparison to the first test case. The final regression
function, without the coefficients, is shown after ’Formatted regression
function’, namely, 1+ x21 + x1 + x1x2.
B.2.3.4. demo(4) - fitting a co-Kriging model
This test case deals with multi-fidelity data, namely, two datasets modeling
the same problem but coming from two different simulators with varying
accuracy. Typical we have a dataset from an expensive and a cheap simula-
tor. This data can be combined to enhance accuracy by creating a co-Kriging
model. For demonstration purposes two mathematical functions are used
here to represent the two simulators. The output looks like,
>> demo ( 4 )
i
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Building model . . . done
Evaluat ing model a t ( 0 . 5 0 0 0 0 0 , 0 . 5 0 0 0 0 0 ) .
P r e d i c t i o n mean = −1.373255.
P r e d i c t i o n var iance = 0 . 1 3 6 4 9 0 .
D e r i v a t iv e s of : p r e d i c t i o n mean =
(−0.915713 ,−0.914880) . p r e d i c t i o n var iance =
( 0 . 0 0 0 0 0 0 , 0 . 0 0 0 0 0 0 ) .
Leave−one−out c r o s s v a l i d a t i o n : 0 .000004 ( using the
mean squared e r r o r funct ion ) .
I n t e g r a t e d Mean Square Error : 0 . 1 1 0 7 9 3 .
Marginal l i k e l i h o o d (− log ) : −222.002058.
Pseudo l i k e l i h o o d (− log ) : 2 4 5 5 7 . 6 6 4 9 4 3 .
Process var iance : 280 .984898
Sigma ( 1 , 1 ) : 0 .000000 ( f i r s t element of i n t r i n s i c
covar iance matrix ) .
Formatted r e g r e s s i o n funct ion : Not a v a i l a b l e
Rho : 0 .915509
C al cu l a t in g d e r i v a t i v e s f o r contour p l o t . . . (may take
a while ) .
ans =
Kriging model with c o r r e l a t i o n funct ion corrgauss (
0 . 0 8 −1.75 )
Average Sigma 4 .058 e−12
B.2.3.5. demo(5) - fitting a stochastic Kriging model
Finally, this test case demonstrates the stochastic Kriging model. This
approximation model is used when dealing with data from stochastic simu-
lations. Often the stochastic simulator provides error bounds on the output
noise and/or multiple simulation runs are done to get an estimate of the
amount of noise. Stochastic Kriging can use this extra information to im-
prove accuracy. Here we use data from the Branin function with some
random noise added to it. The output is,
>> demo ( 5 )
Building model . . . done
Evaluat ing model a t ( 2 . 5 0 0 0 0 0 , 7 . 5 0 0 0 0 0 ) .
P r e d i c t i o n mean = 4 7 . 7 6 3 6 5 1 . P r e d i c t i o n var iance =
9 9 9 9 . 9 9 9 9 1 8 .
i
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D e r i v a t i v e s of : p r e d i c t i o n mean =
(−0.000280 ,−0.000112) . p r e d i c t i o n var iance =
( −0 .001030 ,0 .000924) .
Leave−one−out c r o s s v a l i d a t i o n : 20087.314366 ( using the
mean squared e r r o r funct ion ) .
I n t e g r a t e d Mean Square Error : 2249999 .982771 .
Marginal l i k e l i h o o d (− log ) : 1 0 2 . 5 6 2 3 2 7 .
Pseudo l i k e l i h o o d (− log ) : 1 6 4 . 3 5 2 3 3 6 .
Process var iance : 10000 .000000
Sigma ( 1 , 1 ) : 6843 .391500 ( f i r s t element of i n t r i n s i c
covar iance matrix ) .
Formatted r e g r e s s i o n funct ion : 0
C a l cu l a t in g d e r i v a t i v e s f o r contour p l o t . . . (may take
a while ) .
ans = Kriging model with c o r r e l a t i o n funct ion
corrgauss ( −1.97 −1.97 )
Average Sigma 1 .016 e+04
The difference between stochastic Kriging and regression Kriging is that
here the matrix Sigma is not included in the maximum likelihood estima-
tion, but is defined a priori by the user (often by replicating the stochastic
simulations a number of times).
B.2.4. Regression tests
The ooDACE toolbox also includes a regression test suite which can be run
as follows:
runRegress ionTests
Results of each test are compared against previous saved results (in
regressionTests/) and when there are no problems found the output should
be,
Running t e s t 1 . . . OK.
Running t e s t 2 . . . OK.
Running t e s t 3 . . . OK.
Running t e s t 4 . . . OK.
Running t e s t 5 . . . OK.
However, this will likely not be the case for most users as the regression
tests are very strict. Small changes between Matlab versions (e.g., dblquad
versus integral2 for the imse method) and the Optimization toolbox (fmincon)
will result in failed tests. Regression tests are most useful for develop-
ers: Before making changes to the code the output of the regression tests
(for a particular Matlab setup) can be saved using runRegressionTests([1:5],
i
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true);. After introducing new functionality to the ooDACE toolbox running
runRegressionTests again will find any regressions in the code.
B.2.5. DACE toolbox interface
The ooDACE toolbox provides two scripts dacefit.m and predictor.m that
emulate the behavior of the DACE toolbox [2]. Note, that full compatibility
is not provided. The scripts merely aim to ease the transition from the
DACE toolbox to the ooDACE toolbox. Example code,
kr ige = d a c e f i t ( samples , values , ’ regpoly0 ’ , ’
corrgauss ’ , hyperparameters0 , lb , ub )
y = p r e d i c t o r ( [ 1 2 ] , kr ige )
Obviously, a lot less code is used to copy the setups described in the
previous sections. However, less code means less flexibility (e.g., blind
Kriging and regression Kriging are not available using the wrapper scripts).
Hence, it is suggested to learn the object oriented interface of ooDACE and
use it instead.
B.2.6. Contribute
Suggestions on how to improve the ooDACE toolbox are always welcome.
For more information please see the feedback page at http://sumowiki.
intec.ugent.be/index.php/Feedback.
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