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Low-thrustmany-revolution trajectory design and orbit transfers are becoming increasingly
important with the development of high specific impulse, low-thrust engines. Closed-loop
feedback-driven (CLFD) control laws can be used to solve these trajectory design problems
with minimal computational cost and offer potential for autonomous guidance. However,
they have user-defined parameters which limit their optimality. In this work, an actor-critic
reinforcement learning framework is proposed to make the parameters of the Lyapunov-based
Q-law state-dependent, ensuring the controller can adapt as the dynamics evolve during a
transfer. The proposed framework should be independent of the particular CLFD control
law and provides improved solutions for mission analysis. There is also potential for future
on-board autonomous use, as trajectories are closed-form and can be generated without an
initial guess. The current results focus on GTO-GEO transfers in Keplerian dynamics and
later with eclipse and J2 effects. Both time-optimal and mass-optimal transfers are presented,
and the stability to uncertainties in orbit determination are discussed. The task of handling
orbit perturbations is left to future work.
I. Introduction
Low-thrust many-revolution trajectory design and orbit transfer are becoming increasingly important with the
development of high specific impulse, low-thrust engines such as electric propulsion (EP) systems. The near continuous
thrust has resulted in the need for trajectory design techniques that no longer approximate manoeuvres as impulsive.
This increase in computational difficultly due to the required thrust arc length has impacts for both mission design
phases and, perhaps more importantly, future on-board automatic guidance.
Conventional direct and indirect optimisation methods for computing low-thrust transfers are available and can
solve complex optimal control problems [1, 2]. However, they are computationally intensive and still present many
challenges. Direct methods generate a large optimisation problem and cannot produce the exact optimal solutions due
to limitations in the control parameterisation. However, they can handle a variety of dynamics (e.g. perturbations)
and constraints (e.g. eclipses). Indirect methods can produce rigorously optimal solutions but are intensive due to
the need for continuation techniques to solve many-revolutions, and get complex when constraints are included. Both
methods provide point solutions, i.e. for the assumed initial condition, and cannot be used as guidance laws due to time
limitations and difficulties in ensuring convergence [3].
The emergence of heuristic control methods, particularly those involving closed-loop feedback-driven (CLFD)
control, has allowed the computation of sub-optimal trajectories with minimal computational cost [4, 5]. They consider
the trajectory design problem from a targeting perspective rather than an optimisation one, meaning they are often
sub-optimal. CLFD control laws only require knowledge of the current spacecraft state and the target state in order to
determine the control to be applied. This makes them suitable as initial guesses for indirect and direct methods, as in
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[6, 7], and they have great potential for on-board use. However, they are generally derived in low-fidelity dynamics and
hence often struggle to perform in higher-fidelity dynamics. In addition, they are sub-optimal and have user-defined
parameters which significantly effect performance [8, 9]. We aim to recover the optimality of these control laws using
reinforcement learning (RL) methods. The goal is thus to develop nearly optimal guidance laws for many-revolution
low-thrust transfers. We limit the problem to Keplerian dynamics and then verify the performance with eclipses and J2
effects as a proof of concept, leaving the task of handling orbit perturbations to future work.
Given the importance stability plays in spacecraft trajectory design, many CLFD control laws are based on Lyapunov
control theory [10]. There are many different control laws that use a Lyapunov function to derive the optimal control
direction. Joseph [11], Naasz [12] and the Q-law [5, 13] are all such examples. A critical evaluation of these can be
found in Hatten’s comparison of CLFD control laws [14]. This concluded that Q-law and Ruggiero’s DAG [15, 16], a
thrust-blending approach, were the most versatile and optimal in terms of time-of-flight for low-thrust transfers.
Several works have further extended the capabilities of these CLFD control laws. In 2008, Maddock and Vasile [17]
extended a Lyapunov-based control law to handle both solar radiation pressure and 3rd-body effects, however they had
trouble with over-shooting and control law chatter. Baresi et al. 2018 [18] derived a Lyapunov controller using relative
orbital elements for orbit maintenance around the Martian moon Phobos. In order to account for the gravitational
perturbations, they derive the optimal control in a similar fashion to [10]. In 2019, Epenoy and Pérez-Palau [19]
designed a Lyapunov-based control law combined with an invariant manifold approach for Earth-Moon transfers.
This also included solar radiation pressure and 3rd-body effects, however the control direction computed assumes the
non-perturbed dynamics control terms will dominate and hence still provide a stable control. They conclude they could
improve the Lyapunov-controller by varying the weights.
One method of achieving this is using evolutionary algorithms (EAs). The multi-objective nature of spacecraft
trajectory design lends itself to EAs and they still provide many of the benchmarks in the area [20]. Both Lee et al.
2005 [8] and Varga et al. 2016 [9] used a multi-objective genetic algorithm to optimise the Q-law design parameters
for a variety of Earth orbit transfers, with the design parameters remaining fixed throughout the transfer. Yang et al.
[21] used an artificial neural network and improved cooperative evolutionary algorithm optimiser to make the design
parameters of a Q-law state-dependent. The work presented here shares some similarity with this approach, in that
they both look to construct state-dependent weights. However, we explore the problem in a different way, utilising the
framework of RL as opposed to EAs, with the idea that this will enable us to later embed the effects of perturbations in
the control, an aspect that was not considered by them. So in this paper, where we limit to Keplerian with eclipse and J2
transfers, we use their results as a comparison for our study.
Reinforcement learning is a promising alternative increasingly used in astrodynamics [20]. Gaudet, Furfaro and
Linares have demonstrated the capability of RL for use in Mars landers [22] and asteroid hovering missions [23]. Miller
and Linares [24] provided insights into using RL in the low-thrust circular restricted three-body problem, whilst Furfaro
and Scorsoglio [25–27] have used it to make the parameters of a Zero-Effort-Miss/Zero-Effort-Velocity (ZEM/ZEV)
guidance algorithm state-dependent. In the field of space mission design, Harris et al. 2019 [28] use the RL framework
to address high-level mission planning and decision making problems. Perhaps one of the reasons is RL has similarities
with both optimal control theory and certain global optimisers such as ant colony optimisation [29], which are widely
and successfully used in astrodynamics.
In this work we incorporate state-dependent parameters in the Lyapunov-based Q-law using an advantage actor-critic
(AC) reinforcement learning implementation to extend the versatility and improve the optimality of the results. This
approach is inspired by a similar approach developed for landing guidance and relative motion problems using
the ZEM/ZEV guidance algorithm [26, 27, 30]. We focus on transfers from geostationary transfer orbit (GTO) to
geosynchronous orbit (GEO). These are of particular relevance for full-electric GEO platforms and are challenging owing
to the large changes in orbital elements, particularly in eccentricity and inclination, and because of the comparisons
available in the literature. The transfers are discretised into time-intervals where the parameters can be determined by
the learning process and then remain constant over the time-interval. This results in a functional variation along the
transfer which is learnt using a single-layer AC approach.
The paper is structured as follows. In Section II an overview of the necessary background is given for both the
Q-law and RL. After a detailed description of the implementation and actor-critic algorithm in Section III, we consider
time-optimal and mass-optimal GTO-GEO transfer trajectories in Section IV. The conclusions are given in Section V,
followed by the appendices, acknowledgements and references.
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II. Background
In this section we give a brief overview of the two key building blocks for the proposed method: the Q-law in
Section II.A and reinforcement learning in Section II.B.
A. Q-law Overview
One of the most versatile CLFD control laws is the Q-law developed by Petropoulos [5, 13]. Here we discuss the
formulation in classical orbital elements (COEs), although we note an alternate formulation in modified equinoctial
elements does exist [9]. It is based on a candidate Lyapunov function and is best thought of as a weighted, squared
summation of the time required to change the current state to the target state. It is defined as:
Q = (1 +WPP)
∑
X
WXSX
(
δX
maxν( ÛX)
)2
, X = a, e, i,Ω,ω. (1)
Here, X represents the set of COEs: semi-major axis a, eccentricity e, inclination i, right ascension of the ascending
node (RAAN) Ω and argument of periapsis ω. The fast variable such as the true anomaly, ν, is not used in the
Q-law formulation. In addition,WP andWX are weighting factors, P is a penalty function, SX scaling functions, and
δX = X − XT for X = a, e, i and δX = arccos(cos(X − XT)) for X = Ω,ω. The weightsWX can be used to prioritise
targeting particular elements X, changing the transfer characteristics, but need to be positive to guarantee stability.
The derived control minimises the rate of change of the Lyapunov function, hence resulting in a trajectory for the
given Lyapunov function formulation. Individual orbital element changes can be targeted, as well as a specific subset of
elements. Lyapunov’s second theorem states that for a system ÛZ = f (Z), Z = X − XT, the equilibrium point XT is
globally asymptotically stable if there exists a scalar Lyapunov function V(Z) such that V(0) = 0; it is positive-definite
(V(Z) > 0,∀Z , 0); ÛV(Z) < 0; and lim |Z |→∞,V(Z) = ∞ [10]. For a trajectory optimisation problem, the optimal
trajectory can be found by minimising ÛV . Note we can write the dynamics of the system in matrix form as ÛX = Bu,
where u represents the control vector and acts as a perturbing acceleration to the system, and B is a (5 × 3) matrix
representing Gauss’s Variational Equations (GVEs) [31]. For an autonomous system,
ÛV(Z) = ÛV(X −XT) = ∂V
∂X
ÛX = ∂V
∂XBu. (2)
In order to drive the system in state X towards the equilibrium state XT, we minimise ÛV - in the Q-law notation ÛQ - by
setting the control such that:
u = −BT
(
∂Q
∂X
)T
. (3)
Equation (3) is used to determine the optimal thrust direction for the spacecraft uˆ = u/| |u | |, whilst the magnitude is
given by f = T/m, using an engine thrust T and spacecraft mass m. The spacecraft’s control direction can be described
by two angles, the in-plane angle α and the out-of-plane angle β. The resulting thrust direction in the spacecraft’s radial,
transverse and out-of-plane (RTN) frame is given by:
u =
T
m
©­­«
sin(α) cos(β)
cos(α) cos(β)
sin(β)
ª®®¬ . (4)
The expressions maxν( ÛX) are the maximum rate of change of each COE over the current osculating orbit and can be
calculated analytically for all elements except ω. We briefly discuss them here but the reader is encouraged to look at
[5, 13, 14] for more information. Starting from the GVEs, the optimal thrust angles for a given location along the orbit,
ν, are found by setting ∂ ÛX/∂α = 0 and ∂ ÛX/∂β = 0. The optimal location along the orbit for each element is then found
by setting ∂ ÛX/∂ν = 0 and solving for ν. The maximum rates of change for a, e, i and Ω are given by:
Ûa = 2 f
√
a3(1 + e)
µ(1 − e) , (5a)
Ûe = 2p f
h
, (5b)
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Ûi = p f
h
(√
1 − e2 sin2(ω) − e| cos(ω)|
) , (5c)
ÛΩ = p f
h sin(i)
(√
1 − e2 cos2(ω) − e| sin(ω)|
) . (5d)
Here p = a(1 − e2) and h = √µp. The expression is more complex for ω because it can be changed by both in-plane
and out-of-plane components. Petropoulos [13] handled this by treating the two components separately and combining
the weighted average of in- and out-of-plane rates: maxν( Ûω) = (maxν( Ûωin-plane) + bmaxν( Ûωout-of-plane))/(1 + b), using:
Ûωin-plane = feh
√
p2 cos2(ν) + (p + r)2(1 − cos2(ν)), (6a)
Ûωout-of-plane = p f | cos(i)|
h sin(i)
(√
1 − e2 cos2(ω) − e| sin(ω)|
) . (6b)
The penalty function P and scaling function SX are:
P = exp
[
k
(
1 − rp
rpmin
)]
, SX =

[
1 +
( X−XT
mXT
)n]1/r X = a
1 X = e, i,Ω,ω,
(7)
where rp denotes the periapsis distance and the other user-defined parameters are nominally set to values of k = 100,
m = 3, n = 4, r = 2 and b = 0.01. The penalty function enforces a minimum-periapsis-radius constraint throughout the
transfer, rpmin = 6578 km. The scaling function is used to help prevent non-convergence to the target orbit. Note for a
“regular” transfer P,SX ≈ 1 and in this work the penalty weightWP = 1.
Coasting can be introduced to conserve fuel at points where using the engine thrust is inefficient. These times are
determined using effectivity parameters, which attempt to quantify the effectivity of changing an orbital parameter at
a given point in an orbit compared to the optimum point for changing the same orbital parameter. The absolute and
relative effectivity parameters are defined as:
ηa =
minα,β( ÛQ)
minν(minα,β( ÛQ))
, ηr =
minα,β( ÛQ) −maxν(minα,β( ÛQ))
minν(minα,β( ÛQ)) −maxν(minα,β( ÛQ))
. (8)
Threshold values can be set and engine thrusting will only occur when ηa > ηa thresh and ηr > ηr thresh. By design
this will occur at least instantaneously once per orbit. Studies [8] have also shown that, when varying other Q-law
parameters in addition to the effectivity, there is little difference in performance between relative and absolute effectivity,
and instead the specific transfer will determine which is more applicable. Hence, in this work the absolute effectivity ηa
is used. Following on from Eq. (2) we can calculate minα,β( ÛQ) as
minα,β( ÛQ) =
(
∂Q
∂X
)
Buˆ = −

BT ( ∂Q∂X )T

 , (9)
where uˆ is the thrust direction determined in Eq. (3). For the minν(minα,β( ÛQ)) and maxν(minα,β( ÛQ)) terms we have to
scan through the possible true anomaly, ν, values to find the maximum and minimum ÛQ for the particular osculating
orbit - which is done numerically.
All this increases the Q-law’s versatility, and distinguishes it from many alternative techniques [14, 16]. A notable
characteristic is the ability of the controller to change one element almost sacrificially in order to make it easier to
improve/converge one of the other orbital elements. This truly sets the Q-law apart from many other approaches.
However, there are many design parameters that would originally be left to the user’s discretion, which can
significantly affect the performance and optimality of the method. In particular, the weights WX determine the
contribution of each targeted orbital element X to the control and the effectivity threshold ηthresh will determine when
the spacecraft can thrust. Hence, these can be varied throughout to change the characteristics of the trajectory. These
two sets of parameters are what we focus on making state-dependent.
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B. Reinforcement Learning Overview
The major draw for reinforcement learning algorithms is their performance in unfamiliar environments. The
performance of CLFD control laws can thus be increased in an environment where the dynamics are unknown and
constantly evolving. This can also help provide robustness to any uncertainties in the environment. For a spacecraft,
this could arise from orbit determination uncertainties or thruster misalignment. There is significant interest in the
applications of RL for mission design, operations, guidance and control to navigation and even the prediction of the
dynamics [20]. However, little work has combined RL with existing control laws for trajectory design, which would
result in powerful state-dependent learning process on top of an intelligent controller. There has been success for similar
approaches in rendezvous and landing problems [26, 27, 30].
Critical to the understanding of RL are the agent, the policy and the reward. Given the state of the environment, the
policy will determine what action the agent takes. In this way the agent explores the environment and rewards provide
feedback for a given action during the training process [32]. Hence, the formulation and structure of the reward (or cost)
function is critical. During the training process, an agent will take actions based on an untrained policy, and over time
this policy will improve until the optimal policy is learnt. This optimal policy maps states to actions to maximise the
total reward (or minimise the total cost) for the environment.
More formally, RL problems are usually posed within a Markov decision process (MDP), as sequence of states xi ,
actions ui and a transition dynamics distribution with conditional density p(xi+1 |xi,ui), which represents the dynamic
relationship between states, given action u and a cost function. The agent (in our case the spacecraft) interacts with the
environment using a parametrised policy piϑ(u|x) that defines the action taken u ∼ piϑ(u|x). As it interacts with the
MDP it collects observations xi and costs c(xi,ui) based on the actions taken. For the sequence of states, the discounted
cost-to-go Ci is often used, which is a discounted sum of the cost c(xi,ui) at each remaining state along the sequence
with discount factor γ ∈ (0,1], and is written as:
Ci =
end∑
j=i
γ j−ic(xj,u j). (10)
The goal of the agent to minimise the performance objective J(piϑ) = E[C0 |pi] by finding the optimal policy pi?ϑ .
The optimal policy arises from Bellman’s equations [32] and is the policy that optimises the value function. There are
different ways of defining the value function. The state value function Vpi(x) is defined as:
Vpi(x) = E

end∑
j=0
γ jcj+1 |x0 = x, pi
 (11)
which depends only on the state and assumes the policy pi is followed starting from this state. The state-action value
function Qpi(x,u) instead is defined as:
Qpi(x,u) = E

end∑
j=0
γ jcj+1 |x0 = x,u0 = u, pi
 (12)
and depends both on state and action. However, instead of assuming the action u is generated by the policy pi, the
action chosen is a free variable [33]. Once the transition to the next state has been made, the policy pi determines the
subsequent actions u. The two value functions can be used to define a quantity called the advantage function:
Api(u, x) = Qpi(x,u) − Vpi(x) (13)
which uses the state value function as a state-dependent baseline to estimate how much better an action is with respect to
the expected optimal action under the current policy and is used in general to increase the learning performance. During
training, the agent will estimate the cost-to-go function for a given policy in what is called policy evaluation.
For a continuous state and action space, the most popular RL algorithms are policy gradient algorithms [34, 35].
These use the value function to adjust parameters ϑ of a policy piϑ in the opposite direction of the gradient of the
objective function:
∇ϑ J(piϑ) = E[∇ϑ log piϑ(u|x)Qpi(x,u)]. (14)
So the update of the parameters of the policy is given by:
ϑk+1 = ϑk − αk∇ϑ Jk(piϑ), (15)
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where αk is the learning rate at iteration k, and controls the magnitude of the update. The challenge lies in computing
the performance objective. In developing the REINFORCE algorithm, Williams [36] showed it was possible to estimate
this using samples from experience rather than actually computing it. This resulted in the policy gradient theorem [34],
significantly reducing the necessary computation.
Actor-critic algorithms are based on policy gradient methods described above, where there are two main components.
A critic evaluates the quality of a given action by approximating the value function using a neural network. The actor
learns the policy and hence maps the state to the action the agent should take. For more information, Grondman et
al. 2012 [33] provide a good survey of AC approaches. Normally AC algorithms use conventional neural networks
to represent both the policy and value functions, and use back-propagation to iteratively learn their weights. This is
a multiple step process, and is the brain behind the learning process. Extreme Learning Machines (ELMs) [37] are
instead single-layer feed-forward networks (SLFNs) that remove the need for back-propagation, significantly increasing
the learning process speed. They assume any continuous target function f (x) can be approximated by a SLFN with a set
of L random hidden nodes, activation functions h(x) and learnt parameters β as fL(x) = ∑Lj=1 βjhj(x) [37]. It has been
shown that it is both feasible and efficient to use an ELM critic in an AC algorithm, and the training time for ELM has
little impact on the total training time [26]. Hence we use them in our implementation described below.
III. Implementation
In this work, the problem is mostly handled in Keplerian dynamics. In Section III.A we discuss details of
implementing the Q-law, and in Section III.B we discuss the specific RL algorithm implemented in this work.
A. Q-law
The implementation of the Q-law is widely based on Hatten’s work [14], and is done in MatLab for prototyping
reasons, following the outline given in Section II.A. The dynamics are primarily governed by the GVEs and a variable-step
Adams-Bashforth-Moulton PECE solver (using MatLab’s ode113 integrator) is used to propagate these equations in
time. The equation of motion for the mass is generally decoupled from evolution of the COEs. Given an engine with
thrust T and specific impulse Isp , the rate of change of mass is
dm
dt
= −δe T
g0Isp
, (16)
where g0 is the reference gravitational acceleration, and δe = 1 if the engine is on, δe = 0 if the engine is off, and
0 < δe < 1 if the spacecraft is in the eclipse penumbra or briefly when switching between on and off states.
Implementing the thrust effectivity ηa can be done using Eq. (8). However, if the instantaneous thrust effectivity ηa
is below the threshold ηthresha , then the thrust is set to zero and the spacecraft will coast until ηa goes back above the
threshold. By design, this will occur at least once per orbit. In order to prevent a step function in the ODE integration, a
sigmoid function ∗ is used to transition between states where the thrust is off to those where the thrust is on. We found
that sigmoid((ηa − ηthresha )/5000) worked well and removed any integration issues.
The control is given by Eq. (3) in the constant weights case. However, when the weightsWX vary, we make the
assumption that
 ∂QP∂WX ÛWX  <<  ∂QP∂X ÛX and hence we assume this control still provides a sub-optimal control direction
(similar to [19]) and and ÛQ can still be expressed as:
ÛQ = ∂Q
∂X
ÛX + ∂Q
∂W
ÛW ≈ ∂Q
∂X
ÛX = ∂Q
∂XBu. (17)
The transfers are discretised into time-intervals over which the weights remain constant such that this assumption
holds. In this work, the state-dependent parameters are determined in 1 days intervals.
B. Actor-Critic ELM
Here we discuss the actor-critic (AC) implementation. This approach is inspired by a similar approach developed
for landing guidance and relative motion problems using the ZEM/ZEV guidance algorithm [26, 27, 30]. This acts
as an outer learning layer which is able to learn the optimal state-dependence of the Q-law parameters by simulating
∗sigmoid(z) = 1/(1 + exp (−z))
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trajectories in the environment and receiving feedback based on the performance. Unlike in Section II.B, where x is
used to denote a general state, here X is used instead to signify the state is specifically the COE state vector.
Fig. 1 The proposed actor-critic algorithm for making the Q-law parameters state-dependent
The overall framework is shown in Fig. 1. On its own, the Q-law is a closed-loop control law and given a state Xi
and target state XT, can determine the control required as a function of time to drive the state to the target orbit, as seen
in the inner loop. What we propose is to discretise the transfer into a set of time-intervals, between which the Q-law
parameters can be modified to change the characteristics and optimality of the transfer. This involves an actor network
which will take the current state as an input and return the Q-law parametersWX and ηthresha according to a policy piϑ . In
this work, the time-step between changing the parameters is 1 day. The trajectory is said to converge when it is within a
convergence criteria of the target orbit, or the maximum integration time-steps have been reached.
In order to learn the parameters of the actor network, and in turn the state-dependent nature of the Q-law parameters,
we add an outer learning loop to improve them with each iteration k. Using the AC formulation discussed in Section II.B,
a batch of N trajectories need to be generated within each iteration. Each trajectory is simulated using the same
policy piϑ until it converges. In this work, the initial states have a Gaussian distribution in position and velocity of
root-mean-squared (RMS) 0.3 km and 3 m/s to allow for state-space exploration. At each time-step i during the
trajectory we assign a cost ci to each episode based on the performance in the time-interval i to i + 1. Importantly,
there is a stochastic nature to the policy during training to ensure sufficient exploration of the environment: a Gaussian
distribution about the actor output with standard deviation σk .
Once all the episodes in a batch have converged or terminated, we can calculate a cost-to-go Ci at each state and for
each episode. The critic network uses these states and cost-to-go pairs to find the approximate value, Vˆpi , of each state
under the current policy piϑ(u |X). This is then used to obtain the approximate advantage function
Aˆpii = Qˆ
pi − Vˆpi = ci + γVˆpi(Xi+1) − Vˆpi(Xi). (18)
Here Vˆpi(Xi) indicates the expected cost-to-go of the current state - its value - and Vˆpi(Xi+1) the expected cost-to-go
of the subsequent state. Both are approximate given they are learnt by the critic network. The difference between the
two is the expected cost of the current state Xi . Hence the advantage function reflects how much better the action ui
taken in state Xi is with respect to the expected action, which can be determined by having multiple trajectories within
the same batch during the learning process. We note this can be modified to an n-steps advantage function [26], in order
to reduce the effect of any bias, but this is not done in this work.
Updating the parameters ϑk is then done using gradient descent, ϑk+1 = ϑk − αk∇ϑ Jk(piϑ), where
∇ϑ J(piϑ) ≈ 1N
N∑
n=1
T∑
i=1
∇ϑ log piϑ,n,i Aˆn,i, (19)
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and T represents the total number of time-steps needed (i.e. the end of the trajectory). Here ∇ϑ log piϑ,n,i is the gradient
of the log-probability of the stochastic policy for episode n at time-step i. As mentioned above, a stochastic policy
ensures sufficient exploration of the state-space during training. For a Gaussian policy with mean µi and stochasticity
σk , this log-probably is analytically given by:
∇ϑ log piϑ,i = piϑ,i − µi
σ2
k
ψ(Xi). (20)
The actor used is a SLFN, which takes the state as input and uses radial basis functions (RBF) to give the Q-law
weights as output - see Fig. 2a. These RBFs act as the network’s features and their centres, cX , are evenly distributed
across the state-space in a similar manner to [25]. Different states trigger different features to various extents depending
on how much the state overlaps with the grid of features, as can be seen in the following equation
ψ(X) = e−βX | |X−cX | |2 . (21)
In this work, we divide the state-space into grids over {a, e, i} using 20 intervals within each grid. This ensures
approximately 10,000 features cover the state space, however not all of these are activated during the training process.
As the features are specifically designed for the problem, only the second set of weights in the actor neural network, ϑ,
need to be learnt. This is advantageous as it reduces the complexity and helps speed up the learning process. However,
it can result in less nuance in the behaviour. In order to bound the outputs of the actor network, a 1/2(tanh(x) + 1)
function is used, ensuring 0 < WX, ηa < 1. Given this setup, the weights of the network, ϑ, are initialised as a Gaussian
distribution with mean 0 and variance 0.25.
(a) Actor network (b) Critic network
Fig. 2 Structures of the actor and critic networks. Both are single-layer feed-forward networks.
The structure of the critic network is shown in Fig. 2b and is the form required for an ELM set-up [37]. The weights
in the first layer of neurons are random, whilst the second layer weights, β, are learnt within each iteration of the
algorithm. Unlike traditional critic networks, where the weights are learnt iteratively, this ELM approach means the
approximation of the cost-to-go, the value function Vˆ , is known to good knowledge at each iteration. This allows for a
faster learning process. In this work, a sigmoid activation function is used, with 4000 hidden features ensuring the
function approximation is sufficiently accurate at each iteration. This can be monitored in terms of root-mean-square
error. Increasing the number of time-steps per episode helps to decrease the error in the function approximation [26].
In order to ensure learning convergence, a tanh functional dependence of the learning rate αk and stochasticity σk
are used. As the cost function reduces, the values of αk and σk decrease to help with the exploration and exploitation
dilemma. More advanced update methods such as the ADAM optimiser [38] were considered but for this application
the functional dependence appeared to be more suitable. Finally, an update threshold max|αk∇ϑ Jk(piϑ)| < 0.05 was set
to ensure greater stability in the learning process and no one iteration dominates the form of ϑ.
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IV. Results
In this work, we focus on low-thrust transfers from GTO-GEO. This is done in Keplerian dynamics and later
including eclipse and J2 effects. However, it’s important to note the dynamics embedded in the Q-law remain Keplerian
for all cases. This means we can explore the low-fidelity control in a higher-fidelity environment (eclipse and J2 effects)
it doesn’t have knowledge of. We consider both time-optimal and mass-optimal transfers. The results for the AC Q-law
implementation are compared to those found in literature, the classical/nominal Q-law case, and simulations run using a
particle swarm optimiser (PSO). In the case of the PSO, we run two different simulations referred to as Q-law PSO fixed
and Q-law PSO time-dependent in the results summary. In the first case we optimise the Q-law weights and keep them
constant over the transfer. For the second case, we discretise the transfer into fixed time-intervals of 5 days and use the
PSO to optimise the Q-law weights for each time-interval, parametrising the weights as piece-wise constant over a grid
of time-intervals.
For the AC Q-law approach, defining the cost function for a particular objective is key. In the time-optimal case, the
cost function is a δ-function of the final time-of-flight (ToF) for the transfer, along with a penalty term which ensures the
trajectory converges within the allowed integration time. Using XT as the targeted orbital elements and Xconv to denote
the convergence criteria for each element, we can write the cost function as:
cToFi = δ(Xi −X f )
(
ToF +
∑
X=a,e,i
(Xf − XT
Xconv
)2)
. (22)
In the mass-optimal case, the cost function is more complex, and has two terms which are state-dependent. The first
is the propellant used over the decision step, (mi+1 − mi). The second is an estimate of total time-of-flight. We used
this to inform the system if the current transfer is expected to overshoot the desired time-of-flight, ToFaim. Fixing the
time-of-flight is needed for literature comparisons. Using the ratio of δX to maxν( ÛX), the Q-law can act as an estimate
for the remaining time-to-go for the transfer squared. This is only an estimate as maxν( ÛX) is orbit dependent and hence
can increase or decrease throughout the transfer, and of course the GVEs are nonlinear. Here we denote the estimate of
the total time-of-flight at state Xi as ToFesti :
ToFesti = ti +
√√ ∑
X=a,e,i
(
δXi
maxν( ÛXi)
)2
. (23)
Both time-of-flight terms are only included if the transfer time-of-flight is greater than the targeted time-of-flight,
ToFaim. Again there is a penalty term which ensures the trajectory converges within the allowed integration time. Hence,
we can write the cost function as:
cmassi = (1 − δ(Xi −X f ))
(
(mi+1 − mi) +
(ToFesti+1 − ToFaim)2
ToFaim
(ToFesti+1 > ToFaim)
)
+
δ(Xi −X f )
(
(ToF − ToFaim)2 +
∑
X=a,e,i
(Xf − XT
Xconv
)2)
.
(24)
For both the time- and mass-optimal transfers studied, the best performance was found using a discount factor of
γ = 1 (i.e. no discount in the cost-to-go). Given the reliance on a δ-function at the final state in both cost functions,
using γ = 1 ensures this has an effect on each state in the transfers not just the end states. However, when the cost
function has a more state-dependent nature, a discount factor of γ ∼ 0.99 would be more appropriate. We hope to
investigate this in future work.
A. GTO-GEO transfer in Keplerian Dynamics - Case A
Here we consider a GTO-GEO transfer with an inclination change in Keplerian dynamics. The parameters are
chosen to allow comparison with Yang et al. 2016 [21] and Geffory and Epenoy 1997 [39]: the modelled spacecraft has
mass = 2000 kg, thrust = 0.35 N and Isp = 2000 s. The initial and target orbits are shown in Table 1, along with the
convergence criteria. These convergence criteria prevent the Q-law chattering close to the target orbit and are chosen to
allow comparison with the literature. The results for the time-optimal and mass-optimal cases are compared to both
results found in the literature and benchmarks obtained using a PSO and Q-law - see Table 2.
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Table 1 Initial and target orbital elements, and convergence criteria, for a GTO-GEO transfer
a (km) e i (deg) Ω (deg) ω (deg) ν (deg)
Initial 24,505.9 0.725 7 0.0 0.0 0.0
Target 42,165.0 0 0 free free free
Convergence 42 (0.1%) 8.5e-4 0.1 - - -
For the time-optimal transfer, a batch size of N = 12 was used, with a learning rate α = 0.02 and stochasticity
σ = 0.03. The evolution of the orbital elements a, e, i as well as the spacecraft mass m are shown in Fig. 3a. The
corresponding trajectory is visualised in Fig. 3b. Fig. 3c shows the evolution of the weights, which are the parameters
learnt by the AC algorithm and hence made state-dependent. However, they don’t tell the full story regarding which
components are prioritised. Fig 3e plots the evolution of the Q-law throughout the transfer. As discussed in Section II.A,
the Q-law can be thought of as a sum of the squared time-to-go to change each orbital element to its target value. Hence,
we can see that the eccentricity is the major contributor to the overall Q-law value. However, the combination of Figs. 3c
and 3d result in Fig 3e. Hence, we learn that the classical Q-law over emphasises the importance of the eccentricity, and
instead, the contribution of both the inclination and semi-major axis need to be increased, particularly early on in the
transfer, for a time-optimal solution. The classical Q-law is also known to overshoot the semi-major axis in order to
make the inclination change less expensive [7, 14]. However, this sacrifices time-of-flight and hence we see this trait
removed when optimising for time-of-flight. Figure 3f shows the average and best time-of-flight within each batch of
trajectories during the learning process. The time-of-flight was 138.35 days, within 1.0% of the result found in [21].
Table 2 Comparison of state-dependent Q-law performance for GTO-GEO transfer, using a spacecraft with
mass 2000kg, engine thrust 0.35N and Isp 2000s.
Objective Method Time of Flight (days) Propellant (kg)
Time-of-flight Yang et al. 2016 [21] 137.3 211.72
Q-law nominalWX = 1 144.18 222.29
Q-law PSO fixedWX 138.54 213.61
Q-law PSO time-dependentWX 137.67 212.11
Q-law AC state-dependentWX 138.35 213.32
Propellant Yang et al. 2016 [21] 150 187.97
Geffroy & Epenoy 1997 [39] 150 192
Q-law PSO fixedWX, η 150 195.46
Q-law PSO time-dependentWX, η 150 193.16
Q-law AC state-dependentWX, η 150 191.84
Figure 4 shows a similar breakdown for the mass optimal transfer, where a batch size of N = 24 was used to increase
learning stability. Both the learning rate α = 0.02 and stochasticity σ = 0.03 were the same as in the time-optimal case.
For literature comparison, the time-of-flight was fixed to 150 days, and the propellant used to reach the target orbit is
then minimised. In Fig 4b, the grey regions indicate coast arcs, whilst the red regions indicate full engine thrusting.
For this particular GTO-GEO transfer, we are increasing the altitude of periapsis, which is most effectively done in
the apoapsis region. Using a fixed-time, mass-optimal approach proved challenging for the learning process, as the
constraint of fixing a transfer time and minimising propellant can lead to conflicting improvements. This was solved
using the state-dependent estimate of the time-to-go seen in the cost function - see Eq. (24). Figure 4c includes the
evolution ofWsma,We andWinc as for the mass-optimal case, as well as the evolution of the effectivity parameter ηthresha .
This allows the algorithm to switch between thrust and coast arcs during the transfer. For the mass-optimal transfer we
find a solution within 2.1% of [21] but on-par with the orbit averaging approach in [39].
10
D
ow
nl
oa
de
d 
by
 H
ar
ry
 H
ol
t o
n 
Ja
nu
ar
y 
21
, 2
02
0 
| ht
tp:
//a
rc.
aia
a.o
rg 
| D
OI
: 1
0.2
514
/6.
202
0-1
694
 
(a) Orbital Parameters (b) Trajectory
(c) Weights (d) Estimate of the time-to-go from the orbital elements
(e) Q-law Evolution (f) Learning Process
Fig. 3 Time-optimal GTO-GEO transfer using a Q-law with state-dependent weights in Kelperian dynamics.
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(a) Orbital Parameters (b) Trajectory
(c) Weights (d) Estimate of the time-to-go from the orbital elements
(e) Q-law Evolution (f) Learning Process
Fig. 4 Mass-optimal GTO-GEO transfer using a Q-law with state-dependent weights and thrust effectivity
threshold in Kelperian dynamics.
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B. GTO-GEO transfer in Keplerian Dynamics - Case B
In the previous section the chosen test case allows comparisons with an orbit averaging approach in [39] and a
state-dependent parameter approach using EAs in [21]. Here we consider a separate GTO-GEO transfer to allow for a
direct comparison with a time-optimal transfer computed by solving the optimal control problem with multiple shooting
methods. The comparison comes from Topputo and Ceccherini’s work in [40]. There they solve a GTO-GEO transfers
with a plane change using low-thrust parameters. Here we attempt to replicate their solution using our technique, in
order to indicate how well this state-dependent AC approach compares with the known optimal solution.
Unfortunately a complete comparison is difficult as they don’t define any convergence criteria or tolerance within
which the target orbit can be reached. This process is very common when using targeting algorithms, particularly the
Q-law, as they are prone to chattering when in proximity of the target orbit. This chattering is avoided by setting a
convergence criteria which terminates the transfer before control law chatter occurs. In reality, this is sufficient for
mission design because alternative control mechanisms, particularly those involving rendezvous capabilities, can take
over in the closing stages of a transfer, and drive the spacecraft towards the target orbit. However, here it artificially
reduces the transfer length and hence the comparison is not ideal. Table 3 shows the initial and target orbit, along
with the selected convergence criteria for the learning and validation process. During the learning process, the
convergence criteria is more relaxed in order to aid state-space exploration without causing too much control law chatter.
Subsequently the results are further validated using a stricter convergence criteria, one which the nominal Q-law is
unable to converge too. Not only does this allow for better comparison with the optimal control solution, but it also
shows that state-dependent weights reduce the likelihood of control law chatter.
Table 3 Initial and target orbital elements, and convergence criteria, for a GTO-GEO transfer
a (km) e i (deg) Ω (deg) ω (deg) ν (deg)
Initial 24,417.5 0.726794 5 0.0 0.0 0.0
Target 42,164 0 0 free free free
Convergence (Learning) 10 0.005 0.05 - - -
Convergence (Validation) 2 0.002 0.02 - - -
Table 4 Comparison of state-dependent Q-law performance for GTO-GEO transfer, using a spacecraft with
mass 2000kg, engine thrust 0.2N and Isp 2000s.
Method Time of Flight (days) Q-law Residual (
√
Q ) (days) Convergence Criteria
Topputo & Ceccherini [40] 241.96 - -
Q-law nominalWX = 1 249.19 0.26 Learning
Q-law AC state-dependentWX 241.08 0.55 Learning
Q-law nominalWX = 1 no convergence 0.07 Validation
Q-law AC state-dependentWX 241.58 0.23 Validation
Table 4 shows the performance of our approach compared with both the nominal Q-law performance and the optimal
control solution. Using a normal convergence criteria, the state-dependent Q-law can improve the nominal Q-law
transfer by more than 8 days, a 3% improvement. The time-of-flight of 241.08 days is actually slightly better than the
optimal control solution. This is possible because the convergence criteria artificially reduces the transfer length. As
discussed earlier, the Q-law can act as a time-to-go estimator. Hence, the residual Q-law value gives an indication of the
approximate remaining transfer time squared. Combining this with the actual time-of-flight gives 241.63 days, within
0.14 % of the known optimal solution. However, this Q-law residual neglects the challenges of converging to the target
orbit and is only an estimate. What it does demonstrate, however, is the capability of the proposed approach and how
close it is to the optimal control solution.
Using a stricter convergence criteria causes the nominal Q-law to chatter when trying to converge. Using the trained
state-dependent weights, the Q-law is able to converge after 241.58 days. Again, with the residual Q-law value, this
gives a combined time-of-flight of 241.81 days, within 0.07 % of the known solution.
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(a) Optimal control solution (taken from [40]) (b) State-dependent Q-law
(c) Weights (d) Learning Process
Fig. 5 Time-optimal GTO-GEO transfer using a Q-law with state-dependent weights in Kelperian dynamics
and comparison with optimal control solution.
Figures 5a and 5b show the evolution of the radius of perigee, RP , radius of apogee, Ra, and inclination for the
optimal control solution and the state-dependent RL solution respectively. The most noticeable difference is the increase
in Ra during the transfer. The evolution of the weights can be seen in Fig. 5c, again suggesting the emphasis of the
eccentricity is slightly reduced compared to the classical case. The average and best time-of-flight values during
the learning process are seen in Fig. 5d. A batch size of N = 12 was used, along with a learning rate α = 0.1 and
stochasticity σ = 0.03.
As for dealing with the problem of Q-law chattering, Petropoulos [13] suggests using a very high effectivity threshold
in the closing stages of a transfer to help prevent chatter. They also note that relative effectivity might be more suitable
during these final stages. We need to investigate this further, but here we demonstrate state-dependent weights trained
on a more relaxed convergence criteria are able to improve convergence for stricter tolerances, without considering
effectivity thresholds.
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C. GTO-GEO transfer in Keplerian dynamics with J2 and shadow eclipse effects
Here we consider both time-optimal and mass-optimal transfers for a similar GTO-GEO transfer with a larger ∆i,
with J2 and eclipse shadow effects (see Appendix V for the implementation). In this case, to match Shannon et al. 2019
[7], the modelled spacecraft has mass 1200kg, Isp 1800s, Power 5kW and efficiency 0.55, giving a maximum engine
thrust of 0.31N. The initial and target orbits are shown in Table 5. The convergence criteria are different to the previous
section to allow for comparison with the literature.
Table 5 Initial and target orbital elements, and convergence criteria, for a GTO-GEO transfer including J2
and eclipse effects
a (km) e i (deg) Ω (deg) ω (deg) ν (deg)
Initial 24,364 0.731 28.5 0.0 0.0 0.0
Target 42,165.0 0 0 free free free
Convergence 10 0.005 0.05 - - -
As in the Section IV.A, the results for the time- and mass-optimal transfers are shown in Figs 6 and 7. For both
cases, a batch size of N = 24 was used, with a learning rate α = 0.02 and stochasticity σ = 0.03. Figure 6c indicates
that the eccentricity contribution is reduced in the state-dependent Q-law compared with the classical case. In Fig. 6a it
is interesting to note the trajectory reaches the target semi-major axis much earlier than required. This is also reflected
in Figs. 6d and 6e, where the contribution of the semi-major axis is minimal for the later part of the transfer. This might
allow the control law to avoid the eclipse region and hence increase its thrust time.
For the mass-optimal case, we compare the same transfer to the results presented in [7], fixing the time-of-flight to
120.1 days. Given this time-fixed mass-optimal comparison is similar in time-of-flight to the time-optimal case, it is
little surprise that the grey coasting regions seen in Fig 4b are quite short and focused at periapsis. Given the constraints
imposed by the eclipse periods, the (ToFesti+1 − ToFaim)2/ToFaim term in Eq. (24) was multiplied by ToFaim to strengthen
this state-dependent contribution and aid convergence.
Table 6 Comparison of state-dependent Q-law performance for GTO-GEO transfer, using a spacecraft with
mass 1200kg, Isp 1800s and engine thrust 0.31N (given Power 5kW and efficiency 0.55).
Objective Method Time of Flight (days) Propellant (kg)
Time-of-flight Shannon et al. 2019 [7] 119.20 170.63
(25% Q-law + 75% NLP)
Q-lawWa,We = 1,Wi = 5 120.19 172.00
Q-law nominalWX = 1 136.93 196.13
Q-law PSO fixedWX 119.70 171.50
Q-law PSO time-dependentWX 119.56 171.30
Q-law AC state-dependentWX 119.35 170.95
Propellant Shannon et al. 2019 [7] 120.1 168.1
(50% Q-law + 50% NLP)
Q-law PSO fixedWX, η 120.1 170.61
Q-law PSO time-dependentWX, η 120.1 168.58
Q-law AC state-dependentWX, η 120.1 169.18
The time-of-flight results is within 0.85% of the orbit averaging result found in [2], and quoted in [7]. In addition,
it differs from the 25% Q-law-75% NLP result presented in [7] by only 0.1%. There is a 17 day improvement in
the time-of-flight compared to the classical Q-law, demonstrating the limitations of user-defined parameters. As for
the mass-optimal transfer, we use 1 kg more than [7], but are better that the fixed PSO results. Given the difficulty
the nonlinear programmer (NLP) has when dealing with shadow eclipse effects, this is a promising result. The RL
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process is able to learn the behaviour in the presence of unknown dynamics and perturbations. We hope to extend these
capabilities in the future.
(a) Orbital Parameters (b) Trajectory
(c) Weights (d) Estimate of the time-to-go from the orbital elements
(e) Q-law Evolution (f) Learning Process
Fig. 6 Time-optimal GTO-GEO transfer using a Q-law with state-dependent weights in Kelperian dynamics
with J2 and eclipse effects.
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(a) Orbital Parameters (b) Trajectory
(c) Weights (d) Estimate of the time-to-go from the orbital elements
(e) Q-law Evolution (f) Learning Process
Fig. 7 Mass-optimal GTO-GEO transfer using a Q-law with state-dependent weights and thrust effectivity
threshold in Kelperian dynamics with J2 and eclipse effects.
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D. Simulating stability to uncertainties in trajectory
As a guidance method, there is potential for this approach to be used on-board. In its current format, due to the
stochasticity in the learning process, the policy learnt should hold for a distribution of states about the nominal trajectory.
One of the concerns when using neural networks is the lack of knowledge when tested on states that lie outside their
training area (i.e. when they are extrapolated). However, when combined with the Q-law, a targeting algorithm, much of
this stability is retained. This is one of the advantages of using a CLFD control law within the algorithm.
Here we can demonstrate this stability about a nominal trajectory by adding a random displacement to the current
state at different points through the transfer. This is done using the state-dependent weights trained for the Keplerian
GTO-GEO transfer seen in Section IV.A. First, we consider a small deviation in the state, of similar magnitude to the
stochastic variations during training. The disturbance magnitudes were ∼ 1 km for the semi-major axis, ∼ 0.001 for the
eccentricity and ∼ 0.01 degrees for the inclination, RAAN and argument of periapsis. Figure 8 shows the results of 50
simulations when the disturbance is added after 0, 25, 50, 75, 100 and 125 days. The red line indicated the time-of-flight
for the undisturbed solution, 138.35 days. For each simulation, we can calculate its expected time-to-go immediately
after the disturbance using the Q-law formulation. This allows us to compare the expected time-to-go for the disturbed
trajectory with the undisturbed trajectory, and helps indicate whether the disturbance was detrimental or advantageous
in terms of time-of-flight. The difference between the two is shown in the colourbar.
We can see the algorithm is able to handle these deviations comfortably and still converge in a good time-of-flight,
comparable or better than the expected time-of-flight. In addition, the resulting effect of a disturbance is greater earlier
in the transfer. The reason for this behaviour is not yet fully understood. One possible explanation may reside in the
increased state-space exploration later in the transfer, when the stochastic variations during a training trajectory have
accumulated a greater deviation from the nominal trajectory. Hence, the learnt policy might be better equipped to
handle these later in the transfer. In addition, as the perturbations are similar in magnitude to the convergence criteria, it
is possible a disturbance later in the trajectory is partially absorbed by the flexibility allowed by the convergence criteria.
However, further analysis is required to determine this.
Fig. 8 Time-optimal GTO-GEO transfer performance with disturbances in the trajectory at different stages
throughout the transfer (RMS a ∼ 1 km, e ∼ 0.001, i ∼ 0.01 deg). The red line indicates the undisturbed solution
with a time-of-flight of 138.35 days. The colourbar indicates the difference between the estimated time-to-go for
the disturbed and undisturbed trajectory at the time of disturbance.
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We also investigate the stability to much larger errors about the nominal trajectory, larger than the size of the
stochasticity during training. In Fig. 9, the disturbance magnitudes are ∼ 10 km for the semi-major axis, ∼ 0.01 for the
eccentricity and ∼ 0.1 degrees for the inclination, RAAN and argument of periapsis. Again, the algorithm is able to
handle these disturbances with ease, and the trajectories are all able to converge. In all cases, the resulting time-of-flight
remains below the classical Q-law value for the same transfer.
Fig. 9 Time-optimal GTO-GEO transfer performance with disturbances in the trajectory at different stages
throughout the transfer (RMS a ∼ 10 km, e ∼ 0.01, i ∼ 0.1 deg). The red line indicates the undisturbed solution
with a time-of-flight of 138.35 days. The colourbar indicates the difference between the estimated time-to-go for
the disturbed and undisturbed trajectory at the time of disturbance.
V. Conclusion
In this work we have presented a novel approach to making the parameters of the Lyapunov-based Q-law state-
dependent. This is achieved using a single-layer actor-critic reinforcement learning approach, inspired by similar
approaches in spacecraft landing and relative motion guidance problems. The results were simulated for GTO-GEO
transfers, first in Keplerian dynamics, and then including eclipse and J2 perturbation effects as a proof of concept.
For both time- and mass-optimal transfers, the results significantly improve on the classical Q-law performance,
demonstrating state-dependent weights improve the optimality of closed-loop feedback-driven (CLFD) control laws, and
are comparable with similar techniques and optimal control solutions found in the literature, validating the performance.
The advantage of combining a CLFD control law with a reinforcement learning architecture is seen when studying
the stability to disturbances about a nominal trajectory. Adding the Q-law to an actor-critic agent increases the stability
of the agent, particularly outside the training space. This inbuilt stability to small variations provides a robust nature to
the control law and paves the way for future on-board use. In future work we will extend the ideas presented here to
higher-fidelity dynamics, incorporating the effects of perturbations in the work. In addition, we hope to investigate and
compare the use of multi-layer neural networks with the single-layer implementation presented here. Reinforcement
learning algorithms are well suited to unknown environments and this is a major motivation for this line of research.
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Appendix
Eclipse Implementation
(a) (b)
Fig. 10 Eclipse geometry. The spacecraft is indicated as S/C. Taken from Montenbruck and Gill 2005 [41]
Incorporating eclipse effects requires knowledge of the positions of the spacecraft, Earth and Sun. The Sun’s
ephemeris is thus obtained using NAIF’s SPICE Toolkit [42]. This can give the position of the Sun as an xyz coordinate
in the Earth-centred inertial reference frame (ECI). A spacecraft’s state in COE can also be converted to xyz coordinates.
Figure 10 shows the geometry assumed in this work: both the Earth and Sun are approximated as occulting discs.
Assuming this set-up, full and partial eclipses can be modelled. The thrust of the spacecraft is modified by the eclipse
parameter ηeclipse:
ηeclipse = 1 − Area OccultedTotal Area = 1 −
A
piR2 app
(25)
The occulted area may be expressed as
A = 2(ABCF − ABCE) + 2(AACD − AACE)
= a2 arccos (x/a) + b2 arccos ((c − x)/b) − cy . (26)
J2 Implementation
The gravitational perturbation due to Earth’s oblateness, J2, causes a short term variation of all orbital parameters,
and a secular variation of Ω and ω, given by Eqs. (27) [10]. These are the average variation over one orbit.
ÛΩav = −32 n˜J2
(
RE
p
)2
cos i Ûωav = +34 n˜J2
(
RE
p
)2 (
5 cos2 i − 1
)
(27)
Here, J2 = 1.082635854 × 10−3, RE is the mean Earth radius (reference geoid) 6378.14 km and n˜2a3 = µ. We can
incorporate these variations into Gauss’s Variational Equations by converting to the spacecraft’s RTN frame.
aJ2 =
−3µJ2R2E
r4
[(
1
2
− 3 sin
2 i sin2(ω + ν)
2
)
eˆR + sin2 i sin(ω + ν) cos(ω + ν)eˆT + sin i cos i sin(ω + ν)eˆN
]
(28)
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