ABSTRACT This paper proposed a newly quantum-inspired Qubit neural tree network with improved Qubit neuron, cross-layer connections and distinct phase operation functions for each neurons. A hybrid evolutionary algorithm that combines the modified gene expression programming with particle swarm optimization is also introduced to obtain the optimal structure with related parameters of the Qubit neural tree network. Three nonlinear system modeling problems are selected to evaluate the effectiveness and performance of the proposed model. The simulation results indicate that the Qubit neural tree network has better nonlinear mapping and generalization ability than related methods do.
I. INTRODUCTION
The concept of quantum-inspired neural computing was first introduced by Kak [1] with the aim of introducing the laws of quantum mechanics to conventional neural networks to solve problems such as the lack of guiding rules for optimal structures, high training time consumption and limited memory capacity. This concept is quite different from quantum neural networks [2] , which are represented as physical devices or described as working in a quantum computer. As quantum-inspired neural networks depend less on hardware implementation and can be applied to solve practical problems, there have been a lot of related research on quantum-inspired neural networks so far [3] - [8] .
Among the existing quantum-inspired neural networks, the Qubit neural network(QNN) proposed by Matsui et al. [9] and attempted to combine the neural networks and quantum computing in a special way attracted our attention. Reference [10] - [12] presented an improved quantum back-propagation neural network and discussed its performance on various benchmark problems. Reference [13] and [14] evaluated its performance on image compression and swing-up control of inverted pendulum problems to estimate the utility for practical applications compared with the conventional neural network, respectively. Their simulation results showed that its information processing efficiency was more effective than that of conventional neural networks. In 2005, Kouda et al. [15] enriched their former research in further detail and investigated the factors influencing the efficiency of QNN through two parity check problems. Finally, they suggested that superposition of neural states and probability translation of the output states were the key factors to improve the performance of QNN. In [16] , Lorentz attractor forecasting problem is applied to evaluate the efficiency of QNN and the experimental analysis indicated that QNN showed better performance than conventional neural networks. Reference [17] combined the genetic algorithm with gradient descent algorithm to optimize the QNN on two different problems. Experimental results showed that the introduced controller obtained from the hybrid algorithm had better control performance.
Based on its structure forms and learning rules, QNN is similar to conventional neural networks, excluding the calculation mode of the Qubit neuron. First, its structure is fixed as three layers with full connections between them. Second, the parameters are optimized by an improved back-propagation algorithm [18] or hybrid heuristic algorithm [17] . Clearly, QNN still faces problems similar to those of conventional neural networks, such as the dependence of the structure design on the designer's experience, the need for gradient information for parameter optimization, the lengthy training process, and the susceptibility to trapping in local optima. Thus, further research is necessary and meaningful.
The neural tree network(NTN) firstly proposed by Chen has been applied to solve kinds of problems in data mining and machine learning [19] - [23] . The structure of NTN uses a tree coding strategy in which each node has a nonlinear mapping function with adjustable parameters and each pair of connected nodes has a specific weight. Its structure can be atomically evolved by tree-based evolutionary algorithms, and the parameters can be optimized via heuristic search algorithms. Due to the above important characteristics, NTN can efficiently avoid the common issues of conventional neural networks. In practice, NTN also shows higher performance for complicated problems than other models.
Based on the above analysis of QNN and NTN, this paper introduces the coding strategy and optimization methods of NTN into QNN and proposes a new quantum-inspired neural network called a Qubit neural tree network(QNTN). In QNN, an improved Qubit neuron is introduced, cross-layer connections and distinct phase operation functions for each Qubit neurons are allowed. Based on predefined instruction set, the QNTN can be constructed and evolved atomically. A modified gene expression programming(MGEP) algorithm is introduced to optimize the topological structure of QNTN and the parameters in the QNTN model are adjusted to by particle swarm optimization(PSO) algorithm.
The remainder of this paper is arranged as follows: Section II presents a detailed illustration of the QNTN, including the improved Qubit neuron, encoding strategy and fitness function. The hybrid evolutionary algorithm for optimizing the QNTN is introduced in Section III. In order to evaluate the effectiveness and performance of the QNTN, Section IV presents the simulation results on three benchmark problems. Some conclusions and future works are given in Section V.
II. ILLUSTRATION OF THE QUBIT NEURAL TREE NETWORK
A Qubit neural tree network(QNTN) is a tree-encoding neural network with specific function set and terminal set. QNTN can be constructed and optimized by tree-encoding based evolutionary algorithm. In contrast to Qubit neural networks [9] , QNTN permits selection of terminal set and cross-layer connections. Furthermore, an improved Qubit neuron with a flexible phase operation function is applied instead of the sigmoid function to further enhance its nonlinear capability.
A. THE IMPROVED QUBIT NEURON MODEL
By considering the Qubit neuron utilized in [9] , an newly improved Qubit neuron model is introduced(see Figure 1) .
Suppose that this Qubit neuron has n inputs and its output state z can be obtained through the following computation rules:
Where, f is a quantum states function satisfies f (ϕ) = e iϕ = cosϕ+i·sinϕ(i and ϕ denotes the imaginary unit and the This model contains three types of parameters: 1) Phase parameter θ i similar to the weight on connections is linked to the one-bit rotation gate with the following relation being satisfied:
2) Reversal parameter δ related to the two-bit controlled NOT gate is defined through parameter γ as follows:
By setting γ = g(δ) in (3), an extended reversal operation similar with controlled NOT gate can be obtained in continuous forms. 3) Gaussian function parameters a, b relate to the function g(x) and can make the distinct Qubit neurons hold different phase operation functions. Under the common effect of these three parameters, the improved Qubit neuron model has more complex computing features and stronger nonlinear ability and which will be validated in the following simulations.
B. TREE-BASED ENCODING STRATEGY
QNTN only contains two types of nodes: function node and terminal node. This two types of nodes correspond to two node sets F and T , respectively and can be described as follows:
where + k (k = 2, 3, · · · , N ) denotes the function node with k arguments and x i (i = 2, 3, · · · , n) is the terminal node with no arguments. In fact, N depends on the complexity of the solved problems and n denotes the total number of its inputs. Any function node + k is equal to a Qubit neuron with k inputs. VOLUME 6, 2018 When constructing the QNTN, if a function node + k is selected, k phase values with range [0,π /2] are randomly generated as weights on connections among the node + k and its every input. Additionally, three other adjustable parameters, δ k , a k and b k , are randomly generated as Gaussian function parameters.
The output of a Qubit neuron node + k can be obtained from (1) . When a terminal node x i (j = 2, 3, · · · , n) is selected as the input of + k , its value x i ∈ [0, 1] should be converted to its corresponding phase value θ x i with range [0,π /2]. This transform can be implemented by the following formulas:
To consider (1), the output z of the Qubit neuron denotes the quantum state that maintains a coherent superposition of states |0 and |1 . In this paper, when the Qubit neuron exists as the root of the QNTN, its output is decided by the following observation probability of the state z:
Clearly, the QNTN can be constructed by utilizing recursive method in implementation. A typical QNTN instance is showed in Figure 2 . Further more, the total output of the QNTN can be calculated by the depth-first traversal strategy, recursively.
FIGURE 2. A typical QNTN instance with
F = {+ 2 , + 3 , + 4 , + 5 } and T = {x 0 , x 1 , x 2 , x 3 }.
C. FITNESS FUNCTION
In order to evaluate the performance of the QNTN, accuracy and parsimony are selected as the main evaluation indicators. Generally, accuracy can be measured by error such as the mean square error(MSE) or other error-based methods, while parsimony refers to the complexity of the QNTN, which can be simply evaluated through the number of nodes in QNTN. In this paper, the mean square error(MSE) is used as the fitness function of the QNTN:
where N denotes the number of data samples. y j actual and y j model represent the actual output and QNTN output of the jth sample, respectively. fitness denotes the fitness value of an QNTN instance. In order to better balance the accuracy and parsimony, a rule about choosing from QNTNs with same fitness is given by preferring the less complicated QNTN to the more one.
III. THE HYBRID EVOLUTIONARY ALGORITHM FOR THE QNTN
Generally, the optimization of the QNTN involves two aspects: the tree-based structure and the four types of parameters in the network. Thus, a hybrid evolutionary algorithm combining modified gene expression programming(MGEP) for structure optimization and classic particle swarm optimization(PSO) for parameter adjustment is proposed. The details of the hybrid algorithm are shown in the following subsections.
A. THE MODIFIED GENE EXPRESSION PROGRAMMING ALGORITHM
The gene expression programming(GEP) algorithm was firstly proposed by Ferreira [24] , who detailed the approach, provided a careful walkthrough of the process and operators, and demonstrated the algorithm on a number of benchmark problems.
In general, genetic operations on tree-based chromosomes cost more time and space than linear ones, and thus GEP is more suitable for the optimization of tree-based models. When applying GEP to optimize the structure of the QNTN, three issues must be solved.
1) Since each Qubit neuron contains three parameters δ, a, b and each edge between two linked nodes needs a weight(phase) θ in QNTN, the gene encoding in GEP must be redefined to include the four types of parameters. 2) Each chromosome usually has more than one gene in GEP, and thus the linking function selection becomes more important in QNTN, especially for the probability output. 3) Genetic operations typically depend on the gene encoding in GEP; thus, the applied genetic operations should be modified to adjust the redefined gene encoding in QNTN. In order to solve the above three problems, this section introduces a modified gene expression programming(MGEP) algorithm and the main modifications on GEP are as follows.
1) THE NEWLY DEFINED MGEP GENES
Each MGEP gene is divided into a head and a tail. In head section, both function nodes + i (+ i ∈ F) and terminal nodes x i (x i ∈ T ) are included, while the tail section only contains terminal nodes.
According to the characteristics of a Qubit neuron and the weight(phase) values on linked nodes in the QNTN, the four parameters involved are encoded as follows. Each function node + i holds four parameters: δ i , a i , b i and θ fw i , which denotes the phase value between + i and its parent node. For each terminal node x i , only the θ tw i parameter denotes the phase value between x i , and its parent node is included.
To make the genetic operation and fitness calculation on genes more convenient, a hybrid encoding method for MGEP genes is proposed. In this method, the function node and its four parameters and the terminal node and its one parameter are combined into one bit in MGEP genes (see Fig 3 left) . The hybrid encoding gene for Figure 2 is shown in Figure 3 right. In MGEP genes, the length of each gene is decided by the length of its head h and tail t with t = h · (N − 1) + 1, where N is the most arguments in F. Clearly, once h is given, t is also fixed, and the length of this gene can be obtained. For example, the head length of the MGEP gene in the right part of the Figure 3 is 9 and its total length is 28.
2) THE SIMPLE LINKING FUNCTION IN THE MGEP CHROMOSOME
Similar to GEP, a MGEP chromosome contains more than one MGEP gene with equal length. Considering the characteristic of the probability output in QNTN, a simple ADD linking function is defined as follows to combine the output of its each gene as its final output.
where N represents the number of genes in the chromosome, p i ∈ (0, 1] is related to special issues, Output gene i is the output of the ith gene, and Output ch total represents the final output of the chromosome.
3) GENETIC OPERATIONS USED ON THE MGEP CHROMOSOMES
Analogous to GEP, the genetic operations manipulated on the chromosome in MGEP can change the shape and size of the QNTN and always produce valid results. Based on the newly defined MGEP genes, each node with its parameters, excluding the phase value, is considered as a whole when it only lies in the boundary of the related genetic operations.
In MGEP, the following genetic operations are used: 1) Selection and Replication: Roulette wheel and elitism selection are combined to be used. 2) Mutation: Any node in head section can be transformed to another type node belonging to F or T , and in tail section, all the nodes can be only change to terminal nodes in T . Typically, one-point and two-point mutations are operated by a same mutation rate p m . 3) Transposition: A randomly selected short fragment of the chromosome is copied and transposed into the head of one random gene. To keep the length of the head unchanged, the head section should remove as many symbols as the length of the copied fragments from the end of the head. Typically, a transposition rate p t is used to control this operation. 4) Crossover: A pair of chromosomes are randomly selected to exchange some fragments between each other. Here, one-point and two-point crossover are operated through crossover rate p c . During one-point crossover, two offsprings are created by exchanging segments in the chromosomes from a randomly chosen point to the end. In two-point crossover, only the segments between two randomly chosen points in the two chromosome are allowed to be exchanged to produce two offspring. Table 1 shows the detailed procedure of the proposed MGEP algorithm. The initial population P(g)(g = 0) is filled with s MGEP chromosomes created from F and T including the random initialization of the type and input fields of nodes, the phase parameter θ , the Gaussian function parameters a, b, and the reversal parameter δ. Here, each MGEP chromosome VOLUME 6, 2018 P g i (i = 1, 2, · · · , s) has N genes genes with head length h. Then, population P(g) is evaluated through the calculation of the fitness fit g i of P g i (i = 1, 2, · · · , s) in P(g) by Equation (6) . If the stop condition is satisfied, the algorithm terminates; otherwise, a Intermediate population Q(g) is set to empty. To obtain the new population, the new individuals generated by crossover, mutation and transposition are placed into Q(g). For the crossover, two offspring are produced with crossover rate p c from two individuals chosen by the roulette wheel algorithm in P(g), and this will repeat S/2 times. For mutation and transposition, each individual in P(g) undergoes the mutation and transposition operation with mutation rate p m and transposition rate p t , respectively. The new population P(g + 1) is filled with s individuals picked from Q(g) via roulette wheel selection. As for the MGEP algorithm, by utilizing the elitism strategy the worst individual P g+1 worst in P(g + 1) is replaced with the best one P g best of P(g). This procedure will be repeated until the termination condition satisfies or the maximum iterations exceeds G max .
4) THE MAIN PROCEDURE OF THE MGEP ALGORITHM

B. PROCEDURE OF THE HYBRID EVOLUTIONARY ALGORITHM FOR QNTN
By the combination of the proposed MGEP algorithm and classic PSO algorithm, QNTN can be evolved and optimized through the following procedure: 1) Randomly generate the initial population based on F and T abstracted from specific problems. 2) Optimize the structure of the QNTN through the proposed MGEP algorithm illustrated in Section III-A. 3) If a near-optimal structure of QNTN is found, go to the following step; otherwise, go back to step 2). 4) Parameters embedded in the above QNTN are optimized by the PSO algorithm [25] . Here, the structure of QNTN keeps fixed, and its parameters(phase, reversal and Gaussian function parameters) are visited according to the depth-first method to form a particle. 5) If the number of iterations exceeds the maximum or the stored best particle keeps stable in predefined number of iterations, go to the following step; otherwise, go back to step 4). 6) the algorithm will be terminated, when achieving an acceptable results; otherwise, return step 2).
IV. SIMULATIONS
In order to evaluate the effectiveness and performance of the developed QNTN model with the proposed hybrid evolutionary algorithm, three typical benchmark problems including the 4-bit and 6-bit parity check problems, function approximation problem and prediction of a three-dimensional Lorenz system are applied. Table 2 lists the referred parameters with corresponding default value for the above three problems. In order to facilitate the comparison of the efficiency between different models, in simulations, the proposed hybrid algorithm will be conducted N times independently for each model and the results are averaged. This statistical analysis will make the comparison of different models more fair 
A. THE 4-BIT AND 6-BIT PARITY CHECK PROBLEMS As the first experiment, the performance of QNTN are investigated on the 4-bit parity check problem(4-bit problem) and 6-bit parity check problem(6-bit problem).
Firstly, in 4-bit problem, all the 4-tuple patterns between {0 0 0 0} and {1 1 1 1} are regarded as the input of this problem and scalar 0 or 1 calculated by XORing all bits of each 4-tuple is its corresponding output. Similar with [15] , all the 16 patterns with four inputs and one output are organized as the training data. Here, the function set F and terminal set T are defined as F = {+ 2 , + 3 , + 4 , + 5 } and T = {x 0 , x 1 , x 2 , x 3 }, where x i (i = 0, 1, 2, 3) means the ith bit of a 4-tuple input, respectively.
Secondly, in 6-bit problem, the similar methods are applied to organized the training data which contains 64 patterns with six inputs and one output. In this case, the function set F and terminal set T are defined as F = {+ 2 , + 3 , + 4 · · · , + 14 } and T = {x 0 , x 1 , x 2 , x 3 , x 4 , x 5 }, where x i (i = 0, 2, · · · , 5) denotes the ith bit of a 6-tuple input, respectively. For each case, the proposed hybrid evolutionary algorithm runs N = 200 times independently. Finally, two optimal QNTN models with MSE 0.0018 and 0.0033 are constructed for 4-bit problem and 6-bit problem, respectively. The structure of the two evolved QNTN models are showed in Figure 4 . The comparison of different models for 4-bit problem and 6-bit problem are list in Table 3 . It is not difficulty to see that the performance of QNTN in AvgParams, AvgIters and AvgMSE are all better than that of QNN. While maintaining lower error accuracy, QNTN model has simpler network structure, fewer neural parameters and the proposed hybrid algorithm has higher convergence efficiency. By comparison of indicators listed in Table 3 between QNTN with original Qubit neuron and QNTN with improved Qubit neuron, we can see that the improvement on Qubit neuron is meaningful, because it further reduces the error rate, simplifies the network structure and accelerates the speed of convergence effectively. In addition, the variance value for VarParams, VarIters and VarMse demonstrate that the proposed hybrid algorithm has good stability and reproducibility. Totally speaking, the proposed QNTN works well for generating an approximate model of the 4-bit problem and 6-bit problem.
Typical evolutions of MSE from QNTN with the original Qubit neuron and the improved Qubit neuron for 4-bit(left) problem and 6-bit(right) problem are shown in Figure 5 . The MSE from QNTN with improved Qubit neuron quickly falls to predefined expected MSE, on the other hand the one from QNTN with original Qubit neuron converges slowly. From Figure 5 , we can also see that at first QNTN with original Qubit neuron exhibits better performance, in fact this is mainly due to its smaller MSE at beginning of the epoch. Clearly, QNTN with improved Qubit neuron has quicker converge speed and stronger nonlinear ability. This indirectly shows that the proposed hybrid algorithm is more suitable for QNTN model with improved Qubit neuron.
B. GENERAL FUNCTION APPROXIMATION PROBLEM
As the second experiment, the abilities of QNTN are evaluated on approximating the following function [15] :
Similar with [15] , {x 0 , x 1 } denote the inputs of the QNTN. If x ∈ [0.0, 1.0], the input is {x 0 , x 1 } = {x, 0.0}; Otherwise, if x ∈ (1, 2), {x 0 , x 1 } = {0.0, x − 1.0}. From interval [0,2) with step size 0.1, 21 data points are generated as the training data. When constructing the QNTN, the function set F and terminal set T are defined as F = {+ 2 , + 3 , · · · , + 12 } and T = {x 0 , x 1 }, where {x 0 , x 1 } denote the input patterns defined in front.
By running the proposed hybrid evolutionary algorithm N = 200 times independently. Among all results an optimal QNTN model is obtained with MSE 0.0069. Figure 6 presents the structure of the optimal QNTN model for the approximated function on the left, and the model output and real output are showed on the right.
The comparison results of different models for this problem are listed in Table 4 .
Typical evolutions of MSE from QNTN with the original Qubit neuron and the improved Qubit neuron for this problems are shown in Figure 7 .
From all the above simulation results, it is not hard to obtain the similar conclusions illustrated in previous subsection. 
C. APPLICATION TO LORENZ SYSTEM PREDICTION
As the third experiment, the prediction of Lorenz system is used with three ordinary differential equations [16] :
where x, y and z denote the states of the Lorenz system at time t. σ , ρ and β are special control parameters. When σ , ρ and β are set to 10, 28, 8/3, respectively, two fixed attractors named Lorenz attractors appear in the system. In order to make a meaningful comparison with [16] , similar experimental settings are applied. Firstly, three consecutive states l(t), l(t − 1) and l(t − 2) at time t are selected as inputs for the QNTN model, and the output is l(t + 1). Secondly, 3000 data samples are produced through the Euler method with t = 0.01 and an initialization of x = y = z = 1.0. 2000 data samples are randomly chosen as the train data and the remainders form the test data. Thirdly, all the data samples are normalized to range [0, 1] .
By considering the structure(9-45-3) used for the QNN in [16] , here, three QNTNs are constructed corresponding to three states of the output, respectively. The function set F = {+ 5 , + 6 , + 7 , + 8 , + 9 } and terminal set T = {x 0 , x 1 , · · · , x 8 } are applied for QNTNs. In T , x i (i = 0, 1, · · · , 8) denotes the ith input variable.
By running the proposed hybrid evolutionary algorithm N = 200 times, three optimal QNTN models are obtained with total training MSE 0.00189 and testing MSE 0.00131. The predicted values of the Lorenz system on test data are represented in Figure 8 , and the structures illustrated in the MGEP genes for the three optimal QNTNs of each state value are listed in Figure 9 . With respect to model complexity, compared with [16] , the QNTN (15 neural nodes with 169 parameters) has a simpler structure and fewer parameters than the QNN(46 neural nodes with 636 parameters). Table 5 lists the comparison of different models for forecasting of Lorenz system. For AvgMSE and VarMSE, the results on training data and testing data(in brackets) are all included. QNTN clearly maintains better performance in cases of lower complexity. 
V. CONCLUSION
Through the analysis of the characteristics of QNN and NTN, a newly defined quantum-inspired QNTN is proposed by improving the Qubit neuron and allowing cross-layer connections and distinct phase operation functions for each Qubit neurons. A hybrid evolutionary algorithm that combines modified gene expression programming with PSO algorithm is introduced for the optimization of the structure and parameters of the QNTN, which is quite different from the training method of the QNN. The simulation results on three benchmark problems show that the designed QNTN model with the hybrid evolutionary algorithm has better effectiveness and performance. CHAO CHEN was born in Shandong, China, in 1992. He received the bachelor's degree in management science and engineering from Jinan University, Jinan, in 2016. He is currently pursuing the master's degree in management science and engineering with Shandong Normal University. His main research interests are deep learning, data mining, and computational intelligence.
