NIST SP800-22 is one of the most widely used statistical testing tools for pseudorandom number generators (PRNGs). This tool consists of 15 tests (onelevel tests) and two additional tests (two-level tests). Each one-level test provides one or more p-values. The two-level tests measure the uniformity of the obtained p-values for a fixed one-level test. One of the two-level tests categorizes the p-values into ten intervals of equal length, and apply a chi-squared goodness-of-fit test. This two-level test is often more powerful than one-level tests, but sometimes it rejects even good PRNGs when the sample size at the second level is too large, since it detects approximation errors in the computation of p-values.
Introduction
Statistical testing is a common way to evaluate whether the outputs of a pseudorandom number generator (PRNG) imitate independent random variables from the uniform distribution over the interval [0, 1], or over the integers in an interval (e.g. {0, 1}).
There are many statistical tests for PRNGs, for example, TestU01 by L'Ecuyer and Simard is the most comprehensive test suite [10] , and recently PractRand [2] has been published. In this paper, we investigate a test suite, named SP800-22, that is proposed by National Institute of Standards and Technology (NIST) [1] for pseudorandom bit generators (PRBGs). NIST SP800-22 is a standard test suite, especially in cryptography. This suite consists of 15 tests called one-level tests and two additional tests called two-level tests. One of the two-level tests categorizes the p-values into ten equal-length subintervals of [0, 1], and apply a chi-squared goodness-of-fit (GOF) test. This two-level test permits us to apply the test with a larger total sample size, and hence, it is often more powerful than one-level tests. On the other hand, the two-level test tends to reject even good PRNGs because of approximation errors in computation of the p-values at the first level. Hence giving upper limit of sample size at the second level makes the two-level test more reliable: we can maximize the power and avoid erroneous rejections of the two-level test. Further descriptions and explanations of two-level tests can be found in [6, 7, 8, 9, 14, 15] However, NIST recommends that the sample size at the second level should be on the order of the inverse of the significance level, without any mathematical justifications. Pareschi et al. [15] give the upper limit of the two-level test for the Frequency test and the Runs test in NIST SP800-22. Their research is based on Berry-Esséen inequality [16] , but it seems difficult to derive upper limits of the other one-level tests. By contrast, we propose a practical upper limit of the sample size at the second level for each of the Frequency test, the Binary Matrix Rank test and the Runs test [4] . Those upper limits are derived by the chi-squared discrepancy between the distribution of approximated p-values and the uniform distribution. For example, we show that the upper limit of the sample size at the second level of the two-level test for the Frequency test is approximately 125,000 when the sample size at the first level is 10 6 . This value is larger than that recommended by NIST, which is 10 3 -10 4 . We also show that the upper limits increase the power of the two-level test.
The aim of this paper is to extend the previous work [4] , in particular, we propose a practical upper limit of the sample size at the second level for each of the following six tests in NIST SP800-22: the Longest-Run-of-Ones in a Block, the Overlapping Template Matching test, the Linear Complexity test, the Random Excursions test, the Frequency test within a Block, and the Discrete Fourier Transform test. The results indicate that appropriate upper limits heavily depend on the one-level tests and sample sizes at the first level.
The rest of this paper is organized as follows. In Section 2, we review the test suite NIST SP800-22 and the chi-squared discrepancy, and explain how to determine the upper limits of the sample size at the second level. In Section 3, we present upper limits of several tests and experimental results. In Section 4, we give an approximation of the distribution of p-values of one-level tests using a Monte Carlo simulation. In Section 5, we propose another improvement using the exact probability for the ten categories in the computation of the GOF in the two-level test.
Two-level test in NIST SP800-22 and chi-squared discrepancy
In this section, we briefly explain NIST SP800-22 and the chi-squared discrepancy.
NIST SP800-22 consists of 15 statistical tests called one-level tests. Each one-level test looks for empirical evidence against a null hypothesis H 0,f irst that random variables B 1 , B 2 . . ., B n are i.i.d. over the two-element set {0, 1}, i.e.,
H 0,f irst : B 1 , . . . , B n ∼ i.i.d. Binom(1, 1/2).
Let T be a statistic of a statistical test. When testing the randomness, we assume that the distribution of T under H 0,f irst is known or well-approximated by a computable formula. We denote by F the cumulative distribution function of T . For a realization (b 1 , . . . , b n ) ∈ {0, 1} n , where b i is the i-th output of the tested PRBG, the test rejects H 0,f irst and the PRBG if the probability (called the p-value)
is much too close to either 0 or 1; we call n the first sample size.
If the p-value is very small (e.g. < 10 −10 ), then it is clear that the PRBG fails the test. However, if the p-value is suspicious but does not clearly indicate rejection (e.g. ≈ 10 −4 ), it is difficult to judge.
In order to avoid such difficulties, a two-level test is often used. We fix a one-level test. At the first level, we apply the one-level test N times to disjoint parts of a sequence generated by the PRBG, yielding N p-values. At the second level, we compare the empirical distribution of those p-values to the expected distribution via a GOF test; we call N the second sample size.
NIST SP800-22 includes two two-level tests. In this paper we investigate the test referred to as the uniformity test, which is detailed below. Let ν be a positive integer. We denote by I 0 , . . ., I ν the subintervals of [0, 1] defined by the following:
I i := [i/(ν + 1), (i + 1)/(ν + 1)) (i = 0, 1, . . . , ν − 1), and I ν := [ν/(ν + 1), 1].
Let Y i be the number of p-values that fall in the subinterval I i , i = 0, . . . , ν. If the random vector (Y 0 , . . . , Y ν ) conforms to M ulti(N ; p 0 , . . . , p ν ), the multinomial distribution with N trial and probability (p 0 , . . . , p ν ), then the chi-squared statistic
approximately conforms to the chi-squared distribution with ν degrees of freedom for large N . It is often assumed that the distribution of the p-values of a one-level test is uniform over [0, 1] . (Note that this is incorrect if T comes from a discrete probability distribution.) Under this uniformity assumption, the two-level test examines a null hypothesis H 0,second : p 0 = 1/(ν + 1), . . . , p ν = 1/(ν + 1).
For a realization χ 2 obs of χ 2 , NIST SP800-22 defines the p-value at the second level by P(χ 2 obs ≤ X), where X is a random variable that conforms to the chisquared distribution with ν degrees of freedom. If the p-value at the second level is less than a pre-specified significance level, then we reject H 0,second and the PRBG.
Two-level tests are said to be more sensitive than one-level tests. However, such tests may lead to erroneous rejection, which is explained as follows: all the 15 one-level tests in NIST SP800-22 approximately compute p-values using continuous distributions instead of the actual discrete distributions. For example, the test statistic of the Frequency test in NIST SP800-22, conforms to a binomial distribution, but the test computes approximated p-values using a normal distribution. As a result, the probability q i that the approximated p-values fall in the interval I i differs from 1/(ν + 1). The test statistic χ 2 has a larger deviation if N is larger, and the null hypothesis H 0,second is more likely to be rejected.
In order to decide an upper limits of second sample size, we here quantify the discrepancy between the distribution of approximated p-values of a one-level test {q i } and the null distribution {p i } under H 0,second . Assume that (Y 0 , . . . , Y ν ) actually conforms to M ulti(N ; q 0 , . . . , q ν ), but tested by a chi-squared GOF test, assuming the null hypothesis that (Y 0 , . . . , Y ν ) conforms to M ulti(N ; p 0 , . . . , p ν ). In this case, Matsumoto and Nishimura [12] showed the following inequality:
Here a distance-like function
refers to the chi-squared discrepancy of {q i } from {p i }. Inequality (1) implies that the expectation of χ 2 corresponds to the p-value α ∈ (0, 1) when N ≈ (χ 2 ν (α) − ν + uν)/δ, where u := max i=0,...,ν |1 − q i /p i | and χ 2 ν (α) is the upper 100α-th percentile of the chi-squared distribution with ν degrees of freedom for α.
In this paper, we only deal with the case ν = 9 and the significance level 0.0001, which are initial values in NIST SP800-22. The two-level test with the second sample size N 0.0001 := (χ 2 ν (0.0001) − ν + uν)/δ tends to reject PRBGs even if the tested PRBGs are ideal. On the other hand, if we take N 0.25 := (χ 2 ν (0.25) − ν − uν)/δ as the second sample size, such erroneous rejections are unlikely to occur. For these reasons, we call N 0.0001 and N 0.25 the risky sample size and the safe sample size at the second level, respectively [12] , and hence we recommend the safe sample size N 0.25 as an upper limit of the second sample size.
Computing the distributions of p-values of some statistical tests
Three tests in SP800-22 based on chi-squared test. First, we consider the twolevel test for the following three one-level tests: the test for the Longest-Runof-Ones in a Block, the Overlapping Template Matching test, and the Linear Complexity test. Note that we apply a modification to the test for the Longest-Run-of-Ones in a Block to improve the approximation of p-values [3] .
Below, we explain the common structure of these one-level tests. Each onelevel test divides the n-bit sequence into n b = n/m blocks P 1 , . . ., P n b of m bits. According to a certain property which the test investigates, the test classifies P i 's into k + 1 classes C 0 , . . . , C k . Let X 0 , . . . , X k be the numbers of the blocks classified in C 0 , . . . , C k , respectively. The test compares an observed frequency X = (X 0 , . . . , X k ) to the theoretical one: NIST describes that the theoretical distribution of X is M ulti(n b ; π 0 , . . . , π k ) explicitly [1] . The test statistic of the one-level test is
Let us denote by S the set of the realizations of X, i.e.,
For a realization x ∈ S, the one-level test approximates its p-value by P(T (x) ≤ X), where X is a random variable that follows the chi-squared distribution with k degrees of freedom. Therefore, the probability q i that the approximated pvalues fall in the subinterval I i is q i = x∈S, P(T (x)≤X)∈Ii n b ! x 0 ! · · · x k ! π x0 0 · · · π x k k , i = 0, 1, . . . , ν.
Exhaustive computation derives the values of q i 's. Table 1 shows the values of q i 's, δ, N 0.25 , and N 0.0001 when the first sample is n = 10 6 . The block size m is indicated in the second row of Table 1 , and the other test parameters are the initial values in NIST SP800-22.
In order to justify the name of the risky/safe sample sizes, we apply the twolevel test to Mersenne Twister (MT) [11] and a PRNG from the SHA-1 algorithm (SHA-1) with five different initial random seeds. We take the second sample sizes approximately N 0.25 and N 0.0001 . We assume that both MT and SHA-1 are good generators, and thus the empirical distribution of χ 2 are expected to conform to the theoretical distribution described in Section 2. Because the Linear Complexity test always yields very small p-values when tested PRNGs have F 2 -linearity, we apply the two-level test for the Linear Complexity test only to SHA-1. Table 2 shows the resulting p-values of the two-level test. The table shows that N 0.0001 's yield small p-values, and then some rejections occur. On the other hand, N 0.25 's give no rejections at the second level. The Random Excursions test. We consider the Random Excursions test. This test yields simultaneously eight p-values (one for each test parameter x = ±1, ±2, ±3 and ±4) when the number of cycles J, which is determined by the tested sequence, is greater than or equal to 500, and yields no results when J < 500. For the sake of simplicity, in this paper, we alter the test procedure slightly: when J = 500, the test yields eight p-values and discards the remaining bits, and when J < 500, the test yields no results. Table 3 includes the results of exhaustive computation of q i 's, etc. Tables  4 and 5 show the resulting p-values of this two-level test on MT and SHA-1, respectively. 
Monte Carlo computation of the distributions of p-values
Although exhaustive computation can derive the exact value of q i 's, it is impossible to carry out such a computation when the number of realizations is too large. For example, if we change the parameter of the above Linear Complexity (3) in Section 3. We approximate the value q i by
for i = 0, 1, . . . , ν, where T and X are defined in Section 3. Figures 1 and 2 show the results of the Monte Carlo simulation for computing the chi-squared discrepancy δ of {q i } from {1/(ν+1)} and u = max i=0,...,ν |1 − q i /p i |, respectively. According to these results, we estimate that δ = 4.625 × 10 −6 and u = 4.444 × 10 −3 , and hence N 0.25 ≈ 507,844 and N 0.0001 ≈ 5,353,496. Table 6 shows the results of the two-level test with these second sample sizes on SHA-1. The Frequency test within a Block. This test divides the given n-bit sequence into n b = n/m blocks of m bits. Let X i be the number of ones in the i-th block for i = 1, . . ., n b . Under H 0,f irst , those X 1 , . . . , X n b are i.i.d. binomial random variables with mean m/2 and variance m/4. The test computes a test 
which should have approximately the chi-squared distribution with n b degrees of freedom if m is large enough. The set of the realizations is S = {0, 1, . . . , m} n b and consequently the total number of realizations is (m + 1) n b . NIST recommends that m = 128 and n ≥ 10 6 , but exhaustive computation seems impossible, so we conduct a Monte Carlo simulation. From the results of the Monte Carlo simulation, we approximate that δ = 2.200 × 10 −5 and u = 8.990 × 10 −2 (see Figures 3 and 4,) and N 0.25 ≈ 71,802 and N 0.0001 ≈ 1,160,411. Table 7 shows the results of the two-level test on MT and SHA-1. These experimental results indicate that the Monte Carlo simulation gives good approximations of δ, q i 's, and the risky/safe sample sizes. The Discrete Fourier Transform (DFT) test. The purpose of this test is to detect periodic features in the tested sequence that would indicate a deviation from the assumption of randomness.
The first sample size n of the DFT test must be even. The discrete Fourier coefficients for the random bit variables B k are defined by where X is a random variable that conforms to the standard normal distribution N (0, 1) and Φ is the cumulative distribution function of the standard normal distribution. Since o h varies from 0 to n/2 − 1, we have
For the first sample size n = 10 6 , we have N 0.25 = 18,692, and N 0.0001 = 210,660.
Actually, the approximation of O h by the normal distribution N (µ, σ 2 0 ) is inaccurate, and there are many reports on defects of the DFT test. Indeed, NIST corrected the approximation of the variance to a better value σ 2 1 = 0.05 · 0.95n/4 proposed by Kim et al. [5] from σ 2 0 . Later, Pareschi et al. [15] found a further good approximation value σ 2 2 = 0.05 · 0.95n/3.8. According to [3] , we use σ 2 2 for variance in the following experiments.
Next, we consider the following Monte Carlo simulation. Using MT, we generate M n-bit sequences and yield M p-values by the DFT test. We count the number of those p-values that fall in the interval I i , i = 0, 1, . . . , ν. Then we use this empirical distribution instead of the actual distribution. Figures 5 and 6 show the results of the Monte Carlo simulations. We approximate δ by 5.438 × 10 −4 and u by 3.679 × 10 −2 using the Monte Carlo simulation with M = 1.7 × 10 12 sequences. The results are N 0.25 = 3,785 and N 0.0001 = 46,084. Table 8 shows the p-values of the two-level test with the second sample sizes of 3,700, 18,600, 46,100 and 211,000. In the experiments, we test on SHA-1 and WELL [13] . These results indicate that the Monte Carlo simulation give an approximation value of δ with enough accuracy in practical use. where {q i } is the actual distribution of approximated p-values, then the chisquared discrepancy δ becomes 0. This implies that we can increase the value of upper limit of the two-level test. For example, in Section 3, we derived {q i } of the following four tests: the Longest-Run-of-Ones in a Block, Overlapping Template Matching test, Linear Complexity test with parameter m = 5,000, and the Random Excursions test. We then apply the two-level test under H 0,second to MT and SHA-1. Table 9 shows the p-values of several empirical results. The first sample size is n = 10 6 , and the second sample size N is shown in the third column of Table  9 . These N 's are approximately N 0.0001 or 2N 0.0001 : recall that N 0.0001 is the risky sample size under H 0,second .
In the experiments, we observe that the p-values are moderate, thus these results are as we expected. Table 10 shows the results of the two-level test for the Random Excursions test when n = 10 6 and N = 2 × 10 6 under H 0,second . We show the p-value less than the significance level 0.0001 and test parameter x: the symbol "-" indicates that no rejection occurred.
The results indicate that, under H 0,second , the two-level test seems sufficiently accurate even if we take a larger sample size. In Section 4, we approximate distributions of approximated p-values, say {q i }, using a Monte Carlo simulation. We consider to replace the null hypothesis H 0,second with H 0,second : p 0 = q 0 , . . . , p ν = q ν to make upper limit of second sample sizes more flexible.
We apply the two-level test under H 0,second to MT and SHA-1. The values of q i 's are presented in Table 11 : these values are calculated by the Monte Carlo simulation described in Section 4. The first sample sizes is n = 10 6 and the second sample size N is indicated in the third column of Table 12 . Similar to the previous experiments, we took N 0.0001 or 2N 0.0001 as the second sample sizes. Table 12 shows the p-values of the two-level test. From these results, the null hypothesis H 0,second also allows us to take larger sample sizes.
Conclusions
In this paper, we study practical upper limits of the sample sizes of the twolevel test. With our previous work [4] , we derive upper limits of the two-level MT 2,000,000 3.54e-02 2.50e-01 9.63e-01 4.46e-01 7.60e-01 SHA-1 2,000,000 1.68e-01 3.68e-01 9.02e-01 7.97e-01 6.90e-01 DFT WELL 100,000 8.97e-01 1.03e-01 9.99e-01 1.87e-01 8.71e-01 SHA-1 100,000 8.01e-01 9.51e-01 8.82e-01 9.75e-01 5.92e-01 test for nine one-level tests in NIST SP800-22. The upper limits proposed in this paper reveals that NIST's recommendation of the second sample size, the order of the inverse of the significance level, might be misleading: appropriate order of the second sample size strongly depends on the one-level test and the first sample size. A future work is to derive upper limits or the distributions of approximated p-values of the remaining six one-level tests. Monte Carlo simulation would be suitable for those six tests, but requires a large amount of computation time. To conduct a sufficiently accurate Monte Carlo simulation, we need to compute the p-values of one-level tests more efficiently than the current NIST SP800-22.
