Abstract. We give a local characterization of the class of functions having positive distributional derivative with respect toz that are almost everywhere equal to one of finitely many analytic functions and satisfy some mild nondegeneracy assumptions. As a consequence, we show that any subharmonic piecewise harmonic function satisfying these conditions locally coincides with the maximum of finitely many harmonic functions and we describe the topology of their level curves. These results are valid in a quite general setting as they assume noà priori conditions on the differentiable structure of the support of the associated Riesz measures. We also discuss applications to positive Cauchy transforms and we consider several examples and related problems.
Introduction
As is well known, the maximum of a finite number of pairwise distinct harmonic functions is a subharmonic function which is also piecewise harmonic. In this paper we establish converse results for the class of subharmonic piecewise harmonic functions and show that any such function may essentially be realized as the maximum of finitely many harmonic functions. Let us first make the following definition. with M i ⊂ Ω := {z ∈ U | H k (z) = H l (z), 1 ≤ k = l ≤ r}, 1 ≤ i ≤ r, such that
forms a covering of U up to a set of Lebesgue measure 0 and
where χ i is the characteristic function of the set M i , 1 ≤ i ≤ r. Remark 1. Definition 1 is merely a convenient way of saying that φ equals one of finitely many harmonic functions in certain prescribed sets. Therefore P H functions need not be continuous nor subharmonic and one can hardly expect any interesting statements in this kind of generality.
We stress the fact that no C 1 -conditions are assumed in the above definition. Note that if
and Ω are as in Definition 1 then ϕ(z) := max 1≤i≤r H i (z) is a P H function. Indeed, let M i be the (open) set consisting of those z ∈ Ω for which ϕ(z) = H i (z) and denote by χ i the characteristic function of M i . It is clear that U \ Ω is Lebesgue negligible, so that {M i } r i=1 forms a covering of U up to a set of Lebesgue measure 0 and
(1.1)
Moreover, the subharmonicity of ϕ implies that ν := ∂ 2 ϕ/∂z∂z ≥ 0 in the sense of distributions. In fact ν is a positive measure supported on the (finite) union of level curves {z ∈ U | H i (z) − H j (z) = 0}, 1 ≤ i = j ≤ r. It is not difficult to see that in this case the support actually determines the measure, see §2. Now the derivative of ϕ, again in the sense of distributions, inherits a similar property only this time with respect to analytic functions. Classical results yield namely
A i (z)χ i (z) a.e. in U, (1.2) where A i := ∂H i /∂z, 1 ≤ i ≤ r, are analytic functions in U (cf. Proposition 1 below). Note that (1.2) may be reformulated as saying that ϕ satisfies the differential equation P (∂ϕ(z)/∂z, z) = 0 a.e. in U, ( 
where χ i is the characteristic function of the set M i , 1 ≤ i ≤ r.
Remark 2. The same philosophy as in Remark 1 applies here: as defined above, a function Φ is P A if it is equal to one of finitely many analytic functions in certain open sets. Thus P A functions need not be continuous -this will not be case either in our situation.
P A functions occur naturally -and this was our original motivation -in various contexts, such as the study of the asymptotic behavior of polynomial solutions to ordinary differential equations [1, 2] and the theory of Stokes lines [8] . In the aforementioned contexts P A functions are mostly constructed as limits and thus one has no control on the differentiable structure of the resulting sets M i . It is therefore important to describe the local and global structure of P A functions both with and without additional regularity assumptions such as piecewise C 1 -boundary conditions on the sets M i . This is also a quite natural problem in itself: one has a very frequently used construction, namely taking the maximum, that generates subharmonic functions from harmonic ones and the question is to describe the class of functions obtained in this way. We answer this question by giving a local characterization of these functions in generic cases and we study some of their properties in the process. Our main result may be stated as follows. 
Then there exists a neighborhood N (p) of p such that
where ϕ is the subharmonic function given by
We emphasize the fact that Theorem 1 does not hold for arbitrary P A functions (cf. Remarks 1-2). The requirement that ∂Φ/∂z ≥ 0 in the sense of distributions is crucial. In particular, it implies that the open sets {M i } r i=1 and the analytic functions {A i (z)} r i=1 associated with Φ have to be intimately related to each other. To illustrate the theorem, let A 1 (z) = 1 and A 2 (z) = i. Then the subharmonic function ϕ defined in Theorem 1 becomes ϕ(x, y) = max(x, −y), that is, ϕ(x, y) = x if x + y ≥ 0 and ϕ(x, y) = −y for x + y ≤ 0. Hence its derivative 2∂ϕ ∂z equals 1 if x + y ≥ 0 and i for x − y ≤ 0, respectively. The theorem says (loosely) that among all P A functions Φ of the form 1 · χ M1 + i · χ M2 for varying sets M 1 and M 2 (covering some neighborhood of the origin up to a Lebesgue negligible set) 2∂ϕ ∂z is the only one that has a positivez-derivative in the sense of distributions. To see why this is the case consider the following simple example: let l be a line through the origin with unit normal n = n 1 + in 2 , so that C \ l consists of two half-planes. Let M 1 be the one with n as interior normal to its boundary and M 2 the other half-plane.
where ds is Euclidean length measure along the common boundary l to M 1 and M 2 (see Corollary 3). Clearly,
(1 + i), that is, if the line l is given by x + y = 0. In other words one must indeed have Φ = 2∂ϕ ∂z , where ϕ is the subharmonic function defined in Theorem 1 (cf. the above discussion). Note that in this particular example we used the fact that the boundaries of the M i 's are C 1 in order to explicitly calculate the derivative of Φ. Our theorem shows that the corresponding result is true in a much more general situation with no assumptions on the boundaries. Remark 3. Note that condition (iii) automatically follows from (ii) if r ≥ 3 and may therefore be dropped in this case. Our methods use in a essential way the fact that p is such that A i (p) = A j (p) whenever 1 ≤ i = j ≤ n, see also Theorem 3 in §3 below.
The local characterization of subharmonic functions with P A derivatives is almost an immediate consequence of Theorem 1 and shows that at generic points such functions are indeed maxima of a finite set of harmonic functions: 
Let Φ be an arbitrary function that satisfies the condition ν := ∂Φ/∂z ≥ 0. Then by [7, Theorem 2.1.7] ν is a positive measure. Furthermore, there exists some analytic function A such that Φ = C ν +A (as distributions), where C ν is the Cauchy transform of ν defined by Note that the above results are valid in a surprisingly great generality as they assume noà priori knowledge of the differentiable structure of supp ν. The absence of such information considerably complicates matters and requires a rather subtle study of the topology of level curves of the harmonic functions coming into play in the generic cases covered by Theorem 1. We construct an example showing that the picture is even more complex in non-generic cases and in particular that Corollary 1 is not true if p is special enough, see Example 1 below. The special case when the A i in Theorem 1 are constant functions was treated in [1] . In the simpler situation of loc. cit. some additional global results were obtained. These show essentially that any (locally) P A subharmonic function is globally (in U ) a maximum of harmonic functions. Example 1 again shows that this is not true in general. However, it is not difficult to get complete results in the case when only two functions are involved, see §2. It would be interesting to establish when a subharmonic function with a P A derivative is globally a maximum of harmonic functions (cf. Problem 2 below).
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Derivatives of sums: regular boundary cases
If Ψ(z) is a P H subharmonic function satisfying an equation of the form (1.1) then the associated Riesz measure ∆Ψ is supported on Γ := U \ r i=1 M i . In this section we discuss the case when Γ is assumed to be a locally finite union of piecewise C 1 -curves, which occurs for instance if Ψ(z) is a maximum of a finite number of harmonic functions. We show that if this assumption is satisfied then Γ is essentially a union of level curves {z ∈ U | H i (z) = H j (z)}, 1 ≤ i = j ≤ r, and that the measure ∆Ψ is determined by its support (Proposition 2 and Theorem 2). As it will become transparent from the proofs, these results hold actually even under weaker regularity conditions such as Lipschitz continuity for the curves in Γ.
Consider first the case when only two functions are involved. Assume that Φ(z) is defined in a domain U and that there exists a smooth curve 
where ds denotes length measure along Γ. 
where ∂ j and n j are the partial derivative with respect to the j-th coordinate and the j-th component of n, respectively. 
Corollary 3. In the notation of Proposition 1 one has
in U and get the description of their derivatives given in the introduction. In this case the normal n is defined a.e. with respect to length measure on the boundary and the equality in Corollary 1 is interpreted in this sense. 
Proposition 2. If the PH function
is continuous in U and Γ Ψ is a locally finite union of piecewise C 1 -curves then
in the sense of distributions, where
Proof. Since by assumption Γ Ψ is a locally finite union of piecewise C 1 -curves the set Γ d Ψ has measure 0 with respect to length measure ds on Γ Ψ . Using the second relation in (2.1) it suffices to check locally at a point z ∈ Γ\Γ d Ψ where H i (z) = H j (z) for some i = j that the contributions 2 H j (n 1 − in 2 )ds cancel; this follows since the normal occurs twice with opposite directions. Note that if Ψ is subharmonic then Lemma 1 implies that Γ Ψ consists of pieces of level curves to the functions H i − H j , 1 ≤ i = j ≤ r. As Ψ is continuous these level curves have to be given by {z ∈ U | H i (z) = H j (z)}.
The same arguments yield the following generalization of Lemma 1.
Φ has measure 0 with respect to length measure ds on
and on such a level curve one has
The above results show in particular that it is rather easy to understand the Riesz measure of a subharmonic P H function if one knowsà priori that its support is a locally finite union of piecewise C 1 -curves. We will see that similar results actually hold without the local finiteness assumptions of Proposition 2 and Theorem 2, which is not really surprising. Indeed, consider the example of just one function Ψ = H a.e. in U . Then standard theorems (see [7] ) imply that Ψ is in fact harmonic everywhere in U . It is reasonable to expect that there should be a direct general method to check that the support of ν is indeed at least a locally finite countable union of C 1 -curves. An apparatus for proving results in this direction seems to be contained in [9] .
Local characterization: generic cases
In this section we state an equivalent version of Theorem 1 and sketch its proof. Under some mild nondegeneracy assumptions, Theorem 3 below provides a local characterization of functions with positive (distributional) derivative with respect toz which is equal a.e. to one of a finite number of given analytic functions.
Let us first fix notations and assumptions.
, r ≥ 2, be a finite family of disjoint open subsets of a domain U ⊂ C covering U up to a set of zero Lebesgue measure and denote by χ i the characteristic function of M i . Given a family {A i (z)} r i=1 of pairwise distinct analytic functions in U define the (measurable) function
Fix a point p ∈ U and let
Note that each H i is a well-defined harmonic function in U satisfying ∂H i /∂z = 1 2 A i (z). If r ≥ 3 we associate to each triple (i, j, k) of distinct indices in {1, . . . , r} the following set
This is the set where the gradients of H i − H k and H j − H k are parallel, or equivalently, the level curves through z to these functions are parallel. Clearly, Γ ij,k is either a real analytic curve or else there exists c ∈ R such that
Theorem 3. In the above notation assume that ∂Ψ/∂z ≥ 0 as a distribution supported in U and let p ∈ U be such that any neighborhood N of p intersects each
(ii) There is at most one Γ ij,k that contains p.
where ϕ is the subharmonic function defined by 
Remark 5. Example 1 in §6 shows that condition (ii) above is necessary. Note also that the case when the A i are constant functions was considered in [1, Lemma 3] .
The proof of Theorem 3 is rather technical and the main parts of the argument are contained in Lemma 2 and Lemma 3 below, which hold independently of condition (ii) in the proposition. We will now show that Theorem 3 follows in fact from these two lemmas. First, a convenient reformulation of the conclusion of Theorem 3 is that for 1 ≤ i ≤ r one has χ i = 1 a.e. in the set where ϕ(z) = H i (z), and this is what we will actually show. Clearly, it is enough to prove this statement for i = 1. By considering the function Ψ − A 1 and using in the process the fact that A 1 is analytic in U hence ∂A 1 /∂z = 0 we may assume that A 1 (z) = H 1 (z) = 0 for z ∈ U , which we do throughout the remainder of this section as well as §4 and §5.
Define now
We have to prove that Ψ = 0 a.e. in N ∩ W , or equivalently Ψ = 0 a.e. in N ∩W for some small enough neighborhood N of p, whereW denotes the interior of W . The first lemma asserts that χ 1 is increasing along every path along which all functions H i , 2 ≤ i ≤ r, are decreasing.
Lemma 2. Let p ∈ U satisfy all the assumptions of Theorem 3 except condition (ii). If γ is a piecewise
for any positive test function φ.
The second lemma guarantees that enough points may be reached by paths of the form given in Lemma 2. To make a precise statement we need the following definition: to each z ∈ U we associate the set V (z) = {ζ ∈ U | ∃ piecewise C 1 -path from z to ζ along which all H i decrease}.
Definition 3. Given p ∈ U and two subsets M, X ⊂ U we say that V (z) tends to X through M as z → p, which we denote by lim M∋z→p V (z) = M, if for each α ∈ M and any sequence {z n } n∈N ⊂ M converging to p one has α ∈ V (z n ) for all but finitely many indices n ∈ N. 
Lemma 3. Let p ∈ U satisfy all the assumptions of Theorem 3 except condition (ii
Remark 6. Note that there are actually no sets Γ ij,k at all if r = 2 in Lemma 3 (i) and that the conditions in Lemma 3 (ii) can hold only if r ≥ 3.
Theorem 3: outline of the proof. As noted in the paragraph preceding Lemma 2, we have to show that there exists a sufficiently small neighborhood N of p such that Ψ = 0 a.e. in N ∩W . This is trivially true ifW has zero Lebesgue measure and so we may assume thatW has positive Lebesgue measure.
Let now {φ s } s∈N be a sequence of test functions satisfying supp φ s → {0} as s → ∞ and φ s dλ = 1, s ∈ N, where λ denotes Lebesgue measure. Note that
To see this let N δ = {z ∈ U | |z − p| < δ} and suppose that (φ s k * χ 1 )(z) ≤ 1 − ǫ for some infinite sequence {s k } k∈N and almost all z ∈ N δ . Then
and since by assumption λ(M 1 ∩N δ ) > 0 this contradicts the fact that {φ
3) must hold. From (3.2) and (3.3) it follows that (φ s * χ 1 )(z) > 1 − ǫ for z ∈ V (z 1 ), which together with the identity φ s * 1 = 1 yields φ s * r i=2 χ i (z) < ǫ and therefore
be the unique pair of indices associated to p satisfying the properties stated in Lemma 3. By condition (ii) in Theorem 3 there is at most one triple of distinct indices (i, j, k) such that p ∈ Γ ij,k . We now distinguish two cases: Case 1. Assume first that p / ∈ Γ ij,1 and fix ǫ > 0. The arguments above show that one can construct a sequence {z n } n∈N ⊂ U such that
for some strictly increasing sequence of positive integers {s n } n∈N . By Lemma 3 (i) there exists a neighborhood N of p such that each z ∈ N ∩W belongs to all but finitely many sets V (z n ), n ∈ N. Combined with (3.4) this shows that for every z ∈ N ∩W there exists n z ∈ N such that
are analytic functions and supp φ sn → {0}, n → ∞, it follows from (3.4) that by shrinking the neighborhood N (if necessary) one can find C > 0 such that C sn (z) ≤ C for n ∈ N and z ∈ N ∩W . Together with (3.6) and the fact that lim n→∞ φ sn * Ψ = Ψ in L 1 loc this clearly implies that Ψ = 0 a.e. in N ∩W , which proves Theorem 3 in this case.
Case 2. Assume now that p ∈ Γ ij,1 but p / ∈ Γ mn,q for any other triple (m, n, q).
is as in (3.1). As we will now show, this allows us to choose a sequence {z n } n∈N ⊂W satisfying (3.5) so we may then invoke Lemma 3 (ii) in order to prove Theorem 3 in this case.
Note first that by assumption we know that Ψ is equal to H 1 ≡ 0 on M 1 ∩ N , which has positive Lebesgue measure. We claim that
where as before λ denotes Lebesgue measure. Assume that (3.7) is not true. Since Now (3.7) implies that λ(M 1 ∩ N ∩W ) > 0, which allows us to repeat the arguments preceding Case 1 above and actually construct a sequence {z n } n∈N ⊂W satisfying (3.5). By Lemma 3 (ii) each z ∈ N ∩W belongs to all but finitely many sets V (z n ), n ∈ N. We may then proceed as in Case 1 to obtain inequality (3.6) for every z ∈ N ∩W and deduce again that Ψ = 0 a.e. in N ∩W , which is the desired conclusion in this case.
Proof of Lemma 3
To complete the proof of Theorem 3 it remains to show Lemma 2 and Lemma 3. We start with the latter, which we prove in this section.
4.1.
Preliminaries. Let A(z) be an analytic function defined in a neighborhood of some point z 0 ∈ C and set H(z) := ℜ z z0
The directional derivative of H with respect to a complex number v = α + βi is given by
and the gradient of H(x, y) considered as a vector in C is just
If A(z 0 ) = 0 then z 0 is a non-critical point for H(z) and locally the level curves to H form a foliation by 1-dimensional smooth curves of a small enough neighborhood N of z 0 ([12, Theorem 5.7] ). In particular, the level curve C H of H through z 0 divides N into two components
Recall Notation 2 and that by the assumptions of Lemma 3 one has A i (p) = 0, 2 ≤ i ≤ r, so that the above discussion applies to z 0 = p and H = H i , 2 ≤ i ≤ r. Thus if W is as in (3.1) and as beforeW is its interior we get that the open set
is bounded by parts of some of the level curves to H i , 2 ≤ i ≤ r, through p and part of the boundary of N . For each i ∈ {2, . . . , r} the tangent to C Hi at p divides the plane into two opposite half-planes
The intersection
is either a sector with an opening by an angle α(p) ∈ [0, π], a line or the point p.
Reduction to three cases.
We will now analyze the conditions in Lemma 3 so as to be able to distinguish three cases. To begin with note that W ∩ N = {p} since otherwise its Lebesgue measure is zero. Hence W ∩N contains a path starting at p and then by taking tangents one can see that this rules out the case σ(p) = {p}. Next, if σ(p) is a line or a half-plane then all level curves to H i , 2 ≤ i ≤ r, must be parallel so that in this case p belongs to all sets Γ ij,k . By the conditions in the lemma this can only occur when r = 2 and just two functions H 1 ≡ 0 and H 2 are involved. This gives us Case 2 below, which is part of the proof of Lemma 3 (i). If r ≥ 3 we know by the above that σ(p) is a sector with an opening by an angle α(p) ∈ [0, π). Since two non-identical real analytic curves can intersect each other only in a discrete set it follows that for a small enough neighborhood N of p the boundary of Ω(p) will consist of at most part of two level curves (and part of the boundary of N ). Let us say that the pair of indices (i, j) = (i(p), j(p)) in {2, . . . , r} is associated to p if the level curves to H i and H j through p form part of the boundary of Ω(p) for arbitrarily small neighborhoods of p. The condition p / ∈ Γ ij,1 in Lemma 3 (i) means that the level curves to H i and H j are not parallel at p and hence that α(p) ∈ (0, π). This will be treated in Case 1 below.
Finally, by the mutual exclusions discussed above we see that the condition p ∈ Γ ij,1 in Lemma 3 (ii) means that α(p) = 0, which is Case 3 below.
Changing coordinates.
To prove the lemma we will simplify the picture in each of the three cases obtained in §4.2 by making suitable coordinate changes of the following type. Let G be a
(note that we do not need to assume that G is analytic since we are not concerned with preserving subharmonicity in the present situation). Furthermore, if z ∈ U and z ′ = G −1 (z) then V (z) is the homeomorphic image under G of the set
Clearly, since G is one-to-one it suffices to show that in each of the three cases there exists a neighborhood N ′ of p ′ such that V ′ (z ′ ) tends toW ′ through an appropriate set as z ′ → p ′ .
4.4. Case 1: condition (i) for r ≥ 3. We know that σ(p) is a sector with an opening by an angle α(p) ∈ (0, π). Let us assume that p = 0 for simplicity of notation. As explained in §4.2 we may further choose a small enough neighborhood N of p such that the boundary of W ∩ N contains segments of two level curves belonging to the functions H i and H j , where (i, j) is the pair of indices in {2, . . . , r} associated to p (cf. §4.2). By the inverse function theorem the map
is a homeomorphism from a neighborhood (also called N ) of p to a neighborhood of p. This map takes W ∩N to an open subset of the third quadrant and p is an interior point in the induced topology of the third quadrant. Clearly, the homeomorphism G(x, y) = R −1 (x, y) satisfies H j (G(x, y)) = x and H i (G(x, y)) = y so that by §4.3 we may assume that H i (x, y) = y, H j (x, y) = x, σ(p) is the third quadrant and W ∩ N is the corresponding quadrant of a disk.
Case 1 for unequal gradients.
Let us first consider the case when there are no level curves through p that are parallel to either of the level curves to H i or H j through p except the latter curves themselves. This amounts to saying that
By considering the gradients as complex numbers for each z ∈ N we may write
Since the pair (i, j) is associated to p our assumptions imply that 0 < θ k (p) < π/2 for 2 ≤ k ≤ r. Let us further shrink N -if necessary -so that
Suppose now that z ∈W ∩N . Then clearly both coordinates x and y are increasing along the straight line from z to p = 0 given by {(1 − t)z | t ∈ [0, 1]}. Moreover, there is a disk N z centered at p such that w ∈ N z implies that both x and y increase along the path γ w (t) = (1 − t)z + tw, t ∈ [0, 1], from z to w. (Note that N z is the largest disk contained in N ∩ {w | ℜw ≥ ℜz, ℑw ≥ ℑz}.) Let us show that this is true as well for each of the remaining functions [0, 1] ∋ t → H k (γ w (t)), k ∈ {2, . . . , r}\{i, j}. By (4.3) one has ∇H k (z) = (α(z), β(z)), where α(z), β(z) > 0 if k = i, k = j, and z ∈ N , so that the derivative
is positive for w = 0, 1 ≤ k ≤ r, and t ∈ [0, 1]. Hence there is a neighborhoodÑ z of 0 such that the expression in (4.4) is strictly positive for all w ∈Ñ z and t ∈ [0, 1]. This means that each point inÑ z may be reached by a path from z along which each of the functions H k , 1 ≤ k ≤ r, increases. The proof of Lemma 3 (i) in this case is now immediate. Indeed, if {z n } n∈N is a sequence converging to p there is n 0 ∈ N such that n ≥ n 0 implies z n ∈Ñ z and hence there exists a path from z to z n along which each H k , 1 ≤ k ≤ r, increases. Going in the other direction there is a path from z n to z along which each H k , 1 ≤ k ≤ r, decreases. Thus z ∈ V (z n ) for n ≥ n 0 , which is the desired conclusion.
Case 1 in general.
The proof in the general case is a modification of the argument in §4.4.1. In the same way as above we aim at finding a neighborhood N of p such that if z ∈ N there is a neighborhood N z of p so that each w ∈ N z may be reached by a path from z along which all functions H k , 1 ≤ k ≤ r, increase.
Let us define the following index sets:
Note that by the change of coordinates performed in §4. 4 we have H j (x, y) = x and H i (x, y) = y and thus j ∈ K 1 and i ∈ K 2 . We may assume that N is small enough in order for (4.3) to remain true for all z ∈ N if k ∈ K 3 . Moreover, given ǫ ∈ (0, π/2) we may also assume (by further shrinking N, if needed) that
We first note that there is an open set (in the relative topology of the third quadrant) M ǫ ⊂W ∩ N with p = 0 ∈ M ǫ for which the argument in §4.4.1 remains true. Indeed, let
there is as above a neighborhoodÑ z of 0 such that the inequality in (4.5) holds for w ∈Ñ z , 1 ≤ k ≤ r, and t ∈ [0, 1]. This shows that the conclusion of §4.4.1 is valid for z ∈ M ǫ , as wanted. In what follows we fix such an ǫ. The next step is to prove that given a point w 1 ∈W ∩ N there exists a piecewise C 1 -path from w 1 to some point w ∈ M ǫ along which all functions H k , 1 ≤ k ≤ r, are increasing. Note that if such a path exists then the desired result in this case is an immediate consequence. Indeed, choosing a point w ∈ M ǫ connected to w 1 by such a path it follows from the property of M ǫ established above that we can reach all points in a neighborhood N w of p = 0 with a path starting at w 1 along which all H k , 1 ≤ k ≤ r, increase and we are therefore done.
To prove the existence of a path with the aforementioned property we note that by interchanging coordinates and using a symmetric argument it is enough to deal with points w 1 ∈W ∩ N lying close to the x-axis (recall that ǫ is arbitrarily small). Moreover, it suffices to show that if w 1 ∈W ∩ N is such that 0 < arg(−w 1 ) < ǫ then there exists a piecewise C 1 -path from w 1 to some point on the y-axis different from the origin obtained by following level curves to functions H k with k ∈ K 2 . Indeed, such a path will necessarily pass through points in M ǫ since arg(−w) will take all values between ǫ and π/2 when w traverses this path. Thus it is enough to prove the following assertion in order to fully settle this case. Proof. Fix a point w 1 as in the statement of the lemma. Since i ∈ K 2 and H i (x, y) = y one has θ k (w 1 ) ≥ π/2 for k ∈ K 2 . Let
so that the level curves to H k , k ∈ K 4 , through w 1 have maximal slope among all such level curves corresponding to m ∈ K 2 . Note that K 4 is a singleton except possibly for points w 1 contained in a set Γ ij,k . Consider a level curve C k through w 1 for some k ∈ K 4 . Clearly, C k is divided into two parts by the point w 1 . Denote the part of C k closest to the y-axis byC k and parametrize it by γ k (t), t ≥ 0. We will now show that it is always possible to find a path ∆ as above starting at w 1 .
The main problem one has to deal with in the process is to describe whichC k with k ∈ K 4 to use, should there be several such curves.
There is an η 0 > 0 such that in the disk M η0 centered at w 1 with radius η 0 the only point of intersection between the level curves through w 1 inside M η0 is w 1 . Furthermore, there is η 1 ∈ (0, η 0 ] and a unique index l = l(w 1 ) ∈ K 4 such that
We assert that for this l there exists t 0 > 0 such that
so that θ l (γ l (t)) is maximal alongC l for t ∈ [0, t 0 ]. To prove (4.7) note first that θ l (γ l (0)) ≥ θ k (γ l (0)) since l ∈ K 4 and γ l (0) = w 1 . Moreover, each of the functions θ k (γ l (t)), k ∈ K 2 , is real analytic and hence there exists t 0 > 0 such that in the interval [0, t 0 ] the function θ l (γ l (t))− θ k (γ l (t)) takes either only non-negative values or only non-positive ones. We now argue by contradiction. Suppose that k ∈ K 2 is such that
Given a point z = γ l (t) ∈C l consider the intersection d(z) between the level curve to H k through z and ∂M η . Since H k is non-singular d is a continuous mapping.
for all small t, which contradicts (4.6). Therefore assertion (4.7) must be true. It follows from (4.7) that we may take as the beginning of our path ∆ a nontrivial segment ofC l starting at w 1 . Indeed, this segment will have the property that along it all functions H k , k ∈ {1, . . . , r}, increase. This is simply because for indices k ∈ K 2 the tangent to the segment and the gradient of H k make an acute angle by property (4.7), for k ∈ K 3 this angle is clearly between 0 and π/2, while for k ∈ K 1 it is less than 2ǫ and therefore also less than π/2 for small enough ǫ. Now continue along this segment ofC l until it is no longer possible to do so. This means that we have reached a point w 2 where the selection process just described gives an index l(w 2 ) ∈ K 4 satisfying (4.6) with w 1 replaced by w 2 but with l(w 2 ) = l(w 1 ). In particular, θ l(w2) (w 2 ) = θ l(w1) (w 2 ) and so w 2 ∈ Γ l(w2)l(w1),1 . Then continue along C l(w2) from w 2 , and so on.
Let us now show that process described above will result in a finite number of C 1 -pieces for our path ∆. At the expense of further shrinking the neighborhood N the real analytic curves Γ kl,1 , k, l ∈ {1, . . . , r}, partition the setW ∩ N into a finite number of open sectors S d , 1 ≤ d ≤ s, around the origin. We assume that these sectors are numbered counter-clockwise and we denote their boundaries by
Following the path ∆ we have to exclude the possibility of hitting the same curve Γ kl,1 an infinite number of times. To do this we note that in the interior of each sector S d by construction ∆ will follow level curves to the same function H l d , since there is a unique index l = l d such that (4.7) obtains. If ∆ intersects a boundary Ξ k twice, say in α and β, there must exist an index t ∈ {1, . . . , s} which is maximal with respect to the property that the part of ∆ between α and β contains points in the interior of S t . Let the boundaries of S t be Ξ t−1 and Ξ t . Then ∆ must run from a point on Ξ t−1 along a level curve of H lt to a point on Ξ t−1 . This implies that H lt has a stationary point on Ξ t−1 . However, the number of such stationary points is finite in a neighborhood of 0 by the real analytic character of H lt and of the curve Ξ t−1 . Hence ∆ consists of a finite number of C 1 -pieces. Finally, we claim that the process giving a piecewise C 1 -path ∆ as above will not stop unless ∆ leavesW ∩ N by reaching the y-axis. To begin with, it is clear that ∆ can go outsideW ∩ N only through one of the coordinate axes. Suppose it reaches the x-axis in a point x 0 = 0 that belongs to a level curve C k for some H k . If the continuation of C k does not intersect the x-axis again and ǫ is small enough then this continuation will intersect the level curve through 0 since the slope of the latter is bounded by ǫ. This is a contradiction. The continuation of C k will therefore have to intersect the x-axis in a second point x 1 . By arguing as in the preceding paragraph we see that there can only be a finite number of such intersection points, so that by choosing N small enough we deduce that ∆ cannot leaveW ∩ N by crossing the x-axis. Hence ∆ must reach the y-axis in a finite number of C 1 -segments of level curves. Moreover, the intersection point w between ∆ and the y-axis is different from the origin. Indeed, if w = 0 then a segment of a level curve to a function H k with k = i, j through 0 would be contained inW . But this is contrary to the assumption that the boundary of Ω(p) =W ∩N consists only of parts of the level curves to H i and H j through p = 0 (and part of the boundary of N ), where (i, j) is the pair associated to p that we fixed in §4.2. This finishes the proof of Lemma 4, which in turn completely settles Case 1. 4.5. Case 2: condition (i) for r = 2. Since there are only two functions involved, namely H 1 ≡ 0 and H 2 , we may argue as before in order to reduce this case to the situation when H 2 (x, y) = y. To see this consider the harmonic conjugate Q of H 2 and note that N ∋ z → (Q(z), H 2 (z)) is a local homeomorphism for a sufficiently small neighborhood N of p = 0. It follows that
so the conclusion of Lemma 3 (i) is immediate in this case.
Case 3: condition (ii).
Remains the case when the gradients ∇H i (p) and ∇H j (p) are parallel. We may assume that H i (x, y) = y by choosing as local C 1 -homeomorphism G in §4.3 the analytic function whose real part is the harmonic function H i (recall that p is not a critical point of H i ). As before, we may also assume that W (p) is contained in the third quadrant x ≤ 0, y ≤ 0. Then the level curves to H i will be lines parallel to the x-axis and furthermore y = H j (x, y) since σ(p) is just the positive x-axis.
As in §4.4.1 let θ k (z) denote the argument of ∇H k (z). By the assumptions in Lemma 3 (ii) one has p ∈ Γ ij,1 but p / ∈ Γ mn,q for any other triple (m, n, q). It follows that θ i (p) = π/2 and θ j (p) = −π/2 while −π/2 < θ k (p) < π/2 for k = i, j. Hence there is a neighborhood N of p such that
A path in N along which both H i (x, y) (= y) and H j decrease coincides infinitesimally with the negative x-axis and so all the other H k will decrease as well along such a path. We will now prove that there is a neighborhood N of p = 0 with the following property: for each w ∈W ∩ N there exists a neighborhood N w of 0 such that there is a piecewise C 1 -path from w to any z ∈ N w along which all functions H k , 1 ≤ k ≤ r, increase. The conclusion of Lemma 3 (ii) immediately follows from this property, as was the case in §4.4.1 and §4.4.2.
There is a parametrization (x, y) = (x, f (x)) of the integral curve H j (x, y) = 0 and for some suitable a < 0 the function f (x) is increasing in the interval [a, 0]. We assert that if |a| is small enough then the level curves to H j (x, y) through points in [a, 0] will also be graphs of increasing functions. This can be seen in the following way. Points (x, y) where ∂ ∂x (H j (x, y)) = 0 are stationary points where the level curves to H j (x, y) have a horizontal tangent. If there were such stationary points arbitrarily close to the origin then by the real analyticity of the solution to ∂ ∂x (H j (x, y)) = 0 there would be a curve through the origin consisting entirely of such points. Let then (x, g(x)) be such a curve, which we may assume to be contained inW for x ∈ [a, 0] and such that g(0) = 0. It follows that there is an interval [a 1 , 0] ⊂ [a, 0] in which both g(x) and H j (x, g(x)) are increasing functions. Indeed, both these functions take only strictly negative values close to the origin and by their real analyticity they will either grow or decrease in some interval to the left of 0. Thus the left-hand side of the (obvious) relation
is strictly positive for x ∈ [a 1 , 0], as is g ′ (x). On the other hand ∂ ∂y (H j (0, 0)) < 0 and so ∂ ∂y (H j (x, g(x))) < 0 in some interval around the origin, which contradicts (4.9). We conclude that the above assertion is true, i.e., there must be some a < 0 such that all level curves to H j (x, y) have non-horizontal tangents and hence they must be graphs of increasing functions.
From the preceding paragraph we deduce in particular that the intersection between a level curve to H j (x, y) and a level curve to H i (x, y) (= y) will consist of at most one point in a suitable neighborhood N of p = 0 in W . This implies that it is possible to go from any given point w = α + βi ∈W ∩ N to all points
by following a piecewise C 1 -path consisting of level curves to either H i (x, y) or H j (x, y). (Note that N w is open in the relative topology of the third quadrant.) Moreover, this can be done in such a way that both H i (x, y) and H j (x, y) are either constant or increase along this path. Clearly, 0 is an interior point in N w and so by the above remarks this finishes the proof of Lemma 3 (ii).
4.7.
A consequence of Theorem 3. Revisiting the proof of Theorem 3 we see that we can actually formulate a more precise result by using the terminology of this section and the arguments given above in the proof of Case 1 and Case 2. 
Proof of Lemma 2
In this section we prove the remaining lemma, which generalizes a corresponding result from [1] in the simpler case when the A i are constant functions. Recall the assumptions of Lemma 2 and Theorem 3 (cf. Notation 2 and the renormalization argument in §3 allowing A 1 ≡ 0) for our given P A function
and for the path γ. In particular, we assume that condition (i) in Theorem 3 is fulfilled at all points on γ, that is, γ does not pass through singular points for the differences H i − H j with i = j. We may reparametrize γ by arc-length using the parameter interval [0, L] and so we may assume that |γ(t)| = 1, t ∈ [0, L]. Note first that it is enough to prove the following modified form of Lemma 2: for each t ∈ [0, L] there exists η > 0 such that
where z 1 = γ(t 1 ) and z 2 = γ(t 2 ) with 0 < t 2 − t 1 < η.
(5.1)
Indeed, the fact that (5.1) implies Lemma 2 follows easily by a compactness argument: fix t 1 and let s 2 be maximal such that (3.2) holds for t 2 < s 2 . If s 2 = L then (5.1) gives a contradiction to the maximality of s 2 . For simplicity we make a translation so that z 1 = 0. Clearly, we may also assume that γ is C 1 . The idea of the proof of inequality (5.1) is to use the asymptotic properties of the logarithm of Ψ. For this we need to take the logarithm of the A i and we must therefore make sure that it is possible to choose a suitable branch. To this end we first assert that there exists in fact a neighborhood M of z 1 = 0 such that
whenever v is a unimodular complex number satisfying
Since A 1 ≡ 0 this is immediate for i = 1. By condition (i) in Theorem 3 there exists c ′ > 0 such that |A i (z 1 )| ≥ c ′ for i ∈ {2, . . . , r}, so that there is c ∈ (0, c ′ ] and a neighborhood M of z 1 such that |A i (z)| ≥ c for i ∈ {2, . . . , r} and z ∈ M . It follows that for all unit vectors v ∈ σ(z 1 ) we may assume up to shrinking
, which proves the assertion. We use the result that we have just established in order to simplify the situation. For this we let v =γ(0) ∈ σ(z 1 ). Up to replacing Ψ by the function e iθ Ψ(e iθ z), where v = e iθ , we may also assume that v = 1. In particular, we deduce that ℜ [γ(0)] = 1 > 0 so that by further shrinking M we get the key property
, where ǫ > 0 is arbitrary and we have chosen a branch of the logarithm that is defined in the complex plane cut along the positive real axis. The composite distributionΨ ǫ is then defined by the above rotation of the complex plane, since v = 1 ∈ σ(z 1 ). We now study its derivative along the path γ.
If ζ ∈ M and 0 = u ∈ σ(ζ) then
Thus for any fixed ǫ > 0 one has ℜ [u(A i (w) − ǫ)] < 0, 1 ≤ i ≤ r, for all w in a (small enough) neighborhood of ζ. In particular, the latter inequality holds for vectors of the form u =γ(t), t ∈ [0, L], by (5.2). It follows that if φ is a positive test function and supp φ is small enough then
and therefore
Letting supp φ → 0 with φdλ = 1 we see that log(φ * Ψ − ǫ) → Ψ ǫ hence
Write now Ψ ǫ = σ ǫ + iτ ǫ , where σ ǫ and τ ǫ are real-valued distributions. Then 5) where this inequality is interpreted as being valid for the restrictions of the corresponding distributions to a neighborhood of ζ. Let us show that inequality (5.5) produces the desired result. Choose η > 0 such that γ(t) ∈ M if t ∈ [0, η]. Recall that for a real-valued function ω(z) one has
in the sense of distributions. We consider the derivative of Ψ ǫ along (0, η) and note that since τ ǫ is uniformly bounded for all ǫ we get from (5.5) that there exists a constant κ > 0 such that the following holds in the interval (0, η):
In particular,
(5.6) Since on the other hand we clearly have
we may let ǫ → 0 and conclude that (5.1) is a consequence of (5.6) and (5.7), which by the preliminary remarks at the beginning of this section completely settles Lemma 2.
6. Examples and related problems 6.1. If one of the cones σ(p) in (4.2) is a line it may happen that W (p) \ {p} is the union of two components W (p) l and W (p) r , each bounded by level curves as above. In this case there might be several different subharmonic P H functions that satisfy condition (i) in Theorem 1, as shown by the first of the following examples. Hence something like condition (ii) is indeed necessary in order to obtain the conclusion of the aforementioned theorem.
, and H 3 (x, y) = −x. There are three level curves through (0, 0) to functions of the form H i − H j with i = j. These are depicted in Figure 1 . Let ϕ = max{H 1 ≡ 0, H 2 , H 2 }. The functions in the figure closest to the origin in each sector are the restriction of ϕ to that sector. If one instead defines Ψ(x, y) by changing the value in the two upper sectors from 0 to H 3 respectively H 2 then one obtains a different continuous P H function that is again subharmonic. Clearly, every neighborhood of the origin still has the property that Ψ is equal to each of the three harmonic functions in some subset of positive Lebesgue measure, and the same is true for its derivative. (This simply follows from the fact that subharmonicity is a local property.) Ψ is a maximum of harmonic functions along the curves, hence subharmonic there. There only remains the origin, which one can deal with e.g. by calculating integrals along small circles around the origin and checking that these integrals are positive.
6.2. In this paper we have only considered the problem of locally characterizing the maximum of a finite number of harmonic functions. A natural question is to study various situations when a subharmonic P H function is globally the maximum of a finite number of harmonic functions. Such a situation occurs for instance in [1] , where the given harmonic functions are linear. The same conclusion holds when the number of given harmonic functions is two as well as in certain other cases. We discuss some of these cases in the following examples, which are due to A. Melin. By convexity we have h(x) ≥ H(x, y), x, y ∈ R, (6.1) with equality when y = x. The functions H(x, y) viewed as linear functions on R are independent of y when y ∈ I j . We denote their common value for y ∈ I j bỹ h j (x) and notice thath j − h j = C j , where C j is a constant. It follows from (6.1) that h(x) = max This means precisely that the P A function χ satisfies
and is therefore globally the maximum of a finite number of harmonic functions.
6.3. Let us finally formulate and discuss some interesting related problems.
Problem 1.
At the moment we do not know although we strongly suspect that locally there are in fact only a finite number of possibilities for Ψ even when conditions (i) and (ii) are weakened in Theorem 3. This holds e.g. for the function constructed in Example 1. In particular, it seems likely that there always exists a sufficiently small neighborhood of p that can be dissected into sectors bounded by level curves to H i − H j such that Ψ is constant in each such sector. Example 1 suggests that the local behavior of a P H subharmonic function is determined by the geometry of the level curves Γ ij,k whose study is essentially a problem of a combinatorial and topological nature. It would be interesting to give a description of this local behavior in terms of Morse theory (the study of level curves was Morse's original motivation for his theory, see [8] ).
Problem 2.
Another problem is to understand the global behavior of a P H subharmonic function and in particular to give criteria saying precisely when ∂Ψ ∂z is the derivative of the maximum of a finite number of harmonic functions as in the last two examples. This would have interesting applications to uniqueness theorems for Cauchy transforms that are algebraic functions as in [1, 2] . Problem 3. There are also several connections between the questions studied in the present paper and the theory of asymptotic solutions to differential equations. For instance, sets like those that occur as the support of the measures in Theorem 2 play a remarkable role in the latter theory ( [4, 8, 14, 13, 11] ). Moreover, many similar techniques are used, e.g. the admissible sets in [4, 8] are closely related to (though not exactly the same as) the sets V (z) in Lemma 3 above. These connections are quite close in the cases studied in [1, 2] (as well as other cases) and certainly deserve further investigation in view of their important applications.
Problem 4. Let U be a domain in C n , where n ≥ 1. Following Definition 1 and Definition 2 one can easily introduce the notions of P H n and P A n functions in U as natural higher-dimensional generalizations of the concepts of P H and P A functions, respectively. It seems reasonable to conjecture that appropriate higher-dimensional analogs of Theorem 1 and Theorem 3 will hold for the class of P A n functions and that as a consequence one would get a natural extension of Corollary 1 to the class of P H n functions.
