The dynamical instability of many-body systems is best characterized through the time-dependent local Lyapunov spectrum ͕ j ͖, its associated comoving eigenvectors ͕␦ j ͖, and the ''global'' time-averaged spectrum ͕͗ j ͖͘. We study the fluctuations of the local spectra as well as the convergence rates and correlation functions associated with the ␦ vectors as functions of j and system size N. All the number dependences can be described by simple power laws. The various powers depend on the thermodynamic state and force law as well as system dimensionality.
I. INTRODUCTION
Since dynamical instabilities are quantified by the timedependent local Lyapunov exponents ͕ j ͖ ͓1,2͔ and because these quantities are, in favorable cases, simply related to the thermodynamic entropy production ͓3,4,5͔, there is considerable interest in their accurate characterization. The simplest way to visualize the local and global ͑time-averaged͒ Lyapunov exponents is to imagine the deformation of an infinitesimal j-dimensional volume j in N-body phase space. The phase-space volumes ͕ j ͖ are all ''comoving,'' centered on an evolving trajectory that obeys the usual equations of motion. The instantaneous and the time-averaged rates at which the volumes grow or decay, ͕ j / j ͖ and ͕͗ j / j ͖͘, define the sums of the first j local and global Lyapunov exponents,
For instance 1 describes the instantaneous stretching ͑or shrinking͒ rate of a line joining two nearby trajectories; ͗ 1 ͘ is the long-time-averaged value of this quantity; 1 ϩ 2 describes the growth ͑or decay͒ rate of an area defined by three nearby trajectories, etc. Note that the local Lyapunov exponents are well defined point functions in phase space.
It is apparent that the local growth rates, ͚ i iр j ϵ j / j depend on the orientations of the corresponding j-dimensional volumes in N-body phase space. Because the initial choice of such volumes is arbitrary it might appear that the local growth rates are ill defined. But after a ''convergence time'' -which we define and determine in the present work-the initial choice becomes irrelevant, and the results for different choices all come to agree at sufficiently long times. The detailed time dependence of the convergence to unique orientations can be described by correlation functions defined and characterized in the work that follows. The time-dependent ''converged orientation'' of the volume j has to be found by following the evolution of jϩ1 neighboring trajectories for a sufficiently long convergence time.
One might expect-naïvely as it turns out-that 1 , for instance, will turn into the direction of the fastest growth exponentially fast as e Ϫt/ ; Ӎ1/ 1 .
Instead, we are able to argue, and confirm, that correlations appear at a rate determined by the difference of the first two Lyapunov exponents, 1 Ϫ 2 . The directional error in ␦ 1 decays roughly as 1Ϫe Ϫ⌬t where ⌬ϭ 1 Ϫ 2 . We explore and evaluate possible generalizations of this idea to the remainder of the spectrum. We find, in fact, that the detailed convergence of the orientations is a relatively slow, and highly number-dependent (ϰN p ), collective phenomenon. For N-body systems with continuous force laws, such as the soft disks and soft spheres described in Sec. II, numerical investigations of Lyapunov spectra require computational work of order N 3 or N 4 per time step, with the power law depending on the chosen algorithm. The first numerical method to be discovered ͓6,7͔, with work ϰN 3 , is still the one most commonly used. It relies on frequently repeated Gram-Schmidt orthonormalizations in the phase space. These orthonormalizations rescale, rotate, and orthogonalize a set of offset vectors that link a ''reference'' trajectory to nearby ''satellite'' trajectories. Together, these satellite trajectories span a small phase-space neighborhood of the reference trajectory.
Hoover and co-workers discovered an elegant Lagrange multiplier method ͓3,4,8͔ that prevents the growth or decay of the offset vectors ͕␦ j ͖ while automatically incorporating the proper rotations of these vectors to maintain their orthogonality. The Lagrange multiplier method corresponds to a continuous ͑rather than frequently repeated͒ orthonormalization applied as a constraint on, rather than a correction to, the Hamiltonian motion of the j satellite trajectories, which define ␦ vectors spanning the hypervolume j . This constraint method, combined with additional small-scale GramSchmidt orthonormalizations ͑to alleviate the small remaining errors due to computer roundoff͒ provides the best possible means for an accurate computation of the spectrum. The Lagrange multiplier method consumes computer time proportional to N 4 . Despite the disadvantage of increased computer time, we adopt this method here in order to optimize the accuracy of our results for continuous soft-disk and soft-sphere systems.
Hard disks and spheres, for which the main contributions to the Lyapunov exponents are singular ones, occurring at each successive two-body collision, require special methods ͓9-11͔. Without taking special precautions, such as neighbor or cell lists, the computational cost of integrating a single trajectory for particles with hard elastic collisions scales as N 2 . In addition, the calculation of Lyapunov spectra requires the integration of the equations of motion of a complete set of infinitesimal displacement vectors ␦ i .
Because in D dimensions each of these vectors has 2DN components and the total number of collisions per unit time is proportional to N, the CPU time required to follow the dynamics of all 2DN ␦ vectors is of order N 3 . The number of operations required to carry out a Gram-Schmidt orthonormalization is of the same order. In a typical calculation of a Lyapunov spectrum for a hard-particle system approximately equal amounts of CPU time are expended for Gram-Schmidt orthogonalization and propagation of all ␦ vectors. In general, the integration of a hard-sphere trajectory can be carried out with considerably higher efficiency than a trajectory for a system with continuous interactions. When, however, GramSchmidt orthonormalization becomes the dominant factor, the computational effort required for the calculation of Lyapunov spectra in systems of hard and soft spheres is of the same order.
We apply the Lagrange multiplier method here to manybody systems of soft disks and spheres in a dense-fluid thermodynamic state. We establish the rates of convergence of the local exponents and their corresponding ␦ vectors. The soft-particle systems chosen for investigation are described in Sec. II. We carry out analogous simulations for systems of hard disks and hard spheres. These hard-particle systems are described in Sec. III. Calculations for both the soft and the hard particles, followed by our conclusions, based on comparing them, make up the balance of this work.
II. SOFT-DISK "DÄ2… AND SOFT-SPHERE "DÄ3…

MANY-BODY SYSTEMS
We continue here our study of square parallel systems of soft-disk fluid ͓12-15͔. In all these systems any two disks separated by less than unit distance interact with each other according to the short-ranged pair potential,
In three dimensions we use cubic systems, with exactly the same pair potential and with periodic boundary conditions. In both two and three dimensions we vary the total number of particles N, keeping the number density, the mass per particle, and the total energy per particle all equal to unity. Thus the soft-particle systems studied here all correspond to dense fluids.
In the two-dimensional thermodynamic equilibrium state the time-averaged potential energy is about 30% of the total energy Eϭ⌽ϩK,
In three dimensions the potential energy is about 25% of the total. An effective hard-particle collision diameter for the soft particles can be estimated by considering the line-ofcenters turning-point energy, 2kT for a typical thermal collision,
Apart from 2Dϩ2 vanishing coefficients, which correspond to constants of the motion ͓8,14͔, the long-timeaveraged Lyapunov spectrum for the soft-disk equilibrium state is a well-known featureless continuous curve, illustrated in Fig. 1 . The soft-sphere spectrum-a sample is shown in the same figure-is very similar. The largest of the 2NDϪ(2Dϩ2) nonvanishing Lyapunov exponents, ͗ 1 ͘, defines an effective ''collision rate'' or ''bifurcation rate'' for these systems. For all the two-or three-dimensional soft-particle systems we use the classic fourth-order Runge-Kutta integration ͓3,4,16͔ algorithm. For the work described here, accurate results are obtained with a time step dtϭ0.002. The resulting single-step integration error for sufficiently smooth solutions is of order dt 5 /5!Ӎ10
Ϫ15
, about the same as the computational roundoff error. Such precise convergence can be easily spoiled by force functions with low-order discontinuous derivatives. Consider, for example, the Weeks-ChandlerAndersen potential, with forces that vanish linearly at the potential cutoff. Integrating the differential equation for the momentum p, ṗ ϭF, for a time step during which the interparticle force F(rӍ1) enters ͑or leaves͒ the interaction region, incurs a coordinate error of order F͓rϭ1 Ϫ(pdt/m)͔dt 2 /mϰdt 3 rather than dt 5 . In the present work we use forces that incur force errors that are cubic in ( pdt/m), with corresponding coordinate errors that quintic in dt. Thus our errors from force-law singularities do not exceed the inherent Runge-Kutta numerical errors, which are themselves at the level of computational roundoff errors.
III. HARD-DISK "DÄ2… AND HARD-SPHERE "DÄ3…
MANY-BODY SYSTEMS
In all our systems with impulsive disk or sphere elastic collisions time is measured in units of (m 2 N/K)
, where m is the particle mass ͑unity for convenience͒, is the particle diameter, and EϭK is the total ͑kinetic͒ energy of the system. Periodic boundary conditions apply. The only relevant parameter is the density ϵNm/VϭN/V, where V is the volume ͑area, in two dimensions͒ of the simulation box. For our hard-disk simulations we use a box with an aspect ratio of 2/ͱ3 commensurate with the lattice structure at close packing. In three dimensions our simulation box is cubic. All simulations are carried out at densities corresponding to a dense fluid.
For the calculation of full Lyapunov spectra, the time evolution of a complete set of ␦ vectors must be determined. Between collisions, the smooth evolution of the ␦ vectors can be calculated analytically. The vectors change abruptly at collisions. Appropriate collision rules for the evolution of the ␦ vectors in tangent space can be derived from a collisional approximation which is linear in both the time and the phasespace coordinates ͓9͔. Periodically the system of ␦ vectors is orthonormalized and the Lyapunov exponents are obtained as time averages of the growth rates of the ␦ vectors. The largest Lyapunov exponent, for instance, can be written as
where s 1 (t i ,t w ) is the length of delta vector ␦ 1 just before the ith orthonormalization, t w is the time window between orthonormalizations and nt w is the total simulation time. The above equation defines a ''local'' Lyapunov exponent 1 (t,t w )ϵln s 1 (t,t w )/t w averaged over time t w . While the fluctuations Š(Ϫ͗͘) 2 ‹ of the local Lyapunov exponents are well defined for systems with smooth interactions, the fluctuations Š"(t,t w )Ϫ͗͘… 2 ‹ diverge, as 1/t w , as the window time t w approaches 0.
The most positive halves of Lyapunov spectra for hard disks (Dϭ2) and hard spheres (Dϭ3) appear in Fig. 2 . Both numerical ͓10͔ and theoretical ͓11͔ results indicate that for N→ϱ Lyapunov spectra converge towards a finite thermodynamic limit. The conspicuous gap between zero and the first nonvanishing Lyapunov exponent, which is absent in systems with smooth interactions, vanishes in the limit N →ϱ yielding a spectrum approaching zero with infinite slope ͓17͔.
IV. CALCULATIONS AND RESULTS
The phase space for all of our N-body D-dimensional systems is 2ND dimensional so that the complete Lyapunov spectrum consists of ND ''pairs'' of exponents Ϯ. The ND pairing relations, ͗ j ϩ 2NDϩ1Ϫ j ͘ϵ0, are consequences of the underlying time-reversible Hamiltonian mechanics.
One might expect that the largest Lyapunov exponent, 1 , would converge, very roughly speaking, with an error of order e Ϫ͗ 1 ͘t . The second-largest exponent would likewise converge, but more slowly, with an error of order e Ϫ͗ 2 ͘t , if its convergence is essentially independent of the larger exponent ͗ 1 ͘. Alternatively, the second exponent might have to wait for the convergence of the first, leading to a longer estimate for the convergence time,
For a spectrum that approaches zero smoothly, as do the spectra for soft disks and spheres, this latter point of view suggests, evidently correctly, a divergent time for convergence as the system size increases. It is a major focus of the present work to determine how the convergence times and fluctuations of the Lyapunov exponents vary with the index j and the number of particles N. •␦ 1 2 to reach unity is of order 90 for a 64-particle system, many orders of magnitude larger than the straightforward guess 0.3Ӎ1/͗ 1 ͘.
A. Convergence times
The long times required for convergence of the full set of vectors suggest a more modest goal-quantifying the convergence of the vector associated with the largest Lyapunov exponent. This problem is feasible for system sizes up to about 1000 particles. Because convergence depends on the initial conditions, it is evident that some averaging procedure must be part of any accurate assessment of the number dependence. Here we average by first choosing 16 orthogonal phase-space vectors, ͕␦ 1 1 , . . . ,␦ 1 16 ͖. We then follow the sum S dot of all their dot products,
in time. From the initial value zero, the sum will eventually increase to unity. We tabulate the time at which the sum first reaches half of that value, 2 ͑for hard spheres͒ and 0.9 ͑for soft ones͒. The time is significantly longer in three dimensions than in two ͑though the Lyapunov exponents are similar͒. In all cases, the convergence time increases with system size, as a fractional power somewhat less than unity.
In our preliminary exploratory soft-particle work we were surprised to find that the full sets of vectors fail to converge without specially matching the vectors corresponding to the constants of the motion. Evidently the differing curvatures-as well as differences in phase-space flow velocities-on the energy surfaces of the satellite trajectories, are responsible for differences in the local values of all the negative-exponent vectors. By imposing constraints identifying the corresponding ␦ vectors from the two sets, the curvature and velocity differences could be eliminated with the result that all the remaining ␦ vectors coincide in pairs at The filled symbols refer to soft-particle results and the empty symbols refer to hard-particle results. For the hard-particle results the densities were ϭ0.8 Ϫ2 ͑disks͒ and ϭ0.85 Ϫ2 ͑spheres͒. The convergence times grow as N Ϫ␣ , where ␣ϳ0.4 ͑disks͒ and ␣ ϳ0.2 ͑spheres͒ for hard particles and ␣ϳ0.8 ͑disks͒ and ␣ϳ0.9 ͑spheres͒ for soft particles. TABLE I. Soft-disk convergence times for the 2NϪ3 positive Lyapunov exponents and the 2NϪ3 negative Lyapunov exponents for independent sets of ␦ vectors. In calculating the negative exponents all the ␦ vectors for non-negative exponents were identical in the two sets. The data represent average convergence times for as many as 100 different sets of vectors. tors alone with the non-negative ones constrained to match. For example, soft-disk numerical values for these two choices are given in Table I . We found that hard-particle systems behave in a simpler way, with a pairing of exponents unaffected by the constants of the motion. Evidently the purely kinetic energy of hard particles simplifies the convergence.
B. Correlation function for ␦ vectors
The form of the correlation function describing the convergence of an arbitrary ␦ vector to the direction described by ␦ 1 can be estimated by ignoring the contributions of those Lyapunov exponents smaller than the largest two. If we use ␦ ʈ and ␦ Ќ for the components of an arbitrary ␦ vector parallel and perpendicular to ␦ 1 , the equations of motion for the two kinds of components are
where the Lagrange multiplier maintains the total length
The time dependence of the dot product ␦•␦ 1 ϵcos() follows from the differential equation for the angle , The analytic result for the dot-product correlation function, 1Ϫcos() is shown as the dotted line in Fig. 5 . The dot-product correlation functions obtained numerically for hard spheres and hard disks at various densities and particle numbers are shown as a heavy line, the superposition of all the separate data. The simple analytical result reproduces the convergence time approximately, but clearly differs in shape from the numerical results.
It is remarkable that scaling of time by 1/⌬ yields essentially identical curves for all conditions. This result indicates that the difference ⌬ between the largest and the second-largest exponent determines the time required for the relaxation of ␦ vectors, as predicted by the simple considerations presented above. The curves shown in Fig. 5 can be described quite well with either of two analytic approximations, where x is a dimensionless time, xϭ⌬t. We have no theoretical justification for either form. Relaxation times for complete sets of hard-disk and hard-sphere ␦ vectors are plotted in Fig. 6 , along with their corresponding Lyapunov exponents.
C. Number dependence of Š 1 ‹ and its fluctuation
For the soft particles, we have also computed the mean values and the fluctuations in the local Lyapunov exponents by computing corresponding long-time averages:
Our goal here is to characterize the variation of these fluctuations with the exponent index j. See Fig. 2 for the timeaveraged spectra and Fig. 7 for the fluctuations. The data indicate power-law dependences of the spectra, as is described in more detail below. For simplicity we confine our analysis here to the largest Lyapunov exponent 1 , and its fluctuation,
In both two and three dimensions these fluctuations converge much more rapidly than does the dot-product correlation function discussed in Sec. IV B.
The log-log plot in Fig. 8 , which persists in the large-system limit in two dimensions. If a constant is subtracted from the two-dimensional fluctuations, the data then become consistent with the powerlaw relation: Ϫ0.84 . Similar persistence of fluctuations of local exponents has been recently observed in one-dimensional lattices of coupled logistics maps ͓18͔.
D. Number dependence of contributors to ␦ 1
The maximum Lyapunov exponent has been observed to be correlated with spatially localized trajectory perturbations ͓13͔. To investigate this localization phenomenon further, we computed the number of particles contributing to ␦ 1 , the ␦ vector associated with the largest Lyapunov exponent. More precisely, we have determined the number of particles for which the ith contribution C i ϵ␦x i 2 ϩ␦y i 2 ϩ␦p x,i 2 ϩ␦ p y,i 2 is larger than the average value 1/N. In all cases we have found that the average number of such particles grows more slowly than linearly, indicating that, in the limit N→ϱ, a vanishing fraction of the particles contributes to ␦ 1 . This is quite consistent with existing results for hard disk and dumbbell systems ͓19͔. As shown in Fig. 9 for a variety of softand hard-particle systems, the number of contributors grows as N ␣ , where the exponent ␣ depends on the dimensionality, the form of the interaction potential, and the thermodynamic state.
V. CONCLUSIONS
The local Lyapunov exponents, as well as their fluctuations, converge relatively rapidly to simple featureless curves. The number dependence of the exponents, and their fluctuations, the relaxation times, and the number of particles associated with particular ␦ vectors, all follow simple power laws. The precise alignment of the ␦ vectors that define these exponents is slow to converge, as might be expected for a collective phenomenon linking all the particles in a manybody system. So far very little is known about the mechanisms governing convergence. Existing theoretical efforts ͓20,21͔ point out possible approaches, but have so far been unable to distinguish the dependence of Lyapunov spectra on ͑i͒ phase, ͑ii͒ dimensionality, and ͑iii͒ strength of the pair potential. It is very gratifying that a single universal form appears to describe both the soft and the hard-particle correlations, both in two dimensions and in three dimensions.
