ABSTRACT In this paper, a fault diagnosis method that is based on the deep structure and the sparse least squares support vector machine (SLSSVM) is proposed. This method constructs the structure of a multi-layer support vector machine (SVM). First, the SVM on the first layer is trained by using the training samples, and it learns the shallow features of the data. Then, the ''feature extraction formula'' is used to generate a new expression of the sample, which is used as input of the next layer. The new layer of the SVM trains on the new sample, and it extracts and learns the deep features of the signal layer by layer; eventually, after multiple feature mapping, it outputs the diagnostic results on the last layer. Because of the deep structure, the algorithm complexity and operation time increase. Therefore, in this paper, the least squares support vector machine (LSSVM) is combined with the sparse theory. By constructing the approximate maximal linearly independent vector set in the feature space, we conduct the sparse expression of samples and obtain the discriminant function for classification, which effectively solves the problem of sparsity deficiency for the LSSVM. Last, the method is used to diagnose centrifugal pump faults and rolling bearing faults and compares with the several methods of the SVM, the SLSSVM, deep SVM, and convolutional neural networks. The diagnostic results indicate that the method in this paper has good performance.
I. INTRODUCTION
Rotating machinery is widely used in petroleum, electric power, metallurgy, aerospace and other fields. Fault diagnosis of rotating machinery can ensure safe and reliable operation of the equipment, and reduce maintenance costs [1] . The United States established the MFPG (Machinery Fault Prevention Group) in 1967 to begin research fault diagnosis. Bently developed a sensor based rotary mechanical
The associate editor coordinating the review of this manuscript and approving it for publication was Chuan Li. diagnostic system. General Motors Corporation developed a diagnostic expert system for engines. The University of Wisconsin first proposed the ''Near-Zero Breakdown'' concept and realized the monitoring and maintenance of mechanical failures in many fields. Rotating machinery fault diagnosis technology has gradually developed into a cross-disciplinary subject that can realize monitoring, diagnosis and early warning of equipment operation status [2] , [3] .
Along with the rapid development of artificial intelligence technology, intelligent fault diagnosis methods have received attention from an increasing number of researchers. SVM is a machine learning algorithm that is based on statistical theory. It has many unique advantages in the solving of smallsample, non-linear, and high-dimensional models, and it has good generalization ability [4] . Widodo and Yang [5] used the wavelet support vector machine to analyze the current signal of many faults for an induction motor and obtained an accurate fault identification rate. For cutting tool faults, Zhang et al. [6] used an SVM to obtain an ideal diagnostic effect. However, when the noise in the signal is stronger than the actual fault signal, the characteristic parameters for the vibration signal of the state monitoring and fault diagnosis are not clear, and it is difficult for the traditional SVM to represent the complicated mapping relationship between the health status of the equipment and the measured signal. Moreover, because of the large amount of data collected by the collection system for mechanical system fault diagnosis, there exists the problem of high dimensionality, and therefore, it is very difficult to obtain a relatively high accuracy rate for fault diagnosis [7] - [10] .
At present, a deep structure has been proven to have a more effective learning ability in many cases, and it has been successfully applied in the fault diagnosis field. The shallow features of data are learned at the bottom layer, and then, they are output to the next layer to form a more complicated expression of the input data. The hidden features of the data are learned in the deep structure [11] - [14] . Shao et al. [15] combined the DBN with a Particle swarm optimization (PSO) to obtain a relatively good recognition rate without the prior fault information for rotary bearings. Jia et al. [16] used Deep neural network (DNN) to extract and identify the features for the frequency-domain signal of bearings and obtained relatively good classification results. Although the intelligent fault diagnosis technique using deep learning has been well developed, the deep learning methods that are often used still have some challenging problems that must be urgently solved, such as a high computational complexity, long training time, and easily falling into a local minimum [17] - [19] .
Based on the analysis above, we propose a mechanical fault diagnosis method that is based on deep structure and SVM to get a better result than traditional methods. Above all, we construct the multi-layer structure of the DSVM and apply the fault signal to train the first layer of SVM. The new sample is generated by using the training result and as the input of the next layer. Then, the next layer of the DSVM is used to obtain a complicated expression of the data and learn the deep features of the data. After the multiplelayer learning and feature mapping, the diagnostic results is eventually obtained on the last layer. The LSSVM method is applied to resolve the problems of having a long computational time and increased computational complexity, which are caused by the deep structure. However, the discriminant function for classification in the LSSVM is determined by all of the training samples, which lacks sparsity. Therefore, in this paper, through the method that looks for the approximate maximal linearly independent vector set of samples in the high-dimensional feature space, the sparse LSSVM is obtained to construct the DSLSSVM diagnostic model.
The remainder of this paper is organized as follows: In section II, the construction method of DSVM is introduced. LSSVM and sparse method are used to construct DSLSSVM in section III. In section IV, the effectiveness of the proposed methods is proved by the centrifugal pump fault diagnosis and the CWRU bearing fault diagnosis experiments, respectively. The conclusion is summarized in section V.
II. DSVM A. SVM
For the training sample set composed of N groups of data,
is the i th training sample, and y i ∈ {1, −1} is the sample label. The optimization objective of the SVM is the classification hyperplane ω T x + b = 0, and according to the Lagrangian Duality Theory, it is transformed to the optimization problem that solves for the Lagrangian factor α. Parameter C is penalty factor. For the linearly inseparable data, κ(·, ·) is kernel function to achieve linear separation of the samples in a high-dimensional feature space. The objective function is
According to the minimum optimization principle, the classification function is obtained by solving the optimization objective α:
The feature extraction method for the deep structure is to obtain high-level feature abstraction by learning the structure of multiple characteristic systems in the training process. The network structure of the DSVM is shown in Figure 1 . This structure is composed of several layers, and every layer is a standard SVM. After the first layer is trained by the training samples, according to the support vector obtained from the training, the relevant formula is used to establish the connection to the next layer, and in this way, the new layer of the training model is constructed. For the training sample set
, the first layer is trained by the training samples to obtain the vector α 1×N using Lagrangian factors as the elements, support vectors with the quantity of Q, and Lagrangian factors that correspond to the support vector, α 1 , α 2 , · · · · · · , α Q . The weight ω and bias b of the first layer are obtained from α 1×N . Based on the Lagrangian factor α and the support vectors sv 1 , sv 2 , · · · , sv Q obtained after the training of the first layer, the ''feature extraction formula'' is adopted to process the training samples, and the ''feature extraction formula'' is defined as
where sv i is the support vector, a i is the Lagrange factor that corresponds to the support vector, y sv i is the label that corresponds to the support vector, and b is the bias. As shown in Figure 2 , for the training sample x i ∈ R M , i = 1, 2, · · ·, N , after x i is processed by the ''feature extraction formula'' at the first layer, a new expression for the sample x 2nd i is obtained:
The N new training samples x 2nd 1 , x 2nd 2 , x 2nd 3 , · · ·, x 2nd N are obtained by sequentially processing every training sample in the same way. Through feature extraction of the first layer, the original data x ∈ R M are transformed to x 2nd ∈ R Q , and the weight training from the first layer to the intermediate layer is completed. The label that corresponds to the new training samples y 1 , y 2 , y 3 , . . . , y N does not change. The new training samples are placed to train on the intermediate layer, and the same processing is repeated layer by layer to the last layer.
According to the ''feature extraction formula'', a new test samplex is mapped layer by layer until the last layer.
The discriminant function for classification is
where sv i is the i th support vector on the last layer, l is the number of support vectors on the last layer, o(x) means the feature of the test samplex after the intermediate layer mapping, andb is the bias of the last layer.
For linearly separable problems, the linear inner product of the support vector and input sample are adopted for the solution. For linearly inseparable problems, the appropriate kernel function is selected to solve. The type of kernel function and the relevant parameters used by every layer of the DSVM are selected according to the specific situation, to reach the optimal classification results [20] .
III. DSLSSVM
Because the number of layers increases, the time required for the training of DSVM is higher than that of the SVM. This section discusses how to reduce the time consumption and increase the efficiency while ensuring the classification accuracy.
In comparison with the traditional SVM, LSSVM transforms the inequality constraint to an equality constraint, decreases the complexity of the solution, and reduces the computational cost. However, because the classification function is determined by all of the samples, it lacks sparsity [21] , [22] . In this paper, through a method that looks for the approximate maximal linearly independent vector set in the high-dimensional feature space of the samples, the sparse LSSVM is obtained. By combining with the theory of the DSVM, a DSLSSVM network model is proposed. In comparison with the DSVM, while ensuring the classification accuracy, it increases the sparsity of the training sample and reduces the operation's complexity and the operating time.
A. SPARSE LSSVM

For the training sample set
, the discriminant function for the classification of the LSSVM in a high-dimensional feature space is
where (·) is the non-linear mapping of a sample from the input space to the high-dimensional feature space. LSSVM classification can be described as solving the following quadratic programming problem to obtain the discriminant function:
To solve Equation (7), the Lagrangian function is introduced to convert the constrained optimization problem to an unconstrained optimization problem. Moreover, according to the Karush-Kuhn-Tucker (KKT) condition, the discriminant function for classification can be solved as follows [23] :
On this basis, the sparse LSSVM is obtained through the following two procedures:
1) Looking for a set of approximate maximal linearly independent vectors in the high-dimensional feature space is used to construct the maximal linearly independent vector set in the feature space for the sparse expression of all of the training samples.
The objective of the first step is to look for the characteristic subset of the training sample B = {(x j , y j )} j∈S ⊂ D, m = |S| ≤ N , which allows that the mapping of a random sample in the training sample in the feature space can be expressed as the linear combination of this characteristic subset in the feature space, namely,
Therefore, the following is:
Correspondingly, the discriminant function for classification only requires the expression of the training sample in the characteristic subset B:
In this paper, by selecting the parameter v, the approximately linearly correlated vectors in the feature space are eliminated, and parameter v is used to control the approximation degree between the vector subset B and the linearly expressed sample. The larger the value of v, the more obvious the sparse effect. The sparse process is shown in Figure 3 . The specific procedures are as follows:
Firstly, the eigenvector set B is set to be null, and then, one sample is randomly placed from the training samples into B. Next, every remaining training sample is inspected whether it can be linearly expressed in the feature space by the sample in set B. Theoretically speaking, if there is a coefficient vector η that makes (x i ) = j∈S η j (x j ) hold, the new sample can be linearly expressed by the current subset. However, in fact, because the training samples have the characteristics of having complicated and disordered values and high dimensionality, such a coefficient vector η likely does not exist, and therefore, a ''threshold'' v must be set, which makes the training sample able to be approximately linearly expressed by set B within certain range. Therefore, the coefficient η can be solved through the following equation:
where v is the parameter that controls the sparse degree. If equation (12) holds, then (x) can be approximately linearly expressed by the current vector subset B.
In the following, the optimum coefficient η is solved. The equation (12) can be expanded as follows:
where
. By setting the derivation of Equation (13) to be zero, the optimum values of η and δ can be calculated: For the training sample (x, y), if there is δ * > v, specifically, it cannot be linearly expressed by the current vector subset, then it can be expanded to the current subset B = B ∪ {(x, y)}.
2) The sparse sample is used to solve for the optimum discriminant function for classification.
A slack variable of the constraint condition is introduced in Equations (7), (10) , and (11) into the objective function, and the following unconstrained optimization problem is obtained:
is the diagonal matrix that is composed with y m as the diagonal elements, (
is the diagonal matrix with y N as the diagonal elements, and
Equation (16) is the convex quadratic programming problem with respect to β and b, and therefore, the optimal solution can be obtained through the following calculation:
After rearranging Equation (17) , the equations with respect to β and b can be obtained, which are written in a matrix form as follows:
By solving equation (18) to obtain β and b, the discriminant function for classification (11) can be obtained.
B. DSLSSVM
DSLSSVM applies SLSSVM to the network structure of the DSVM and replaces every layer of the DSVM with SLSSVM to achieve the superposition of the multi-layer SLSSVM. The training process is the same as the DSVM. It first uses original sample to train the SLSSVM on the first layer, and it obtains the linearly independent vector set B and coefficient β. Then, the ''feature extraction formula'' is used to process the output results of the first layer, and the input of the second layer is obtained. It should be noted that, in contrast to the support vector sv and Lagrangian factor α used in the SVM, DSLSSVM uses the coefficient β of the SLSSVM and the vector group B to construct the new ''feature extraction formula''. In comparison with equation (3), here, the ''feature extraction formula'' becomes the following:
Next, the new input is placed on the second layer of the SLSSVM to train it, and then, the samples train layer by layer until the result is output. Through the multi-layer structure of the DSLSSVM, the different expressions of the training samples are used to train every layer and learn the deep characteristics of the samples. On the one hand, this approach ensures good classification accuracy, on the other hand, it also reduces the computational complexity and operation time, and at the same time, it does not lose good robustness.
IV. EXPERIMENTAL VALIDATION
To validate the performance of the method proposed in this paper, several fault diagnosis methods were compared on centrifugal pump and a dataset of CWRU bearing fault diagnosis. The framework of the validation is shown in Figure 4 .
A. FAULT DIAGNOSIS EXPERIMENT ON CENTRIFUGAL PUMPS
Centrifugal pumps are widely used in key industries such as electric power, metallurgy, oil recovery and marine equipment [24] . When the faults occur in centrifugal pump, it may cause catastrophic failure and huge economic losses, so the diagnosis of centrifugal pump has a great significance for safe operation. However, in most cases, it is difficult to directly install sensors inside the pump body to collect the state information of the pump, as well as the complicated working environment and high noise, which increases the difficulty of diagnosis to some extent. Therefore, it is very important to select a more effective diagnosis method [25] - [27] . In this paper, the test of a centrifugal pump fault diagnosis was designed. The proposed method was used to diagnose common faults of pump, such as cavitation, shaft misalignment, and impeller unbalance, and the effectiveness of the methods was verified.
1) EXPERIMENTAL SETTING
In this experiment, the signal used for the state identification and diagnosis was collected from the centrifugal pump system shown in Figure 5 (a). The motor was model DF-JRO and connected by a coupling to drive the centrifugal pump. The pump used in the test was a HONDA HAS volute pump with an output of 3.7 kW and a capacity of 7.5m 3 / h. As shown in Figure 5 (b), the accelerometer (PCBMA352A60) with a bandwidth from 5 Hz to 60 kHz and a sensitivity of 10Mv/g output was fixed at the pump outlet to collect horizontal vibration. The vibration signals measured by the accelerometer were transformed into the signal recorder (Scope Coder DL750) after being magnified by the sensor signal conditioner (PCB ICP Model 480C02). At the beginning of the experiment, the valve in suction line was set at the position 425, and it was the best operating situation of the pump regarded as the normal state. Then, the opening valve in the suction line were turned down slowly until there were a few bubbles. The condition could be regarded as cavitation state. The degree of cavitation was aggravated gradually with the valve turned down. The experiment data of cavitation were collected when the valve was set at the position 375. Besides, the deviation of the shaft misalignment was 1.0 mm. The damage areas of the impeller unbalance were 100 mm 2 .
In the experiment, the rotation speed of the middle axle was constant at 3000 rpm, the sampling frequency was 50 kHz, and the sampling period was 46 s. The types of signal collected in the experiment included the normal state and three typical faults, namely, cavitation, shaft misalignment, and impeller unbalance. The length of the experiment data was 2300000, which was divided uniformly into 1150 samples, and every sample contained 2000 data points. 150 samples were selected as the training set, and the remaining 1000 samples were divided uniformly into 10 sets for the test. Figure 6 shows the vibration waveforms under four working conditions. One-vs-one multi-classification method was used in the experiment.
2) EXPERIMENTAL ANALYSIS
To verify the diagnostic performance of the method proposed in this paper, the SVM, SLSSVM, CNN, DSVM, and DSLSSVM method were adopted to analyze and process the aforementioned data, and the diagnostic results were compared. In the experiment, the kernel function was a Gaussian kernel function, and the penalty factor C and kernel function parameter σ were determined by using 10-fold cross-validation. Parameter v took on a relatively large value as long as the training accuracy rate was ensured, to ensure having a better sparsity effect. The specific parameters are shown in Table 1 . The CNN parameters were as follows: the first convolution layer had a total of 7 * 5 * 5 convolution kernels, the first pooling layer had 3 * 3 pooling kernels, the second convolution layer had a total of 14 * 3 * 3 convolution kernels, and the second pooling layer had a 1 * 1 pooling kernel. The learning rate was 0.5, the batch was 20, the number of iterations was 200, and the classifier was Softmax.
The diagnostic results of different methods are given in Table 2 , and the detailed diagnostic accuracy of each method is shown in Figure 7 .
By comparing the diagnostic accuracy rate, it can be seen from Table 2 that the average accuracies of the three deep-layer networks, DSVM, DSLSSVM, and CNN, are 95.36%, 97.75%, and 94.35%, respectively, which are all higher than those of the single-layer networks, SVM (89.99%) and SLSSVM (90.15%). The diagnostic accuracy rate of DSLSSVM is the highest among all of the methods. According to the standard deviation, in comparison with other methods, the diagnostic results of DSLSSVM have the best stability. By comparing the training time, due to the increase in the number of hidden layers, the computation time (317.55 s) of the CNN is longer than that of the other methods. The average diagnostic computation time of DSVM is 143.97s, which is much smaller than that of CNN. Because DSLSSVM adopts the LSSVM and sparse method, the computation time is even less (75.55 s).
The diagnostic accuracy rate and diagnostic stability of DSLSSVM are higher than those of the other methods. In comparison with the CNN and DSVM, the diagnostic efficiency of the DSLSSVM is also better, and therefore, the comprehensive diagnostic performance is better.
To compare the influence of the network models with different numbers of layers on the diagnostic results, the different DSLSSVMs with 1-5 layers were used to diagnose the signal collected in the experiment. The average diagnostic accuracy rate and diagnostic time for DSLSSVM with different numbers of layers are shown in Table 3 , and the trends in the diagnostic results with respect to the numbers of layers are shown in Figure 8 .
As the number of network layers increases, the accuracy rate also increases. It reaches 97.75% for three layers and slightly increases to 97.90% for 4-5 layers.
However, the diagnostic time also inevitably rapidly increases as the number of network layers increases, and the diagnostic efficiency declines. By synthesizing the diagnostic accuracy rate and diagnostic time, the network structure of 3-layer DSLSSVM has a relatively good comprehensive performance.
To understand the effects of the parameters in the DSLSSVM model on the diagnostic results, the main parameters in the 3-layer DSLSSVM were analyzed: the penalty factor C, kernel function parameter σ , and sparse parameter v.
The range of values for parameter [C, σ ] on every layer was set to be {2 10 , 2 9 , . . . . . . , 2 9 , 2 10 }. The corresponding relationship between the value of the parameters [C, σ ] for the three-layer DSLSSVM and the diagnostic accuracy rate of each layer is shown in Figure 9 . It can be seen from Figure 9 (a) that when there are C = 0.0039 and σ = 256, the highest diagnostic accuracy rate of the 1-layer structure is 90.15%. By keeping the parameters unchanged, it can be seen from Figure 9 (b) that the accuracy rate of the 2-layer structure reaches 95% when C = 8 and σ = 4. On this basis, Figure 9 (c) shows that when the parameters for the third layer are C = 4 and σ = 1, the accuracy rate reaches 97.75%. Therefore, by comparing different numbers of layers, when the parameters of each layer are optimal, the 3-layer DSLSSVM obtains the best diagnostic results.
In the sparse process, parameter v determines the sparsity degree of the samples. The larger the value of parameter v is, the more obvious the sparsity effect. The value range of VOLUME 7, 2019 parameter v was set to be {1.0e −5 , 1.0e −4 , · · · , 1.0e −1 , 1.0}, and the corresponding relationship between the recognition accuracy and parameter v on each layer of the three-layer network is shown in Table 4 . It can be seen from Table 4 that for layers 1 and 2, when v is less than 1.0e −2 , the accuracy rates essentially stay unchanged, for the third layer, when v is less than 1.0e-3, the accuracy rate is also unchanged. The reason is that v must take on a relatively large value as long as the accuracy rate is not affected, to ensure the sparsity effect. Therefore, for layers 1-2, v takes on 1.0e −2 , and for the third layer, v takes on 1.0e −3 .
By analyzing the relationship between the parameters C, σ , v and the diagnostic accuracy in different layers, the superiority of the method in diagnosis is further proved.
B. FAULT DIAGNOSIS EXPERIMENT ON ROLLING BEARING
The experimental data was from the CWRU Bearing Data Center [28] . As shown in Figure 10 , the experiment used the acceleration sensor to collect the drive-end bearing signal. Bearing model was SKF 6205-2RS. The types of bearing signal included normal, inner ring fault, outer ring fault (12 o'clock direction) and roller failure. The fault size was 0.18mm. The motor power was 1HP, the speed was constant at 1772 rpm, the sampling frequency was 12 kHz, and the sampling period was 10 s. The types of signal used in the experiment included the normal state and three typical faults, namely, inner race fault, outer race fault and roller fault.
The length of the experiment data were 120000, which was divided uniformly into 120 samples, and every sample contained 1000 data points. 60 samples were selected as the training set, and the remaining 60 samples were testing set. Figure 11 shows the vibration waveforms under four working conditions. There was 4 conditions of the bearing, one-vs-one multi-classification method was used in this experiment.
The diagnostic results of different methods are given in Table 5 . It can be seen from Table 5 that the diagnosis accuracies of the three deep-layer networks, DSVM, CNN, and DSLSSVM, are 97.50%, 95.92% and 99.58%, respectively, which are all higher than those of the single-layer networks, SVM (89.17%) and SLSSVM (90.83%). The diagnostic accuracy of proposed method is significantly higher than that of other methods. The confusion matrix of the classification results is shown in Figure 12 . The diagnostic time of DSLSSVM is 30.16s, which is significantly lower than that of deep-structured DSVM (69.54s) and CNN (152.39s).
It can be obtained from the rolling bearing fault diagnosis experiment that DSLSSVM can not only obtain good diagnostic accuracy, but also has relatively high diagnostic efficiency.
V. CONCLUSIONS
In this paper, we propose a new method for condition diagnosis of rotating machinery developed by using deep structure and LSSVM. Through the superposition of a multi-layer SVM, a deep network structure is established. The support vector approach and relevant parameters are used to generate an expression for the samples. Moreover, the system is trained layer by layer, and it learns the deep features of the samples until the classification results are obtained on the last layer. Due to the problems of algorithm complexity and the increase in the operation time caused by the deep-layer structure, we combine sparse theory with the LSSVM and obtain the discriminant function for classification. On this basis, the DSLSSVM network is constructed. Last, the proposed method is applied to diagnose centrifugal pump and rolling bearing faults, and compare the several methods of SVM, SLSSVM, DSVM, and CNN. The diagnostic results show that the methods proposed in this paper is more effective than the existing methods. 
