Abstract
Introduction
Literally, a peer-to-peer network is an interconnection of peer nodes, i.e., nodes with equivalent functionality. Peerto-peer networks are often implemented as overlay networks and provide resource/object sharing services to their users (nodes) 1 . The overlay network is required as the communication media between nodes for information management purposes (e.g., to search cooperatively for a shared object). Numerous applications comply with such a communication and computing model [29] : file-sharing, distributed storage, cooperative computing, distributed computing, etc. Hence, there is an immense interest in peer-to-peer networks both 1 The Internet, based on its design principle, only provides the basic data transportation services. Value-added resource-sharing services should be implemented at the application layer based on the basic services provided by the Internet.
at academia and commercially.
Despite the variety of peer-to-peer applications and services, the core operation in most peer-to-peer systems is to locate the shared objects efficiently (which are distributed among the nodes). Consequently, the architecture of the peer-to-peer network, i.e., the topology of the overlay network and placement of the location metadata (pointers to the locations of the objects), should be designed for efficient search.
Several studies propose structured networks. Assuming long-lived and cooperative nodes, one can structurize the network by assigning responsibilityof maintaining each particular location metadata to particular node(s). With such a structure, location queries can be routed efficiently towards the node(s) holding the corresponding location metadata for the requested object. For example, with hierarchical directory servers [37, 34] and hierarchical match-making regions [4] the responsibility of maintaining the location metadata for an object is assigned to the nodes located at the same locality where the object exists, and with DHTs (Distributed Hash Tables) [30, 36, 41, 32] the responsibility is assigned by hashing object identifiers to node identifiers. However, with some applications such as file-sharing [19, 26, 25] , nodes are often short-lived and autonomous with limited cooperative nature [33] . In such a dynamic environment assigning responsibility of maintaining location metadata is either impossible or impractical. Therefore, such peer-to-peer networks are either loosely structured [12] , by self-configuring into dynamic unguaranteed structures, or in the extreme case totally unstructured [13] (i.e., without any imposed architecture). Without structure, location queries cannot be efficiently routed towards the node that holds the corresponding location metadata because there is no global consensus on the location of the metadata. Therefore, with a naive approach the location query is flooded to the network so that by exhaustive coverage eventually the node holding the corresponding location metadata receives the query and responds. Obviously, this search approach is not scalable.
Here, we focus on the peer-to-peer applications like filesharing, which do not yield to structured search. To address the scalability problem with search in unstructured peer-to-peer networks, the research community has taken initial steps to gain a better understanding of the characteristics of these systems by performing measurement studies [18, 33, 31] . Moreover, assuming partially cooperative nodes, some has suggested replication of the metadata [9] or caching query responses [11] for more efficient flooding. Besides, researchers have tried different variations of classical search techniques, other than normal flooding: directed BFS and iterative deepening [40] , expanding ring [21] , and random walk [1, 22, 21] . Although some of these techniques improve the scalability of search, due to enormous complexity of the unstructured networks as large-scale, selfconfigure, and dynamic systems, these techniques often fail to characterize the unstructured networks with models that are both accurate and applicable, at the same time. They either assume oversimplified models that fail to capture important characteristics of the unstructured networks, or apply highly complex models that render analytical evaluations impossible.
We propose recognizing unstructured peer-to-peer networks as "complex systems" [6] and employing the accurate statistical models extensively used to characterize these systems for formal analysis and efficient design of peer-topeer networks. Complex systems such as thermodynamic systems, biological networks, and social networks are largescale systems with numerous locally communicating entities/nodes. Optimal global behaviors/properties of complex systems emerge from simple local interactions between their entities at critical operation points. In the context of peerto-peer networks, efficient collaborative search for an object based on local interaction protocols (such as the Gnutella protocol [13] ), and self-configuration of the network to a topology with particular characteristics (such as a powerlaw topology [17] ) are both examples of emergence. Emergence and power-law relations are signatures of complex systems observed at peer-to-peer networks.
Statistical physics [16] (originally used with thermodynamic systems) and percolation theory [35] are among the theories that provide statistical models useful for analyzing complex systems. Since complex systems are large-scale and dynamic, taking account of individual entities of these systems results in highly complex and impractical models. Instead, statistical models consider the complex systems as probabilistic systems and capture their statistical properties. Due to pure statistical effects originating in the law of large numbers, these models are able to characterize properties of large-scale networks accurately, while being applicable. With these theoretical models, we can formally characterize the unstructured networks, understand the problems with search in these systems, provide design guides for new search algorithms, and analyze the performance of the proposed search algorithms (including those mentioned above) and find the optimal operating points for their parameters.
This modeling approach is successfully exploited with other large-scale computer networks. For example, with the Internet criticality-based analysis has been used to explain the self-similar scaling behavior of the Internet traffic flows [28] and the Internet topology [2] . For the Internet, some researchers believe this approach is merely evocative and not explanatory, mainly because it avoids modeling the details of the Internet [39] . As compared to the Internet, where coexistence of various protocols and applications complicate the detailed semantics of the system, with peer-to-peer networks semantics are rare and insignificant. Besides, even for the Internet an evocative model can be as useful as explanatory models in terms of characterizing the behaviors of the system.
In this paper, we show usefulness of this modeling approach by providing two explicit examples. First, with percolation theory we formalize the main problem with normal flooding, propose a remedial approach with our probabilistic flooding technique, and find the optimal operating point for probabilistic flooding rigorously, such that it improves scalability of the normal flooding by 99%. Second, we use percolation theory and diffusion equations to explain selfavoidance behavior of random-walk processes at networks with various connectedness levels.
Criticality-based Modeling Exercise
We intend to study and apply the phase transition phenomenon in the context of peer-to-peer networks, as complex systems, to identify resource-efficient operating points (i.e., optimal level of control variables) for their various emerging global properties. With complex systems, global behaviors/structures emerge from local interactions between system entities. The emergent phenomenon is characterized by abrupt transition in the phase (quantity or quality) of a global system property, so-called order variable, at the critical level of one or more parameters that define the local interactions, so-called control variable(s). The sudden transition of the order variable between two phases with changes in the control variable(s) is historically known as phase transition 2 (see Figure 1 ).
Phase transition is theoretically and empirically studied extensively in the context of various complex systems such as thermodynamic systems, biological networks, graph structures, social networks, economic systems, etc. Here, 
Percolation Theory and Efficient Search
Percolation theory [35] is a quantitative (statisticaltheoretical) and conceptual model for understanding and analyzing many concepts associated with complex systems such as clustering, fractals, diffusion, and particularly phase transition.
The significance of the percolation model is that many different problems can be mapped to the percolation problem [35] ; e.g., forest-fire spread, oil field density estimation, diffusion in disordered media, etc. Gnutella [13] , as a typical unstructured peer-to-peer network, has long been diagnosed with the scalability problem [8] . Gnutella does not scale because with its naive search approach, i.e., flooding, as the size of the network scales up the overhead imposed to each node exceeds the resources (particularly bandwidth) of the normal node; hence, fragmentation of the network is inevitable. On the other hand, empirical studies have verified that Gnutella network is a power-law network [18, 31] . Here, we intend to apply the percolation theory for powerlaw networks to analyze and address the scalability problem with unstructured peer-to-peer search algorithms.
First, we define a typical percolation model. Imagine a 2-dimensional lattice of dots, or so-called sites, large enough so that the effects from its boundaries are negligible (see Figure 2) . Lines, or so-called bonds, are drawn between neighboring sites (i.e., sites in one hop distance from each other). Each bond can be open with probability p, or closed with probability (1 p). A cluster (or component) is defined as a group of sites connected by open bonds. Percolation theory analyzes the statistical and geometrical properties of such clusters as the probability p changes; statistical distribution of the cluster size or cluster mass (number of sites within the cluster), cluster surface (length of the cluster perimeter), and cluster shape (fractal geometry of the cluster boundaries) are among the properties of interest in the percolation theory. We say a cluster percolates the lattice if it extends from one side of the lattice to the opposite side. The size of such a cluster, termed the giant cluster, is proportional to the size of the lattice. As p increases, emergence of the giant cluster for the first time marks the critical point where phase transition happens.
The percolation model described above (namely the lattice, short-range, bond percolation-model) has many different variants, each designed to model a particular problem. These variants differ based on the definition of the neighborhood (short-range versus long-range, and random versus deterministic), and definition of the nodes of the cluster (bonds versus sites). However, the principal analysis routines are the same with most of these variants. Scaling theories, namely renormalization group and finite-size scaling theory, are developed that generalize results on infinite-size, 2-dimensional lattice to infinite-size, infinite-dimensional lattice as well as finite-size lattice. Besides, more recently percolation is studied on various random graphs such as standard ER random graph [5] , small-world network [24] , and power-law network [27] . Percolation theory also extends to explain dynamic properties such as diffusion (or random walk) on the clusters of the percolation model.
Probabilistic Flooding
With flooding, the originator of a search sends a query to all its neighbors. The receivers of the query in turn forward the query to their neighbors, and so on. Each time the query is forwarded TTL (Time-To-Live) of the query is decremented by one. Therefore, the range of the query is restricted to the initial value of TTL set by the originator.
Although flooding the query results in the optimal response time, search by flooding is not scalable. As also recognized by other researchers [21] , with an unstructured network, where in the extreme case there is no hints about the right direction for search, the best an efficient query can do is to cover as many nodes as possible in a reasonable time with minimal communications. Based on this view, the first time a node receives a query, the query is not considered as overhead, while duplicate queries are the main source of the overhead. Here, we introduce probabilistic flooding and by applying the percolation theory we prove that probabilistic flooding can be tuned to the optimal operating point where statistically duplicate queries are entirely eliminated. Therefore, with probabilistic flooding we can reduce the communication cost of the search to the minimal cost (i.e., the cost of coverage), which is less than 1% of the cost with normal flooding; hence, a scalable search algorithm.
With probabilistic flooding, a node forwards the query on a link to its neighbor with probability p, and drops the query with probability (1 p). Normal flooding is an extreme case of the probabilistic flooding where p equals 1. Redundant connectivity of the unstructured network, i.e., existence of multiple (usually numerous) paths between two typical nodes, is the reason for existence of duplicate queries. Probabilistic flooding cuts the redundant paths effectively to eliminate duplicate queries and avoid the overhead cost of duplication. Tuning the value of p to an optimal operating point is crucial to effectiveness of the probabilistic flooding. At the optimal point, statistically the network is reduced to minimum connectivity such that full reachability is preserved while redundant paths are eliminated. Here, we apply percolation theory to find the optimal operating point.
The bond percolation model discussed before is an appropriate model for probabilistic flooding on unstructured networks: nodes are sites, links are bonds, and p is the probability of a bond being open. With p = 0 all bonds are closed and there is no cluster at all. As p increases, isolated clusters start to appear. Percolation theory predicts the critical value of p at the phase transition where for the first time the cluster-fragments are unified to create a giant cluster (or giant component) that spans the network. Increasing p towards 1 furthermore only amplifies the connectivity (or so-called strength) of the giant cluster. Based on the above discussion, with probabilistic flooding the most dilute giant cluster, which appears at the critical point, results in the least communication cost. While this cluster spans the network for full reachability, it is not redundantly connected. Thus, for effective probabilistic flooding p must be tuned to its critical value at the phase transition. Here, we provide detailed criticality-based analysis to find the critical value of p.
Analysis
For a random graph of size N, N ! 1 , with connectivity distribution P (k), percolation theory verifies that the criterion for criticality is as follows [23, 10] :
where the angular brackets denote ensemble average. With bond percolation, each link of the graph is cut with probability (1 p), converting the actual connectivity distribution P (k) of the graph to the effective distribution P e (k) as follows:
To compute the critical probability p c at which the effective graph is at phase transition we apply the criticality criterion:
but from equation (1), we can compute the first and the second moments of the effective distribution: hki is the ratio of the second to first moment of the actual graph. As mentioned before, node connectivity in Gnutella network follows power-law distribution. Power-law graph is a special-case random graph. Here, we calculate for a power-law graph. Following the traditional characterization of random graphs [27, 1] , we use the generating-function formalism [38] to characterize the power-law graph. G 0 (x) is the generating function for the distribution of node-degree k:
where p k is the probability that a randomly chosen node on graph has degree k. From equation (4), one can deduce the n-th moment of the distribution:
For power-law graph, p k can be defined as follows: (6) where C, , and are constants. The exponential cutoff factor is required for graphs representing real-world networks [3] ; cutoff index is in the same order of magnitude as the maximum node degree in the graph. C is the normalization factor, given as C = Li (e 1= )] 1 , where Li (x) = P 1 k=1
x k k is the -th polylogarithm of x. With this definition, the generating function for power-law graphs is determined:
From equation (5), we can compute first and second moments of the power-law distribution 3 :
Li (e 1= ) x=1 = Li 1 (e 1= )
Li (e 1= ) and similarly:
Li (e 1= )
Therefore, for a power-law graph the ratio of the second to first moment pl can be computed as follows:
which in turn gives the critical probability p c : For Gnutella, the power-law exponent is estimated as low as = 1 :4 (see [17] ) and as high as = 2 :3 (see [8] ) in different cases/times. is in the range of 100 to 1000 (see [31] ). In Figure 3 , we illustrate p c as a function of for various values. As depicted, the critical probability p c can be less than 0.01; in the context of flooding-based search, it means the communication cost of probabilistic flooding can be less than 1% of that with normal flooding without losing the reachability.
We prove unlike common impression of flooding-based search algorithms, search with probabilistic flooding seems to be scalable 4 . To make this search approach even more plausible, here, again we apply results achieved by statistical analysis of random graphs to address the second most important problem with flooding-based search, i.e., selecting appropriate initial value for TTL of the query. Applying the results provided by Newman et al. [27] , we briefly propose a TTL selection policy that allows each node adaptively decide on the appropriate TTL value for its queries only based on the information collected locally; hence, scalable TTL selection.
In [27] , the typical length of the shortest path between two randomly chosen nodes on any random graph is approximated as follows:
= ln (N 1)(z 2 z 1 ) + z 2 1 ] ln(z 2 1 ) ln(z 2 =z 1 ) (9) where z i is the number of neighbors which are i hops away from the originator node, and N is an estimation of the total number of nodes available in the graph.
Typical path length between two nodes of the graph is a reasonable estimation of the distance between the origina-tor of the query and the node that eventually serves the requested object. With an unstructured peer-to-peer network such as Gnutella, although activity of most network nodes is transient, the average number of the active nodes, N , is not heavily variant in short time-intervals [20] . Therefore, based on equation (9) each node can periodically estimate number of its first-level and second-level neighbors with local ping packets (with TTL=1 and TTL=2, respectively), and set TTL of its query packets to the estimated typical length of path between two nodes, , as observed by the node.
As a final note, we find it important to mention that here we are not advocating use of flood-based search instead of other search algorithms, although the probabilistic flooding approach described above seems to be a good candidate for search in unstructured networks. Instead, it is our intention to demonstrate the capabilities of the criticality-based analysis and the compliance of the nature of the unstructured peerto-peer networks with the model that treats these systems as complex systems.
Random Walk or Diffusion
Different variations of random walk, a search approach in parallel with flooding-based search, are proposed by researchers [1, 21] . With random-walk search nodes forward the query to only one of their neighbors (selected randomly, or in some more intelligent way) instead of all neighbors, as compared to flooding-based search. This approach generally reduces the overhead of the query in trade with the increase in the time it takes to find the requested object.
With the percolation theory, researchers have extensively studied the notion of random walk as diffusion processes [15, 14, 35, 7] . Here, informally we provide an instance how the results of these studies can be exploited to understand some characteristics of random-walk processes at unstructured peer-to-peer networks and to derive design principles for efficient architect of these systems.
Consider the bond percolation model described at the beginning of the Section 2.1 5 . Assume originator of a query initiates a large number of random-walk processes, termed random-walkers, to find a requested object. Variance of the distances (start-point to end-point) traversed by randomwalkers can be used as an estimation of the size of the blob that contains the random-walkers:
where R i is the distance traversed by the i-th randomwalker and n is number of random-walkers.
As mentioned in Section 2.2, with unstructured networks the best an efficient query can do is to cover as many nodes as possible in a reasonable time with minimal communications. To achieve this goal, random-walkers must be selfavoiding, i.e., they should avoid re-traversing their own paths [1] 6 . One can observe that , as a function of time, can be considered as a quality measure for self-avoidance: the faster (the linear blob size) grows with the time, the more self-avoiding the random-walkers. Assuming that at every time unit a random-walker hops once, is equivalently a function of the number of hops h made by the randomwalkers.
With p (probability of a bond being open) equal 1, the central limit theorem characterizes as a function of h with the normal diffusion equation:
where D, termed diffusivity, is a constant. With normal diffusion is proportional to h, and as we will see, this corresponds to the maximum growth rate of the variance, which in turn indicates the optimal self-avoidance. However, as p decreases towards zero, the normal diffusion equation does not hold anymore. Instead the diffusion, now termed subdiffusion, is characterized as follows:
with monotonically decreasing as p converges to zero. Obviously, as far as self-avoidance is concerned, this behavior is undesirable. As h ! 1 , converges to the boundary points except at the critical point:
where c (0 < c < 1) is the exponent of the anomalous diffusion at phase transition. Percolation theory explains this behavior by analyzing the shape and strength of the clusters. Consider the inverse subdiffusion relation h / 1= . With p < p c , giant cluster does not exist and all clusters are finite. Therefore, with h ! 1 , cannot grow infinitely and ! 0. Of course, this state of the network is undesirable because it restricts the reachability. At p = p c , the giant cluster appears for the first time. At the critical point the giant cluster is dilute and it is shaped as a fractal with high fractal dimension 1= c . The higher the dimension of a fractal, the more it takes for a random-walker to cover a region because of frequent backtracks that decreases self-avoidance. At this state, although reachability is achieved, random-walkers are slow and cannot efficiently search the network. Finally, with p > p c as p ! 1, the strength of the giant cluster increases while its fractal dimension decreases, enabling random-walkers a more self-avoiding traversal of the network.
Thus, unlike probabilistic flooding which incurs less overhead with dilute network, random-walkers need more strengthful networks. Based on these observations, currently we are developing algorithms that enable network nodes to estimate the strength of the network (which is a global property) based on the local information and self-configure themselves to tune the strength for efficient random-walk search. It is important to note that tuning involves a tradeoff between network strength (characterized with p) and practical constraints, such as maximum connectivity of the nodes; these constraints limit the upper bound of p to be less than 1.
The percolation theory also studies diffusion fronts, the shape of the perimeter of the diffusion blob, as well as the probability distribution P (r h ), the probability that a random-walker is at distance r from the originator after h hops. We let the reader imagine the uses of these analytic characterizations of random-walkers to design efficient random-walk processes for search in unstructured peer-topeer networks.
Conclusion and Future Work
In this position paper, we introduced a novel approach to modeling, analysis, and design of unstructured peer-to-peer networks based on the rich theory of criticality and complex systems. We provided examples how this approach can enhance our analytical understanding of the unstructured peerto-peer networks as well as ability to design efficient mechanisms (e.g., our probabilistic-flooding search mechanism improves the efficiency of normal flooding by up to 99%).
Currently, we pursue our interest in designing highly efficient information management mechanisms for peer-topeer networks (such as search and replication techniques discussed here) based on the eye-opening theory of complex systems. There are two general conceptual frameworks proposed to study complex systems (see [6] ), namely SOC (Self-Organized Criticality) and HOT (Highly Optimized Tolerance). In the context of peer-to-peer networks, SOC suggests an unstructured design while HOT leads to a loosely structured architect. We believe depending on the application characteristics both of these designs are meaningful. Therefore, we adopt both of the frameworks SOC and HOT with our architectures of peer-to-peer networks.
