ABSTRACT Mobile edge computing (MEC) provides a promising approach to significantly reduce network operational cost and improve quality of service (QoS) of mobile users by pushing computation resources to the network edges, and enables a scalable Internet of Things (IoT) architecture for time-sensitive applications (e-healthcare, real-time monitoring, and so on.). However, the mobility of mobile users and the limited coverage of edge servers can result in significant network performance degradation, dramatic drop in QoS, and even interruption of ongoing edge services; therefore, it is difficult to ensure service continuity. Service migration has great potential to address the issues, which decides when or where these services are migrated following user mobility and the changes of demand. In this paper, two conceptions similar to service migration, i.e., live migration for data centers and handover in cellular networks, are first discussed. Next, the cutting-edge research efforts on service migration in MEC are reviewed, and a devisal of taxonomy based on various research directions for efficient service migration is presented. Subsequently, a summary of three technologies for hosting services on edge servers, i.e., virtual machine, container, and agent, is provided.
I. INTRODUCTION
Cloud computing technology has been widely used in the past decade, which relies heavily on the centralization of computing and data resources, so that these resources can be accessed in an on-demand way by the distributed end users. Cloud services are provided by large centralized data-centers that may be located far away from the users. As a result, a user can endure long latency due to connection to remote services. In recent years, considerable progresses have been made to distribute cloud services closer to users, providing higher reliability and faster access at the same time.
Specifically, in Internet of Things (IoT) applications, to improve the data throughput and rapid response of mobile devices or sensors, a small cloud can be connected directly via the wireless communication infrastructure at the network edges (e.g., cellular base station and Wi-Fi access point) to provide services to the mobile users within its coverage. Mobile edge computing (MEC) can enable computation and data offloading for mobile devices [1] - [5] , which is a supplementary for mobile devices with relatively limited computational and storage capacity. It is also useful in scenarios that require high data processing capability or robustness, e.g., in hostile environments [6] or in vehicular networks [7] . Many conceptual models have been proposed by academia and industry, including MEC [8] , [9] , mobile micro-cloud [10] , micro datacenter [11] , Cloudlet [12] , Fog Computing [13] - [15] , and Follow Me Cloud (FMC) [4] . These conceptual models are partially overlapping and complementary. The core of these models is to run applications and related processing tasks in proximity of mobile users, network congestion is reduced, battery life is enhanced and service experience is improved [16] . We use the term Mobile Edge Computing to refer to a general conceptual model and differentiate it from the above-mentioned models. In addition to significantly reducing network operational cost and improving quality of service (QoS) of mobile users by pushing computation resources closer to the network edges, MEC also enables a scalable IoT architecture for time sensitive applications (e-healthcare, real time monitoring, etc.) [17] - [21] .
MEC has emerged as a key enabling technology for realizing the IoT visions [19] . A significant issue in MEC is service migration with user mobility. The contradiction between the limited coverage of single edge server and the mobility of user terminals (e.g., smartphones [8] and intelligent vehicles [22] - [24] ) will result in significant network performance degradation, which can further lead to dramatic drop in QoS and even interruption of ongoing edge services, therefore, it is difficult to ensure the service continuity [12] , [25] , [26] . Therefore, in order to ensure service continuity as users move, it is especially important to realize seamless service migration (i.e., without disruption of ongoing edge services, a mobile user is not allowed to freely move over a large geographic area). Since edge servers are attached to many different access points or base stations, a decision should be made that whether and where to migrate the ongoing edge services as an arbitrary user moves outside the service area of the associated edge server [27] . Considering the scenario as shown in Fig. 1 , an edge server (e.g., a small cloud) contains one or more physical machines hosting several virtual machines, covers the mobile users in proximity. These edge servers are interconnected with each other via different kinds of network connections. Note that we use edge server as a general term to refer to the small cloud, such as cloudlet [12] , fog node [13] , [28] , etc. In addition, we consider service migration as the stateful migration of applications: a mobile user accepts a service for a continuous time period, and the service application reserves internal state data for the user, such as intermediate data processing results. After the completion of the migration, the service resumes exactly where it stopped before migration. As a mobile user moves from one area to another, we can 1) either continue to run the service on the current edge server, and exchange data with a mobile user through the core network or other edge servers, 2) or migrate the service to another edge server that covers the new area. In both of the two cases, cost can be incurred: such as data transmission cost for the former case, and migration cost for the latter.
Service migration is also very challenging [4] , [12] , [25] , [29] . When a user moves through several adjacent or overlapped geographical areas, service migration should deal with: 1) whether the ongoing service should be migrated out of the current edge server that hosts this service; 2) if the answer is yes, then which edge server the service should be migrated to; 3) how the service migration process should be carried out, considering the overhead and QoS requirements. This problem comes from the tradeoff of migration cost (e.g, migration cost and transmission cost)in the whole service migration process and improvement of users' expectation on QoS that can be achieved after migration (i.e., reducing the latency for users or network overhead). It is very difficult to obtain the optimal service mitigation because of the high uncertainty of user mobility and request patterns, as well as potential non-linearity of transmission and migration cost. Since edge servers are allocated at the network edges, their performance is intimately related to the dynamics of users. Moreover, service migration becomes more complex, considering a large number of users and applications, as well as the heterogeneity of edge servers.
In recent years, several survey papers have been published to provide overviews of the MEC area. These works mainly focus on system and network models, computation offloading, resource allocation, architectures and applications [5] , [9] , [19] . To the best of our knowledge, this is the first work that summarizes the problem of service migration in MEC. The contributions of this paper are: 1) review of the up to date research on service migration in MEC; 2) comparison with two similar concepts of service migration, i.e, live migration for data centers and handover in cellular networks; 3) devisal of taxonomy based on various research directions for efficient service migration; 4) summary of three hosting technologies of services on edge servers, i.e. virtual machine, container and agent; 5) identification of various open issues related to service migration which need further research.
The remainder of this paper is organized as follows. Section II presents two conceptions similar to service migration and a comparison between them. In Section III, we detail the techniques of migrating running services. In section IV, we discuss some of existing strategies of service migration. In Section V, we explore the pros and cons of three technologies for hosting mobile application components, i.e., virtual machine, container and agent. In Section VI, we discuss some research challenges in service migration. The main content is as shown in Fig. 2 , each entry in frame corresponds to one section.
II. EXISTING CONCEPTS: SIMILARITY AND COMPARISON
In this section, we introduce two similar concepts that are closely related to service migration and compare them for better understanding of service migration.
A. LIVE MIGRATION FOR DATA CENTERS
Live migration of virtual machine is gaining more importance to improve the utilization of resources, load balancing of FIGURE 2. The organization of this survey. The number shows the corresponding section number. Sections 3, 4, 5 together constitute the body of the service migration topic. Among them, Section 5 is the lowest level of the topic, which describes the host of application components that need migration. If some running service is to be migrated, we should know what the corresponding application components are and what are hosting them. As a result, we say what Section 5 deals with is the lowest level, or the fundamental part. Section 4 describes the strategies in migrating the application components described in Section 5, which is a higher level topic. Section 4 and 5 are not enough for service migration as we must apply them into mobile edge computing network environment, that is what Section 3 is doing, e.g., how to reduce the data volume to be transferred. So there exists a progressive relationship between the three sections. But at the same time they deal with three different parts of and form the body of service migration.
processing nodes, tolerating the faults in virtual machines, etc., to increase the portability of nodes and to promote the efficiency of the physical server [30] - [34] . Live migration for data center mainly deals with memory migration of virtual machine instances. To transfer the memory state data of a virtual machine from its source physical machine to the destination machine, two techniques can be adopted, namely pre-copy and post-copy memory data migration.
1) In the former technique, all memory pages from the source to the destination are duplicated while the virtual machine instance is still running. If some pages change in the duplicating period, they will be copied again, until the ratio of re-copied pages is higher than the ratio of changed pages. After this phase, the instance on the source stops, the remaining changed pages are moved to the destination and the virtual machine instance resumes at the destination. 2) While post-copy memory migration is started by suspending the virtual machine instance on the source host. Then a minimal set of state data (including CPU state, register, non-pageable memory, etc.) is moved to the destination, then the instance is restarted on the destination. Post-copy method transfers less data, but may incur long downtime. In contrast, pre-copy can reduce downtime, however, it needs transfer more data. Service migration in MEC resembles live migration in data centers, as they both try to move a runtime application from one virtual machine to another. However, they are at least in three important ways as follows [12] : 1) They target on different performance metrics. Service migration aims to reduce the total time of completion of migration, as end-to-end latency deteriorates until the end of the process. While live migration deals with the short period of the final step (i.e., downtime, during which mobile users cannot receive service), of which the total time is not the first consideration. 2) Live migration for data centers can make use of shared storage and memory, which are assumed to be very large and rich. While in MEC environment, these local resources are limited, this needs invoke application partition and task scheduling techniques.
3) The edge server deployment should accept whatever computation or network resources exist across geographically distributed edge servers. Different from live migration in data centers, service migration cannot depend on the availability of a dedicated computation unit or high-bandwidth network. As a result, service migration needs overcome high variation of network bandwidth and computation capacity caused by timevarying workload. 4) The required operating system and applications of the ongoing service may exist on the destination edge server. This can avoid unnecessary data transferring in service migration. The distinction between live migration and service migration is as shown in Table 1 . 
B. HANDOVER IN CELLULAR NETWORKS
In a cellular system, as the mobile user is moving across different cells during an continuous communication, handover (or handoff) needs to be performed [35] - [38] , to avoid service interruption.
Similar to handover in cellular networks, service migration also deals with user mobility from one geographical area to another. However, they are different in the following aspects:
1) The data transferred in handover process of cellular networks contains signal messages and state data between a pair of mobile terminal and base station, or two base stations [27] , [37] . As the size of signal messages and state data is very small, the time cost for data transferring only accounts for a tiny part of the whole time of handover process of cellular networks. While for service migration in MEC, the data that should be transferred (e.g. memory state data, application image data, input dataset, etc. [12] , [26] , [39] ) is always very large (e.g., in megabyte or gigabytes). Therefore the time cost for data transferring in service migration becomes a critical factor for seamless service migration. 2) In service migration, users can connect to remote edge servers, while handover in cellular networks must happen if a user is no longer in the coverage of the current serving base station. A user can still continue to receive service from the current edge server even if they are no longer directly connected to each other, because mobile user can still exchange data with remote edge servers with the help of its direct connection edge server as a relay node. Hence, the ongoing service can be placed on any feasible edge server, which gives the service migration problem larger scope [40] . 3) In service migration in MEC, between the start edge server and the destination edge server, there may exist various network topology (e.g. remote clouds or other edge servers as intermediate nodes) and communication systems (e.g. Wi-Fi, LTE-U, 4G and 5G) [41] - [43] , leading to different network connections and transmission paths for data transmission between them (various transferring latency and process cost). While handover in cellular networks happens only between two neighboring cellular cells [44] . Therefore, the network environments in service migration are more complex than handover in cellular networks. As a result, service migration in MEC is a problem different from handover in cellular networks, therefore, the handover technologie in cellular networks cannot be directly applied to the problem of service migration.
From these comparison above, we can conclude that service migration can integrate advantages of live migration in data centers and handover in cellular networks and do some adjustments to better adapt to the MEC environment, e.g., large data volume, complex network condition, etc.
III. TECHNIQUES OF MIGRATING RUNNING SERVICE
In this section, we detail the techniques for migrating running services, including a three-layer framework augmented service migration flow and optimization of data transmission. The optimization of data transferring only deals with low level processing in service migration, while the three-layer framework augmented service migration flow improves performance from a higher level view. Here we put them together to give a more comprehensive introduction of the techniques of migrating running service.
A. THREE-LAYER FRAMEWORK AUGMENTED SERVICE MIGRATION FLOW
As shown in Fig. 3 [12] , the three-layer framework for migrating running applications is used to optimize the downtime and the total migration time, which divides the service running on edge server into three layers as follows [26] : 1) Base. It includes the guest operating system, kernel, etc., however, no service applications are installed and it can be largely reused by different applications. A copy of this base layer may be stored on most edge servers, so it is unnecessary to be transferred during each migration process. 2) Application. It is a release version of an application with only application-specific data. Like the base, application is unnecessary to be transferred every time, neither, because edge server can download various applications from application stores or official application web sites by itself. 3) Instance. It is the running state of an application, such as CPU, register, non-pageable memory, etc.
The migration process benefits from the above three-layer framework. The whole process of migration is as shown the flow chart of Fig. 3 . It should check whether the destination edge server has the copy of the needed base, application to avoid unnecessary data transferring. If the instance can be found in destination edge server, it means that application layer and base layer have already existed there and it is not necessary to copy these two layers from the source edge server. Similarly, if the application can be found in destination edge server, it implies that the base layer has existed there. When migrating a service instance, inspired by pre-copy memory migration, all the memory data is transferred from the source edge server to the destination edge server while the service instance is still running, until pre-fixed criteria is met. Then the running service is suspended and the remaining data is transferred to the destination edge server. At the destination edge server, the service can be reconstructed from a collection of the base, application, and instance data. In this way, we can transfer most of the service data before suspending the service, and service downtime is minimized as much as possible. As the base layer or application layer always has a large amount of data compared to the instance layer (e.g., base package may only have data of hundreds of megabytes or several gigabytes for LXC 1 and KVM, 2 respectively), the three-layer framework helps minimize the transmission time remarkably in the process of migration.
B. DATA TRANSFERRING OPTIMIZATION
Different from the three-layer framework augmented service migration flow in last section, the data transmission process can be further optimized from the following perspectives: [12] , [45] .
1) REDUCING DATA SIZE
Since network bandwidth is in general the bottleneck of service migration, the amount of data is aggressively reduced to ease the burden of transferred data across the network. As is shown in Fig. 4 [12] , reducing the amount of data involves changes tracking, delta-encode, deduplication and compression before it contacts with the network interface.
• Tracking of changes. It includes two aspects, i.e., disk tracking and memory tracking. 1) For disk tracking, at the beginning, the system can snapshot all disk data that differ from the corresponding base layer. Then any further disk changes will be logged for subsequent data transferring, and the service can continue to run at the same time; 2) For memory, it is different from the disk tracking, as it would will lead to more overhead on memory write. Memory snapshot is based on a live migration scheme [32] , and this process will be iterated several times, sending memory blocks that are changed in the previous iteration period.
• Delta encoding of modification. For each changed data block, a delta algorithm is utilized to encode and send out the difference between the data block and the corresponding one in the base layer [32] . The reason is that very small changes are large probability events, and there may exist considerable overlap between the running service and the application.
• Deduplication. Deduplication works very well in reducing redundant data. The same parts are removed out at this stage, and they are replaced with pointers to the corresponding blocks [32] .
• Compression. At this stage, data attempts to be further compressed by using several off-the-shelf compression algorithms (e.g, GZIP, BZIP2 and LZMA, etc.), which vary in compression ratio and processing speed. Multiple instances of the compression algorithms can run in parallel to alleviate CPU-intensive overhead [32] .
It is worth noting that the processing cost in the pipeline may lead to CPU bottleneck, rather than data transferring across network. To get rid of this issue, different algorithms and parameter configurations can be applied to make a tradeoff between the processing demands and data volume to be transferred.
2) PIPELINED STAGES
As is mentioned above, the execution of the processing stages is pipelined, so they can be processed simultaneously, which can lead to two advantages as follows: 1) downstream stage can be started before the previous stage is completed. For example, data can be transferred via network in parallel to these processing stages; 2) less memory capacity is needed to buffer the temporary data generated by a single stage, as the data is taken away by downstream ones immediately.
3) DYNAMIC ADAPTION
A fixed setting of parameters in above-mentioned stages is difficult to minimize time of the service migration. The reasons are as follows: 1) the relative parameters rely heavily on the transferred data, and can not be known in advance; 2) network bandwidth can change rapidly over a small period of time, and so does for the available processing resources.
Alternatively, service migration performance can be monitored continuously, and the tracked information can be utilized to adapt the processing stage setting to dynamically optimize migration time. More specifically,
• Throughput calculation of pipeline. The pipelined system has two potential bottlenecks: 1) processing: if data volume is too large or difficult to process, and aggressive data reduction takes much more time and resources; 2) transmission: if processing stage is not enough to make the data small enough, so network bandwidth encounters problem. With respect to those two potential bottlenecks, the throughput of the pipeline system can be obtained as follows. Suppose that the processing sequence in VOLUME 6, 2018 pipeline is composed of n(n = 1, 2, 3, . . .) sequential stages, and each of them consumes input data and generates a smaller version. With a specific set of selected algorithms and parameters (i.e., the Migration Mode in Fig. 4 ), at stage i(i = 1, 2, 3, . . . , n) we define as follows:
The processing throughput and network transmission throughput can be derived from processing time and network transmission time as follows:
Since the pipeline overlaps processing and network transmission, the total throughput is thru system = min{thru processing , thru network }.
Intuitively, it reveals that whether processing or network transmission is the bottleneck.
• Heuristic adaptation. Based on the throughput of pipeline above, the migration mode can be selected to maximize the system throughput thru system . We write down the P = {p i |i = 1 ∼ n} and R = {r i |i = 1 ∼ n} to compute various parameter setting. However, they are heavily depending on the actual content (e.g, text, audio, video, etc.) to be transferred. As a result, P and R may generate high misleading result. It has been noted that the trends of P and R are similar in different scenarios, and the ratios for different workloads are obviously different. Although one workload may be quite different another, it influences different algorithms to a similar degree, and the relative performance remains unchanged. Alg. 1 shows an example to determine which operating mode is likely to minimize handoff time. It uses ratios of P (or R) from the real data,
i.e., relative values rather than the absolute values. It can adapt to changes of network bandwidth, available processing resources and compressibility of virtual machine modifications.
Algorithm 1
The Heuristic Algorithm to Dynamically Adapt the Migration Mode 1: Measure current P (P current ) and R (R current ) values of the running service of current migration mode (M current ). Measure current network bandwidth by tracking the rate of data block acknowledgments from migration destination; 2: Find P (P profile ) and R (R profile ) values of the matching migration mode M . Compute the scaling factor for P and R as follows:
Using these scaling values to adjust P, R values for workload at present. For each migration mode, calculate processing throughput (thru processing ) and network transmission throughput (thru network ); 4: Select a migration mode that maximizes the system throughput.
4) WORKLOAD DISTRIBUTION
The relative loads on the network and processing change with the ratio of modified and unmodified data blocks on the pipeline system. In fact, the modifications of memory are always non-uniform and highly clustered, which can result in a highly bursty workload on the processing pipeline. This problem comes in two ways: 1) long sequences of unmodified data block transfer the high processing burden to the later stage, which makes the whole processing choked and leave nothing to the network in a very long period of time; 2) at the opposite extreme, long sequences of modified pages may bring about high processing burdens, which require more compression to maintain the full use of the network. Note that change tracking mechanism can only ensure that the modified disk blocks are delivered to the processing pipeline. However, for the memory image, the entire snapshot, including both modified and unmodified pages are processed. As a result, unmodified data blocks should also be transferred to the destination server, incurring processing if the changes are tracked. When the network is fully used, the best performance can be achieved in network throughput capacity. When the network throughput capacity is small, the data can be compressed and transferred to make it smaller than before.
To solve this problem, workload distribution is employed to balance the workloads during the process of service migration. Specifically, 1) workload distribution randomizes the order of pages on the pipeline system, neither processing nor network resources are idle for long time; 2) what's more, the ratio of modified and unmodified pages does not change much all the time. Consequently, workload distribution helps to get rid of the peak workloads and helps the pipeline system efficiently utilize network and CPU resources.
5) ITERATIVE TRANSFER FOR LIVENESS
As is mentioned above, service migration makes a tradeoff between service downtime and duration of service degradation: 1) if the total migration time is the only one concerned, the post-copy approach contains suspending, transferring, then restarting the service would be the best choice. However, this may break down the running service QoS for long time; 2) the other extreme may unacceptably extend the duration of degraded service.
To solve this problem, inspired by iterative transfer concept from live migration, use it in quite different environments of adaptive service migration state transferring. Unlike live migration, which focuses solely on the volume of data transfer, service migration is sensitive to multiple factors: data volume, processing speed, compression ratio and bandwidth information. It makes use of an input queue threshold to start another iteration and the duration of the iteration to track and log all elements related to the migration speed. If the iteration duration is short enough, the system suspends the service migration and completes the migration operation.
IV. STRATEGIES FOR SERVICE MIGRATION
Here, we review the existing strategies for service migration proposed in recent years. First, we introduce the follow me cloud prototype, which is aimed at seamless migration of ongoing service between a data center and another optimal data center. Then we present the Markov Decision Process (MDP) based service migration strategies, including onedimensional MDP (i.e., mobile users move along a straight line, e.g., the car on the road) and two-dimensional MDP model (it's a more general case than one-dimensional MDP model, where mobile users move in an area, e.g., in a square). At last, we detail the time window based service migration strategy. Table 2 summarizes three parts of this section.
A. FOLLOW ME CLOUD PROTOTYPE
The FMC allows services to move across federated data centers (DCs), which to some extent can be considered as edge servers. As a user moves, the ongoing service hosted on the current edge server will be migrated once to an optimal edge server. The detailed evaluation criterion for optimality is related to the policy of operators, which is typically based on geographical distance or workload. The cost of service migration is incurred by signaling messages and data transferred between edge servers, and service migration improves QoS of mobile users at the same time. As a result, the migration policy should strike a balance between the incurred cost and QoS improvement induced by service migration [4] , [39] , [46] , [47] .
A representative network architecture of FMC concept is as shown in Fig. 5 [39] . The figure shows two main components of FMC, namely FMC controller and edge server/gate way (i.e., DC/GW) mapping entity, that can be considered as two FIGURE 5. Follow Me Cloud prototype. VOLUME 6, 2018 independent function entities collocated with existing components of mobile cloud computing, e.g., DCs, P-GWs (packet gate way) and S-GWs (service gate way). In the above FMC network architecture, both edge servers and mobile operator network are geographically distributed. Each edge server is mapped to a collection of P-GWs and S-GWs based on their locations. The topology information and location information can be communicated between FMC providers and mobile network operators. FMC controller is to manage and schedule the distributed edge servers.
Service migration demand can be easily observed when one mobile device alters its IP address as a mobile user moves around. This change of information can be certainly observed by the corresponding edge server. A choice on whether to migrate the corresponding ongoing service on the edge server has to be made by the mobile device or the current edge server. This service migration decision should be based on several factors, including but not limited to service type (e.g., a video play with high QoS demand tends to be migrated), data size (e.g., enjoying a movie nearing to its end on your mobile devices, and it should not to begin service migration), etc.
As long as it is decided to migrate the service, the edge server may require the FMC controller to choose a most suitable edge server to start the service migration process. An estimate of the potential cost incurred should be compared against the resource utilization improvement of MEC community and QoS improvement from the point of end users.
Service migration process in FMC architecture can be further modeled using MDP. MDP based service migration method takes into account both the cost and benefit of service migration, and it helps to produce the best policy to decide whether to migrate a service or not. In what follows, the details will be provided.
B. MDP BASED SERVICE MIGRATION
In this section, we present the MDP based service migration strategy, including one-dimensional MDP and two-dimensional MDP.
1) ONE-DIMENSIONAL MDP
One-dimensional MDP is first proposed in [47] and [48] , where mobile users are considered to move down a straight line, e.g., the car on the road.
As is mentioned in the former sections, a good service migration model should take into account the balance between cost reduction and high QoS of mobile users. To strike this balance, the service migration decision is modeled as a MDP. Given the distance from a mobile user to the current edge server, MDP based model can decide whether to migrate the ongoing service to an optimal edge server or not. The MDP solution can be implemented inside the FMC controller in the last subsection. To build up the service migration decision model, works in [4] and [47] proposed one dimensional MDP based model, which it considers the distances between mobile users and edge servers as the states, and associates with an action that means whether migrate or not, and defines the corresponding transition probabilities between two states with a definite action and the rewards. In this way, one MDP based model is proposed to solve service migration problem.
Let s t be a state at time t and S = {s} denote the state space that contains all states. In the one dimension (1-D) mobility model, a mobile user has only two possible destinations, namely moving to another edge server with large distance with a probability 0 ≤ p ≤ 1, or returning back to the current edge server with a probability (1 − p) . The state space S is defined as S = {0, 1, · · · , g}. Here, 0, 1, · · · , g stands for the possible set of the discrete distances between mobile users and the connected edge servers, and value g means the maximum distance where the service must be migrated to the optimal edge server. Then we introduce the concept of action set. For example, A s = (a 1 , a 2 ) can denote the action set available at state s, where action a 1 means that the service is migrated to an optimal edge server, while action a 2 means that mobile devices are still served by the same edge server. For a given action a, there will be a state transition from state s to another state s , with which there is also a reward r(s, s , a). Fig. 6 [51] illustrates one dimensional MDP model that can be integrated into FMC architecture, where FMC controller observes the current state s of mobile users in the network and associates a set of possible actions A s to it. When the service migration is triggered, it always means that they have been at another edge server, so the state is always 0 after service migration. FIGURE 6. One-dimensional MDP based service migration. Action a 2 means that mobile devices are still served by the same edge server, a 1 means that the service is migrated to an optimal edge server. Value g means the maximum distance where the service must be migrated to the optimal edge server. Value µ can be considered as the probability that user moves.
Without loss of generality, A s means a unique action set at state s. Then we define the transition matrix Q, in which q(s|s ) denotes the transition rate from state s to s. Service migration policy associates an action to each state. That is to say, policy can be considered as a function of the state, where it takes a state as input, and gives an action as output. As a result, whether migrating a service or not is totally decided by the actual state. It is worth noting that the state space is finite, i.e., 0, 1, · · · , g. The reason is that in our settings, after a certain distance (g) from the current edge server, the service must be automatically migrated to the optimal edge server in case of service interruption.
To get the one dimensional MDP model, we should normalize the above transition probabilities by the following. According to MDP theory, if the values of transition rate in matrix Q are all bounded, the stay times in all states are exponential with t(s|s, a). Then there exists:
where p(s|s, a) denotes the probability of staying in the same state after taking action a at state s, and c is a constant value. After that, we define an equivalent normalized process with state-independent exponential stay times using parameter c and transition probabilities:
Suppose that the stay time of one mobile user in a state follows an exponential distribution with mean 1/(µ−1). Then by setting c = µ − 1, the transition probabilities are defined by the following:
Note that when in state s = g, the only available action is a 1 , which means that when the mobile device moves to another edge server where the distance is larger than the maximum g, the service migration action is automatically triggered. A policy π is a mapping between a state and an action, and can be denoted as a t = π (s t ). In the process of service migration, reward is a function of the cost of migrating one service and the quality obtained from the new state. Given a discount factor 0 ≤ γ ≤ 1 and an initial state s, the total discount reward policy π = (θ 1 , θ 2 , θ 3 , . . . , θ N ) can be denoted as follows:
Reward function r(s , s, a) explicitly depends on the transitions among states. According to [52] , the normalized reward function R(s , s, a) is written as follows: 
The optimal solution of Eq. (9) includes v * (s) and π * (s).
In the area of service migration, the optimal policy π * (s) indicates the decision as to which network and which data center the mobile user should migrated to with each state.
2) TWO-DIMENSIONAL MDP
Two-dimensional MDP model is first proposed in [4] and [39] , which is a more general case than one-dimensional MDP model, where mobile users move in a 2D area, e.g., in a square. Typically, a cellular network is considered to be composed of multiple adjacent hexagonal cells (Fig. 7a) . User mobility can be considered as a random walk model, whereby mobile users come into the six adjacent cells with the same probability (Fig. 7a) , i.e., p = 1/6. Fig. 7 [39] shows a cellular network with K = 5 rings of cells. The service migration is triggered as the mobile device is equal to or large than K hops away from the current edge server. Here, the distance means the number of hops from the location of mobile user to the current edge server. So we obtain a Markov chain with state space {C (m,n) |0 ≤ m ≤ (K − 1), 1 ≤ n ≤ 6m}, which, however, suffers from state space explosion problem when K value is high. However, according to works in [49] and [53] , we can reduce the state space by aggregating states with the same behavior. Then we can obtain a new chain with less number of states.
We give an example to show the state aggregation process. In Fig. 7a , it can be seen that mobile users in the first ring have the same behavior and can move to each neighboring cell with the same probability. That is, mobile devices come back to the cell with the optimal edge server with probability p, stay in the same ring (i.e., the same distance from the optimal edge server) with probability 2p, and move to second ring with probability 3p [39] . As a result, all states of the first ring can be aggregated into one state. As to the second ring, we differentiate it into two cases. The mobile device leaves the service area with probability 3p in the first case, instead of 2p in the second case. Therefore, we choose the concept of aggregated states in the two-dimensional service migration, instead of the initial states. For example, one aggregated is state C * 2,0 , which aggregates states {C 2,1 , C 2,3 , C 2,5 , C 2,7 , C 2,9 , C 2,11 }, another is C * 2,1 , which aggregates states {C 2,2 , C 2,4 , C 2,6 , C 2,8 , C 2,10 , C 2,12 }. Using this method, we can obtain a chain with less states in Fig. 7b , which shows the transition diagram of the aggregated Markov chain for the service migration when the mobile device is K hops away from the optimal edge server. We can derive the steady state probability of the aggregated states C m and C m m , respectively. The functions of these steady state probabilities FIGURE 7. Two-dimensional MDP based service migration. The Markov chain here is more complex than that in Fig. 6 , which is a one-dimensional MDP model. The same to Fig. 6 , value µ is considered as the probability that user moves. At state 0, if user moves, the next state is definitely 1. So the probability is µ = 6pµ = t 1 . In this way, we can get other transition probabilities in this figure. are as follows:
where x denotes the smallest integer larger than or equal to x. We have 
where
We can also compute the value of π
2 . That is to say, we can obtain all of the steady state probability of the aggregated states.
With these solutions, we can obtain more attributes of twodimensional service migration, such as the mean value of the distance, the probability of the optimal edge server connection, cost of service migration, service migration duration, etc. [39] .
The concept of FMC prototype is mainly described in Section 4.1, while the MDP based service migration algorithm is mainly described in Section 4.2. They are at different levels in service migration.
C. TIME WINDOW BASED SERVICE MIGRATION
Compared to MDP based service migration above, time window based service migration deals with the problem from another point of view. The goal of time window based service migration is to search the optimal service placement sequence that minimizes the average cost over a given time window [25] , [50] . In these works, a look-ahead window is defined as a time period in the future that can be predicted. The model contains two sequential parts: 1) suppose that there exists a method to obtain the prediction error in the future, how to search the optimal window size to minimize the average cost; 2) with a fixed size of time window, how to find the optimal sequence to place the ongoing service.
Compared to MDP based service migration, time window based service migration can deal with a more general setting, such as heterogeneous cost function, network structure and mobility pattern. Cost of service migration may incur in two ways, namely cost in running a service on an edge server and cost in transferring data in a specific migrating procedure. What is more, it supposes that an underlying function can be found out to predict the two kinds of cost in the future time, which includes but is not limited to existing approaches such as [51] , [54] , and [55] . As to the designed prediction function, the predicted future cost sequence may be different from the actual cost, but it can guarantee the upper bound of the possible deviation. Unlike MDP-based method in [4] , [39] , and [47] , time window based service migration does not need the probability distribution of the cost, which makes it can be applied to more scenarios, where the pattern of users mobility follows a Markov chain model. Time window based service migration takes into account the dynamics of resource availability caused by user mobility, which is quite different from the supposed of static network conditions and fixed resource demands under complicated network topology [56] , [57] .
We detail the time window based service migration in two parts, i.e., optimal size of the look-ahead window in the future and service placement finding based on prediction cost with optimal look-ahead window size.
1) OPTIMAL SIZE OF THE LOOK-AHEAD WINDOW IN THE FUTURE
This part elaborates how to find the optimal size of the lookahead window in the future [25] , [40] , [50] .
Suppose that the optimal window size 0 < T ≤ T max , where T max is upper bounded time induced by the service duration. If the future prediction cost function has no deviation from the actual cost, T = T max setting is optimal as it gives the best long-term performance. However, this is impractical for the fact that the farther look-ahead we look in the future, the more uncertainty and deviation about the cost we encounter. That is to say, if the window size T is too large, we will obtain much worse prediction performance and the prediction cost may be far away from the actual cost. The bad performance of prediction cost will generate a very bad solution of the service placement sequence. As a result, we have to find the optimal look-ahead window size that can minimize both the impact of prediction deviation and the impact of dividing the look-ahead time period for optimal window. Window size cannot be accurately set, because it is related to many factors, which is not known before. Thus, if the window size is too large, the prediction is not accurate enough.
For more details of optimal look-ahead window size, please refer to the works [25] , [40] , [50] .
2) SERVICE PLACEMENT FINDING BASED ON PREDICTION COST WITH OPTIMAL LOOK-AHEAD WINDOW SIZE
If we have obtained the the optimal look-ahead window size T , then we can find the optimal placement sequence π T , according to the following steps as in Alg. 2.
Note that in the above service placement algorithm, once the placement in the last window is completely solved, we need make the placement decision in the current time slot. So the vector π T can be found in real-time, which is fit in the high dynamics of network condition and computing resources in MEC. The value of D t 0 π (t 0 ,··· ,t e ) (t) also depends on the placement in time slot t 0 −1. When t 0 = 1, π (t 0 −1) can be regarded as any dummy variable for the fact that the migration cost w(1, :, :) = 0. The equation of the placement sequence π T means that, at the beginning of time slot t 0 , it finds the optimal placement sequence that minimizes the prediction cost over the next time slot up to t e , given the location of the service in previous time slot t 0 − 1. Based on the above assumptions and analysis, the service placement problem can be considered as a shortest-path problem with values of D t 0 π (t) as weights. Specifically, each edge stands for one possible service placement decision in the corresponding two adjacent time slots and the weight on each edge means the prediction cost for such service placement decision. The placement before time slot t 0 has been found out. We define a dummy node at the end of look-ahead window, which is assigned zero weight to other nodes to ensure a single shortest path to be found. Obviously, the shortest path with minimum sum of weight from node π (t 0 − 1) to the defined dummy node can be found with the help of some shortest path algorithms and the nodes on the shortest path give the optimal service migration solution π T (t 0 , · · · , t e ).
V. HOSTING APPLICATION COMPONENTS
An application may consist of several components. Besides, multiple applications can simultaneously use the MEC infrastructure, such as edge servers. Resource isolation (especially, memory) across components of different applications is necessary for the security and integrity of the individual applications; even within an application such isolation between the application components is beneficial from the point of view of bug proliferation and performance tuning. We will explore the pros and cons of full blown virtual machine technology, container technology and agent technology, from the point of view of hosting application components.
A. VIRTUAL MACHINE
Virtual machine is one of enabling technologies for data centers and is the basis for accountability and containment of resource usage. Additionally, live migration of virtual machine has been extensively investigated to enable load balancing and resource provisioning in data centers [73] . More recently, VMWare [31] and Xen [74] have implemented live migration of virtual machines with downtime ranging from tens of milliseconds to seconds. As live migration of virtual machine is a mature technology used in data centers of cloud computing, many existing works on service migration in MEC take virtual machine as the host for application components [4] , [12] , [26] , [39] , [61] , [63] , [75] - [78] . Ha et al. [12] discuss the limitations of live virtual machine migration for use on edge devices, examine the impact of user mobility on cloudlet offload, demonstrate that even the most general user mobility can bring about considerable network degradation, and propose a VM handoff technique for seamlessly transferring a runtime virtual machine instance to a better offload site as users move. To reduce the downtime during service migration, Machen et al. [26] propose a layered framework to transfer ongoing applications that are hosted in virtual machines, which does not need users to have extensive knowledge on the technical details of service migration. Taleb et al. [4] , [39] applies a MDP based algorithm to cost-effective, performance-optimized service migration decisions, and two alternative schemes to ensure service continuity and disruption-free operation in the context of FMC, which is tailored to an interoperating decentralized mobile network/federated cloud architecture. In this work, they mainly consider two types of time that affect the service continuity, i.e., the time required for transforming a virtual machine to another type (particularly if two relative edge servers are using different hypervisors), and the time required for service data transferring. Refaat et al. [61] propose a service migration solution to select the best destination in service migration in VANET, which aims to perform efficiently in dealing with rapid dynamics of data center topology with minimum roadside unit intervention. Virtual machine technology is also applied in MEC for service deployment and the migration of location-aware services [63] . Satyanarayanan et al. [75] propose the concept of cloudlet to exploit standard virtual machine technology in MEC. Yao et al. [76] present the roadside vehicular cloud architecture in Vehicular Ad-Hoc Networks (VANET) using cloudlet, and study how to migrate the virtual machines as vehicles move to reduce transferring cost. Recently, many works propose approaches to virtual machine migration with less involvement of the hypervisor [77] or with a reduction in the startup time by using delta encoding between an original virtual machine instance and the changes that occurred during execution [78] .
However, despite such advances in virtual machine migration techniques, given the latency requirements of situation awareness applications, full blown virtualization may be impractical for hosting application components in the MEC environment.
B. CONTAINER
Container based service migration is a relatively new area and it needs to be studied systematically. In comparison to virtual machines, containers are much more efficient for creating service bundles for one cloud to another transferring [79] , [80] . Here, containers are preferred than virtual machines because they share more platform resources in common, whereas, a virtual machine tends to hold most resources in migrating services [64] , so a container is always much smaller than a virtual machine. As edge servers in MEC have limited bandwidth, unstable network connectivity, storage and processing capability, running container-based applications on them will benefit much more in migrating services.
More specifically, containers have the following advantages to support service migration in MEC:
• Complexity can be reduced through container abstractions. Containers avoid reliance on low-level infrastructure services, which decreases the complexity of dealing with those platforms.
• Automation can be supported with containers to maximize the portability. Through automation, tasks can be conducted without much manual efforts, such as migrating containers among edge servers.
• Better security and governance can be achieved by placing services outside, rather than inside, the containers. In many cases, security services are platform-specific instead of being application-specific, which helps to provide better portability and less complexity in implementing and operating.
• Higher computing capability can be provisioned as a service can be split into many separate containers. These containers can run on different physical machines or edge servers to obtain better performance.
• In the container technology, applications contained in the containers share the OS. Consequently, the memory footprint of containers is significantly smaller than in a hypervisor environment, allowing hundreds of containers to be hosted on a physical host. Since the containers use the host OS as a base for system services, restarting a container (upon container migration) does not necessarily restart the OS.
• Once a container is installed, only the extra different layers, such as additional binaries and libraries, need to be migrated to correctly execute the handlers in the context of edge server.
Given the above-mentioned advantages, more and more mainstream operating systems begin to adopt container technology to provide isolation and resource control, which has demonstrated great potential for service migration. Mirkin et al. [81] propose saving the complete state of a container (i.e. checkpointing), transferring it to another host, and restarting it as implementing in OpenVZ. 3 A container allows users to checkpoint the running state of a container and restart it later on the same or a different host, which is transparent for ongoing services and network conditions. OpenVZ is based on CRIU, 4 which is a project to implement checkpoint/restore functionality for Linux. In 2016, live migration of container was also realized using CRIU. 5 Especially in recent years, Docker as a standard for Linux containers [80] , has been adopted extremely successfully by Google, IBM/Softlayer, and Joyent in public cloud platforms [79] . In this context, Machen et al. [26] proposed to use containers in their service migration framework, and showed that containers perform favorably than virtual machines. Apart from that, Wang and Serral-Gracià [25] , Montero et al. [62] and Saurez et al. [63] also take into account container when performing service migration in MEC.
C. AGENT
In computer science, an agent is a computer program block that performs tasks in a relationship of agency with other entities [82] , [83] . An agent has the following characteristics [84] : 1) autonomous: it runs without human interventions, and can control its external behaviors and internal states by itself; 2) social: it can sense, process and react to humans or other agents to perform better; 3) reactive: it perceives the change of environment and responds in turn in time; 4) proactive: its behaviors to the environment are highly goal-directed; 5) mobile: it is able to travel between different hosts in a network; 6) truthful: it will not deliberately output false information; 7) benevolent: it always tries to perform what is asked; 8) rational: it performs in order to achieve its goal, not the other way around; 9) learning: it can learn to fit the environment better to be stronger with time.
As an agent has the above-mentioned advantages, service migration based on agents will impose less requirements on edge servers other than providing run-time environment, and it releases the management burden of edge servers and mobile terminals using autonomous agent-based application partition [72] . While in service migration process hosting of virtual machines and containers, these management burden relies heavily on the support from the underlying virtualization technology [77] . Compared to service migration with virtual machines and containers, service migration with agents can perform better in the dynamic and heterogeneous environment in MEC (e.g. hosts of virtual machine, containers, and even physical machines; and rapidly changing network conditions, etc.). For example, an agent implemented in JADE 6 can be migrated among virtual machines, containers and physical machines, as long as they are equipped with Java runtime environment [84] .
With these advantages, agent technology has been widely applied in cloud computing, MEC and micro grids [41] , [65] - [72] , which shows great potential. Angin and Bhargava [65] propose a framework based on agent in mobile cloud computing, and show that application encapsulation based on agent is particularly useful due to the capability of moving without the intervention of the caller and selfcloning. These results can be applied in MEC, which has many common characteristics with mobile cloud computing. Then Angin et al. [66] propose to make use of autonomous agents to offload dynamic computation in MEC. As to the security issue of mobile cloud computing, Angin et al. [67] also propose a mobile cloud computing model based on agent to deal with code tampering, where agents are integrated with integrity verification functions. Kumar et al. [68] propose mobile agents to alleviate the issue of unstable and intermittent wireless network connectivity and low bandwidth in wireless/mobile network. Alami-kamouri et al. [69] survey mobile agent technology in fields of mobile computing, network management and telecommunication, security issue, etc., in a flexible way by using interaction with other agents on the network. Luo et al. [70] propose a multiple agent framework to promote energy sharing among the massively distributed autonomous micro grids, which is similar to MEC environment and relieve the energy imbalance problem by forming micro grid coalition with agents. Zhu et al. [71] apply the agent technology in cloud computing environment to design an agent-based scheduling mechanism to deploy real-time tasks and dynamic resources. Fareh et al [72] propose that autonomous agents can make the clouds smarter in their interactions with users and more efficient in resources allocation. Gani et al. [41] summarize the application of agent technology in the field of the interworking for seamless connectivity.
The pros and cons of virtual machine technology, container technology and agent technology are summarized in Table 3 . Compared to virtual machine and container technologies, agent has advantages of administrative convenience, small data to transfer, rapid boot and running, etc., which is quite suitable in IoT environment. However, agent technology in mobile edge computing is at its preliminary stage, and there are no existing frameworks to use directly. As a result, much work should be done to develop an agent tool to apply agent technology into IoT applications.
VI. ISSUES AND CHALLENGES
In this section, we identify and discuss some research challenges in service migration in MEC, including design of QoS-aware edge server selection algorithm, selection algorithm of migration path with both of latency and cost, and virtual resource allocation strategy on edge servers, and development of a high service migration mechanism to ensure service continuity.
A. QOS-AWARE EDGE SERVER SELECTION ALGORITHM
For smooth service migration in MEC, an efficient edge server selection algorithm is needed to select the optimal target edge server. In general, two factors should be taken into account: users' trajectory and QoS utility. On the one hand, existing research works rarely explores users' trajectory data and the prediction of their movement, and adopts a random mobility model instead [85] . However, users' mobility pattern (e.g. direction and velocity) has a significant influence on the construction of the candidate edge server set (e.g. the size of set of candidate edge servers), and the users' trajectory data can be used to predict users' movement. On the other hand, existing literatures pay less attention on the affect of QoS utility (network latency, energy consumption and cost) on the selection of edge servers in service migration, therefore, hardly select the edge server with the highest QoS utility [86] - [88] . Without considering users' trajectory data and QoS utility, the accuracy of edge server selection and the efficiency of service migration decrease.
To develop a QoS-aware algorithm to improve edge server selection, we should overcome the problems such as how to integrate user's trajectory data and QoS utility into the server selection algorithm. The research can be divided into the following parts: firstly, develop user moving model using users' trajectory data to predict user movement, then construct the candidate edge server set; secondly, devise QoS utility function of a given edge server based on QoS indicators (e.g. network latency, energy consumption and cost); at last, based on the designed QoS utility function, select the candidate edge server with the highest QoS utility as the target edge server of the service migration. The key issues are user mobility, QoS utility function design, and the selection algorithm of edge server.
B. SELECTION ALGORITHM OF MIGRATION PATH WITH BOTH OF THE LATENCY AND COST
The related data on the edge server (e.g. the run-time state data of the edge service on hard disk and memory) should be transferred to the selected target edge server in the process of service migration [12] , [26] . Between the start edge server and the target edge server, there may exist various network top topology (e.g. remote clouds or other edge servers as intermediate nodes) and communication system (e.g. WiFi, LTE-U, 4G and 5G) [43] , which leads to different network connections and transmission paths for data transferring between them (various transferring latency and cost). Therefore, selection algorithm of migration path is essential. Existing work selects the migration path randomly and rarely considers the heterogeneity of network, as well as latency and cost, leading to high service migration expense (e.g. latency and cost) and low transferring efficiency of network (including edge network and core network) [12] , [26] , [89] , [90] .
To this end, we can apply network optimization theory and propose a service migration path selection method by taking consideration of both network latency and cost. The main idea is to transform the migration path selection problem with both latency and cost into a multi-objective optimization model, and propose path selection on latency and price in service migration of MEC, and aim to choose the best set of available transferring paths that can minimize the total transferring time with constrictions on bandwidth and price of each network connection for the data transferring in a service migration. Service migration demand can be easily observed when mobile device alters its IP address as mobile user moves around, and the Service Migration Decision Center then solves the path selection problem. Note that every network connection has its inherent bandwidth and price attributes, which are relative to the transmission length, access technique, current workload, etc. We analyze this problem from two aspects, i.e., the network operator and mobile user. On the one hand, due to various prices of network connections, network operator should choose the best transferring paths or network connections to save money of providing data transferring service. On the other hand, for mobile users, minimizing transferring time during a service migration can improve QoS/QoE. The best case for transferring time minimization is to realize seamless service migration (i.e., without any disruption to ongoing edge services, a mobile user is able to freely move over a significant geographic area). The basic principle is as follows: firstly, monitor the real-time network condition (e.g. bandwidth, network style information, and distance between two nodes), construct the latency and cost matrix; secondly, based on the proposed expense function, design the optimization model of migration path selection; at last, find the optimal service migration path using mixed integer programming method. The research issues include expense function design, path selection algorithm and parameter optimization.
C. VIRTUAL RESOURCE ALLOCATION STRATEGY ON EDGE SERVERS
The diverse demands of virtual resources (e.g. computation, network and storage resources) of the edge service that be transferred exists in service migration. On the one hand, the run-time state has changed, which leads to different demand of virtual resources. On the other hand, the inherent diversity of edge service (e.g. real-time tasks or batch tasks) results in different demand of virtual resources [66] , [67] . The simplest strategy that allocates more resources than the actual needs for each edge service will ensure users' QoS (e.g. low network latency and energy consumption), however, it will lead to low utilization efficiency of edge servers and considerable waste of resources. Meanwhile, this strategy will increase the payment of each subscriber as the pay-ment is positively related with the allocated virtual resources. Existing work has considered the resources at the user end and the network condition, but has not taken into account the virtual resource allocation strategy on edge servers [91] . An extensive resource allocation strategy is often employed (e.g., allocating more resources than that it really needs for each edge service), which will cause high user cost or low users' QoS.
To this end, we can put emphasis on the demand diversity of virtual resources (e.g. computation, network and storage resources) of the edge service, and study the optimal virtual resources optimization allocation strategy. The main idea is to assess the demand for different resources of various edge services. The basic principle is as follows: firstly, based on instruction analysis and the computation time ratio of different modules of the migrated service, design the model to evaluate resource demand; secondly, consider time, energy, cost and other factors, and transform virtual resources allocation problem into a multi-objective optimization model; at last, solve this problem using the improved heuristic algorithm. The key research issues include but not limited to: how to evaluate resource demand given the task to be processed and current resource allocation, how to design the multi-objective optimization model with constraints to take into time, energy, cost as input to solve the virtual resources allocation problem, how to design the above-mentioned utility function, and how to adapt the current heuristic algorithm, such as ant colony algorithm or particle swarm optimization, into MEC environment to allocate virtual resource efficiently.
D. AI BASED STRATEGIES FOR EFFICIENT SERVICE MIGRATION DECISIONS
The mathematical models, such as MDP, are applied to make efficient service migration decisions. Elegant though, mathematical models are based on simple assumptions, thus can not cope with more complex condition and a large number of different parameters [40] . This property restricts the application of simple mathematical model in the field of service migration. Many other factors should be taken into account when making service migration decisions, such as the heterogeneity (many different kinds of hardware) and dynamics (topology and network condition change rapidly) of the edge servers in MEC, real-time requirements when users are moving fast, etc.
Recently, artificial intelligence (AI) technology, represented by deep learning [28] , [92] and reinforcement learning [93] , [94] , is developing very fast, and can help solve this complex problem. AI technology can learn from massive history data, and efficiently react to the dynamic condition. It is necessary to study how to apply AI for making efficient service migration decisions. To apply AI into efficient service migration decisions, we should overcome the following problems, such as data source selection, as there are too many data that can be poured into the AI based method, and many of them may not helpful to our problem. The other is how to design the AI system, such as what algorithm to choose to integrate MEC better into it.
E. BLOCKCHAIN TECHNOLOGY TO SOLVE TRUST ISSUE IN SERVICE MIGRATION
Trust issue can not be neglected in service migration in MEC [66] . Edge servers may belong to different participants, e.g. telecom operators, internet companies, home users, etc. As a result, there is no a centralized administration for different stakeholders and heterogeneous hardwares, thus it is difficult to solve the trust issue in service migration. The environment results in security risk of sending data to trustless edge servers, and this issue is hard to overcome due to large computation burden induced by complex mechanism.
The trust issue in service migration in MEC can be solved by blockchain technology for its good property [95] . A blockchain is a continuously growing list of records, called blocks, which is linked one by one and secured using cryptography [96] , [97] . It is inherently resistant to the modification of data. The reason is that once it is recorded, the data in any given block cannot be altered retroactively without the alteration of all subsequent blocks and a collusion of the network majority. As a result, a blockchain can serve as an open, distributed operating system that can efficiently record interactions (e.g., transactions) between two individuals or agents and in a verifiable and permanent way; therefore, decentralized consensus can be achieved with a blockchain.
However, distributed Apps on the existing blockchain system (e.g, ethereum) have slow reaction times when it comes to saving information. Simple operations take tens of seconds and occasionally a couple of minutes. It happens when you send a transaction and wait for it to be verified. It is also the case for other distributed technologies. It is not uncommon to wait 30 seconds for pictures from IPFS 7 to save or load. As a result, we should consider the waiting time as a significant problem when we apply blockchain technology into MEC, as users these days are not used to waiting. So the most important problem to be solved is how to minimize the verification time when users make transaction on the blockchain platform. One way is to develop a customized blockchain system with less block generating time for MEC.
VII. CONCLUSION
In this paper, we have reviewed the state-of-the-art literature on service migration in MEC, which ensures service continuity for moving users by migrating the service on the direct connection to remote edge server to the near one with better QoS. We have presented two similar concepts that are closely related to service migration, and compared them for better understanding the features of service migration. In addition, the existing strategies for service migration are categorized and summarized. Moreover, we have discussed the pros and cons of the three hosting technologies for mobile application components. We also have highlighted some research directions and challenges in service migration in MEC, which need further investigation. 
