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Abstract
Many biological specimens do not arrange themselves in ordered assemblies (tubular
or flat 2D crystals) suitable for electron crystallography, nor in perfectly ordered 3D
crystals for X-ray diffraction; many other are simply too large to be approached by
NMR spectroscopy. Therefore, single-particles analysis has become a progressively
more important technique for structural determination of large isolated
macromolecules by cryo-electron microscopy.
Nevertheless, the low signal-to-noise ratio and the high electron-beam sensitivity of
biological samples remain two main resolution-limiting factors, when the specimens
are observed in their native state.
Cryo-negative staining is a recently developed technique that allows the study of
biological samples with the electron microscope. The samples are observed at low
temperature, in the vitrified state, but in presence of a stain (ammonium molybdate).
In the present work, the advantages of this novel technique are investigated: it is
shown that cryo-negative staining can generally overcome most of the problems
encountered with cryo-electron microscopy of vitrified native suspension of
biological particles. The specimens are faithfully represented with a 10-times higher
SNR than in the case of unstained samples. Beam-damage is found to be
considerably reduced by comparison of multiple-exposure series of both stained and
unstained samples.
The present report also demonstrates that cryo-negative staining is capable of high-
resolution analysis of biological macromolecules. The vitrified stain solution
surrounding the sample does not forbid the access to the internal features (i.e. the
secondary structure) of a protein. This finding is of direct interest for the structural
biologist trying to combine electron microscopy and X-ray data.
Finally, several application examples demonstrate the advantages of this newly
developed electron microscopy technique.
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Résumé
Les échantillons biologiques ne s’arrangent pas toujours en objets ordonnés (cristaux
2D ou hélices) nécessaires pour la microscopie électronique ni en cristaux 3D
parfaitement ordonnés pour la cristallographie rayons X!alors que de nombreux
spécimens sont tout simplement trop «!gros!» pour la spectroscopie NMR.
C’est pour ces raisons que l’analyse de particules isolées par la cryo-microscopie
électronique est devenue une technique de plus en plus importante pour déterminer
la structure de macromolécules. Néanmoins, le faible rapport signal-sur-bruit ainsi
que la forte sensibilité des échantillons biologiques natifs face au faisceau
électronique restent deux parmi les facteurs limitant la résolution.
La cryo-coloration négative est une technique récemment développée permettant
l’observation des échantillons biologiques avec le microscope électronique. Ils sont
observés à l’état vitrifié et à basse température, en présence d’un colorant (molybdate
d’ammonium).
Les avantages de la cryo-coloration négative sont étudiés dans ce travail. Les
résultats obtenus révèlent que les problèmes majeurs peuvent êtres évités par
l’utilisation de cette nouvelle technique. Les échantillons sont représentés fidèlement
avec un SNR 10 fois plus important que dans le cas des échantillons dans l’eau. De
plus, la comparaison de données obtenues après de multiples expositions montre que
les dégâts liés au faisceau électronique sont réduits considérablement.
D’autre part, les résultats exposés mettent en évidence que la technique est idéale
pour l’analyse à haute résolution de macromolécules biologiques. La solution
vitrifiée de molybdate d’ammonium entourant l’échantillon n’empêche pas l’accès à
la structure interne de la protéine.
Finalement, plusieurs exemples d’application démontrent les avantages de cette
technique nouvellement développée.
1The sentence “We have always done things this way”
is as much a reason to change as a reason not to.
By Dartwill Aquila
1. Three-dimensional structure determination of isolated biological
macromolecules
1.1 A short introduction
At the beginning of the new millennium, the human genome is known
(McPherson et al., 2001; Sachidanandam et al., 2001; Venter et al., 2001); we are in the
proteomics era. All the disciplines of biophysics are in big expansion: the living
organism’s molecular architecture is the obsession of the structural biologist. The
purpose is to complete the understanding of the processes underlying the passage
from the sequence to the 3D structure, and from the 3D structure to its function and
dynamics.
There are many disciplines in the “bio-structure” field working together in order
to take advantage of their respective complementarities. Among these, X-ray
crystallography and NMR spectroscopy are somehow competing in the quest for
high-resolution. Electron microscopy (EM) has however a great potential to exploit:
NMR spectroscopy is still generally limited to small proteins (below 100 kDa),
although very recently the GroEL-ES complex (~900 kDa) has been solved by trosy-
NMR (Fiaux et al., 2002). Many conformational changes and dynamics aspects of
large macromolecular assemblies cannot be determined by NMR nor by X-ray
crystallography (Chiu, 1993; Henderson, 1995).
Isolated biological macromolecules have been extensively studied by electron
microscopy in the past decades. The techniques available for that purpose are
explained in the next few paragraphs.
I would like to briefly describe the air-drying negative staining and cryo-electron
microscopy techniques, putting special attention on the related specimen preparation
problems. In the next paragraphs, I will try to illustrate how these problems have
found an elegant solution contributing to the technical progress in the EM field.
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1.2 Conventional negative staining
A complete historical and practical review of all the scientific work that has been
successfully achieved is out of the present chapter’s purpose. There is a considerable
body of information on negative staining elsewhere in the literature (Harris and
Horne, 1991, 1994; Harris, 1997).
At the end of the fifties, the concept of negative staining as a light microscopical
procedure that will enable an essentially transparent object to be rendered visible by
surrounding it with a colored solution was transferred to the growing field of
electron microscopy. It is widely accepted that Bob Horne was the first electron
microscopist to really come to terms with the subject. He presented clear data
showing that biological samples could be surrounded by a thin amorphous layer of
air-dried stain, which considerably increased the amplitude contrast (§ 2.1.2) that
lacks in the absence of stain (Brenner and Horne, 1959).
Generally, a small amount of purified sample is deposited on a support film. The
support film can be either a carbon or a plastic film, directly mounted on a round
copper grid. The material used for the film support is hydrophobic. Therefore, to
allow a good adsorption of the biological material to the film, a glow-discharge
device is used to transform the surface in a hydrophilic one.
The water content of the specimen must be removed because of the high vacuum
in the electron microscope column (see § 2.1). Removing the water is of course the
first source of artifacts: structure distortions and collapsing are inevitable if the water
content is not replaced very rapidly. To prevent drying of the drop during the
adsorption, the grid can be prepared in a Petri dish with controlled humidity.
Adsorption to the support film is due to differences in the hydrophilicity or
charge of the sample, the surrounding water medium and the carbon film surface.
Therefore the attachment to the carbon can be highly selective (Dubochet and
Kellenberger, 1971).
A heavy metal salt solution is used to complete specimen preparation. A very
limited number of heavy metal salts is suitable as negative staining. Among these the
most useful are uranyl acetate, uranyl formate, sodium/potassium phosphotungstate
and ammonium molybdate. Negatively stained samples appear in the microscope
images transparent for electrons, surrounded by the electron opaque contrast
material. The signal-to-noise ratio (SNR) is generally very good, however the image-
signal can be disturbed by a grainy noise originating from the carbon film
underneath the sample and from the dried stain.
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The imaging conditions can be worse if the sample buffer contains important
amounts of sodium chloride and buffer salts at high concentration, or other
substances such as urea, glycerol and sucrose.
Negative staining will primarily reveal the outer surface and therefore the overall
replica or quaternary structure of a protein molecule, and it will be unable to reveal
high-resolution details. With this method it is often possible to achieve a routinely
resolution of 2.0-2.2 nm. The conditions may be better depending on the ability of the
stain to penetrate the studied object.
The typical uranyl acetate negative stain is used at low concentration (less than
2% v/v) but its pH of 4.5 can be highly destructive for some protein complexes. In
some cases, the loss of resolution may arise from specimen flattening during the
adsorption. Sugar embedding (glucose, sucrose, tannic acid and trehalose) is often
used to reduce the surface tension forces at the air-fluid interface that produces
flattening of the biological material (Harris, 1996).
In addition to direct structural changes such as viral disruption, protein
dissociation and membrane destabilization, there are other artifacts that this
technique carries with it. One of the major hazards of negative staining is the
situation where the stain does not spread evenly over the carbon support film. If the
protein concentration and the glow-discharge conditions are not optimal, small and
large hydrophobic patches on the carbon may exclude the stain and should always
be carefully distinguished from the biological material under investigation. Selective
orientation of the molecules is also responsible for misleading interpretations of the
EM pictures.
The thickness of the stain is a difficult parameter to control. Partially embedded
biological material may become very sensitive to the electron beam. The stain
surrounding the sample rearrange itself and subsequently burn, as monitored by
surface modifications (Unwin, 1974; Harris, 1997).
Despite all the well-known artifacts, conventional negative staining is still widely
used because of its rapidity and ease of use (Bremer, 1992); but mainly because the
low inherent contrast of unstained biological samples may still prevent accurate
alignment and hence averaging of redundant large multi-subunit complexes
(Hoenger and Aebi, 1996).
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1.3 Cryo-electron microscopy
The problems and preparation artifacts described in the previous paragraph (§
1.2) have found an elegant solution with the introduction of cryo-electron
microscopy of vitrified samples (Taylor and Glaeser, 1974; Adrian et al., 1984;
Dubochet et al., 1988). With this method the biological particles are observed by cryo-
electron microscopy in their native state embedded in a thin layer of vitrified
solution.
In order to study biological samples such as viruses or protein complexes with
this method, a holey carbon film support is needed. Practical details on how to
prepare such films are given elsewhere (Harris, 1997). An electron micrograph of the
film support is shown in the Methods section (§ 2.2). The way to vitrify a thin layer of
aqueous suspension using a holey carbon film was found by Marc Adrian and
colleagues at the European Molecular Biology Laboratory (EMBL Heidelberg,
Germany) at the beginning of the 80’s. Briefly, a drop of sample solution is deposited
on the holey carbon grid. The grid is mounted on a “guillotine” plunger (Figure 2.2).
The thin film of sample solution is created by the removal of excess liquid with a
filter paper. After blotting, the grid is immediately vitrified by plunging it into liquid
ethane, previously cooled at –180°C. Transfer of the specimen into the electron
microscope require a cryo-workstation (where the grid is transferred) cooled with
liquid nitrogen; and a cryo-specimen holder, also cooled at liquid nitrogen
temperature. A special double-blade anti-contaminator is also necessary in the
electron microscope, at the stage of the specimen, to avoid contamination of the grid
during the observation (Homo et al., 1984).
Viruses and proteins could be observed, for the first time, in their fully hydrated
native environment. This technique represents a tremendous progress in the study of
biological objects by electron microscopy. Biological materials could then routinely
be prepared as frozen-hydrated specimens, with unfixed and unstained material
embedded within a layer of vitreous (solid but non crystalline) water. Thus, the new
field of high-resolution cryo-EM was established and rapidly adopted by several
research groups around the world for the study of an increasing number of biological
samples.
In retrospect, it can now be seen that the considerable effort made in the
investigation and understanding of the fundamental technical and physical
principles involved in the vitrification resulted in its successful application to
aqueous suspension of biological materials (Lepault et al., 1983) and helped provide
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answers to many structural and functional questions (Unwin, 1986; Dubochet et al.,
1988; Mancini et al., 1997; Stowell et al., 1998).
It is now well established that cryo-electron microscopy of vitrified biological
samples gives the better guaranty of specimen preservation. There are many factors
responsible for this. Among them I would cite the absence of support film; the
structure is fully hydrated and preserved in all dimensions, no flattening occurs. In
the vitreous aqueous buffers, the particles can freely rotate in many orientations,
although it is quite frequent to observe preferred orientations for surface-charged
specimens or for protein complexes that have a characteristic cylindrical shape like
the thermosome, the GroEL chaperonin, the keyhole lympet hemocyanine (KLH), etc.
The method allows kinetic studies. Since two years, I collaborate with Prof. Testa
in the Institute of Therapeutic Chemistry (Lausanne). The work concerns the effect of
a drug, propranolol, on the liposome structure. It was possible to stop the kinetic of
the chemical reaction at several time-steps, and image the corresponding states by
cryo-electron microscopy (A Marca-Martinet et al., in preparation). In this study, the
time-scales of the reaction are in the order of magnitude of minutes, and that allowed
an easy set up for the experiments. Nigel Unwin and colleagues attempted a really
challenging work. By spraying effectors during the specimen fall into liquid ethane,
Unwin could determine the closed and open conformational states of the
acetylcholine receptor from Torpedo ray (Unwin, 1995, 1996). In this case the
reactions were in milliseconds.
The structure preservation has been demonstrated by number of cases down to
near atomic resolution for crystalline objects (Miyazawa et al., 1999; Lowe et al., 2000;
for a review see: van Heel et al., 2000). Nevertheless, despite the last decade
important progress that has been made in this field, structure determination at sub-
nanometer resolution remains a tough task, especially in the case of low-symmetry,
relatively small (below 1 MDa), isolated biological specimens.
There is only one case where a single protein complex has been determined to
better than 0.9 nm resolution: the large subunit of the E. coli ribosome (Matadeen et
al., 1999). In this particular case, more than 16000 particles have been used to achieve
this kind of resolution. Of course, if we consider icosahedral viruses as large “single”
particles, where the asymmetric subunit is repeated more than 60 times depending
on the virus core symmetry, this kind of resolution is easier to achieve (Böttcher et al.,
1997; Conway et al., 1999).
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In the past decade, a considerable effort has been done in improving the
instrumentation more than the specimen preparation methods. New generation
electron microscopes provide higher voltages, brighter electron sources, improved
coherence, which results in a better contrast transfer function (see § 2.1.1.2). The
mean-free path of the electron beam is increased with a higher accelerating voltage
(V). It is directly proportional to the square root of V. This means that when the
accelerating voltage in the electron gun is increased by a factor 4 (say from 100 to 400
kV) the “penetration” in the specimen is increased by a factor of 2. Multi-scattering
phenomena and beam-damage are decreased but the contrast also is decreased. This
explains why cryo-electron microscopy is limited by the nature of the biological
specimens, not really by the quality of the instruments nor the rapidity of newly
developed microprocessors. Nevertheless FEG sources typically operated at 200 or
300 kV have many advantages, namely the possibility to observe thicker biological
samples, i.e. tomography on whole cells (Koster et al., 1997; Baumeister et al., 1999)
and the electron beam is 1000 times brighter and coherent, decreasing the point-
spread function and allowing an electron spot of 0.1 nm.
Despite the accepted fact that cryo-electron microscopy is the choice method for
the study of biological material under native conditions, many microscopists remains
faithful to conventional negative staining. Many people still feel cryo-EM as a
difficult technique. Although I disagree with this statement, I admit there are some
obstacles related to the technique.
Unstained vitrified specimens are hardly visible when imaged by cryo-electron
microscopy. The protein density (ca. 1.3 g/cm3) is not much higher than the density
of vitreous water surrounding the biological particles, which corresponds to
approximately 0.93 g/cm3 (Dubochet et al., 1982a). The low signal-to-noise ratio
(SNR) limits not only the visibility of the object, but also interferes with the image
processing (i.e. particle orienting, § 3.2) that must be made in order to obtain a 3D
representation of the studied sample. In order to better “see” the particles, the
contrast (SNR) can be increased either by recording images far from focus (increased
phase contrast, § 2.1.2) or by recording images with an increased electron dose
(exposure dose).
Both proposed methods are, in a manner of speaking, “bad for business”! In the
first case, recording an image far from focus increases the contrast but decreases the
resolution. The contrast transfer function (CTF) is modified and the information
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available is limited by the shift of the CTF zeros towards the low spatial frequencies
region of the Fourier spectrum.
An increase of the electron exposure dose also results in an increased SNR, but on
biological samples the resolution is however lost. The fine structure of the protein is
lost due to the beam damage. A more detailed explanation of the problem is given in
§§ 2.1.2 and 4.1.
In order to achieve high-resolution biological cryo-electron microscopy, a good
familiarity with the best imaging conditions is needed. This means that not only the
microscope parameters must be determined and appropriately chosen, but also that a
profound knowledge of the samples is essential.
Low-dose, close to focus images are extremely noisy, severely limiting the
possibilities of image processing. Consequently, the low SNR and the high electron
beam sensitivity remains two major resolution-limiting factors.
In addition, specimen charging during the exposure is a third limiting factor very
difficult to manage. The low electric conductivity of the vitrified un-irradiated buffer
solution, and of potential ice contamination on the surface of the sample, leads to
built-up of local charges during the exposure. This lowers the resolution at the
border of the illuminated area. In the case of tilted samples, this results in a charge-
induced apparent specimen drift in the direction perpendicular to the tilt axis. This
effect could partly be reduced by illuminating with a beam that covers the whole
vitrified specimen area including the surrounding carbon support film, because the
irradiated vitrified water becomes slightly electrically conductive.
Among many other less important difficulties, I would like to expose the
problem of water evaporation during specimen preparation. Between the deposition
of a sample droplet on the EM grid and the sample vitrification, the time gap allows
the evaporation of the buffer’s water content. If this evaporation effect is forgettable
in many cases, there are many others where it can be dramatic. In particular when
the salt concentration must remain under control from the beginning to the end of
the sample preparation process. It has been demonstrated that the salt concentration
may increase by a factor of eight (Cyrklaff et al., 1990).
Many devices have been developed to overcome this problem. The main idea is
to build a humidity control chamber around the specimen in order to stabilize the
water content during the specimen preparation (Bellare et al., 1988; Frederick et al.,
1991).
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In my experience, the use of the trehalose (1-O-a-D-glucopyrannosyl-a-D-
glucopyrannoside) turned out to be helpful to overcome the evaporation problem.
The addition of 3-5% to the sample solution is a good trick to decrease the water
evaporation during the specimen preparation (De Carlo et al., 1999). It has been
demonstrated that trehalose is a remarkable substance, able to prevent water to leave
the interior of proteins even in dryness conditions (Schlichter et al., 2001).
The idea of cryo-negative staining is not new. At the beginning of the 80’s, Jean
Lepault and colleagues already tried to add solutes in the solution. The fact that
solutes are not segregated in vitreous ice makes it possible to increase the density of
the medium, thus changing the contrast of embedded particles (Lepault et al., 1983).
The problem is that when a salt like metrizamide (a tri-iodinated benzamido
derivative of glucose) is added to the buffer prior to vitrification, a situation is
reached where the contrast is dramatically reduced (contrast matching). When the
salt concentration is increased, a contrast inversion is obtained (with 30%
metrizamide), and the particles appear in the EM field negatively stained surrounded
by the high-density salt.
However, in this situation the fine structural details of the high-salt embedded
biological particles are no more revealed, making the embedding technique useless
for high-resolution structure determination.
Other tries have been carried out in the laboratory of Prof. Marin van Heel, at the
Imperial College in London, where Böttcher and colleagues tried to mix conventional
negative stains with the sample in the solution, just before vitrification, without
convincing results (Böttcher et al., 1999).
It is only a few years ago that the cryo-negative staining technique used all along
my thesis was revealed to the EM community, but this is matter of the next section…
91.4 Cryo-negative staining
Marc Adrian developed the cryo-negative staining technique a few years ago in
our lab (Adrian et al., 1998). From a methodology point of view, this sample
preparation technique is very similar to thin film vitrification technique, with the
exception of an additional step: a short time of contact between the biological sample
and the stain (Figure 1.1). As a result, the sample is entrapped in a vitrified
ammonium molybdate salt solution, used at saturated concentration.
Figure 1.1
Schematic view of the specimen preparation steps
If the methodology is very analogous, the results obtained with this technique are
completely different, and in my opinion, revolutionary!
The signal-to-noise ratio is amazingly higher, making it possible to visualize the
biological samples with an extraordinary amount of details and clarity. In the first
published work, a large number of different samples have been tested: icosahedral
viruses, isolated proteins and even two-dimensional (2D) catalase crystals. The gain
in SNR has been demonstrated by the straightforward comparison of the same
samples, imaged in both unstained and stained conditions. The major interest is the
high contrast of cryo-negatively stained particles; they can be imaged close to focus
thus better preserving the high-resolution information. For instance, the DNA
packaging was clearly shown in bacteriophage T2 capsids.
Nevertheless, this advantage was not demonstrated quantitatively: the 3D
reconstruction of the TBSV virus did not show an improved result. An improved
resolution was claimed but this first encouraging pioneering work left unanswered
many important biological questions. The most important is whether the biological
structure is preserved down to atomic resolution for non-crystalline objects. This
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question can be asked using other words: does the stain penetrate the protein, and if
yes to what extent (what kind of internal details can be revealed)?
Moreover, many research groups tried without success to reproduce the results
published by Adrian and colleagues. It was necessary to clarify the situation and find
answers to validate and share the extraordinary potential that this new technique
carries with it…
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1.5 Aim of this work
I had the great opportunity to learn everything about cryo-EM and cryo-negative
staining with my mentor, Marc Adrian. I started to investigate the structure of many
biological specimens with the newly developed cryo-negative staining method.
I could reproduce all the experiments with 100% success and I understood that
the main problem was a lack of information about the practical material and methods
section on the Adrian et al. paper (1998).
It was still necessary though, to find answers to many other questions, namely:
- is it possible to quantitatively asses the gain in SNR?
- the images can be recorded close to focus; what is the gain in resolution?
- are the specimens really preserved in presence of the concentrated stain?
- if yes, to what extent?
- are the stained specimens more beam-resistant than unstained ones?
- is the internal structure accessible?
In order to find answers to these questions, it was necessary to establish a
standard protocol and work with the same specimen to allow a significant
comparison between unstained and stained data. Most of the work presented in the
following sections has been carried out on a single bacterial protein: the E. coli
chaperonin GroEL (Ellis, 1996). It is the protein issued from the phage growth gene
(locus E), composed of a large (L) sub-unit and a small one (S). The apo-GroEL
(without the small sub-unit) is a homo-tetradecamer of 801 kDa. The X-ray atomic
model is known (PDB: 1OEL; Braig et al., 1995). It is a perfect test-sample because the
high-resolution atomic structure is available to allow a straightforward comparison
and to validate the electron microscopy experiments.
A brief description of the material and methods will be given in § 2. All the
image processing steps needed to extract the information from the electron
micrographs are illustrated in § 3.
In order to answer to the first part of the questions raised in the previous page,
the protein sample GroEL was prepared by cryo-negative staining and
“conventional” cryo-electron microscopy as well. Multiple exposure series were
recorded in the electron microscope to study the effect of an increasing exposure
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dose on both the stained and unstained GroEL. The quantitative assessment of the
SNR gain, in addition to the three-dimensional (3D) reconstructions obtained from
the multiple exposure series, are presented in section 4. In order to confirm the
results, the fit of the GroEL atomic model with every density map, obtained under
different exposure conditions, is also quantitatively assessed by cross-correlation
analysis (§ 4.3).
It remains to establish though, to what extent is the structure preserved and if the
access to the structure internal features is allowed in presence of the stain. To address
this issue, the 3D structure of the GroEL chaperonin will be investigated by cryo-
negative staining, in low-dose conditions, in a field-emission gun (FEG) transmission
electron microscope. The validity of the results is also confirmed by the
straightforward comparison with the atomic model of the chaperonin, previously
obtained by X-ray crystallography (§ 5.3).
Several applications of cryo-negative staining will be illustrated in the last
section of the present report. The newly established technique has been successfully
applied in the study of a very important biological macromolecule, the yeast RNA
polymerase I. An additional example will be illustrated to show another significant
advantage of the technique, i.e. the capability of imaging small bio-macromolecules.
The Aeromonas hydrophila aerolysin is a 350 kDa membrane protein, a pore-forming
toxin. The three-dimensional structure of the water-soluble oligomer mutant is
presented.
Many viruses have been studied throughout the work: some electron
micrographs of cryo-negatively stained icosahedral viral particles are shown in §
6.2.1.
Another study concerns an enveloped virus, the ORF EEV particle. Section § 6.2.2
shows the comparison between thin film cryo-electron microscopy and cryo-negative
staining of this Vaccinia-like enveloped virus.
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2. Methods
2.1 The electron microscope
The first electron microscope has been fabricated at the beginning of the 30’s. The
first prototype had a modest resolution of more than 20 nm (Knoll and Ruska, 1931).
After the Second World War, many constructors succeeded in the production of
electron microscopes capable of a resolution better than 1.0 nm.
There are excellent books treating the subject of electron microscopy and the
physics of image formation (Hall, 1953; Slayter and Slayter, 1992; Reimer, 1998), and
only a short description of the main components will be given in the next lines. Once
again, I would like to focus on the problems still limiting the structural
determination of isolated biological macromolecules.
In the next paragraphs, the more sophisticated newly integrated components, like
the field emission gun (FEG) electron source, and the advantages that are related to
these technical advances are discussed.
2.1.1 The electron sources
2.1.1.1 The LaB6  cathodes
The conventional electron sources used in the so-called conventional electron
microscope are tungsten (W) and Lanthane-hexaborure (LaB6) cathodes. The
electrons are extracted from the metal by thermo-ionic emission, by heating
the cathode at more than 2000°C. This type of cathode is characterized by an
energy spread of 1.5-2.0 eV and by a typical opening angle of 0.7 mrad
(Reimer, 1998). These parameters have a direct influence on the contrast
transfer function, as the envelope function determines the way the CTF
behaves in the Fourier spectrum (§ 3.1). The LaB6 cathodes need a better
vacuum (10-6 Torr) than the tungsten cathodes (10-5 Torr).
2.1.1.2 The FEG sources
Wood has discovered the field emission effect in 1897: a high voltage applied
between a tip-shaped cathode and a flat anode produces an electronic flux. In
1954, the first field emission gun cathode has been proposed as electron source
in an electron microscope (Cosselet and Haine, 1954). This type of source
requires a higher vacuum than any other electron source (better than 10-7
Torr). Consequently, the practical applications came only twelve years later
(Crewe, 1966) and this type of cold-FEG sources were commonly mounted in
electron microscopes used in solid state physics research laboratories.
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The common FEG electron source is a Schottky emitter, where the W tip is
however heated in order to extract electrons, because the high-strength electric
field is not sufficient for tunneling effect (Reimer, 1998). It should therefore be
called field-assisted thermo-ionic emitter and not FEG, but it has a very low
energy spread of 0.1 eV, a source size 1000-times smaller and a brightness
10000 higher than the conventional LaB6 cathodes.
High-voltage Schottky sources were first used in the material sciences, but five
years ago the first applications in the structural biology field provided a
convincing proof of the advantages of such electron sources (Zemlin et al.,
1996). The FEG-equipped modern electron microscopes have a certainly better
CTF, and the advantages of an improved CTF are discussed in Mancini et al.
(1997) and again in §§ 3.1 and 5.4.
2.1.2 The image formation
A complete description of the complicated theory behind the physics of image
formation is out of my purposes. The book written by Ludwig Reimer is an excellent
reference “bible” for the electron microscopist (Reimer, 1998).
Once more, I would like to shortly discuss the image formation theory by
addressing the relevant questions related to the problems discussed in the first
chapter.
The electrons can be considered as matter particles or electromagnetic waves.
When considering the interaction between the electron beam and the sample, two
cases have to be distinguished due to the matter-wave duality of electrons.
The electrons can interact with the specimen atoms as elementary particles. In
this case the contrast in an electron micrograph arises from the elastic and inelastic
scattering of electrons. This is called the amplitude contrast. If the beam electrons are
deviated by the positive charges in the nucleus, or by the negative charges of the
surrounding orbitals without loss of energy, the deviation angle is wide and
scattered electrons can be removed by the objective aperture.
If the electrons undergo inelastic scattering with loss of energy, then the
deviation angle is narrow; the objective aperture cannot remove inelastically
scattered electrons. They contribute to increasing background noise.
For unstained biological samples (cryo-EM) the amplitude contrast is weak. In
contrast, in the presence of a negative stain, generally composed of heavy metal
atoms, the amplitude contrast will be increased because of the augmented number of
elastically scattered electrons arrested by the objective diaphragms.
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If we consider electrons interacting with the specimen as a front wave, the
contrast arises from the phase shift between the scattered and the unscattered waves.
This is called phase contrast.
This mode of contrast formation arises from the wave interference pattern of
electrons going through the optical system. For thin specimens made of light atoms,
there is practically no phase contrast at focus. According to the old method of
Zernike, introducing an additional pi/2 phase shift can considerably enhance phase
contrast. In electron microscopy, defocusing can partially achieve this shift but at the
cost of a very variable contrast transfer function. Staining with heavy metal produces
a phase shift without the need for high defocusing. This is why cryo-negative
staining is a good approach to overcome the SNR problem. By using the ammonium
molybdate stain, amplitude and phase contrast are increased. Consequently the
images can be recorded close to focus with an excellent sample visibility.
Nevertheless, there are other defects that can strongly influence the quality of the
transmitted information by modifying the modulation transfer function.
The first inevitable trouble is the quality of the electromagnetic lenses. These
lenses have mainly three defects and only one of them is possible to correct. The
lenses aberrations are the spherical aberration (Cs) and the chromatic aberration (Cc).
None of them can directly be corrected. Astigmatism is the only defect that can be
easily corrected. All this is broadly described in the basic EM books (Slayter and
Slayter, 1992).
The electron microscope constructors indicate the numerical value corresponding
to these errors. As an example, the TWIN lenses equipping the Philips CM electron
microscopes have a spherical aberration of 2 mm. The JEOL Company provides
electromagnetic lenses with a better Cs of 0.5 mm. This value is important and is
taken into account when simulating the modulation of contrast transfer function by
the envelope function (§ 3.1).
Another inescapable hitch is radiation damage. In the case of unstained, frozen-
hydrated samples, the destruction of the fine structure of the biological material
becomes significant already in the range of 100 e-/ nm2 (Glaeser, 1971; Jeng and Chiu,
1984; Henderson, 1992) and bubbling puts an end to any useful observation generally
before 10k e-/nm2 are reached (Dubochet et al., 1982b; Lepault et al., 1983; Talmon et
al., 1986).
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Beam damage has been thoroughly studied by number of research groups
(Glaeser and Tylor, 1978; Knapek and Dubochet, 1980; Fotino, 1986; Conway et al.,
1993; Leapman and Sun, 1995). Beam deflection units have been realized in order to
observe vitrified biological specimens in low-dose conditions (< 1000 e-/nm2). Spot
scanning has been developed and implemented in the image recording process
(Downing, 1991).
In the group of Yoshinori Fujiyoshi (Kyoto, Japan) a helium-cooled specimen
transfer system has been implemented on the 300 kV JEOL 3000F electron
microscope. According to Yoshinori Fujiyoshi, the cryo-protection effect should
reduce radiation damage when the specimen is cooled down to liquid helium
temperature (4°K) (Fujiyoshi, 1989), but it is still a matter of discussion (Int. Exp.
Study Group, 1986).
2.1.3 The image recording systems
In the modern electron microscope the image is generally recorded on negative
films. Kodak SO 163 electron sensitive films are the most common recording support
used. Their size is 9x7 cm2 and they are very sensitive. For instance, an exposure dose
of 0.5 e-/mm2 gives an optical density of 1.0, if the negative is developed in Kodak
D19 developer (full strength) for 12 min at 20°C. In the process of recording a signal,
the sensitivity is not the main issue; the DQE (detection quantum efficiency) is in fact
more important. In general, the SNRout behind the detector system is lower than
SNRin (Reimer, 1998). The squared ratio of these is the DQE:
† 
DQE = SNRout
2
SNRin
2 £1 [1]
Negative films have an excellent DQE of 0.85 to 0.9 and a better PSF as CCD
detectors. At the moment, the negatives are the highest resolution support available.
With a good negative scanner, sampling spacing up to 0.1 nm (at the specimen scale)
are possible.
In order to avoid tedious negative developing and image printing in the dark
room, digital CCD cameras have been introduced in the EM world. These imaging
devices are placed in the column of the electron microscope and they are directly
connected to graphic workstations that allow the image to be quickly treated with an
image processing software.
17
Despite the acquisition speed and the enhanced sensitivity, these devices have a
poor resolution compared to negative films. The sampling size is only 24 mm/pixel.
The image size is generally limited to 1024x1024 pixels, which means that at a
comparable magnification, only the 9th of a negative is stored in a CCD electron
image. Recent cameras have an improved size CCD chips, ranging from 2048x2048 to
4096x4096 pixels. The price of these devices is still to high to justify the purchase of
such a recording system and the abandon of negative films.
Nevertheless, these new systems equipped with recent CCD detectors have an
improved quality for scintillators and the sensitivity is better compared to the
negative film. CCD cameras are also useful to speed up acquiring procedures in view
of an automated recording system, where auto-defocus and auto-recording allow
collecting many thousands of particles in a few recorded pictures.
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2.2 Grid preparation
The sample supporting grids used are homemade metal-coated holey carbon
grids (Figure 2.1).
Figure 2.1
Low magnification pictures of holey carbon film support
2.3 Sample preparation
The GroEL chaperonin (stock solution, 18 mg/ml) was purified as described in
Hayer-Hartl et al. (1996) and subsequently diluted in a buffer solution composed of
20 mM MOPS, 100 mM KCl, 4 mM MgCl2, pH 7.4, to a final concentration of ~1.0
mg/ml.
For vitrification of the native sample, a drop of solution
was applied to the metal-coated face of the grid without
previous glow-discharge. The grid was mounted on a
plunger (Figure 2.2), blotted and vitrified in liquid ethane.
For cryo-negative staining, the procedure was the same,
except for the fact that the grid with a drop of the sample
was put on the staining solution for 30 seconds before
being mounted on the plunger and immediately blotted
and vitrified (Adrian et al., 1998). The stain was prepared
using a 16% ammonium molybdate solution (0.9 ml), with
the addition of 0.1 ml NaOH 10M to obtain a pH of 7.4.
Figure 2.2
Plunging apparatus
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3. Image processing
3.1 Correction of the contrast transfer function
3.1.1 Short theoretical introduction
The contrast transfer function is a mathematical concept based on the phase
contrast arising from the interaction between the electromagnetic waves and the
sample. The mathematical formulation takes into account the defects of the electron
imaging system. In an ideal case, i.e. a “perfect” electron microscope, the CTF would
be unity in the whole Fourier spectrum. In reality, the imperfections of the electron
microscope (§ 2.1.2) produces an oscillating CTF, where several phase reversals occur
at some points in the spatial frequency spectrum.
The phase reversal (or contrast reversal) can be corrected, and the computer
processing behind this correction is the aim of this paragraph. Moreover, in addition
to the oscillating aspect, the CTF signal also dumps in the high frequency region of
the Fourier spectrum, imposing a resolution-limit to all retrievable data in the
electron micrographs.
The purpose of the CTF correction is of great interest. A correct CTF modeling
allows a deep knowledge of the instrument, which is absolutely necessary in order to
find the best imaging conditions. It is also capital in order to achieve high-resolution
3D structure determination. The phase reversals must be corrected in the electron
micrographs to accomplish a correct interpretation of all details in an electron density
map.
In the case of unstained biological specimens, the phase contrast is predominant
(§ 2.1.2). Dick Wade has provided a very impressive description of the contrast
transfer function characteristics (Wade and Frank, 1977; Wade, 1978; Wade, 1992).
More features about the CTF theory can be found in the book of Joachim Frank
(Frank, 1996).
In the Fourier spectrum, the high spatial frequencies describe the high-resolution
information that arises from the elastic scattering. Low spatial frequencies
correspond to low-resolution information whose origin is not well distinguished
between inelastic and elastic scattering.
The image formation theory implemented in the contrast transfer function based
on the Scherzer formula (Scherzer, 1949) only takes into account elastic scattering.
Amplitude contrast allows the description of electrons scattered at wide angles.
Image formation theory is incomplete because it is based on an elastic amplitude
contrast only, but it is in reality a mixture of inelastic and elastic scattering that is not
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really distinguished in the CTF modeling. Angert and coworkers used zero-loss
imaging (Schröder et al., 1990) on an EFTEM and attempted the modification of the
CTF theory by integrating an inelastic scattering describing term in the formulae
(Angert et al., 2000). It is a pioneer effort in the field and it is not yet routinely applied
to practical work.
The CTF theory mathematical formulation is principally based on the elastic
scattering of electrons, originating form a monochromatic electromagnetic wave
(Wade, 1992; Zhu et al., 1997). The weak phase approximation allows the CTF
description in terms of spatial frequency k:
CTF (k) = 2[(1-W) sin(g) – W cos(g)] [1]
where g = 2p (0.25 k4 Cs l3 – 0.5 l Dz k2)
W is the amplitude contrast ratio; Dz is the applied defocus; l is the wavelength
and Cs the spherical aberration constant (§ 2.1.2). In the next page, an example is
illustrated with the following parameters: W = 0.1 Cs = 1 mm, l = 0.025 nm et Dz =
3.5 mm (Figure 3.1A).
Equation [1] is appropriate for an ideally perfect electron beam. I have already
mentioned that many factors, such as the aberrations and the defocus spread, modify
the CTF, which is taken into account in the so-called global envelope function E(k),
mathematically expressed as:
† 
E(k) = exp -p 2Q2 k 2Csl3 - Dzkl( )
2[ ]exp k 4l2Ds2 -p
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[2]
This expression is in fact the product of three envelopes. The first describes the
modifications due to the source size (Frank, 1973), where Q is the effective source
size.
The second exponential describes the acceleration voltage fluctuations, the
defocus spread (Ds) and the lenses electric current fluctuations (Wade and Frank,
1977).
Finally, the third exponential describe the variation of all remaining parameters
under the form of a Gaussian profile determined by Eg, the FWHM (Downing and
Grano, 1982).
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With the following parameters Q = 0.002 Å-1, Ds = 20 nm, Eg = 0.12 Å-1, Figure
3.1B shows that the envelope function E(k) dumps the CTF signal with increasing
spatial frequency.
Figure 3.1
CTF, numerical simulation (F. Mouche, Ph.D thesis)
If we multiply the raw CTF (k) by the global envelope E(k), a more realistic
version of the contrast transfer function is obtained (Figure 3.1C). The asymptotic
behavior of the CTF in the high spatial frequency region of the Fourier spectrum
indicates the loss of information. The resolution-limit imposed by the envelope is of
22
course defocus-dependent. The higher the defocus, the more the high-resolution
information is lost.
Figure 3.1D is the so-called diffractogram. It corresponds to the CTF square
module, also called the power spectrum. It is also the first retrievable data extracted
form the electron micrograph, either by checking the negative at the optical bench or
by computing the FFT over the digitized image.
The diffractogram computation of an electron micrograph is the first important
step in the whole CTF correction procedure. Before the computer analysis, the
selected negatives are digitized with a negative scanner. The digitized images are
generally split in several parts because of their dimensions. As an example, a 9x7 cm2
Kodak SO163 negative, digitized with a Zeiss SCAI Scanner with a sampling size of 7
mm/pixel, gives a computer TIFF image which size exceeds 300 Mbytes.
The image parts are submitted to periodograms analysis, as described by Zhu and
coworkers (Zhu et al., 1997). This procedure consists in sampling the image with, say,
512x512 pixel windows, with maximum 20% overlapping. An average power
spectrum is thus calculated and the power spectrum profile plotted.
This analysis is done for the whole set of micrographs. By using SPIDER and
WEB (Frank et al., 1995), the profiles are analyzed to determine the CTF experimental
parameters.
The minima position of all profiles is stored in a document file (or in the lab
logbook) and subsequently used in order to estimate the defocus used during the
image recording at the electron microscope.
The defocus values indicated on the EM main screen are frequently wrong. A
defocus series over a simple carbon film is very often necessary in order to calibrate
the defocus steps.
Nevertheless, a first estimation of the true defocus is obtained with SPIDER. The
next step is the determination of the envelope function parameters. This is also
performed with the SPIDER image processing package. Once all the parameters have
been collected, the simplest correction of the CTF is the “phase flipping”, that is,
performing a phase correction which assures that the modified image transform has
the correct phases throughout the resolution domain.
However, this correction applies only to the phases, the amplitudes remain
unaffected: Fourier components lying in the region near the CTF zeros are weighted
down, and in the zero regions themselves they are not transferred at all.
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3.1.2 The Wiener filtering
The Wiener filtering approach can then be used as a correction approach to avoid
noise amplification (Frank, 1996).
The mathematical expression for the Wiener filter is the following:
† 
W (k) = CTF(k)
CTF(k)2 + 1
SNR
[3]
The true Wiener filtration takes into account the SNR fluctuations over every
spatial frequency; it is in contrast kept constant here. In order to illustrate this
approach, an example of application on a single image is shown in Figure 3.2.
Figure 3.2
Wiener filtering - numerical simulation (F. Mouche, Ph.D Thesis)
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The first part of Figure 3.2 shows the CTF of a single image, as monitored by the
three CTF’s zero-nodes at 1/16, 1/11 and 1/9 Å-1, respectively. If we now chose the
SNR constant value (here SNR=10) for this specific CTF, the Wiener filter looks like
the one depicted in Figure 3.2B.
After the Wiener filtration, the corrected CTF for this image is obtained (Figure
3.2C). It is evident from Figure 3.2C that another image is needed to compensate the
loss of information corresponding to the CTF zeros. Therefore, a second image
should be recorded with a well-defined defocus, that would ideally have its zeros
right where the other CTF has its maxima.
Of course, the more defocus series are available, the better the Fourier spectrum
completeness can be reached.
There are essentially two ways to correct the CTF by Wiener filtering. It basically
depends whether the correction is made on the 2D experimental projections (§ 3.2) or
on the 3D volumes (Schema 3.1).
The common steps consist in particle picking and further separation of the
windowed particles into different data sets, according to the defocus used during
image recording. If the CTF correction is planned for the 2D projections, then all the
CTF-corrected particles are subsequently mixed and treated together. If the CTF
correction will be applied to the 3D volumes, the further image analysis (§§ 3.2, 3.3)
will be carried out for each defocus-dependent data set independently.
3.1.3 Personal contribution
In this paragraph I would like to present my personal contribution to the CTF
correction effort. Until now, the literature data often reports the CTF correction in the
case of frozen-hydrated biological specimens imaged by FEG-TEM. For the first time
cryo-negative staining has been combined with FEG imaging. I think it will be
interesting to share my findings in this “never visited land”.
In the high-resolution analysis that will be illustrated in § 5, a recent FEG-
equipped electron microscope is used. The CTF correction on the FEG data is applied
to the windowed 2D projections. However, before Wiener filtering, it is extremely
important to verify the perfect matching between experimental and computer-
generated data. The underlying reason is very simple: the defocus estimation made
with SPIDER after the periodograms analysis is slightly incorrect. The true defocus
values are somewhat greater.
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This fact is relevant in order to achieve high-resolution biological EM. If the slight
shift of the computer-generated CTF versus the experimental CTF is not catastrophic
in the low spatial frequency region of the spectrum, it will be in the high-resolution
region. A slight shift in this region would be responsible for a phase flipping where
there is no information at all, with a dramatic consequence!
Another very surprising yet interesting fact is that the amplitude contrast
contribution is more similar to what is commonly found in the case of unstained,
frozen-hydrated specimens, than in the case of dried and stained samples. It is
widely accepted that the amplitude contrast contribution (ratio) is approximately in
the range of 8-10% for vitrified specimens and 20-25% for dried, stained samples.
My personal analysis conducted for cryo-negatively stained samples indicate a mean
amplitude contrast ratio of 13%. This observation is an additional supporting
argument of the fact that even in presence of the ammonium molybdate stain, a large
proportion of the sample is still hydrated, thus decreasing the amplitude contrast.
These values clearly indicate that the sample is in a situation very close to that of
unstained vitreous specimens than air-dried negative stained samples. Another
practical advantage is the modulation transfer function visibility. In presence of
ammonium molybdate in the vitrified suspension, Thon’s rings are perfectly visible
in the power spectrum. The addition of a thin carbon film underneath the sample-
containing holes, otherwise useful, is useless for cryo-negative staining. After the
CTF correction, the experimental projections will be submitted to multivariate
statistical analysis to align and classify them, which is the argument of the next
paragraph.
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Schema 3.1 – CTF diagram
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3.2 Multivariate statistical analysis with SPIDER
In the preceding chapters I have tried to illustrate how the image is formed in an
electron microscope, the problems encountered with the choice of the biological
specimen preparation method and the technique used for its observation.
In the interpretation of an electron micrograph, one is faced to several difficulties,
some of which have been illustrated and the way to overcome them discussed. Even
after CTF correction, an electron image may still present a lack of clarity and
definition, it may still be noisy. The term noise is generally used to denote all
contributions to the image that do not originate with the object. Part of this problem
can be resolved by averaging, and the success of this procedure relates to the fact that
the image contains noise not related to the object.
One possible origin of noise has already been discussed in the case of air-drying
negative staining (§ 1.2). The use of cryo-EM allows overcoming this source of noise.
Averaging techniques facilitate the separation of single molecules projections from
their background, actively contributing to a better SNR.
Another origin is the recording process itself. This is the so-called shot noise, due
to the quantum nature of the electron. This noise is caused by the statistical
variations in the number of electrons that impinge upon the recording target and it
follows Poisson statistics. It is a signal-dependent noise. Because of the importance of
minimization of radiation damage, especially in the case of unstained biological
specimens, the shot noise is one of the most serious limitations in the imaging
macromolecules.
It is now easy to understand why an extensive effort has been carried out in the
past two decades in the development of computer assisted image processing. The
purpose of averaging techniques is to increase the SNR by the mean of statistical
analysis.
What will be important in the next few lines is the conceptual difference between
variations in the image entirely unrelated to the object and those that are due to
something that happens to the object.
From this point of view, multivariate statistical analysis (MSA) has become
necessary in the treatment of 2D images (Frank, 1996). The methods used for MSA
fall under the category of eigenvector method of ordination (Lebart et al., 1977). Among
these are principal component analysis (PCA) and correspondence analysis (CA).
The basic common idea is the decomposition of the total variance into mutually
orthogonal components that are ordered according to decreasing magnitude. A
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complete description of the MSA is out of purpose here and can be found in the
literature (Frank and van Heel, 1982; Borland and van Heel, 1990; Lebart et al., 2000).
A practical example of the multivariate statistical analysis using correspondence
analysis is shown here (Figure 3.3). The biological sample is the GroEL chaperonin
(Braig et al., 1995).
Figure 3.3
Particle picking and 2D averaging (Eigenimages)
The top left area of Figure 3.3 shows an original electron micrograph of cryo-
negatively stained apo-GroEL. The 2D experimental projections can be windowed
and thus extracted from the original image (black boxes, right). Typical eigenimages,
results of the MSA algorithm implemented in SPIDER, are shown in the bottom line
of Figure 3.3.
With multivariate statistical analysis, the projections are grouped into clusters of
similarity. PCA and CA are technically speaking data reduction techniques.
Clustering is a dimension reduction in factor space, which is not to be confused with
classification.
Classification of images involves an attempt to interpret the resulting clusters in
the widest sense. In the following part of this work, only one type of cluster
classification will be used: the hierarchical ascendant classification (HAC). It is based
on the construction of an indexed hierarchy among the images to be classified. The
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images are successively merged based on their distance in factor space. An index of
similarity can be used to construct a tree that depicts the hierarchical relationships.
Such a tree is also used in genetic analysis and is called a dendrogram (Frank, 1996).
The dendrogram is constructed with a merging rule. There are many criteria to
chose, and the Ward’s criterion is a commonly used one. The Ward’s criterion is
based on the principle of minimum added interclass variance (Ward, 1982).
A practical demonstration of the hierarchical ascendant classification with
Ward’s criterion is illustrated in Figure 3.4. Approximately 2300 cryo-negatively
stained GroEL particles were used for this classification. The number of classes
strongly depends on the cutoff threshold used. Very often, the choice of cutoff level is
made according to pragmatic considerations: large enough to compute well-defined
averages yet small enough to prevent losing high-resolution.
Figure 3.4
Demonstration of hierarchical ascendant classification with Ward’s criterion
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3.3 Three-dimensional reconstruction
A few projection images are quite inadequate to fully describe the architecture of
an unknown object. This limitation is illustrated in the famous drawing by John
O’Brien (Figure 3.5).
Figure 3.5
The first 3D reconstruction of a biological object was published in 1968 by De
Rosier and Klug: the T4 phage helical tail (De Rosier and Klug, 1968). Thirty-five
years later the 3D reconstitution techniques are extensively studied and applied in a
variety of scientific image fields such as EM, X-ray crystallography, NMR
spectroscopy, NM medical imaging, computer and positron emission tomography,
astrophysics and so on.
The central projection theorem is the
fundamental basis to every algorithm
attempting to recover the 3D object.
Figure 3.6 illustrates the projection
theorem. It states that the projection of a
2D function can be obtained as the inverse
1D FT of a central section through its 2D
FT (Bracewell, 1986). More rigorously, the
possibility of reconstructing a 3D object
from its projections follows from Radon’s
theory (Radon, 1917).
Figure 3.6 – central slice theorem
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In single-particles analysis there are several 3D reconstruction strategies,
depending on the degree of symmetry present in the biological object. If there is no
clear internal symmetry, the random conical tilt strategy is adequate. Two tilted
exposures (0°, +40°) of the same field of view are required for this technique, but it
has the great advantage of an unambiguous determination of the sample handedness
(Radermacher et al., 1987). Lanzavecchia and coworkers proposed the two exposures
technique for small tilt angles (Bellon et al., 1998; Lanzavecchia et al., 1999a).
Another very useful technique is based on the concept of common lines. It has
been first developed for icosahedral viruses (De Rosier and Klug, 1968; Crowther et
al., 1970; Crowther, 1971) but it has been subsequently generalized for real space low
symmetry objects giving birth to the concept of line integrals or sinograms (van Heel,
1987).
In the following chapters, only the recently developed technique of 3D angular
refinement will be used. This technique is also useful in the case of biological objects
possessing a low degree of symmetry. A starting common model is required to
compare computer-generated projections with experimental projections by cross-
correlation algorithms (Penczek et al., 1994). The basic scheme underlying this 3D
projection alignment strategy is illustrated in Figure 3.7. The purpose of this
procedure is to shift each 2D projection of the particles at the center of the image and
to determine its direction of projection required by the 3D reconstruction procedure
(projection matching).
Figure 3.7
Schematic illustration of the 3D projection alignment to assess Euler angles
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The first reference model is projected following a precise procedure, i.e. the
angular sampling is calculated in a well-defined manner on the projection sphere. As
an example, if the particle exhibits 2-fold point symmetry (e.g. the GroEL chaperonin)
it is useless to project the volume in the whole projection sphere, only the top half
can be used. GroEL also exhibits 7-fold symmetry along its vertical axis. Again, the
projection sphere can be limited to a sector, where f = 360°/7 = 51.4°.
The angle step can be increased after a few refinement cycles have been
completed. The purpose of this procedure is to obtain a precise determination of the
Euler angles for each experimental projection. This idea is schematically illustrated in
Figure 3.7. A stack of, say 5266 computer-generated projections is compared by cross-
correlation algorithms to each experimental projection (only one is shown in Fig. 3.7).
The best CC corresponds to the best Euler angle assignment.
At the end of the cycle, all experimental projections have their Euler angles
assigned. By applying the shifts and the rotations needed, the Fourier transform (FT)
of each projection is computed and “inserted” in the 3D FT of the entire volume. The
projection matching strategy is thus used. It is an iterative process. During iteration,
the back-projection program refines the volume by comparing newly created
projections with precedent ones. A squared correction of the structure is indicated
after each iteration (Figure 3.8). At the end of the procedure, the inverse 3D FT is
finally computed to get a real space representation of the electron density map.
The density map file can be read with the graphic interface of SPIDER. A surface
rendering of the 3D reconstruction is displayed with a certain threshold.
The threshold (density cutoff) should
be appropriately calculated to
represent 90-100% of the expected
molecular volume. A SPIDER batch
program calculates a density
histogram, based on the specific
molecular weight of the studied
object (Boisset N., personal comm.).
A threshold representing 90% of the
expected molecular volume permits
a better representation of surface
Figure 3.8 details.
The plot of Sq.Corr. error vs. iteration number
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Figure 3.9
Gallery of computer-generated GroEL projections
The GroEL 3D model (§ 4.3) is represented in a gallery of 120 projections in Figure
3.9. The projections gallery is a helpful tool in order to understand the handedness of
the studied biological object. It also help to further characterize the particles in an
electron micrograph; there are cases where vitreous ice embedded particles are freely
oriented in the thin layer, and sometimes it is very hard to recognize the different
views in the image.
This is not the case of the GroEL chaperonin, where the top-view is a preferred
orientation, as monitored by the angular distribution plot illustrated in Figure 3.10.
The plot is restricted to 1/7th of the
surface because of the 7-fold symmetry of
GroEL along its azimuth. The position of the
small circles indicates the position of the
projection vector; the radius is proportional
to the number of particles belonging to the
same set of projections.
The important radius of the central circles
indicates that top-views and slightly tilted
views are overrepresented. Moreover, the
good distribution of the small circles all over
the sector surface indicates a good sampling Figure 3.10
of the projection sphere. Angular distribution plot
The angular distribution plot is a very important indication. If the projections are
essentially grouped in a small sector of the projection sphere, or if there is a large
area on the sphere surface totally devoid, a significant lack of information in the
corresponding direction of projection will decrease the quality of the 3D
reconstruction.
The specific case of the GroEL chaperonin will be further discussed in the next
sections. However, the purpose of this chapter is to illustrate the required steps to
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obtain a stable 3D representation of the biological object. Accordingly, a GroEL 3D
reconstruction is illustrated in Figure 3.11.
Figure 3.11
Surface-rendered 3D reconstruction of GroEL
Six views of the surface-rendered volume are illustrated at different Euler angles:
0°, 30°, 90°, 120°, 150° and 180°. The first view is also rotated in the f direction by 18°.
The mathematical tool used to assess the resolution of a 3D reconstruction is the
Fourier shell correlation (FSC, Harauz and van Heel, 1986; van Heel, 1987), a 3D
implementation of the Fourier ring correlation (FRC; Saxton and Baumeister, 1982)
used for 2D images.
The basic idea is to randomly split the data set into halves, to reconstruct a 3D
volume for the two data sets independently and to compare the two volumes by their
Fourier transform over rings. In three dimensions it will be 3D FT over shells.
There are basically two distinct criteria to assess the resolution from a FSC plot:
the stringent 50% cutoff (Beckman et al., 1997; Böttcher et al., 1997) and a more lenient
corrected 3s-criterion (Orlova et al., 1997). The correction of the 3s-criterion takes
into account the number of asymmetric units (a. u.) within the object point-group
symmetry (14 a. u. in the case of GroEL).  Once more, this will be extensively
discussed in §§ 4.3 and 5.3. However a typical FSC plot corresponding to the 3D
reconstruction shown in Figure 3.11 is illustrated in Figure 3.12.
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Figure 3.12
Fourier shell correlation plot
The plot illustrated in Figure 3.12 shows the FSC for the cryo-negatively stained
GroEL (Figure 3.11); the corrected 3s-criterion is also indicated (FSC Crit, dashed
line). Following the 0.5 cutoff criterion the resolution is 1.4 nm. The 3s-criterion
should give a similar value, but in the present case the resolution is far beyond the
acceptable limit, generally corresponding to 3 times the Nyquist frequency (3¥0.22
nm).
The 3D projection alignment is an efficient strategy and it will be used in the
image processing presented below (§§ 4.3 and 5.3). It is mainly based on cross-
correlation algorithms. These are accurate and efficient, but they are not unique.
Recently, the group of S. Lanzavecchia in Milan has developed trajectory-based
algorithms offering an alternate way to align images for the 3D reconstruction via the
Radon transform (Lanzavecchia et al., 1999b; Bellon et al., 2001). I have been involved
in their last work since the improved trajectory-based algorithm has been tested on
my unstained and cryo-negative stained GroEL chaperonin images (Bellon et al.,
2002).
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3.4 Alternative methods: the trajectory-based algorithms
When a!“complete set” of projections of a three-dimensional object is submitted to
correspondence analysis (CA), the representative points in factor space spread along
a trajectory i.e., along a closed and complicated line. A set of this kind is obtained in a
random conical tilt experiment (§ 3.3).
Sinograms are a collection of line integrals of 2D images computed, line by line,
by rotating stepwise from 0 to 2p a vector orthogonal to the lines of integration.
Given a set of images, say TEM projections, their sinograms are computed and CA is
performed on the collection of all line integrals, each regarded as separated item.
Each line becomes a point in factor space and all points form a trajectory. The points
of a trajectory are found in the same sequence as the lines in the sinogram. A whole
set of sinograms yield a set of trajectories.
Sinogram trajectories are alternative to CA of whole images. In an experiment of
three-dimensional electron microscopy, sinograms must be obtained at some point
for different purposes: to align equivalent images, to find common lines shared by
different projections and to perform a three dimensional reconstruction via the 3D
Radon transform (Lanzavecchia et al., 1999b).
A great advantage of CA carried out on sinogram lines is the strong decrease of
computational complexity compared to an analysis carried out in image- or pixel
space. A detailed analysis of this aspect is beyond the purpose of this chapter. We
compare the dimensions of the matrices submitted to diagonalization in the two
cases. As an example, let us consider a set of 4000 images (ª212), 642 pixels in size (212
pixels). Its CA would be based on a 212¥212 matrix, both in image- and pixel space.
Conversely, the matrix required in a sinogram line analysis is only 64¥64 elements in
size (212), that is 212 times smaller. At first sight, such a dramatic reduction of the
problem dimension might appear as a sacrifice of information. This is not true:
instead of obtaining points representing individual images in factor space, we obtain
trajectories which exactly correspond to sinograms and hence to images. Therefore,
this kind of CA can greatly alleviate the computational burden of multivariate image
statistics.
The advantages of using sinogram trajectories rather than images is by no means
limited to the convenience in performing CA. Trajectories are actually versatile
entities whose potentialities deserve to be explored in depth. Some applications of
the novel instrument have been already demonstrated by Lanzavecchia and
coworkers (Bellon et al., 2001). They have illustrated the power and low complexity
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of a common lines detecting algorithm and of a determination of Euler angles of
experimental projections, based upon sinogram trajectories. The former application is
based on the fact that the sinograms of two different projections share a line and,
correspondingly, their trajectories must cross each other. This means that two points
of one either coincide or lie at narrow distance from two points of the other.
The second consists of determining which
experimental trajectory matches at best
with a computed counterpart that is,
which of the former has all its points
closest to those of the latter. Both tasks
require the evaluation of distances among
points in a c2 metric whose dimensions
are reduced to few main eigenvectors. The
advantage is that cross-correlation
algorithms are replaced by simple
computation of distances.
In the present work we wish to
introduce recent improvements of the
process of matching trajectories of
experimental- and computed projections.
The novel alignment strategy can be used
in exhaustive (or almost so) refinements of
three-dimensional structures of biological
macromolecules.
Given a 3D object, like that in Figure
3.13a , and a set of n projections 64x64
pixels wide, some of which are shown in
Figure 3.13b, their sinograms (2D Radon
transforms) are represented as arrays with
128 rows and 64 columns as in Figure
3.13c. The arrays are further organized,
one beneath the other, in an observation
matrix X, with 128¥n rows and 64 columns
(Figure 3.13d).
Figure 3.13 (see text for details)
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This matrix is submitted to CA, which is necessary in order to calculate the
eigenimages, representing the average images standing in the center of the data
cloud.
With images in factor space, correspondence analysis is generally carried out by
the use of cross-correlation algorithms. Here we can use faster algorithms that
compute distances between lines (topologically closed surfaces).
In our experience this reduces to 6-10 times the dimensions of factor space.
Hence, a trajectory can be viewed in this low dimensional space and, if one so
wishes, converted back to its sinogram and to the image by omitting all eigenvectors
containing featureless information.
Figure 3.14
Top: analytical phantoms; bottom: projections, trajectories, and trajectory-derivatives
An example of a trajectory represented in the space of three main eigenvectors is
shown in Figure 1e.
In Figure 3.14 three different analytical phantoms are shown, possessing
symmetry C1, D4 and O. The group orders are 1, 8 and 24 respectively, that is the
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phantoms contain 1, 8, and 24 equal asymmetric units replicated according to the
group symmetry. Figure 3.14 shows the three phantoms and, beneath each of them,
some of their projections and of the trajectories obtained. As can be seen, as the
group order increases and trajectories of higher complexity are obtained. Owing to
the presence of symmetry, the same projection can be obtained along different
directions so that a given line is present in multiple copies in a sinogram. This
introduces crossing points along the trajectory, and some problems arise in
determining the line shared by two sinograms (Bellon et al., 2001). It may however
become an advantage in a projection matching process, in terms of faster
computation.
The projection matching is evaluated by computing a distance between two
trajectories, defined as the sum of point-to-point distances in factor space. Note that
rotating a projection corresponds to an angular shift of the sinogram and of the
trajectory i.e., to a cyclic permutation of line indices. Given two trajectories, if point 1
in the first is near to point m in the second, point 2 will be near to point m+1 and so
on. Thus, we need to determine the cyclic permutation that minimises the sum of
distances. A c2 map of distances of points of a trajectory from all points of the other is
first obtained. Nevertheless this results in a rapid determination of Euler angles,
which is a necessary step before the computation of the 3D reconstruction. The
mathematical details are given elsewhere (Bellon et al., 2002).
In our present study we are introducing a matching among derivatives of
experimental- and computed sinogram trajectories. A key feature of the new method
is that experimental trajectories are obtained by projecting experimental sinogram
lines in a factor space defined for a noise free model. Experimental trajectories,
whatever obtained, are smooth and well-behaving curves due to the fact that the
image noise is reduced by line integration in the process of obtaining sinograms.
Our experiments indicate that symmetry has no adverse effects in a trajectory-
matching algorithm, especially if derivatives are adopted. Symmetry does not to
represent a problem in matching processes: the larger the complexity, the probability
of wrong matching diminishes.
Exhaustive refinement of molecular models with use of trajectories described
by sinogram lines in factor space proves to be an attractive alternative to cross-
correlation methods as for speed and accuracy, even though some aspects of the
novel technique need to be further investigated. The main advantage of this strategy
is represented by a time gain so that, at present, a trajectory based refinement might
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be carried out exhaustively, with only a final step left to the time consuming
correlation algorithm.
The new method looks interesting mainly because it represents frontier
advancement in the applications of correspondence analysis. This multivariate
statistical method, till now used in EM for mere image classification, proves more
and more to be a far reaching tool in the process of creation of preliminary models
and in refining their reconstructions.
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4. Beam damage is reduced with cryo-negative staining
4.1 Introduction
Preparation artifacts and radiation damage are the major resolution-limiting
factors when biological particles are observed by electron microscopy (§§ 1.3, 2.1.2).
The problem of radiation damage is more fundamental. Its importance is even more
obvious in hydrated-vitrified specimens than when the specimens are dried and
stained. Whereas with the well known negative staining method (Brenner and
Horne, 1959; Harris and Horne, 1991) the preparation stabilizes under the beam
while keeping its general shape, the damage to a vitrified biological sample increases
steadily until the specimen is totally destroyed. The destruction of the fine structure
of the biological material becomes significant already in the range of 100 e-/ nm2
(Glaeser, 1971; Jeng and Chiu, 1984; Henderson, 1992) and bubbling puts an end to
any useful observation generally before 10k e-/nm2 are reached (Dubochet et al., 1982;
Lepault et al., 1983; Talmon et al., 1986).
From the above considerations we understand that, whilst many microscopists
have adopted cryo-electron microscopy as a routine technique, because of its obvious
advantage in term of specimen preservation, many remain faithful to conventional
negative staining because of the high contrast, the apparent beam resistance and the
ease of work (Bremer et al., 1992; Hoenger and Aebi, 1996).
Cryo-negative staining was developed recently in order to bridge the gap
between conventional negative staining and vitrification (Adrian et al., 1998). The
technique is similar to conventional cryo-EM, but the sample is placed in presence of
16% ammonium molybdate just before vitrification. As a result, the particles are
floating in a thin layer of vitrified salt solution in which they appear with a strong
negative contrast.  It was shown by electron diffraction that the periodicity of a
protein crystal could be preserved down to near atomic resolution. The capability of
the method was also documented on viruses and on various protein complexes
(Adrian et al., 1998, 2002; Stahlberg et al., 1999).
In the present chapter, we use the well studied GroEL homo-tetradecamer (801
kDa) in order to determine how beam damage affects cryo-negatively stained
preparations and we compare with the effect on vitrified native particles. It is found
that the particles are faithfully represented and with a high SNR in cryo-negatively
stained preparations and their general shape appear much more beam resistant than
in the native vitrified state.
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4.2 Material and methods
4.2.1 Sample preparation
The GroEL chaperonin (stock solution, 18 mg/ml) was purified as described in
Hayer-Hartl et al. (1996) and subsequently diluted in a buffer solution composed of
20 mM MOPS, 100 mM KCl, 4 mM MgCl2, pH 7.4, to a final concentration of ~1.0
mg/ml.
4.2.2 Cryo-electron microscopy
GroEL particles were prepared for cryo-electron microscopy as described in § 2.3
and in Adrian et al. (1984). Homemade holey carbon films were used. These films
were first mounted on 200-mesh copper grids, and a thin layer of Au/Pd was
sputtered on one side of the grid. After sputtering, the plastic holey film was
dissolved with ethyl acetate. For vitrification of the native sample, a drop of solution
was applied to the metal-coated face of the grid without previous glow-discharge.
The grid was mounted on a plunger, blotted and vitrified in liquid ethane. For cryo-
negative staining, the procedure was the same, except for the fact that the grid with a
drop of the sample was put on the staining solution for 30 seconds before being
mounted on the plunger and immediately blotted and vitrified (Adrian et al., 1998).
The stain was prepared using a 16% ammonium molybdate solution (0.9 ml), with
the addition of 0.1 ml NaOH 10M to obtain a pH of 7.2.
The micrographs used in this work were recorded at a temperature of –180°C
and at a magnification of x53000 in a Philips CM100 transmission electron
microscope (LaB6 cathode source operated at 100keV), using a Gatan 626 cryo-holder
(Gatan Inc., Warrendale, PA, USA). Three images of each field of view were
recorded. Low-dose techniques using the Philips beam-deflection unit were
employed, so that the specimen received a dose of 1000 e-/nm2 in each exposure. The
electron microscope was previously calibrated in order to guarantee that an exposure
of 0.74±0.04 e-/mm2 on a Kodak SO163 negative, developed with Kodak D19
developer (full strength) for 10 min at 20°C, gives an optical density of 1.0.
4.2.3 Image processing
Negatives were selected and digitized with a Kodak RFS 3570 Scanner with a
sampling size of 0.24 nm/pixel (at the specimen scale). Once digitized, the
micrographs were processed on a DEC PWS 500au workstation (Digital Equipment
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Scotland Ltd., Scotland). The SNR was estimated using the spectral signal-to-noise
ratio (SSNR, Unser et al., 1987), as implemented in the SPIDER package (Frank et al.,
1995). In order to estimate the gain in SNR of cryo-negatively stained preparations
with respect to the native ones, we have used the averaged SSNR value, in the range
from 0 to 1/1.5 [nm-1].  
Raw images in SPIDER format were sampled with 512x512 pixel windows with
maximum 20% overlapping. A radially averaged power spectrum (RAPS) of these
512x512 pixel windows was calculated for every raw image and low-pass filtered
according to Zhu et al. (1997), without correction for the Gaussian decay of the signal.
The power spectrum profile was then stored in a document file, using a SPIDER
batch program. The data in the document file were imported and profile plots were
created with KaleidaGraph (Synergy Software, PA, USA).
Original micrographs were separated in three different data sets. The first data
set is the one represented by all images recorded with an electron dose of 1k e-/nm2;
data set 2 of those with an electron dose of 2k e-/nm2 and finally the data set 3 with
3k e-/nm2. For further image analysis, GroEL particles were picked manually in
WEB, the graphic interface of the SPIDER package (Frank et al., 1995). Selected
unstained images were submitted to contrast inversion and normalization (Boisset et
al., 1993), whereas cryo-negatively stained images were submitted to contrast
normalization only. No contrast transfer function (CTF) correction was applied.
Further alignment and classification using multivariate statistical analysis (MSA)
were also performed using SPIDER.
For each data set, about 2500 stained and 5000 unstained particles coming from
several micrographs were picked manually in WEB in 96x96 pixel windows. The
windowed images were submitted to a multi-reference alignment, since the
micrographs contain essentially top-views and side-views of the chaperonin, with
some intermediate views.
Classification was performed using the hierarchical ascendant classification
(HAC) with Ward’s criterion as described elsewhere (§ 3.2).
After the classification, averages of every class were calculated for each data set and
visualized in WEB. Less than 10% of unstained and 5% of stained projections were
discarded before further analysis. A three-dimensional reconstruction was calculated
for each data set independently, using the 3D angular refinement technique
described by Penczek et al. (1994). A starting model based on only two projections
(top and side views) was created for each data set. Seven-fold rotational symmetry
along the particle axis and two-fold symmetry perpendicular to that axis were
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applied in each 3D reconstruction. To avoid reconstruction bias, the first reference
volume was reconstructed from our own data, for each data set independently. In
order to obtain the final 3D reconstruction, six refinement cycles were used. Every
volume was then visualized using WEB, rendered with a threshold displaying 90%
of the expected molecular volume.
Resolution was assessed using Fourier shell correlation (FSC, Harauz & van
Heel, 1986; van Heel, 1987a) and a corrected 3s criterion (Orlova et al., 1997). The
correction of the 3s criterion takes into account the number of asymmetric units (a.
u.) within the object point-group symmetry (14 a. u. in the case of GroEL).
All volumes were submitted to Fermi low-pass filtering at the resolution
corresponding to the first zero of the respective CTF and difference maps were
calculated with the SPIDER package, and the results visualized in WEB.
4.2.4 Fitting of the GroEL X-ray crystal structure
The atomic coordinates of one of the 14 equivalent subunits, which form the
GroEL chaperonin, were obtained from the PDB (accession code: 1OEL; Braig et al.,
1995). Our GroEL 3D reconstructions were displayed in the program O (Brändén &
Jones, 1990; Jones et al., 1991) and the coordinates of the GroEL subunit imported.
This atomic model was roughly manually fitted into the cryo-EM electron density
map and the resulting coordinates saved.
This initial fit was then refined by using a least squares minimization procedure
(Navaza, 1994). The algorithm is, in essence, the one described for the X-ray
crystallography program FITING (Castellano et al., 1992), but substantially modified
in order to fit atomic coordinates into cryo-EM electron density maps.
The goodness of the fit was assessed by evaluation of the correlation coefficient (CC)
and R-factor (R), where:
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Fem and Fmod are the Fourier coefficients of the cryo-EM map and the whole GroEL
model (14 subunits), respectively.
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4.3 Results
4.3.1 Cryo-electron micrographs of GroEL
Figure 4.1
Multiple exposure series
Figure 4.1 shows a series of micrographs recorded with increasing dose from a
vitrified layer of a GroEL solution (a-c) and from a cryo-negatively stained
preparation (d-f). The contrast inversion (d-f) occurs naturally, due to the higher
density of ammonium molybdate with respect to the protein. The higher contrast in
the negatively stained preparation is obvious, in spite of the fact that the first
(unstained) series was recorded at higher defocus (1.4 µm) than the second (stained)
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series (0.5 µm).  Measured under these conditions, after the comparison of the SSNR
plots (Fig. 4.2c), the SNR is ~10 times higher in the cryo-negatively stained
preparation.
The effect of beam damage, increasing with the electron dose from 1k to 3k e-
/nm2, is easily noticeable in the native preparation (a-c). The contrast of the particles
is reduced and most of the fine structure is lost.
In contrast to this observation, the effect of the dose on the cryo-negatively
stained preparation is hardly visible. The general aspect of the image and the fine
structure of the particles remain essentially unchanged in the series. We also noticed
that cryo-negatively stained preparations are less sensitive to drift during irradiation.
As a consequence, the special attention that must be given to the irradiation
conditions during image recording can be alleviated, and the proportion of
micrographs that must be discarded because of drift is reduced. Vitrified ammonium
molybdate is probably a better electrical conductor than water, and charging effects
responsible for specimen-drift during exposure are decreased.
4.3.2 Radial averaged power spectrum analysis
Average power spectra were obtained from the stained and unstained GroEL
images separately. They help to further characterize the micrographs. Figures 4.2a
and 4.2b show the radially averaged power spectrum (RAPS) of the low-dose (Fig.
4.1a and 4.1d) and high-dose pictures (Fig. 4.1c and 4.1f). The modulation of the
transfer function (Thon’s rings) is clearly visible in the RAPS of the stained images
whereas it is not in the RAPS of the unstained images. An arrow marks the minimum
showing the position of the first zero of the CTF, at a spatial frequency equivalent to
1.35 nm. It corresponds to a defocus of 0.5 µm. In contrast, the zeros of the transfer
function cannot be clearly seen in our unstained images. From the determination in a
nearby supporting film area, the defocus was found to be around 1.4 µm. The SSNR
plots, calculated with SPIDER, are depicted in Figure 4.2c.
By comparison of the average power spectra, it appears that in the case of cryo-
negative staining the three-fold increase of the dose does not affect the overall signal
strength. This is not the case for the unstained images of GroEL. A significant loss of
power in the Fourier spectrum is observed, indicating that the signal becomes
weaker under the increasing exposure dose, especially in the high-resolution range
(Fig. 4.2a). As a consequence, the finest details in the 3D structure are lost, leaving
only the low-resolution information.
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4.3.3 Three-dimensional reconstructions of GroEL
Figure 4.3 shows the filtered, surface-
rendered representations of the four
different reconstructions obtained. The
left panel corresponds to unstained
specimens and the right panel to cryo-
negatively stained preparations. The
upper row is reconstructed from the
“low-dose” data set (1k e-/nm2) and the
lower row from the “high-dose” data
set (3k e-/nm2).  The views are shown at
two different Euler angles (q): 0° and
Figure 4.2 38° respectively.
A+B: power spectrum profiles; C: SSNR plots
The difference between the low-dose and the high-dose model is apparent in the
unstained specimen. The effect of the electron dose is especially noticeable on the
skewed surface “pillars” in the equatorial region and in the apical regions (Fig. 4.3a
and 4.3b). In the stained specimens, the difference concerns only small details (Fig
4.3c and 4.3d).
Figure 4.4 shows difference maps between low-dose and high-dose
reconstructions. The upper row corresponds to unstained specimens and the lower
row to stained specimens. It is obvious that the changes are considerable in the first
case and minor in the latter.
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Figure 4.3
GroEL 3D reconstructions, left: unstained GroEL; right: stained GroEL
Figure 4.4
Difference maps
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The resolution of each reconstruction was estimated using the Fourier shell
correlation (0.5-FSC criterion). Figure 4.5 shows the data. Using the 0.5 threshold
criterion, the resolution is slightly better than 2.1 nm for particles in water and close
to 1.4 nm in cryo-negatively stained particles. The gain in resolution after comparison
of the FSC plots is evident.
Nevertheless, in the case of unstained data, the damaging effect of increasing
exposure does not correlate with a major lowering of the FSC curve. This probably
means that, down to ~2.0 nm, all the particles undergo a similar transformation
under the effect of the beam. It is only at smaller dimensions that random noise is
induced by beam damage.
Figure 4.5
FSC plots (see text for explanations)
4.3.4 Fitting the GroEL atomic model into the electron density map
The GroEL X-ray crystal structure at 0.28 nm resolution (Braig et al., 1995) was
fitted to the electron density maps obtained from the unstained and the stained
specimens at low-dose and high-dose (Fig. 4.6). Correlation coefficients and R-factors
are given in Table IV.I. A good fitting with a correlation coefficient better than 0.9
down to 2.0 nm resolution is obtained for the cryo-negatively stained preparations.
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The fitting is less exact for the unstained models, probably because of the limited
resolution. No additional density was observed in the fitting made on the cryo-
negatively stained preparations, confirming that ammonium molybdate does not
induce structural distortion and protein aggregation as is generally encountered with
air-dried negative staining.
A slight discrepancy is visible in the upper part of the apical domain, perhaps due
to the fact that this region is the most mobile part of the protein (Roseman et al.,
1996). This difference could be related with the B-factor distribution of the GroEL
monomer: the apical domain is represented in red (Fig. 4.6), indicating large possible
motions of that domain.
Figure 4.6
Fitting of the GroEL atomic model.  Left column: unstained GroEL; right column: cryo-negatively
stained GroEL, Top row: low-dose conditions; bottom row: high-dose conditions
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4.4 Discussion
The present chapter reports two major results. First, it shows that, at least down
to a resolution of ~1.5 nm, specimens prepared by cryo-negative staining are more
electron beam resistant than when they are prepared in a native vitrified solution.
Second, it confirms that cryo-negative staining can provide a higher SNR and a
faithful representation of the specimen.
In order to correctly appreciate these results, it is important to understand what is
measured in the present work. In the vitrified native solution, the protein itself is
visualized in its aqueous surrounding. In cryo-negative staining, as it is the case for
conventional negative staining, it is not the biological particle by itself that is
visualized but the excluded volume it creates in the heavy salt solution. However, in
cryo-negative staining, unlike conventional negative staining, a significant
proportion of water remains in the vitrified salt solution. This proportion was
estimated to represent at least ~50% of the volume of the solution (Adrian et al.,
1998).
What does the envelope of vitrified heavy salt solution surrounding the particle
represent? By the fact that the particles appear clear in a dark background, we
understand that the heavy salt does not penetrate totally. Nevertheless, we notice
that the surface corrugation of the particles is reproduced in great detail in the
envelope. What is the exact nature and shape of the interface between the vitrified
salt and the biological particle? The question has not yet found a complete answer. In
fact, this problem is the same as the one raised by air-dried negative staining, since
nearly 50 years. In the case of cryo-negative staining, it is probably even more
difficult to solve because of the improved resolution and because it must take into
account the probable presence of surface-bound water.
The first effect of beam damage to a negatively stained dried specimen is not the
destruction of the heavy metal salt envelope but its rearrangement (Unwin, 1974).
52
This means that, in a first step, the contrast does not decrease with the increasing
dose; in contrast, the particle becomes more sharp and better contrasted. In a vitrified
native solution, beam damage manifests itself remarkably by the bubbling effect
developing toward the complete destruction of the specimen. Bubbling is a
secondary effect of beam damage and is thought to be due to gas molecules
produced by radiolytic decomposition of the organic material irradiated by the
electron beam (Talmon et al., 1986; Leapman and Sun, 1995).
In the present experiments the threshold for bubbling is not reached, but the
effect may explain why the fine structure of the particles is lost and why the SNR is
reduced, when they are observed in water. This effect is well visible in Figure 4.1. It
is also expressed by the lowering of the RAPS (Fig. 4.2a). Noteworthy is the fact that
the destruction is not just random; for a part it corresponds to a well-defined
rearrangement.
This is visible, for example, in Figure 4.3 where the equatorial domains in the
low-dose model (Fig. 4.3a) fuse pair-wise; forming right oriented “pillars” in the
high-dose model (Fig. 4.3b). Such an effect may contribute to the fact that the
resolution of the reconstructed model, as determined by the 0.5-FSC criterion, is not
much reduced between the low-dose and the high-dose model (Fig. 4.5). Conway
and coworkers reported similar results of beam damage in vitrified specimens
(Conway et al, 1993). They have studied the effect on three-dimensional
reconstructions of frozen-hydrated HSV-1 capsids. They reported that, although the
nominal resolution determined with the FSC criterion does not change much, a
strong loss of power in the Fourier spectrum is observed with the increasing dose.
In the present work, the striking difference between stained and unstained data
with respect to the increasing exposure becomes evident after comparison of the
power spectra: no loss of power occurs when the particles are prepared by cryo-
negative staining.
The results obtained by cryo-negative staining demonstrate that the heavy salt
solution envelope is relatively stable under the electron beam; it conserves its
substance and its shape, at least down to a resolution of 1.5 nm. As for the structure
of the biological matter itself, there is no a priori reason to believe that the salt
envelope makes it either more or less beam resistant. Observing the fine molecular
details inside a protein remains a difficult problem, which is not addressed in the
present chapter.  It is to be expected that, at least under the “high-dose” conditions
used in the present work, the protein could be severely damaged.
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The second major observation of the present report concerns the preservation of
the particles in the concentrated ammonium molybdate solution. This fact has
already been documented for various biological samples (Adrian et al., 1998;
Stahlberg et al., 1999). It has also been shown by electron diffraction on catalase
crystals that the periodic structure remains unchanged down to near atomic
resolution. What remains unsolved though is whether the fine structure of isolated
particles also remains unchanged at atomic resolution. It could be that the changes
are minimal in many cases, but it must be expected that the high salt environment
could induce important transformations in other cases. Such unfavorable cases have
been observed for example with Semliki forest virus (an enveloped virus) and with
assembled microtubules (data not shown).
The present section demonstrates that GroEL is faithfully represented in the
images obtained from cryo-negatively stained preparations. The models presented in
Figures 4.3a) and 4.3c) are indeed very similar. The cryo-negatively stained model is
also very close to reconstructions obtained in vitreous solutions in previous studies
(Roseman et al., 1996; Rye et al., 1999; Falke et al., 2001; Roseman et al., 2001).
Moreover the 3D reconstruction is consistent with the X-ray model, blurred at the
same level of resolution (data not shown).
Another supporting argument is the excellent fitting obtained between the model
at 1.5 nm resolution and the X-ray crystallographic data of the monomer (Fig. 4.6 and
Table IV.I). It appears thus that cryo-negative staining provides two kinds of
information when the method can be applied under good conditions.
On one hand, it shows the envelope of the particle with an enhanced SNR and
nanometric precision. On the other hand, this envelope is remarkably resistant to the
electron beam; the 1.5 nm resolution is preserved up to a dose of 3k e-/nm2 at least.
Whether the presence of stain limits the resolution at sub-nanometer dimensions
remains to be established. We are currently working on this question by extending
the present study of GroEL towards better resolution by using high-voltage field
emission TEM and also by using 2D protein crystals as a test object.
The high SNR of cryo-negatively stained particles has an important consequence
for the reconstruction of a 3D model based on many non-oriented identical particles.
In this procedure, the first step consists in orienting the particles, one in respect to the
other. This is a limiting step for small particles. Henderson (1995) has estimated that
a ~38 kDa asymmetric particle represents the limit below which any starting
orientation is impossible. In practice this limit is significantly higher. In the same
article, Henderson also shows that the limit decreases with the square of the contrast.
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Following his reasoning, the 10-fold increase in SNR reported in the present work
suggests that the size-limit for the alignment and reconstruction could be extended to
particles 100-times smaller, when cryo-negative staining is used instead of native
vitrification.
Cryo-negative staining places an electron microscopist in front of a choice
between two methods with complementary advantages and disadvantages. The
observation of the particles in their native state provides the best guarantee of
optimal preservation.. With cryo-negative staining, observation in the electron
microscope is easier because of the better SNR and better stability of the specimen
under the electron beam: the article by Stahlberg and coworkers (Stahlberg et al.,
1999) is a good illustration of this advantage. Collecting and analyzing images is
more rapid because fewer particles are needed for alignment and 3D reconstruction.
Last, but not least, smaller particles are amenable to image analysis. The reduced
beam sensitivity of cryo-negatively stained biological particles could also be
interesting for double-exposure techniques (Conway and Steven, 1999); and for
electron tomography, where multiple exposure-series are necessary in order to
compute the three-dimensional structure of the studied object.
In counterpart to all these advantages, the possibility that the structure of the
particles may be modified by the concentrated solution must be kept in mind.
As a conclusion we suggest that the choice of the electron microscopist between two
methods is misleading because the best is to use both.
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5. Cryo-negative staining allows high-resolution single-particles
analysis
5.1 Introduction
In the previous chapter, cryo-negative staining has been introduced as a newly
established technique that allows the samples to be observed in the vitrified state, at
low temperature but in presence of a stain (Adrian et al., 1998, 2002). In § 4 it has been
demonstrated that the technique can provide a higher SNR, a faithful representation
of the sample and also that the high beam sensitivity of the biological particles is
reduced, when they are prepared by cryo-negative staining (De Carlo et al., 2002).
It remained to be established though, to what extent is the structure preserved
and if the access to the structure internal features is allowed in presence of the stain.
To address this issue, here we investigate the three-dimensional structure of a well-
known protein complex, the GroEL chaperonin of E. coli. We observe our test sample
by cryo-negative staining, in low-dose conditions, in a field-emission gun (FEG)
transmission electron microscope. The 3D structure of the GroEL homo-tetradecamer
(801 kDa) is solved to 0.9 nm resolution, as determined by applying the stringent 0.5-
cutoff criterion to the Fourier shell correlation plot. The validity of our results is also
confirmed by the straightforward comparison with the atomic model of the
chaperonin, previously obtained by X-ray crystallography (Braig et al., 1995).
5.2 Material and methods
5.2.1 Sample preparation
Same as § 4.2.1.
5.2.2 Cryo-negative staining (Cryo-NS)
GroEL particles were prepared for cryo-negative staining as described in § 4.2.2.
A droplet of the staining solution (0.1 ml) was deposited on a square piece of
Parafilm paper. The stain was prepared using a 16% ammonium molybdate solution
(0.9 ml), with the addition of 0.1 ml NaOH 10M to obtain a pH of 7.4. The grid with a
drop of the sample was put on the staining solution for 20 seconds before being
mounted on the plunger and blotted. A short drying of 2 second was necessary to
create a thin film just prior to vitrification (De Carlo et al., 2002).
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The micrographs used in this work were recorded at a temperature of –180°C
and at a calibrated magnification of x39070 in a Philips CM200-FEG transmission
electron microscope (Schottky emitter gun operated at 200 kV), using a Gatan 626
cryo-specimen holder (Gatan Inc., Warrendale, PA, USA). Low-dose techniques
using the Philips beam-deflection unit were employed, so that the specimen received
a dose of 600 e-/nm2 in each micrograph.
5.2.3 Image processing
After observing their diffraction patterns on an optical bench, micrographs
devoid of astigmatism, drift, or charging effect, and clearly showing diffraction ring
up to 0.7!nm resolution, were digitized with a Zeiss SCAI scanner (Zeiss Group, Jena,
Germany) with a sampling size of 0.179 nm/pixel (at the specimen scale). Image
processing was then carried out on a DEC PWS 500au workstation (Digital
Equipment Scotland Ltd., Scotland), using SPIDER and WEB software (Frank et al.,
1996). Digitized images were sampled in 512x512 pixel windows with maximum 20%
overlapping, and a radially averaged power spectrum (RAPS) was computed for
each micrograph and filtered according to Zhu et al. (1997), with a correction for the
Gaussian decay of the signal. The power spectrum profiles were then stored and
profile plots were created using KaleidaGraph software (Synergy Software, PA,
USA). The method of Zhu et al. (1997) allowed a first determination of the defocus of
the analyzed micrographs. These were subsequently classified in nine different
defocus-groups, ranging from 1350 to 4220 nm, and after interactive particle
selection, a set of 7100 particles were boxed in 128x128 pixel individual images.
Although computation of 3D reconstruction volumes and correction of the
contrast transfer function (CTF) were carried out in parallel, these two operations are
described sequentially. CTF correction was carried out with a two-step procedure,
using a slightly modified approach of Zhu et al. (1997). First, the CTF parameters
corresponding to the amplitude contrast contribution (ratio), the source size, the
defocus spread and the Gaussian envelope half-width were estimated independently
using the classical approach. However, for each defocus-group an iterative
determination of the true defocus was carried out based on the Fourier Shell
Correlation approach (Harauz and van Heel, 1986; van Heel, 1987). Indeed, in
agreement with previous observations, a reliable estimation of the defocus can be
computed from the position of local minima in the FSC as a function of spatial
frequencies (Mouche et al., 2001). After independent checking on the nine defocus-
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groups that local minima in FSC occurred at the same spatial frequencies than the
CTF zero crossover, a phase flipping was applied on the experimental particle
images. Namely, the complex 2D-CTF’s were multiplied with the Fourier transform
of matching 2D projections, according to their respective defocus. Then, all the
phase-corrected experimental images were gathered and used to compute a final 3D
reconstruction volume.
For 3D reconstruction process, windowed GroEL particles were submitted to
several cycles of 3D projection alignment (Penczek et al., 1994). The purpose of this
procedure is to shift each 2D particle projection at the center of the image and to
determine its direction of projection with respect to a reference volume by projection
matching. As such operation is sensitive to interpolation error always possible when
using an external volume, a starting reference model was calculated from our own
data. Using only two average maps corresponding to the circular top view and the
rectangular side view, a seven-fold rotational symmetry along the particle axis and
two-fold symmetry perpendicular to that axis were applied in the first and next 3D
reconstructions. The starting reference model was projected in a set of directions with
an angular increment of 5°.
After four refinement cycles the angle step was decreased to 2.5° in order to
increase the number of computer-generated projections. After the 6th cycle the angle
step was again decreased (1°) for the remaining two last refinement cycles, for the
best possible assignment of Euler angles. Finally, eight refinement cycles were used.
After the cross-correlation analysis between experimental 2D CTF-corrected
projections and computer-generated 2D projections, less than 8% of the experimental
projections were discarded before further 3D analysis. The angular representation of
all retained particles (sampling) was monitored by generating a 2D plot showing the
distribution of the respective angular directions.
The CTF-corrected volume was then visualized using WEB (Frank et al., 1996)
and O (Brändén and Jones, 1990; Jones et al., 1991). For surface rendering, a threshold
displaying 95% of the expected molecular volume was selected.
Resolution was assessed using the Fourier shell correlation (FSC, Harauz and
van Heel, 1986; van Heel, 1987) with the 0.5 correlation cutoff and with the 3s
criterion (Orlova et al., 1997). In the case of GroEL, the 3s criterion was corrected by a
value of square root of 14 to take into account internal symmetries of the molecule.
The final volume was submitted to Fermi low-pass filtering at the resolution
corresponding to 0.9 nm.
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5.2.4 Fitting of the GroEL X-ray crystal structure
The atomic coordinates of one of the 14 equivalent subunits, which form the
GroEL chaperonin, were obtained from the PDB (accession code: 1OEL; Braig et al.,
1995). Our GroEL 3D reconstruction was displayed in the program O and the
coordinates of the GroEL subunit imported. This atomic model was roughly
manually fitted into the cryo-ns electron density map and the resulting coordinates
saved.
This initial fit was then refined by using a least squares minimization procedure
(Navaza, 1994). The algorithm is, in essence, the one described for the X-ray
crystallography program FITING (Castellano et al., 1992), but substantially modified
in order to fit atomic coordinates into cryo-EM electron density maps.
The goodness of the fit was assessed by evaluation of the correlation coefficient (CC)
and R-factor (R), where:
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Fem and Fmod are the Fourier coefficients of the cryo-ns map and the whole GroEL
model (14 subunits), respectively.
5.2.5 Comparison between Cryo-ns vs. X-ray crystallography
In order to compare the cryo-negative staining electron density map and the X-
ray model of GroEL, the atomic coordinates (Braig et al., 1995) were imported in
SPIDER from the PDB and “blurred” using a Fourier cutoff of 0.8 nm. Both cryo-ns
and filtered X-ray 3D models were displayed in WEB; horizontal and vertical slices of
both volumes were also displayed in WEB and screen snapshots were saved as image
galleries.
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5.3 Results
5.3.1 Cryo-electron micrographs of GroEL
Figure 5.1 shows an original micrograph recorded with a low electron dose from
a vitrified layer of a cryo-negatively stained preparation (a). The inset shows a typical
optical diffraction pattern computed over the sample-containing carbon hole (b). The
contrast transfer modulation (Thon’s rings) is clearly visible without the addition of a
thin carbon film beneath the hole. The distance of the seventh ring with respect to the
center corresponds to a spatial frequency of 1/7 [Å-1].
Figure 5.1
FEG electron micrograph (cryo-negatively stained GroEL). Inset: optical diffraction pattern
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5.3.2 CTF correction and 3D reconstruction
Figure 5.2
Matching power spectra (experimental and computed)
The raw 1D profiles were graphically displayed and “denoised” to remove the
Gaussian noise background line, as shown in Figure 5.2.
During the data collection the images were recorded with six different defoci, but
after the power spectrum profiles analysis the true defocus values were determined
and found to be slightly different. We had in fact nine defoci, that is: 1350, 1520, 1790,
1920, 2400, 2460, 3000, 3300, and 4220 nm (Table V.I).
After the CTF correction all the
particles were compared to computer-
generated 2D projections by cross-
correlation algorithms, in order to assign
Euler angles. The angular distribution
image is shown in Figure 5.3. The plot is
restrained to one-seventh of the Euler
circle, because of the seven-fold symmetry
of GroEL along its vertical axis.
Figure 5.3 (see text for details)
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The orientations of the GroEL particles are well distributed, although the top-
view seems to be a little over-represented, as shown by the large diameter of the
central circles.
The final 3D projection alignment
was finally obtained after eight
refinement cycles,  and the
corresponding reconstruction
obtained (Fig. 5.4a).
The internal features of our GroEL
3D volume are accessible after
importing the volume in the graphic
interface of the program O (Fig.
5.4b).
Figure 5.4a
High-resolution GroEL 3D reconstruction
The resolution of the final
reconstruction was estimated using
the Fourier shell correlation (0.5-FSC
criterion). Figure 5.5 shows the data.
Using the 0.5-cutoff criterion,
the resolution is slightly better than
0.9 nm and close to 0.74 nm when
the more lenient 3s-criterion is used.
Figure 5.4b
Unfiltered density map imported in O
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Figure 5.5
Fourier shell correlation plot
Figure 5.6
Comparison between X-ray (yellow) vs. cryo-negative staining (green)
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In order to show the similarity with the X-ray atomic model, the PDB coordinates
(Braig et al., 1995) were imported in SPIDER and “blurred” at the same level of
resolution obtained by cryo-negative staining (0.8 nm Fourier cutoff, Figure 5.6).
Selected image snapshots of both horizontal (top row) and vertical slices (bottom
row) of the cryo-ns and X-ray maps are shown in Figure 5.7.
Figure 5.7
Comparison between X-ray vs. cryo-negative staining
Negative Defocus [mm] True Defocus [Å] Nb. of particles
Y316 1.2 13500 497
Y327 1.5 15200 1297
Y312 1.6 17900 360
Y324 1.6 19200 1125
Y304 1.9 24000 586
Y282 1.9 24600 867
Y308 2.3 30000 751
Y328 2.3 33000 1134
Y323 3.0 42200 483
Table V.I
Overview of defoci and number of particles per analyzed micrographs
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5.3.3 Fitting the GroEL atomic model into the electron density map
The GroEL X-ray crystal structure at 0.28 nm resolution (Braig et al., 1995) was
fitted to the electron density map obtained from the stained specimens (Fig. 5.8).
Correlation coefficients and R-factors are given in Table V.II.
Figure 5.8
Fitting of the GroEL atomic model in the unfiltered density map
Molecular Fitting Correlation Coefficient
At 2 nm resolution 0.92
At 1 nm resolution 0.84
Table V.II
Characterization of the fitting shown in Figure 5.8
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5.4 Discussion
The three-dimensional structure of a protein complex can be obtained by electron
microscopy if the biological specimen is kept under “native” conditions during the
preparation and the observation. Negative staining of dried samples was introduced
more than forty years ago as a rapid method to study biological macromolecules
with the transmission electron microscope (Brenner and Horne, 1959); it is still
widely employed due to its ease of use (Harris and Horne, 1991). Nevertheless it has
always been acknowledged to carry with it a number of problems, namely the
resolution-limit imposed by the presence (and size) of the negative stain. The access
to the internal details of an isolated protein complex is not allowed with air-drying
negative staining methods. It is only after the development of cryo-electron
microscopy of vitrified samples and several instrumental improvements that
structural determination to high-resolution has been made possible (van Heel et al.,
2000).
Despite the last decade important progress that has been made in the EM field,
structure determination at sub-nanometer resolution remains a tough work,
especially in the case of low-symmetry, relatively small, isolated biological
specimens. The low signal-to-noise ratio (SNR) limits not only the visibility of the
object, but also the image processing (i.e. particle orienting) that must be made in
order to obtain a 3D representation of the studied sample.
The problems of the low SNR and high electron-beam sensitivity of unstained
frozen-hydrated biological samples observed by cryo-EM can be reduced by the use
of cryo-negative staining (De Carlo et al., 2002). The samples are observed in the
vitrified state and at low temperature but in the presence of a concentrated solution
of ammonium molybdate, a heavy salt that is used as the stain for this method.
To what extent is a biological structure preserved? Are internal structural features
accessible in the presence of the ammonium molybdate stain? These questions
remained unanswered and they are examined thoroughly in the present work.
The GroEL chaperonin 3D structure is investigated by the cryo-negative staining
method on a field-emission gun (FEG) electron microscope. Direct observation of the
GroEL particles is easier because they are well distinguishable in the vitrified salt
solution (Fig. 5.1a), even if a decrease in contrast is expected due to the high-voltage
used (200 kV). The advantage of an enhanced SNR makes it possible to record images
close to focus: unstained GroEL is hardly visible on electron micrographs recorded
with 1 mm defocus, with a FEG electron source operated at 200 kV.
66
The modulation transfer function is directly visible in the optical diffraction
pattern (Fig. 5.1b) without the need of an additional carbon film beneath the hole.
The presence of Thon’s rings in the diffraction pattern (Fig. 5.1b) indicates that the
vitreous film of ammonium molybdate is producing statistical fluctuations of local
mass-thickness and, therefore, of the electron-optical phase shift. The power
spectrum thus shows a wide range of spatial frequencies with approximately equal
probability (white noise), the same that can be observed with carbon or germanium
films (Reimer, 1998).
This white noise is unrelated to the structural information within the image, but
it helps to characterize the CTF and it is of direct interest in the CTF parameter
determination by the method of Zhu et al. (1997), where the use of periodograms is
essential.
Nevertheless, the exactitude with which the CTF parameters can be determined
was verified by a good matching between computer-generated and experimental
power spectra profiles, as shown for instance in Figure 5.2.
After CTF correction, multivariate statistical analysis was carried out to align and
classify the 2D molecular images (i.e. the projections). Although the GroEL homo-
tetradecamer shows a preferential top-view orientation, the other intermediate views
are also present in the whole data set, as illustrated by the excellent angular
distribution (Figure 5.3). This is an important prerequisite for the 3D angular
refinement strategy used in this work.
The 3D reconstruction obtained (Figure 5.4) is very similar to reconstructions
obtained in vitreous buffers in previous studies (Ludtke et al., 2001; Roseman et al.,
2001), although a slightly improved resolution of 0.9 nm is achieved in the present
case, as monitored by the stringent 0.5-cutoff criterion applied on the Fourier shell
correlation plot (Figure 5.5).
In a previous work, we could demonstrate that the GroEL structure is well
preserved in presence of the ammonium molybdate stain, at least down to 1.4 nm
resolution (De Carlo et al., 2002). Here we are going further. The atomic model from
the PDB was used to perform a rigid-body fitting in the obtained electron density
may, in order to show the good structural preservation. This 0.9 nm resolution
allowed us to visualize internal features of the GroEL chaperonin in the electron
density map, which is the most important topic of the present article. The internal
details could well be related to protein densities of the GroEL complex, as shown by
the good correlation between the cryo-EM and the X-ray maps at 1.0 nm (Figure 5.6
and Table V.II).
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We thus think that the presence of the stain do not forbid the access to internal
features of a protein complex, which is a considerable advantage that deserve due
attention. Cryo-negative staining should no more be compared to the conventional
air-drying negative staining, where only the outer surface and therefore the overall
replica or quaternary structure is revealed.
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6. Selected applications
6.1 Isolated macromolecules
6.1.1 Yeast RNA Polymerase I
In Eukaryotes, the transcription process is more complicated than in Prokaryotes
due to the higher organization of the nuclear structures. Many proteins interact
during DNA transcription. This is also true in Prokaryotes but the more complicated
structural organization may reflect the higher complexity of transcriptional
regulation. The DNA is not naked; it is condensed with histones and forms large
complexes named nucleosomes. In order to achieve correct transcription of the
genetic material, DNA must dissociate from histones; the supercoiled conformation
is changed in a more relaxed form. However, it seems that polymerases are able to
transcribe DNA in nucleosomes by a local displacement of DNA from histones by a
loop forming mechanism (Felsenfeld et al., 2000).
Table VI.I
The genes and respective subunits of S. cerevisiae RNA Pol I, II and III
(Bischler, Ph.D thesis, 2001)
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The polypeptidic composition of the three polymerases in yeast is more complex
than in Prokaryotes. Every enzyme is a heteromultimeric complex with a molecular
weight ranging from 500 to 700 kDa. Each enzyme is composed of two large subunits
(homologues of the E. coli subunits b and b’) representing 50 to 70% of the total
molecular mass, and a variable number of additional subunits characterizing the
three existing enzymes (Table VI.I).
The similarity to the bacterial enzyme can be described as follows:
1- The homologies to the bacterial enzyme: the two largest subunits (A190 and
A135 for Pol I), the two a-like (AC40 and AC19 for Pol I) and the w-subunit
(ABC23 or Rpb6 for Pol I). This is also called the core enzyme (a2bb’w).
2- The common subunits (or highly homologous) to all eukaryotic RNA
Polymerases: ABC27, ABC14.5, ABC10a, ABC10b, A12.2.
3- The subunits specific for each type of RNA Pol: in the case of RNA Pol I: A43,
A49, A34.5 and A14.
The RNA polymerase under study in this case is the Saccaromyces cerevisiae RNA
Pol I. The RNA Pol I is responsible for the transcription of the ribosomal DNA. First
studies by EM were performed on negatively stained Pol I 2D-crystals (Schultz et al.,
1993). More recently, the structure of the S. cerevisiae RNA Pol I has been determined
by negative staining and thin film cryo-EM at 3.2 nm resolution from isolated
particles (Peyroche et al., 2002). The structural studies of this enzyme were completed
by the determination of the atomic structure of RNA Pol II, deprived of its two
specific subunits 4 and 7 (RNA Pol II D4/7), which thus describes the eukaryotic core
structure a2bb’w of the enzyme (Cramer et al., 2001). The core structure was already
studied in E. coli by single-particle analysis at 1.2 nm resolution (Finn et al., 2000).
Cryo-electron microscopy of isolated molecules was used to locate the RNA Pol I-
specific subunits by direct comparison with the atomic model of the core structure
and by immuno-labeling studies (Bischler et al., 2000).
The objectives of the subsequent study we performed on RNA Pol I by cryo-
negative staining were the following:
1- Does the cryo-negative staining method preserve the structure?
2- Can the resolution be improved?
3- Can we better detect the additional subunits?
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Figure 6.1 shows the 3D reconstruction of the S. cerevisiae RNA Pol I by conventional
negative staining (Bischler, 2001, Ph.D thesis).
Figure 6.1
3D models of negatively stained RNA Pol I
The model is projected along four different Euler angles, as indicated on the bottom.
The molecular weight was estimated to be 588 kDa from the sum of the molecular
weights of the subunits. The same protein complex has also been studied in its native
frozen-hydrated state by cryo-electron microscopy (Bischler et al., 2002).
Figure 6.2 is a colored illustration of the 3D reconstruction obtained by thin film
vitrification. The resulting 3D models of the RNA Pol I have a modest resolution of
3.2 nm (or 2.5 nm as assessed with the 3s-criterion). In the case of RNA Polymerases
in general, assigning the subunits directly would have been impossible. The a-carbon
chain is necessary to understand the complex organization of the two large subunits.
In this case several experiments such as immuno-labeling (direct visualization of the
antibody) have been carried out to assign some of the subunits, namely A43, A14,
A49 and A34.5 (Bischler et al., 2002). However, comparison of Figures 6.1 and 6.2
indicates that cryo-EM is better preserving the specimen, as monitored by a much
better fitting of the atomic structure with the unstained native model than does the
air-dried negative stained structure.
At the beginning of 2001, we started collaborate with the research group directed
by Dr. Patrick Schultz at the Institut de Génétique et de Biologie Moléculaire et
Cellulaire (IGBMC) in Illkirch-Strasbourg. The same sample was studied by cryo-
negative staining with a Philips CM120 electron microscope (LaB6 cathode operated
at 120 kV). The specimen was prepared as described in section § 2.3.
Figure 6.3 illustrates an electron micrograph of the cryo-negatively stained RNA
Pol I. As explained in § 4, the images were recorded close to focus (ca. 0.5 mm). In
these imaging conditions, the CTF first zero is located at approximately 1.4 nm.
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Figure 6.2
3D reconstruction of RNA Pol I by cryo-EM
The particles are less well distinguished in the vitrified ammonium molybdate as
it is the case for the GroEL chaperonin (§ 4.3). The RNA Polymerase I do not possess
internal symmetry, so that the views are more heterogeneous in the EM field.
However, it was the first time that the RNA Pol I appeared with such a high SNR in
an EM micrograph. The SNR is clearly better in cryo-negative staining, which will
improve the alignment and partition of the molecular images. This is a major
problem for small particles and the use of cryo-negative staining may extend the
high-resolution study of isolated particles to smaller molecular weight complexes.
Image analysis was carried out with IMAGIC (van Heel and Keegstra, 1981; van
Heel et al., 1996). 2D projections were picked from several micrographs and the final
data set comprised 11861 images. After many multivariate statistical analysis
refinement cycles, 1200 classes were created. The best 800 classes (noise-free
molecular views) were retained for the 3D reconstruction. The images were
partitioned into classes without rotational alignment to avoid any bias from the
selection of alignment references. Class averages were used as rotational and
translational alignment references and three alignment/classification cycles were
required to produce a stable partition.
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Figure 6.3
Electron micrograph of cryo-negatively stained RNA Pol I
Figure 6.4
2D averages and volume projections – comparison cryo-EM vs. cryo-ns
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Reprojections of the previous unstained model (Bischler et al., 2002) were used as
anchor images to assign the direction of projection of each class-average by sinogram
correlation (van Heel, 1987b). The 3D model was further refined by using
reprojections of the new 3D model as references for the alignment of the original
images. The final model was reconstructed from the 800 best classes (based on the
error with the corresponding reprojection) out of a partition into 1200 classes.
Figure 6.4 shows the class-averages (rows A and C) and the back-projections of
the volume along the same Euler angles as the class averages (rows B and D). These
data are shown for the standard cryo-EM (rows A and B) and for the cryo-negatively
stained preparations (rows C and D). These comparisons indicate that the
reconstructed volumes reflect accurately the class-averages and show indeed that the
resolution of the cryo-negatively stained model is improved.
Figure 6.5
Angular distribution (A) and Fourier shell correlation plot (B)
3D reconstructions – cryo-ns (C) vs. cryo-EM (D)
The resolution of the cryo-negatively stained model of RNA Pol I was determined
after randomly splitting the data set into two and comparing in Fourier space the two
independent models. The 0.5 FSC criterion gave a resolution of 2.2 nm (as compared
to 3.2 nm in the case of the unstained model) and a resolution of 1.8 nm was obtained
when the 3s criterion was used (Figure 6.5 B). This result shows that the three-
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dimensional resolution achieved on the same electron microscope is significantly
higher in cryo-negative staining.
When viewed along the same Euler angles, the comparison of the unstained
model (Figure 6.5, D) with the stained model (Figure 6.5, C) undoubtedly shows the
improvement in resolution.
However, in order to really appreciate the obtained results, the fitting of the RNA Pol
II D4/7 atomic model (Cramer et al., 2001) with the electron density map was
calculated with Situs (Wriggers et al., 1999; Wriggers and Birmanns, 2001) and is
presented in Figure 6.6.
Figure 6.6
Cryo-EM vs. cryo-ns fitting comparison
Figure 6.6 shows the fitting comparison between the cryo-EM model (Fig. 6.6 A)
and the cryo-negatively stained one (Fig. 6.6 B). There are many interesting
observations that can be made based on the different conditions. The AC40 and AC19
subunits (a-like) are clearly distinguished in the cryo-negatively stained volume (Fig.
6.6 B). The corresponding protuberances and the cleft are better visible. The groove
and clamp domains are also clearly defined; the fitting correlates better in this case.
The Rbp5 subunit is slightly tilted towards the cleft, according to the X-ray structure.
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In the cryo-EM model, the funnel is too large and the cleft domain is not well
defined. In this case the structure looks opened from top to bottom and the groove
domain is connected to the funnel. By comparison with the atomic model, one can
see that the cleft domain forms a bridge with the cleft. In the stained model, the
funnel domain has the correct size and the protein density bridge is clearly resolved.
There is a main difference though, a protuberance near the Rbp9-jaw that is
absent in the atomic model and just slightly detectable in the unstained model. This
protuberance was never reported and described earlier and its origin is yet
unknown. This new striking result has been further investigated and some
hypotheses are proposed below to account for its presence (see p. 78).
Figure 6.7
Fitting of the X-ray structure of the RNA Pol II (core enzyme) into the
RNA Pol I electron density map obtained by cryo-EM (A) and cryo-negative staining (B)
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In order to better visualize the differences between the X-ray model of RNA Pol
II D4/7 and the envelope of RNA Pol I as determined at 1.8 nm resolution by cryo-
negative staining, a density difference map was calculated between the two models.
The positive differences (i.e. densities more important in Pol I than in Pol II) are
represented in Figure 6.7 for the unstained model (A) and the stained model (B).
Differences between the two models can have various origins:
(i) A protein density present in RNA Pol I and absent in RNA Pol II. Such
differences could arise from the four RNA Pol I-specific subunits A14,
A43, A34.5 and A49; from insertions present in A190 or from unresolved
densities in the RNA Pol II structure.
(ii) Conformational changes between the crystallographic structure and the
structure in solution.
(iii) A false correspondence between the envelope revealed by cryo-NS and
the real protein density. In order to sort out the origin of the differences,
earlier immuno-labeling data localized the RNA Pol I specific subunits.
Density I (Figure 6.7A) was attributed to subunit A49, density II corresponds to
the stalk and contains subunits A14 and A43 whereas density III was attributed to
A34.5. The origin of density IV was not an additional subunit and was tentatively
attributed to an insertion in A190. The analysis of the positive differences obtained
from the stained model raised two questions: are these differences still confirmed?
And in particular the A49 and A34.5-specific differences?
The latter subunits were shown to be loosely associated to the enzyme and in
dilute protein conditions and high salt (1 M NaCl) the subunits could be separated
from the enzyme, yielding the A* form of the enzyme. The stalk is present in both the
unstained and the stained models and density II can be used as a reference for full
occupancy of the site. The A49-specific density (I) is less important suggesting that
the occupancy of the site is not of 100%. The A34.5-specific density (III) is also
visualized. These observations suggest that even in the high ionic strength conditions
produced by the cryo-negative staining method, these two labile subunits are still
partially associated.
Density IV is still present at the same place. However a major additional density
is detected close to the Rpb9 subunit, which was not revealed in the cryo-EM map.
This additional density locates close to the Rpb9-jaw (figure close-up) that contains
the Rpb1-jaw domain. The sequence alignment between subunit Rpb1 and A190, its
77
homolog in RNA Pol I, indicates that this region is poorly conserved between the two
subunits and that A190 shows an insertion of 94 residues in this region (Figure 6.8). It
is thus possible that the protuberance arises from this insertion of about 10kDa. Why
was this difference not revealed in the unstained model? The corresponding region
in Rpb1 was not resolved over its entire length, probably because of the flexibility of
this region.
Figure 6.8
Sequence alignment between Rbps subunits and its homologues A190 and A135 in S. cerevisiae
Figure 6.9
Negative differences (red) between cryo-ns and the atomic model
The negative differences (i.e. densities more important in RNA Pol II than in
RNA Pol I) are represented in red in Figure 6.9. A major density (I) is located on the
78
floor of the DNA-binding groove, reaching the active site and extruding out of the
funnel. Curiously this density does not correspond to protein densities present in
RNA Pol II and protruding out of the RNA Pol I envelope (see figure 6.7). This
density thus arises from highly negative densities in the RNA Pol I map and
probably represent regions of stain accumulation. Interestingly this region delimits
the highly positively charged area of the enzyme where DNA binds (the active site)
in the elongation complex. This was verified by an excellent correlation between the
surface 3D representation of the highly negative densities in RNA Pol I and the
surface electric potential 3D representation of RNA Pol II D4/7.
Density I therefore correspond to the accumulation of the molybdenum anions
and reveal the surface electric potential of the enzyme. Densities II, III and IV all
correspond to protein regions of RNA Pol II protruding out of the RNA Pol I
envelope. A domain of Rpb9 is outside the envelope, thus forming density II and
further suggesting that the Rpb9-jaw is flexible or folded differently in RNA Pol I
than in RNA Pol II D4/7. A domain of Rbp5, which has a different position in the
crystal structure than in the stained envelope, forms density III. Finally density IV is
due to a part of Rpb1 in contact with the stalk formed of the specific proteins A43
and A14. It is conceivable that the position of the domain is slightly modified upon
binding of these subunits.
In the previous paragraphs, we presented the sequence alignment between the
Rbp subunits of RNA Pol II D4/7 and the A190 and A135 subunits of RNA Pol I
(Figure 6.8). The 10 kDa insertion is certainly not sufficient to explain the presence of
density V, corresponding to the large protuberance opposite to the stalk. As a
consequence, we proposed four hypotheses in order to explain its origin:
(i) An additional subunit not yet identified
(ii) Conformational change between cryo-NS and cryo-EM
(iii) Conformational change between X-Ray and cryo-NS
(iv) New flexible protein domain of RNA Pol I
The first one has been excluded immediately, because the RNA Pol I-specific
subunits were identified and the enzyme is well known from the biochemistry point
of view. The second hypothesis was approached in the following way: if there is a
conformational change between the unstained/stained condition, then we should be
able to show the corresponding density displacement in the electron density maps.
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We should be able to find out the initial and final positions of the “moving” density.
After computer analysis of the data, we were not able to show this displacement. We
found that the protuberance present in the stained 3D model is truly an additional
electron density absent in the unstained model.
The difference between the atomic model of the core enzyme and the RNA Pol I
with its specific bound subunits can be seen in the negative difference map (Figure
6.9). However, it is not easy to make conclusions out of this figure. The presence of
specific subunits bound to the RNA Pol I could in principle be sufficient to explain
this difference, at least for densities II and III. Densities IV and I are due to non-
uniform distribution of the stain around the particle. This is possible because the
RNA polymerases have a characteristic distribution of the surface electric potential.
We therefore cannot exclude hypothesis (iii), even if the last hypothesis looks more
reasonable.
We thus think that the protuberance is a novel feature in the sense that it has
never been described earlier. Why is this protuberance absent in the unstained 3D
model? We think that flexibility may explain the absence of signal in the cryo-EM
model since a poorly contrasted and flexible part of the molecule could well not be
resolved whereas the higher contrast obtained in cryo-negative staining may help to
reveal such regions.
Figure 6.10
RNA Pol I native 2D crystal
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If this hypothesis is confirmed, cryo-negative staining could become a powerful
method to reveal poorly ordered domains by EM. The only way to reveal such a
flexible part would be immobilize it and observe it unstained in the electron
microscope. Such conditions can be obtained with two-dimensional crystallization. In
order to form an ordered 2D-crystal, the protein has to assume a “fixed” position.
A few years ago, P. Schultz studied the structure of RNA Pol I 2D-crystals in
native conditions (Figure 6.10, unpublished). We have analyzed the already available
data in order to compare them with the stained model. In the 2D crystal, the
asymmetric unit is a dimer of the RNA Pol I molecule (Inset I, Fig. 6.10). However,
the dimer does not orient itself completely in the plane orthogonal to the projection
axis. The upper monomer is tilted 30° with respect to the non-crystallographic 2-fold
symmetry axis, in contrast to the bottom monomer which orient itself in the plane.
That is why only the bottom monomer is completely visible in the projection (inset I
of Figure 6.10).
In the projection map, the protrusion is clearly visible (white arrow). As a
comparison, the contour map of the same molecular view seen along the same angle
but obtained by cryo-negative staining is illustrated in the inset II of Figure 6.10.
This is an obvious indication that in the native crystal the protrusion has a well-
defined position. Moreover, when such a projection map is computed many copies of
the asymmetric unit are averaged and the SNR is thus higher.
A few weeks ago a paper by Asturias and colleagues appeared concerning the
solution structure of yeast RNA polymerase II at 2.5 nm, as determined by single-
particle analysis of frozen-hydrated samples (Craighead et al., 2002). Interestingly,
the published structure shows a protrusion equivalent to the one found here in
yRNA Pol I, located opposite to the stalk.
We therefore think that hypothesis (iv) make sense and sounds reasonable as a
putative explanation for the origin of the protuberance. A further investigation is
nevertheless required to understanding its function.
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6.1.2 Aeromonas hydrophila aerolysin (part of § 6.1.2 courtesy of C. El-Bez)
Aerolysin is a channel-forming protein secreted by the human pathogen
Aeromonas hydrophila; a bacterium associated with diarrhea diseases and deep wound
infections. Like many other microbial toxins, the protein changes in a multi-step
process to from a completely water-soluble form to produce a transmembrane
channel that destroys sensitive cells by breaking their permeability barriers (Abrami
et al., 2000).
The pro-aerolysin is released as a hydrophilic 52 kDa protoxin, which is activated
by the proteolytic removal of a 25 amino acid C-terminal peptide (Garland and
Buckley, 1988).
Although monomeric aerolysin has little or no surface activity, it can oligomerize
to form very stable structures that will insert into lipid bilayers and produce well-
defined channels (Chakraborty et al. 1990; Wilmsen et al. 1990, 1991).
In vivo, concentrations of aerolysin necessary for oligomerization are obtained by
high affinity of the toxin to the transmembrane protein glycophorin on the surface of
erythrocytes.
There are several reasons to believe that oligomerization is an essential step in
channel formation. The protoxin form of aerolysin is unable to oligomerize and this
accounts for its inactivity (Garland and Buckley, 1988).
In the article of Wilmsen et al. (1992), the authors presented their preliminary
observations on the oligomeric state of the active aerolysin and on the structure of
crystalline arrays formed by the oligomer in phospholipid mixtures. They described
the formation of a transmembrane-spanning ion conducting channel by a heptameric
protein oligomer.
The X-ray atomic model of the
pro-aerolysin monomer has
been published so far (Parker et
al., 1994), but the structure of
the active oligomer remains
unknown. Parker has proposed
a putative oligomeric model, by
applying 7-fold symmetry to
the monomer with computer
modeling (Figure 6.11).
Figure 6.11
Aerolysin - putative oligomeric model
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The water-soluble mutant in its oligomeric form was obtained in the group of Dr.
Gisou van der Goot in Geneva. The aerolysin heptamer is about 350 kDa and it is
illustrated, cryo-negatively stained, in Figure 6.12. The heptameric soluble form has a
clear funnel shape. It generally associates in solution forming dimers, with the
monomers placed back-to-back by the large side of the funnel, as monitored by the
2D averaged particles in Figure 6.13. Sometimes, the heptamer can also associate by
the narrow cone (Figure 6.13, last right).
Figure 6.12
Cryo-negatively stained aerolysin (water-soluble mutant)
Figure 6.13
2D averaging – main Eigenimages
My colleague Catherine El-Bez made the 3D reconstruction of the dimeric form,
shown in Figure 6.14. The 3D reconstruction was computed by applying 7-fold
symmetry after several cycles of 3D projection alignment, a strategy already
mentioned in chapter 3 (§ 3.3). The views show the aerolysin dimeric oligomer at 1.5
nm resolution, as determined by Fourier shell correlation. Despite the good
resolution obtained, several questions remain unanswered. In particular, it remains
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to find out if it is possible to clearly distinguish the seven subunits, assuming that the
position of the four monomer’s domains is known.
Figure 6.14
Surface-rendered 3D reconstruction of aerolysin (water-soluble mutant)
Figure 6.15
Molecular fitting (Tsitrin et al., 2002) of the aerolysin atomic model
(different colors) in the 3D-reconstruction shown in Figure 6.14
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However, the vertical orientation of the monomers is not yet clear. They can be
flipped upside-down without dramatic changes in the surface representations,
making their true orientation hard to determine.
The idea is to obtain mutants lacking one side-domain, but still able to oligomerize,
in order to compare the resulting 3D reconstruction with the previous one. By
comparison, it should be possible to assign the true vertical position. Another
possibility would be an immunogold labeling of one precise subunit; gold particles
should be clearly visible in the electron density map allowing a precise position
assignment of the four subunits into the volume. Preliminary results have been
obtained and a putative model has been proposed, as illustrated in Figure 6.15
(Tsitrin et al., 2002).
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6.2 Viruses
6.2.1 Tobacco Mosaic Virus (TMV)
Figure 6.16
Cryo-negatively stained TMV
Tobacco Mosaic Virus is a well-known biological object. Many tests have been
performed on TMV. This virus has a clearly defined diffraction pattern due to its
helical structure; it is therefore used as a calibration standard for electron
microscopy. It has been used to calibrate the magnification of the Philips CM200-FEG
electron microscope used in § 5. Figure 6.16 illustrates one of the first electron
micrograph obtained by myself with the newly developed staining method (Adrian
et al., 1998). The arrowheads in the optical diffraction pattern (inset) show
information up to the 6th layer line, however only the 3rd and 6th are clearly visible
(corresponding to 2.3 nm and 1.15 nm resolution, respectively). This was an
encouraging argument to pursue the structure preservation investigation.
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6.2.2 Icosahedral viruses
The next example is the Tomato Bushy Stunt Virus (TBSV). It is an icosahedral
virus. It is called so because the protein shell surrounding the genetic material (the
capsid) possesses all the symmetries of an icosahedron. The capsids have a size of
approx. 40 nm.
Figure 6.17
Cryo-negatively stained TBSV; inset: optical diffraction pattern
When a concentrated solution of TBSV is available and observed by the thin film
vitrification system and cryo-electron microscopy, it may happen that the particles
are arranged and close-packed in the field of view. Figure 6.17 illustrates such an
arrangement with TBSV observed by cryo-negative staining. The diffraction pattern
shown in the inset of Figure 6.17 indicates a non-random orientation of the viral
particles in the vitreous ammonium molybdate film.
A 3D reconstruction has been obtained at 2.4 nm resolution by Dr. Steven Fuller
(Adrian et al., 1998). A more detailed analysis it out of my purposes; the high-
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resolution atomic structure of the TBSV was determined by X-ray diffraction more
than twenty years ago (Harrison et al., 1978).
The near atomic structure of this virus at 0.59 nm has been obtained by cryo-
electron microscopy in the group of Prof. Marin van Heel in London (Figure 6.18),
with a liquid-helium cooled stage and a Philips CM300-FEG electron microscope
(van Heel et al., 2000).
Figure 6.18
Structure of an icosahedral virus (TBSV) at 0.59 nm resolution
The densities displayed in Figure 6.18 are a wire-frame representation that has
been calculated using 6000 images of TBSV embedded in vitreous ice. The images
were processed by angular reconstitution as described in § 3.1. Inserted into this
section through the cryo-EM map (purple) are backbone traces of six copies of the
capsid protein, three of which form the (unique) asymmetric triangle of the
icosahedral point-group symmetry (van Heel et al., 2000).
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6.2.3 Enveloped viruses
In the present section I would like to present recent results obtained with an
enveloped virus, the ORF. It belongs to the poxviridae family (genus: parapox), like
the very similar Vaccinia virus (genus: orthopox). ORF means “scabby” in Iceland,
which corresponds to the scabby mouth (ecthyma contagiosus) symptoms of the virus
infection in sheep and goats. Its genetic material is composed of 140-160 kbp dsDNA.
The poxvirus assembly occurs in the cytoplasm. The first event in morphogenesis is
the formation of membrane crescents (MC, Figure 6.20) with progressively
surrounding electron dense material. The origin of these membranes is very
controversial, as some virologists believe they originate by a process of budding of
viroplasmic material through the membranes located between the endoplasmic
reticulum and the Golgi stacks (Figure 6.19 and 6.20).
Figure 6.19
Textbook proposed scheme for POX virus assembly an budding
This budding process implies that these membranes are in fact double
membranes (Griffiths et al., 2001). Other researchers believe that these membranes
are only single membranes and are therefore derived by an equally mysterious
process of de novo membrane formation (Harding et al., 1983). Whatever the case,
these first events give rise to what is called intracellular mature virus (IMV, Figure
6.20). These are the major infectious form of Vaccinia virus and are released from
infected cells at very late times after infection by cell lysis. IMV particles acquire two
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Figure 6.20
Electron micrograph after chemical fixation and thin sectioning
(Image courtesy of Dr. H.-J. Rziha)
additional membranes or envelopes when Golgi vesicles surround them. The fusion
of Golgi vesicles enables the complete wrapping of Vaccinia particles. Only 1 to 10%
of the particles undergo this process depending on the virus strain employed. At this
stage the particles surrounded by two membranes are called intracellular enveloped
viruses (IEV, Figure 6.20).
The majority of these particles migrate to the plasma membrane where their
outer envelope fuses with it to release single enveloped particles into the culture
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fluid. These particles are called extracellular enveloped virions (EEV, Figure 6.20).
Thick actin bundles or tails that form just under the particles and push them outside
the cell aids their extrusion from the cell. One of the envelope proteins is thought to
recruit and catalyze the actin polymerization for this to occur (Hollinshead et al.,
2001).
Some particles do not detach from the cell surface. They are generally referred to
as cell-associated enveloped virions (CEV). Finally, other mechanisms may also
participate to a small extent in the formation of EEV. IMV may bud directly at the cell
membrane as occurs for many other enveloped viruses; or IMV may first bud into
cytoplasmic vesicles thereby loosing one of their envelopes and these vesicles could
release their content outside the cell by fusion with the plasma membrane. In any
case most studies have shown that EEV arises mainly by transit through the Golgi
apparatus (Spehner et al., 2000).
Very little structural information is available about the ORF virus. Dr. Hans-
Joachim Rziha from the Institute of Immunology in Tübingen provided the ORF wild
type D1701 (Düsseldorf 1701 highly attenuated and VEGF-E deleted strain) and the
D1701-Vr10 mutant (Büttner and Rziha, 2002). The purpose is the study of the
surface structure of both ORF types. Despite the genetic similarity between the
Vaccinia virus and the ORF, the outer surface structure seems to be very different.
The Vaccinia virus shows randomly oriented spikes on the surface, when
prepared by air-drying negative staining. Many molecular biologists have tried
without success to purify those spikes, in order to produce an efficient vaccine. Marc
Adrian has clearly shown that these spikes are preparation artifacts (Dubochet et al.,
1994); an almost flat surface is visible by cryo-electron microscopy.
The ORF present a surface structural organization absent in the Vaccinia. The
work presented here is a tentative demonstration of this fact. Both ORF wild type
and the mutant have been observed by cryo-EM and cryo-negative staining. The
factor responsible for the organized outer structure is a not yet well-defined protein.
The ORF D1701-Vr10 mutant, lacking this protein, shows a distorted outer surface
and a typical “German beer-mug” shape.
First of all, EEV ORF particles have been observed by cryo-electron microscopy
in their aqueous buffer. Figure 6.21 shows two ORF viruses with a double membrane
still surrounding the virions. The outer envelope is not firmly attached to the internal
one; it can happen that a virion loses its external membrane during specimen
preparation, as it is the case for the particle on the left in Figure 6.21.
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Figure 6.21
Vitrified suspension of native ORF (wild type EEV); EE = external envelope
All the electron micrographs have been recorded at a magnification of x53000.
The scale bar in Figure 6.21 is valid for all following pictures. The ORF particles have
the same size of the Vaccinia EEV. The ORF is about 350 nm long and 180 nm wide.
If the envelopes are still surrounding the virions, the underneath surface
structure is covered and very hard to see. However, the border shows some features
regularly spaced all along the profile. In order to completely remove the external
envelope and reveal the underneath structure, the ORF virus suspension has been
sonicated for 10 minutes just prior to vitrification. The use of tip-sonicator must be
avoided. Even a short time perturbation could break too much material. We used a
bath-like sonicator for a “gentle” treatment. The result of the sonication experiments
is illustrated in Figure 6.22. Two distinguished particles coming from different
micrographs are shown.
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Figure 6.22
ORF wild type imaged by cryo-EM after 10 min. sonication
The black arrowheads in Figure 6.22 indicate the regularly spaced features. In the
right picture, the underneath organized structure is visible, but the images still are
noisy in the interior of the particles. The quantity of broken phospholipids and other
lipid vesicles in the background depends on the quality of purification (left).
In the group of Dr. Danièle Spehner (EPI-INSERM, EFS Strasbourg), antibodies
against the putative protein responsible for the outer surface organization have been
produced. She used immunogold labeling on negatively stained ORF virions, the
immunogold experiments with the mutant were successful, in the sense that in
absence of the putative epitope there was no labeling. On the other hand, this is a
supporting argument to believe that the target protein is really responsible for the
structural organization of the surface.
Although all this is still under investigation, a preliminary test has been
performed with ORF D1701-Vr10 mutant particles, submitted to the same sonication
system and observed in a vitrified suspension by cryo-EM.
For immunogold labeling experiments, 5 nm gold particles have been attached to the
antibody. The preliminary experiments were carried out without wondering about
the best conditions. Figure 6.23 shows the results. The ORF D1701-Vr10 particles look
a bit different with respect to normal experiments, but the immunogold labeling was
successful. The background noise is almost absent (Figure 6.23). After sonication the
putative epitope proteins are exposed and the antibody specifically attach to its site.
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Figure 6.23
Immunogold labeling cryo-EM of mutant ORF after 10 min. sonication
The next step is cryo-negative staining. With an enhanced signal-to-noise ratio,
the surface details of the wild type ORF are imaged with an amazing contrast. The
surface appears to be composed of interlaced fibers following the whole
circumference of the particle (Figure 6.24).  Despite the increased visibility of the
surface details, we still do not understand completely how this is formed. A better
knowledge of the putative protein responsible for this would help. If the interlaced
fibers are in reality one only continuous fiber, at least two discontinuity points
should be present. In order to elucidate the question, tilted series are planned. Stereo
view is possible if two micrographs of the same field of view (tilted specimen +15°;
-15°) are placed side by side. Electron tomography could also help to further
characterize the 3D structure of the mutant virus.
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On the right panel of Figure 6.24 an ORF particle still surrounded by its external
envelope is shown (white asterisk). The other particle seems to “swim” in its loosed
envelope, as shown by the surrounding opened membrane.
Figure 6.24
Cryo-negatively stained wild type ORF
Figure 6.25 illustrates another
interesting phenomenon: a core
(inner structure) particle (C) with
its DNA packed inside (white
asterisk).
The wild type particle on the left
also shows the very regularly
spaced surface composed of interla-
Figure 6.25 ced fibers.
Cryo-negatively stained wild type ORF
The D1701-Vr10 mutant is still under investigation. In order to confirm the
“German beer-mug” shape that was observed by conventional negative staining, the
ORF mutant has also been observed by cryo-EM in its aqueous buffer (Figure 6.26)
and cryo-negative staining (Figure 6.27).
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As already mentioned, the
interlaced fibers are either not
present in the ORF mutant or not
well organized on the surface.
Some regularly spaced extruding
features are however well
distinguishable on the external
lipid bilayers (white arrowheads).
Depending on the particles
orientation in the vitreous layer, the
characteristic “German beer-mug”
handle-arch is visible (asterisks).
Figure 6.26
Cryo-EM of ORF mutants
Figure 6.27 shows the ORF mutant
imaged by cryo-negative staining.
The same remarks are also valid in
this case. The characteristic
“German beer-mug” handle-arch is
clearly visible (asterisks). In one
case it seems originating at the
interior, it is however only an
illusion due to the projection axis.
A core particle (C) is again present
in the field of view.
Figure 6.27
Cryo-negatively stained ORF mutant
Once again, the use of the newly developed cryo-negative staining technique
allowed a remarkable improvement in the imaging quality. Fine structural surface
organization of ORF wild type EEV particles has been demonstrated due to the
advantage of an enhanced SNR.
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Beautiful images of the same biological object, realized with cryo-electron
microscopy in the best conditions, did not provide such an evident result. It is easy to
see that the benefits of cryo-negative staining extend far beyond the mere structural
determination of isolated biological proteins. It also helps to better characterize
cellular processes such as virus maturation and budding.
The use of tilted series accompanied by an improved biochemical
characterization of the putative surface organizing protein will be the next necessary
step in order to better understand the structure of this POX mutant virus. The origin
of the “arch” is still not yet understood. What is the origin of this very interesting
feature? Is that due to a special event during the budding? Is that originating from
the outer membrane itself?
Electron tomography on single virus particles will reveal the 3D structure and
will allow a better understanding.
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7. General discussion
A few years ago the cryo-negative staining technique was developed in our
laboratory (Adrian et al., 1998). It is a new procedure for the preparation and the
observation of biological samples with the electron microscope. The technique is
analogous to cryo-electron microscopy, where the samples are embedded in a thin
vitreous layer of suspension, observed at low temperature in the electron
microscope. The important difference is the presence of the ammonium molybdate
stain in the vitrified solution.
In fact, the idea of a combination of cryo-EM and negative staining is old,
however the concept was not applied in practice until Marc Adrian found the way to
accomplish it in a successful and reproducible way. At the beginning of the 80’s, the
first tentative experiment consisted in simple mixing the sample with the
conventional heavy salts used at that time as negative stain (Lepault et al., 1983).
Conventional negative staining is realized with a very low concentration of the heavy
metal salt, namely 1-2% (v/v).
If a low concentrated uranyl acetate solution is mixed with the sample just prior
to vitrification, the resulting contrast will remain exactly the same as that presented
by the native sample (Adrian, personal communication). If the stain concentration is
progressively increased, the results remain essentially unchanged until the situation
is reached where the heavy metal salt precipitates in the solution.
There are only a few cases published so far, where a 1% solution of an heavy-
metal salt like phosphotungstic acid or uranyl acetate has been mixed to the sample
prior to vitrification (Böttcher et al., 1999; Griffith et al., 2001). The authors claimed a
slightly improved contrast, although no quantitative measure of the increased
contrast was presented. Moreover, they also admit that they could reproduce the
contrast increase in only 50% of the cases. In my opinion, even the published images
in the paper were not really convincing, although the improved contrast was not the
main interest of their work. They did not provide a striking difference between their
new images and native vitrified suspensions micrographs.
Several other conventional negative stains have been tested; however the only
substance that is certified to successfully achieve cryo-negative staining is
ammonium molybdate. This substance is a derivative compound of molybdenum
(a.n. 42), a metal element near zirconium (a.n. 40), surely lighter than tungsten (a.n.
74) or uranium (a.n. 92).
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Ammonium molybdate is used at saturated concentration for cryo-negative
staining. During specimen preparation, the biological sample is put in contact with a
droplet of the staining solution, composed of ammonium molybdate buffered at
neutral pH with NaOH. What happens to the sample during the short time of
contact? The biological sample is generally conserved in a physiological low-salt
buffer. When the thin layer of the sample-containing buffer is in contact with the
ammonium molybdate a dialysis occurs. The osmotic pressure difference slowly
disappears, which means that equilibrium is reached: a situation where the biological
particles become suspended in the high-salt medium without being diluted in the
staining droplet.
In these conditions, the resulting density of the vitrified ammonium molybdate is
five times higher than the density of the protein, without taking hydration water into
account. That is why the biological samples appear white in a dark background in
the electron micrographs of a cryo-negatively stained preparation.
The presence of the ammonium molybdate stain in the preparation is a source of
debate in the EM community. This is not surprising at all! More than twenty years
ago Prof. Jacques Dubochet came with the announcement that a new way to prepare
biological sample was found. The vitrification of a thin layer of aqueous suspension
was subject to strong criticism against the pioneer group of the EMBL. “You can’t
bend nature”! This was the answer of the scientific community. Scientists should be
open-minded enough to refuse dogmas and accept new ideas but…
If the vitreous state of water is still something not yet understood from the
thermodynamics point of view, vitreous water can be obtained in different
conditions such as high-speed cooling or at very high pressure.
Nowadays, almost thirty years after the Taylor and Glaeser experiments, cryo-
electron microscopy is the choice method for structural determination of biological
macromolecules. This method is actually used by hundreds of research groups all
around the world and is still very demanded (Abbott, 2002).
Actually, cryo-negative staining is felt with reticence as much as vitreous water
was twenty years ago. The presence of an external agent in the vitrified suspension
disturbs the scientist that prefers to “do things like he always do”.
Despite the advantages illustrated in the first publication, the cryo-negative
staining technique was not really adopted by other research groups. There is only
one paper published so far, where scientists outside Lausanne could demonstrate a
quality improvement due to the newly developed method (Stahlberg et al., 1999).
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After seven years experience in the structural EM field, four of which spent to
thoroughly study the advantages of cryo-negative staining, I accumulated a certain
amount of data yet ready to share.
The search for optimal work conditions guided me to the finding of the following
advantages. One of the most important things to learn in cryo-electron microscopy of
single macromolecules is to find the correct defocus in order to get the best possible
image. I have already explained the importance of this aspect for the phase contrast
and the contrast transfer function of the EM images (§ 3.1).
One has to look for the best conditions, i.e. the compromise between contrast
(object visibility) and resolution. When I first applied the typical defocus values used
in cryo-EM, I noticed it was too much for cryo-negatively stained specimens; the
images were far out of focus. I realized then that I could record pictures very close to
focus, and the proteins were still clearly visible in the EM field. Such a dramatic
change is possible because of the enhanced signal-to-noise ratio (SNR). In § 4.3, the
gain in SNR has been quantitatively assessed by the spectral SNR analysis, computed
over more than 1000 cryo-negatively strained GroEL particles and compared with as
many particles in water. The SNR is approx. 10-times higher in the case of cryo-
negatively stained samples.
This is a considerable advantage for high-resolution imaging. As already explained
in § 3, the contrast transfer function is better for close to focus images, allowing high-
resolution data to be retrieved in the micrograph.
This improvement is clearly demonstrated by the 3D reconstructions of the
GroEL chaperonin obtained in § 4.3. The direct comparison of the Fourier shell
correlation plot, computed for reconstructions in water and in presence of the stain,
shows a gain of 0.7 nm. From a biological point of view, even an improved resolution
of 1.4 nm may still not be sufficient. As an example, a resolution better than 1.0 nm is
necessary in order to see secondary elements of a protein complex, for instance a-
helices or b-sheets. For single-particles cryo-EM, this kind of resolution is generally
achieved with the new generation FEG electron microscopes (Mancini et al., 1997;
Stark et al., 2001; Unger, 2001). In contrast, all the analyses reported in chapter 4 were
performed on a conventional electron microscope.
However, in the case of the S. cerevisiae RNA Polymerase I, the increased SNR
permitted a clear progress compared to previous results. The resolution
improvement from 2.5 to 1.8 nm allowed many details to be better solved in the 3D
structure of the yeast polymerase I. Surprisingly, two electron densities clearly
assigned to precise subunits known to be sensitive to high salt concentrations were
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still present in the 3D reconstructions (§ 6.1.1). A novel structural feature was found
in the 3D model obtained by cryo-negative staining, opposite to the stalk. This
feature was never describes earlier. We could find enough arguments to exclude the
hypothesis of an artifact due to the stain or a conformational change between the
native and the stained samples. Moreover, projection-maps of native yeast RNAPol I
2D-crystals showed the same protrusion with an excellent correlation. Furthermore,
the newly developed technique revealed itself sensitive to the surface electric
potential of RNA Pol I, as monitored by the accumulation of molybdenum anions in
the DNA binding site of the enzyme.
I already mentioned beam damage as one of the main resolution-limiting factors
(§§ 1.3 and 2.1.2). Beam sensitivity of unstained biological specimens is a problem in
imaging macromolecules. With cryo-EM of native unstained molecules, it is not
possible to make a direct high-magnification observation of the studied object, at
least not for a long time. After a few seconds, the biological material starts to bubble
under the electron beam.
Bubbling is a secondary effect of beam damage and is thought to be due to gas
molecules produced by radiolytic decomposition of the organic material irradiated
by the electron beam. When the biological material is suspended in vitreous water,
the gas formed by radiolytic decomposition cannot escape, and after a certain
threshold concentration is reached it starts to form bubbles, which finally develop
towards the total destruction of the specimen.
When the specimens are in presence of ammonium molybdate, the required dose
for the onset of bubbling is considerably increased. Samples can be screened at high
magnification during more than 10 seconds without bubbling. This does not mean
that they are free of any damage.
Once again, this subject was extensively studied with the help of the GroEL
chaperonin as a test sample. The microscope was calibrated to assure a precise
determination of the dose of a single exposure. Both unstained and cryo-negatively
stained GroEL particles were recorded in multiple exposure series (§ 4.3). The
improved resolution of 1.4 nm was obtained for the cryo-negatively stained GroEL
even after a three-fold increase of the exposure dose. The GroEL atomic model fitting
into the electron density map gave excellent results. The goodness of such a fit is
indicated by the correlation coefficients (Table IV.I). Thereby the fitting results are an
additional argument for the good structural preservation, at least at the level of
resolution obtained.
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I was convinced that the limited resolution achieved was imputable to the
instrumentation limit rather than to the technique. Therefore I decided to examine
the question thoroughly… The main idea was to combine cryo-negative staining with
FEG imaging. I though it was the only way to find whether the structure
preservation is still valid, even for the finest details in a protein complex.
At first sight, I did not realize that looking for an answer to that question lead to
a more fundamental one. Is the stain presence forbidding the access to the internal
features of the structure?
In the EM community, this dilemma is matter of discussion since forty years!
Recently, Massover and colleagues have published a paper trying to address this
question. They could show 0.4 nm diffraction spots of air-dried negatively stained
catalase 2D-crystals (Massover et al., 2001). I am definitely not convinced by their
results. Catalase crystals are a very bad example! Native purple membrane 2D-
crystals would have been better as a biological test object.
Thereby, I went to the EMBL and collected data on the Philips CM200-FEG
electron microscope. The results were more than satisfying. The 3D structure of the
GroEL chaperonin could be solved down to 0.9 nm, as shown by the Fourier shell
correlation plot (§ 5.3). After straightforward comparison the X-ray model, internal
features of the protein could be clearly assigned in the electron density map. This is a
clear demonstration of the cryo-negative staining capabilities and potential for high-
resolution single-particles analysis.
Is this a general case or is it to be expected a special one? In principle, if the
specimen is well behaving in presence of ammonium molybdate, there is no reason
to believe that the structure will be perturbed. In fact, with cryo-negative staining,
we’ve been able to successfully image an important amount of biological samples.
Despite this reality, there are a few samples that simply cannot stand the high salt
concentration used: plain microtubules undergo partial dissociation unless they are
stabilized with the TAU protein and Semliki forest virus is destabilized in presence
of concentrated ammonium molybdate. This is only disadvantage found yet. The
problem is that it is not possible to decrease the concentration, otherwise the samples
are not correctly stained and all the advantages of the new technique are lost.
The stain penetration is a difficult parameter to control. It depends of the size of
studied object and its physical properties. Interpretation of density maps is not
evident in presence of the stain. If the stain would not penetrate at all, only the
external envelope of a virus or protein complex could be imaged (because we are
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observing the stain-excluded volume). Based on the observation made concerning
the high-resolution structure of GroEL (§ 5), we now know that the stain can
penetrate and reveal internal features of a protein. To what extent does the stain
penetrate? Are helices clearly resolved? In the case of GroEL, in the equatorial
domain it was not possible. If the helices were more exposed, would it be possible?
This question remains unanswered yet.
In order to answer that question, it would be helpful to test the combination of
cryo-negative staining and FEG imaging with the hepatitis virus. This biological
particle is an icosahedral virus whose external protein shell is decorated by spikes.
These spikes are composed of a-helices arranged in 4-helix bundles (Böttcher et al.,
1997).
To what extent is the structure preserved? Is there a chemical interaction or a
physical displacement perturbing the structure? From the experiments presented in
the present thesis it appear that if this is the case, distortions are far beyond the
detectable level with single-particles analysis.
Preliminary results obtained on cryo-negatively stained 2D-crystals of
becteriorhodopsin indicate that the structure is well preserved to at least 0.7 nm, as
monitored by the diffraction pattern. However, electron crystallography is out of the
purpose of this thesis. Further investigation should be carried out on high-voltage
FEG electron microscopes, where 0.2-0.3 nm resolution projection maps should give
a clear answer to the problem.
103
8. Conclusion
I hope that the several publications related to this thesis will convince the EM
community that cryo-negative staining has a great potential and deserve due
consideration. The high-resolution capability of this newly developed method could
become the key interest in the combination of EM and X-ray data.
Very often this combination is not possible due to lack of high-resolution in the
conventional cryo-EM data. It is not always possible to get 1.0 nm resolution
structures for every large biological macromolecule. It is also true that X-ray
crystallography and NMR spectroscopy often provide atomic details for very small
domains or subunits of a protein complex. These cannot be docked into the electron
density map of the whole macromolecule if the resolution in not good enough.
Cryo-negative staining can bridge this gap, offering a complementary yet
essential role in the “big game” of structural biology.
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