Abstract
Introduction
We are developing a new database management system, Trio, that supports accuracy and lineage of data as first-class concepts, along with the data itself. Numerous motivating applications for Trio are provided in [34] , including scientific and sensor databases, data cleaning and integration, approximate query processing, and others. This paper covers a set of new observations and results obtained during our development of the accuracy (or uncertainty) model for the Trio system.
The fundamental difference between a traditional relational database and an uncertain relational database is that an uncertain relation represents a set of possible relation instances, rather than a single one. There has been a significant amount of prior work on uncertain databases, e.g., [3, 14, 17, 19, 22] . Much of that work focuses on defining complete models for uncertain relations, with c-tables [19] being an influential early example. Informally, completeness means that any possible set of relation instances is representable by an uncertain relation in the model. One important consequence * This work was supported by the National Science Foundation under grant IIS-0324431 and IIS-9985114 and by DARPA Contract #03-000225. of completeness is that the model is closed under relational operations: the result of applying any relational operator on inputs represented in the model can also be represented in the model.
We identify an inherent tension in modeling and querying uncertain data: intuitive models that appear to capture the most common types of uncertainty in data typically are not complete or even closed under some standard relational operators. Complete models, on the other hand, can be complex, and their representation can be difficult for humans to understand and reason about. Note that this tension does not arise in the relational model, since it is easy to grasp and at the same time closed and complete.
To address this tension, we propose a two-layer approach to managing uncertain data: an underlying logical model and a new working model. Whereas the underlying logical model should be complete, the working model typically is incomplete. In fact, the system may support several working models, and choose between them depending on the application context. The working model is a view on the underlying complete model that is easier to understand, visualize, and query. By nature, the working model may lose some information present in the underlying model.
There are multiple benefits to supporting a simpler working model:
1. Complete models are overkill for some applications.
Sometimes, all of an application's uncertain data can be captured in a simpler incomplete model, and that model is closed under all operations needed by the application. Conceptual data modeling is easier with a simpler model in mind, and we may be able to support operations on the data in a more streamlined fashion. 2. Even when a complete model is required for an application, an incomplete model can be used for the human interface to the data. The incomplete representation typically is more "readable," it may be a close approximation to the underlying complete representation, and the complete representation is accessible if desired. 3. Often there is additional structure to data uncertainty, beyond being an arbitrary set of possible instances. For example, we may know that all possible instances of an uncertain relation must have the same number of tuples, or that every instance has a counterpart instance with swapped values. Working models can impose more structure on the representation of uncertainty than typi-cal complete models, and hence allow more meaningful queries on the uncertainty itself. To support the two-layer approach, this paper explores the space of incomplete models for uncertain data. We begin with a simple and intuitive model-a restricted form of the Trio Data Model introduced in [34] . We see that standard operations quickly take us out of this model, so we introduce several extensions of the model accordingly. Most extensions are based on adding existence constraints across tuples in the database, so we consider various forms of constraints based on their complexity. By identifying fundamental properties of uncertain data that the various working models can or cannot express, we are able to establish a strict hierarchy of expressive power.
In addition to establishing the hierarchy, we investigate the closure properties of the incomplete models: We identify those operations under which each model is closed, and those operations that take us out of one model and into a more expressive one. Finally, we describe a number of interesting open problems that have arisen as we design an actual two-layer system for managing uncertain data, and we suggest preliminary results and research directions for some of them. In the next section we motivate our problem and contributions more concretely through a sample application and series of examples.
Motivation
As a motivating example, we consider data management for the Christmas Bird Count (CBC) [1, 34] . Each year, volunteers and professionals worldwide observe birds for a fixed period of time, recording their observations. The data from year to year is used to understand trends in bird populations, and to correlate bird life with short-term and long-term environmental conditions. Individual bird sightings may not always be precise in terms of species, location, or time, and the observations of professionals may provide higher-confidence data than those of amateurs. Thus, there is inherent inaccuracy and uncertainty in the data.
In this paper we considerably simplify and hypothesize some of the CBC data and functionality to keep the examples relevant and simple. We use the following schema in our examples; for the actual CBC schema see [1] .
BirdInfo(birdname, color, size) Sightings(observer, when, where, birdname)
In our sequence of examples we begin with two simple types of uncertainty, which also form the basis of our initial uncertainty model in Section 4:
• Instead of a single value, an attribute value may be an or-set of possible values. For example, a sighting may list several possible birds, or a set of possible times or locations; the information about a bird may contain a set of possible colors or sizes.
• A tuple may belong in a relation with less than full confidence. For example, an amateur birdwatcher may record a sighting but not be 100% sure he saw a bird. In this paper we reduce confidence to a boolean: each tuple is either definitely in the relation, or it is a maybe-tuple (denoted "?"). As we will see, these two simple types of uncertainty quickly lead to other types when operations are performed on the data. The examples below will illustrate the subtleties.
Independent of the effect of operations, there are a number of obvious and natural extensions to the simple types of uncertainty specified here: approximate values that are continuous intervals instead of finite sets, explicit probability distributions over possible values, numeric instead of boolean confidence, coverage values for incomplete relations [34] , dependencies between values of different attributes, and so on. Some of these extensions are discussed in Section 7. In general we have found that beginning with just the two core types of uncertainty specified above has enabled us to understand the fundamental challenges of modeling uncertainty.
Introduction to Modeling Uncertainty
Let us begin with an observer, Amy, who definitely saw a jay, and may or may not have seen another bird that was either a crow or a raven. These observations are represented in the Sightings relation with uncertainty as: where "{crow,raven}" indicates uncertainty between the two values, and "?" denotes uncertainty that the tuple is in the relation. Intuitively, this uncertain relation represents the following set of three possible relation instances, the first containing only a single tuple, and the other two containing two tuples and differing on birdname: 
Completeness and Closure
A first natural question to ask is whether every possible set of relation instances can be captured with one of our uncertain relations. The answer is no, meaning our initial model is incomplete. Using the types of uncertainty we have, there is no way to represent that either both of the tuples exist or neither do. The reader may verify that this set of instances cannot be represented in our model either. Intuitively, this example requires an implication constraint between two tuples.
Adding Constraints to the Model
For complexity reasons it is natural to consider constraints that are restricted to binary clauses: 2-satisfiability is polynomially solvable, whereas 3-satisfiability is NP-hard [16] . It turns out 2-clauses are not sufficient for completeness either, as seen in the next example which also explores the effect of selection predicates on uncertain attribute values. Representing this set of instances requires an exclusive-or among three tuples, so it cannot be modeled with only 2-clauses.
Shortcomings of Complete Models
Much previous work has been devoted to defining and analyzing complete models for uncertain relations. The first and foremost such model is c-tables, introduced originally in [19] . A c-table is comprised of tuples, possibly containing some variables in place of values. Each tuple has an associated condition, specified by a conjunction of (in)equality constraints. A c-table may also contain a global condition (introduced in [17] ). Each assignment of values to variables that satisfies the global condition represents one possible relation instance: the relation containing all tuples whose conditions are satisfied with the given assignment. The reader can verify easily that assignments of values to variables x and y (see [19] ) yield exactly the three possible instances.
While c-tables are a very elegant formalism, the above example illustrates one of its disadvantages: it can be hard for users to read and reason with. In fact, some studies [28, 30] suggest that the use of variables is what makes it hard. In contrast, the uncertainty model with which we started in Section 2.1 is variable-free.
A related advantage of simpler models is that they lend themselves more readily to intuitive and clean database modeling. For example, it is easy to envision straightforward extensions to the Entity-Relationship (E/R) model that capture the simpler forms of uncertainty we have been discussing. For example, a traditional entity set Sightings need only be extended with or-sets for attributes and "?" labels on entities.
However, an E/R-based conceptual model that captures all possible sets of instances in a simple, intuitive way is difficult to imagine. For example, consider the following set of instances: While it is clear that Emily has seen a bird, which is either a sparrow, a crow, or a raven, two of her sightings are conditioned on Frank sighting a jay. How would this type of uncertainty be captured in a straightforward extension of the E/R model? Certainly we can no longer base our design on a single entity set Sightings and simple uncertainty primitives associated with it. This discussion brings out the fundamental observation that a simpler model imposes structure on the uncertainty. One consequence of this structure is that it enables querying the uncertainty itself. Continuing with our example, we may wish to find all sightings where the uncertainty in birdname is limited to at most two possible birds. Using our simple model for uncertain relations, such a query has an intuitive interpretation: Select all Sightings tuples where the set of possible values for attribute birdname has cardinality ≤ 2 and retain "?" annotations on the selected tuples in the answer. Consider a more complex model that no longer has a simple notion of sightings and their uncertainty. Now the answer to this query may not even be well-defined.
A detailed study of queries and operations over the uncertainty itself, and the interaction with our choice of models, is an important topic of future work. However, the example above already illustrates the benefits of simpler working models for this purpose.
Summary of Issues and Rest of Paper
The examples and discussion in the previous subsections motivate the following observations:
1. Simple, intuitive types of uncertainty-sets of possible values along with maybe-tuples-may be sufficient for some applications. However, they are not sufficient to capture the types of uncertainty that can arise with complex data relationships or as the result of some operations involving uncertain data. 2. More complex types of uncertainty may take many forms, but in general can be captured by adding existence constraints among tuples. Different forms of constraints capture different types of uncertainty. As discussed in Section 1, we advocate a two-layer approach to managing uncertain data, where a simpler incomplete model is used as a working model, layered over an underlying complete model. One of our main goals is to understand the space of incomplete models: how they relate to each other (Section 4), which operations preserve closure (Section 5), and how working models can be used in tandem with a complete model in a real system for managing uncertain data (Section 6). Section 7 covers some extensions to the core results in the paper as well as future directions, and related work is covered in detail in Section 8.
Fundamentals of Uncertain Databases
We now review and define a number of basic formal concepts needed in the remainder of the paper. Note that varied terminology for many of these concepts has been used in previous related work.
A relation schema is defined as a set of attributes {A 1 , A 2 , . . . , A n }. A tuple is an assignment of one value to each of the attributes in the schema. A relation instance is a multiset of tuples. We consider multiset semantics throughout the paper, although we briefly discuss set semantics. We use the term ordinary relation to refer to conventional relations with no form of uncertainty. A data model (or simply model) defines a method for representing an uncertain relation R, i.e., a way of representing the set of instances I(R). Section 2 motivated many possible data models for uncertain relations, by introducing various extensions to the basic relational model: sets of possible attribute values instead of single values, maybe-tuples, and existence constraints among tuples.
Definition 3.2 (Completeness).
A data model M is said to be complete if any finite set of relation instances corresponding to a given schema can be modeled by an uncertain relation represented in M .
In Section 2 several examples illustrated incompleteness by showing a model M and a set of instances S such that no R in M could represent S, i.e., there was no R expressible using M such that I(R) = S. Next we formalize operations on uncertain relations, and the closure property. Definition 3.3 (Operations on Uncertain Relations). Consider uncertain relations R 1 , R 2 , . . . , R n , and an n-ary relational operator Op. The result of
Note this definition can be applied to any data model for uncertain relations according to Definition 3.1. Figure 1 illustrates the definition for a unary operator Op. The definition first considers the set of instances I(R) of an uncertain relation R, and then applies Op on I(R), obtaining the set of instances A. The result of applying Op on R is the uncertain relation R for which I(R ) = A. The first question raised by this definition is whether such an R even exists in the model under consideration. Closure is the condition that formalizes the existence of R in a model M : Naturally, when M is closed under Op, a reasonable implementation would compute Op directly on R and not through the set of possible instances, as depicted in Figure 1 .
For a given model M , it is natural to consider the complexity of a number of membership problems. A considerable amount of past work has studied these problems, e.g., [2, 3, 17, 18, 19] , so we do not focus on them in this paper. We do mention some complexity results for these problems with respect to the new data models we introduce, showing that some of the incomplete models permit more efficient membership testing. The membership problems are defined as follows:
• Instance membership: Given a relation instance I and an uncertain relation R, determine whether I ∈ I(R).
• Instance certainty: Given a relation instance I and an uncertain relation R, determine whether {I} = I(R), i.e., determine whether R actually represents the ordinary relation I.
• Tuple membership: Given a tuple t and an uncertain relation R, determine if there exists some I ∈ I(R) such that t appears in I.
• Tuple certainty: Given a tuple t and an uncertain relation R, determine if t appears in every I ∈ I(R).
Closure versus Completeness
Every complete model is closed under all relational operations, since every operation generates a finite set of instances, and any set of instances is representable by a complete model. The converse is not true however: models may be closed under many operations even though they are not complete. An extreme example is a model that permits only ordinary relations. This model is closed under all relational operations but certainly is not complete. We argue that closure is more important than completeness: If a model M is sufficient to represent an application's data, and is closed under the operations the application needs to perform, then it does not matter that there are some sets of instances M cannot represent, since they will never arise in the application. Effectively, these states are unreachable by the application, and hence need not be representable. In Section 5 we study closure properties of the incomplete models introduced in the next section.
A Space of Incomplete Models
As motivated earlier, we are interested in incomplete models as working models-they may be sufficient for a broad set of applications and they are generally more understandable than complex complete models. In this section we describe a space of incomplete models, inspired by the goal of capturing the simple types of uncertainties we saw in Section 2 and the interrelationships among them. We establish a strict hierarchy of expressive power among the incomplete models we
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Definition of Incomplete Models
As illustrated in Section 2, we consider two fundamental kinds of uncertainty:
• or-sets, where we are uncertain about which of a finite set of values a particular attribute value takes • existence constraints, which enable us to specify uncertainty about whether a tuple exists in a relation, or how its existence depends on the existence of other tuples These types of uncertainty have been considered in the past: or-sets have been considered in [11, 20, 24] , and maybe-tuples have been considered in the context of queries on relations with nulls [8] .
We begin by defining a complete model, denoted R A prop , which captures both types of uncertainty. We then define incomplete models in terms of different restrictions on R 1. a multiset of a-tuples, T = t 1 , . . . , t n , and 2. a boolean formula f (T ). Note that in f (T ) the tuples are used as propositional variables with the intent that t i is True if and only if t i is in the relation instance. T is a multiset because there may be two tuples t i and t j , i = j, that have identical values for each attribute. A satisfying assignment for f (T ) is a mapping that assigns either True or False to each t i ∈ T , and such that f (T ) evaluates to True. The following defines the instances of an R A prop relation. 1. Let σ be a satisfying assignment for f (T ). Consider the set of a-tuples T in T for which σ assigns True. 2. Let R be an ordinary relation that includes one instance for every a-tuple in T . A proof for the following theorem (and others in this paper) is given in the extended technical report [10] .
Theorem 4.3. R
A prop is a complete model.
Two comments regarding R
A prop : • Clearly it is possible to express or-sets using boolean formulas, and hence a-tuples do not strictly add to the expressive power of R A prop . However, as we will see later, singling out a-tuples enables us to identify interesting incomplete models. In addition, if we allow or-sets with an infinite number of possible values (Section 7), then they can no longer be represented with boolean constraints.
• c-tables [19] is also a complete model, and is therefore equivalent in expressive power to R A prop . However, restrictions on c-tables do not yield the interesting incomplete models we will discuss. We now define a family of incomplete models as restrictions on R A prop . These models are shown in Table 1 . Restrictions are obtained either by limiting the kind of constraints that appear in f , denoted in the subscript of the model name, or limiting the model not to include a-tuples, denoted in the superscript of the name. Specifically, we use the following notation in Table 1 . The superscript A on R means the model allows a-tuples, otherwise only ordinary tuples. The subscript specifies the type of constraints allowed. An empty subscript in R
A means that each a-tuple must be present in the relation. A subscript "?" means that maybe-tuples are allowed. A subscript "2" means that f is a conjunction of clauses with at most two literals. The subscript of "⊕ ≡" in R ⊕≡ means that f is a conjunction of formulas of the form (t i ≡ t j ) or (t k ⊕ t l ).
Example 4.4:
In Example 2.2 we joined an a-tuple with two ordinary tuples, but the result was not expressible with atuples. However, the result of the join can be expressed with an R ⊕≡ relation: The last model in Table 1 that needs explanation is R sets . Informally, an R sets relation R consists of a multiset {r 1 , r 2 , . . . , r m } where each r i is a set of ordinary tuples and each r i is optionally labeled "?". An instance of R is obtained by choosing exactly one tuple from each unlabeled r i , and choosing at most one tuple from each r i labeled "?".
In the notation of R A prop , R sets can be represented by a constraint f (t 1 , t 2 , . . . , t n ) that takes the following special form. We partition T into m parts, corresponding to r 1 , . . . , r m . For each r j containing say {t j1 , t j2 , . . . , t jn }, f contains the constraint ¬t j l ∨ ¬t jm for every pair 1 ≤ l < m ≤ n. If r j is unlabeled, then the partition also contains the constraint t j1 ∨ t j2 ∨ . . . ∨ t jn .
Example 4.5:
The result of the semijoin in Example 2.5 was not representable with a-tuples alone. However, we can represent it with R sets with the constraint 
A Hierarchy of Expressive Power
Given a set of models, a natural question is their relative expressive power. We now establish a strict hierarchy among the models defined in Table 1 . The following definition formalizes relative expressive power of models. Recall that an uncertain relation in a data model M represents a set of possible instances (where an instance is an ordinary relation).
Definition 4.6 (Relative Expressive Power). A model M 2 is
more expressive than a model M 1 if every set of instances that can be represented by a relation in M 1 can also be represented by a relation in M 2 . We say that M 2 is strictly more expressive than M 1 if M 2 is more expressive than M 1 and not vice versa.
As a simple example, R
A ? is more expressive than R A . The following theorem establishes the main result of this section. Figure 2 . An arrow from model M 1 to model M 2 denotes that M 2 is strictly more expressive than M 1 .
Theorem 4.7 (Expressiveness Hierarchy). The expressiveness hierarchy is depicted in
The proof of Theorem 4.7 is based on identifying a set of properties that distinguish the expressive power of the different models. These properties are interesting in their own right. We are interested in when a property holds for all uncertain relations R expressed in a given model M .
• Constant Cardinality: All instances of R have the same number of tuples.
• Tuple Swapping: Given any two distinct instances I 1 and I 2 of R, there exist tuples t 1 ∈ I 1 and t 2 ∈ I 2 with t 1 = t 2 and (I 1 − t 1 + t 2 ) ∈ R and (I 2 − t 2 + t 1 ) ∈ R.
• Path Connectedness: A path between two instances I 1 and I 2 of R is a sequence of ordinary relations beginning with I 1 and ending with I 2 where each relation adds, deletes, or replaces a single tuple in the previous relation in the sequence. We say that a model M is path connected for R if for any pair of instances I 1 and I 2 of R, there is a path between I 1 and I 2 such that every relation I along the path is also an instance of R.
• Unique Minimum: R has a unique instance with a minimum number of tuples.
• Complement: Every instance I of R has a complement I c ∈ R such that: (1) I ∪ I c contains the entire set of tuples that could appear in any instance of R, and (2) I ∩ I c contains the set of tuples that appear in every instance of R.
• Adjacent 3-Tuple Exclusion: Tuples are said to be adjacent if they differ in exactly one attribute value. A model satisfies the adjacent 3-tuple exclusion property if there is no relation R expressible in M such that there exist three adjacent tuples t 1 , t 2 and t 3 satisfying the following property: every instance I ∈ R contains exactly one t i , and (I − t i + t j ) ∈ R for 1 ≤ i = j ≤ 3. The following theorem specifies exactly which models satisfy the properties defined above. The proof of Theorem 4.7 follows from this theorem. Table 2 establishes the properties of our models. If Y appears in the row for property P and column for model M , then M satisfies the property P , and otherwise it does not. A "−" entry in the table specifies that P is not defined for M .
The properties we mentioned above are also important because they impose structure on the uncertainty, which may be queried as discussed earlier, and may be useful in other ways. For example, when the path connectedness property holds, we can define proximity between instances and the diameter of uncertainty of a particular relation. Both the tuple-swapping and path connectedness properties enable sophisticated visualizations of an uncertain relation. When either the constant cardinality or unique minimum properties hold, then it is easier to summarize the uncertainty of a relation. All of these ideas further argue that incomplete models are attractive as Table 2 . Properties Satisfied by Incomplete Models working models, and we plan to explore them in depth as future work. While our main motivation for studying incomplete models is their usability, we also show in the following theorem that the incomplete models may have some computational advantages compared to the complete ones.
Theorem 4.9 (Membership Problems).
• The instance membership and certainty problems can be solved in polynomial time for R A , R ? , R A ? , and R sets .
• The tuple membership problem and the tuple certainty problem can be solved in polynomial time for all of our incomplete models.
To contrast these results with the corresponding ones on complete models, we note that the instance membership and certainty problems are NP-hard for the complete models [3] . For the second bullet, the tuple membership and tuple certainty problems can be solved in polynomial time for the complete models only if the relations were obtained by conjunctive queries over certain kinds of restricted input relations, whereas for the incomplete models there are no restrictions on how the relations are derived.
Closure of Incomplete Models
An incomplete model is sufficient for an application if the application's data can be represented in the model, and the model is closed under the operations the application performs on the data. In this section we study the closure properties of the models we introduced in Section 4. We consider the relational operators union, intersection, cross-product, equi-join, difference and projection, in addition to duplicate elimination and aggregation. As it turns out, closure under selection subtly depends on the exact form of selection. We analyze closure for three different selection predicate cases based on whether or not or-sets are involved:
1. In Select(ee) both operands have exact values. 2. In Select(es) one operand has an exact value and the other is an or-set. 3. In Select(ss) both operands are or-sets. As an example of the subtlety, R A is closed only under Select(ee), while R A ? is closed only under Select(ee) and Table 3 . Closure of Incomplete Models
Select(es).
The following theorem establishes the closure properties of our models.
Theorem 5.1. The closure properties of our models are specified in Table 3 . If Y appears in the row for operation Op and column for model M , then M is closed under the operation Op, and otherwise it is not.
It is interesting to note that while R ⊕≡ , R 2 , R sets , and R A 2 have differing expressive power, they have exactly the same closure properties.
In the technical report [10] we also specify closure properties under set semantics instead of multiset semantics. As an example of the differences, R To complete the picture on operation closure, the following theorem considers the cases in which a model is not closed under a particular operation. The theorem shows how we transition between models upon performing these operations. While intersection, cross product, join and difference are denoted by standard symbols in Figure 3 , Select(es) and
Figure 3. State Transition
Select(ss) are denoted by σ 1 and σ 2 respectively. All the Y entries in Table 3 could have been shown as self-arcs in Figure 3 but are omitted for readability. In addition, when there is a transition from a model M to the complete model R A prop on a particular operation, then the same transition holds for all models that are more expressive than M , also omitted for readability. Finally, for all models except R ? , aggregation and duplicate elimination transition to R A prop , and these arrows are not shown either.
In summary, we have shown when the incomplete models are closed under operations and how we transition from one model to another upon performing some operations. These results lay the groundwork for the two-layer approach we now propose.
A Two-Layer Approach
The previous two sections explored in detail a number of incomplete working models for uncertain data. For a given application, one of these models may suffice: it may be expressive enough to represent the application's data, along with any data produced by operations used in the application. However, adopting an incomplete data model as the basis for a general-purpose system would be a short-sighted and limiting approach.
Our solution, which we are implementing in the Trio system, is a two-layer approach to managing uncertain data: The system is based on an underlying complete model, but also supports one or more incomplete working models to provide "user-friendly" views on the underlying complete model. Depending on the data, a working model representation may be an approximation, however the system always provides access to the underlying accurate representation if desired. This representation, although inaccurate since it permits the empty instance, may be satisfactory in many cases. Alternatively, if our working model is R 2 or R A 2 , we can represent the data accurately, even though these models are incomplete.
This extremely simple example still brings out some questions that should be answerable in the two-layer approach: This question is more challenging, and supports "dynamic" (data-dependent) decisions about working models. We will discuss question (2) in Section 6.3, after some discussion of how to select complete and incomplete models in Sections 6.1 and 6.2 respectively.
The Underlying Complete Model
Recall the complete model R A prop introduced in Section 4.1, at the top of the hierarchy in Figure 3 . In R A prop , attribute values may be or-sets, and arbitrary existence constraints may be specified over the a-tuples. For the Trio system we have decided to use a variant of R prop , specified rigorously in the extended technical report [10] , is identical to R A prop except it adds a new set of propositional variables to the constraints as operations are performed on the data. We show that by adding these variables, all of the relational algebra operations become implementable in polynomial time. In the remainder of this paper we refer to R A + prop as TCM, for Trio Complete Model, since it is the complete data model on which the Trio system is being built.
TCM is a strict superset of each of the working models presented in Section 4, adding or-sets and/or more expressive constraints. This relationship helps us integrate the working models and TCM into our two-layer approach, which would be more difficult for example if we used c-tables [19] as our underlying complete model. TCM has some additional advantages over other possible complete models, such as R A prop and c-tables, which we mention here with most justification omitted due to space constraints:
• TCM can easily model both multiset and set semantics.
• TCM can be extended naturally to continuous-interval approximations and probability distributions (see Section 7).
• TCM may be more suitable than other models for queries over uncertainty, since it has natural restrictions to working models that enable answering these queries (as seen in Section 2.4)
The Working Models
Now let us consider which working model, or family of working models, should be layered over TCM. If an application does not require the full power of TCM, then it makes sense to select the least expressive (i.e., simplest) working model that is sufficient for the application. Otherwise, we want to select a model that can closely approximate the underlying data while still remaining intuitive and usable.
As with complete versus incomplete models, we face a trade-off: moving up the hierarchy of incomplete working models is likely to give better approximations but lower "usability". Quantifying "usability" is a very difficult task that should include user studies as well as other evaluation methods, and we do plan to conduct extensive studies as we develop the interface to our system. In the remainder of this section we briefly explore the other factor: approximating uncertain data. We term this problem approximate approximation, since uncertain data is itself already a type of approximation. We provide some initial ideas and preliminary results for this problem, but a thorough analysis and suite of solutions is the subject of important future work within the Trio project.
Approximate Approximation
For the purpose of discussion, suppose we choose R A ? for our working model. Recall that R A ? includes or-sets and maybe-tuples, but not general constraints.
2 Given a TCM relation R, we would like to transform R into an R A ? relation R that minimizes the "error" in R as a representation of R. There has been some past work in this general area, specifically showing that finding the "best" Horn-clause approximation for a general logical expression is a difficult problem [21] .
There are many possible definitions for "best approximation," depending whether we require an approximation to 2 Actually R A ? is not a random choice. An R A ? relation is likely to be visually appealing and easily understandable because it contains no variables or constraints. At the same time, it incorporates both attribute-and tuple-level uncertainty. It is likely that we will end up choosing some variant(s) of R A ? as our primary working model in the Trio system. cover a superset of the correct instances, whether we care about the number of tuples in the approximation, whether we care about the number of incorrect instances represented, and so on. Here we illustrate one possibility for approximations in R While the existence of a best approximation is guaranteed, its uniqueness is not. approximation with fewer than two tuples cannot contain all the instances of the uncertain relation-in particular it cannot contain the instance with both crow and raven. Thus the given representation is a best approximation.
The following theorem states a negative result on finding such best approximations efficiently. Its proof is based on a reduction from the graph k-colorability problem and appears in the extended technical report [10] .
Theorem 6.4 (Hardness of Approximation). Finding the best R
A ? approximation to a given TCM relation is NP-hard. Most other definitions for best approximation we have studied so far have similar hardness results. Thus, we might consider an alternative approach: instead of fixing a single working model M and trying to find the best approximation of a TCM relation in M , we can define simple conversion mechanisms from TCM to a number of different working models. Then we ask the following question: After conversion, which of the different representations best approximates the underlying data? If we wish to minimize the number of tuples as in Definition 6.2, this check is easy. If we instead wish to minimize the number of incorrect instances represented (as in [21] ), it turns out we can still answer this question efficiently for many of the incomplete models we have studied:
, R sets , and R ⊕≡ , we can calculate easily the number of instances a given uncertain relation represents (see [10] for details). Then we choose the representation with the least number of instances. Unfortunately, finding the number of instances of an R 2 or R A 2 relation is not as easy, since counting the number of satisfying assignments in 2-SAT is known to be #P-hard [32] .
Additional Types of Uncertainty
For the purpose of rigorously defining and comparing different data models for uncertainty, we started with a simplified version of the original uncertainty (accuracy) model proposed for Trio in [34] . In that proposal, we allowed not only Proceedings of the 22nd International Conference on Data Engineering (ICDE'06) or-set approximations, but also continuous intervals, Gaussians, and non-uniform probabilities on or-set elements. Furthermore, we proposed tuple-level confidence values in [0, 1], rather than simply "maybe" to denote confidence < 1, and we proposed relation-level coverage values in [0, 1] to quantify missing data. Here we consider briefly how these extensions might affect this paper's formalization and results. We merely illustrate and discuss the issues and challenges; concrete, comprehensive solutions are the subject of future work.
First consider continuous approximate values. Suppose we modify the definition of an a-tuple to allow intervals as well as or-sets. Now an uncertain relation might have an infinite number of instances. While Definition 3.3 for relational operations might carry over to infinite numbers of instances, a better approach may be to define the semantics of operations involving intervals directly. For example, we could define the result of performing a range selection ≥ 2 on the interval [1, 3] as the interval [2, 3] , and similarly for other operations. This approach has the disadvantage of not relying directly on conventional relational semantics, but the advantage of ensuring closure.
Dealing with probability distributions on or-sets, confidence values on tuples, and coverage of relations poses similar but even more complex problems. Now, not only might we have an infinite number of instances for a given uncertain relation, but the different instances may have different probabilities or weights associated with them. Here too, we may no longer want or be able to define operations in terms of their conventional relational counterparts, instead defining them specifically for the types of uncertain data being operated upon.
Example 7.1: Let us augment the example from Section 2.1 with an or-set probability distribution and tuple-level confidence, as follows. We assume coverage = 1. This relation says that Amy is 100% sure she saw a jay, 80% sure she saw another bird, and if the latter bird was indeed seen, there is a 60% chance it was a crow and 40% chance it was a raven. As before, this relation represents three possible instances, now augmented with weights:
If we perform a selection operation on this data, weights must be incorporated. For example, if we select all crow sightings, we get the uncertain relation: Considering our hierarchy of working models presented in Section 4.2, clearly it is a nontrivial matter to add the various extensions discussed in this section and retain the properties we proved about the hierarchy. For example, in addition to changes in the possible-instances model, boolean existence constraints become probabilistic. Adapting our proposed working models, and our results about them, to these extensions is a challenging area of future work.
Related Work
Uncertainty in databases has been studied for decades, under many different names: uncertain, probabilistic, approximate, fuzzy, incomplete, imprecise, and so on. A small subset of this work can be found in [5, 6, 7, 9, 13, 19, 25, 22, 23, 26] . Some papers have looked at the complexity of answering queries in complete as well as incomplete models, e.g., [2, 3, 18, 33] . However, none of this work explores the space of incomplete models in terms of relative expressiveness and closure properties, one of the main contributions of our paper. In general, most previous work in this area has focused more on complete models, and has taken a more theoretical viewpoint than our system-and usability-driven approach.
A related area is that of approximate query answering. For example, [13] studies the problem of obtaining approximate or ranked results for vaguely defined queries, and there has been more recent work in this general area [4, 15, 31] . This body of work is very different from ours: our goal is to model uncertainty and then query it exactly, as opposed to modeling exact data and then querying it with uncertainty.
In terms of databases for uncertainty, c-tables [19] laid the foundation of complete models for uncertain databases. A system for probabilistic databases is discussed in [22] , but simplifying assumptions about queries restrict the combination strategies. An (incomplete) model for uncertain data is described in [5] , where probabilities can be associated with values of attributes; the paper shows how to perform operations, but assumes the presence of deterministic keys in each relation. A more recent line of work [9] studies the problem of efficiently answering (uncertainty) queries on probabilistic databases, returning a list of tuples ranked by their probabilities of appearing in the result. We instead look at answering exact queries, whose result is once again an uncertain relation in the set-of-possible-instances semantics, not a list of tuples with associated probabilities.
Representing and reasoning with uncertainty is an extremely active field within Artificial Intelligence. The techniques in that field focus on much more complex forms of reasoning about uncertainty and its associated causality, making use of Bayes Nets [27] and recent first-order extensions (e.g., [12, 29] ) for efficient reasoning. These techniques may become relevant if we add integrity constraints to our data model, such as dependencies between attributes of an uncertain relation.
Conclusions
With the end goal of building a usable, efficient, working system that incorporates data accuracy and lineage as firstclass components, this paper studies a number of problems that arise in modeling and operating on uncertain data. We identify a fundamental tension between expressiveness and "friendliness" in choosing an appropriate model for uncertain data. To understand fully the space of choices, we define a family of models and study in detail their closure properties and relative expressiveness.
Given the inherent expressiveness-friendliness tradeoff, we propose a two-layer approach to managing uncertain data in a real system. The underlying layer consists of a complete but potentially complex model that forms the core of the system. The upper layer supports a simpler working model which, when too simple for an application, serves as an approximation to the underlying more complex model.
Finally, we present several avenues of challenging future work that arise when fully realizing the two-layer approach in a working system, and when generalizing the results in this paper to other natural kinds of uncertain data and operations.
