We consider the semiparametric regression X t β+φ(Z) where β and φ(·) are unknown slope coefficient vector and function, and where the variables (X, Z) are endogeneous. We propose necessary and sufficient conditions for the identification of the parameters in the presence of instrumental variables. We also focus on the estimation of β. An incorrect parametrization of φ generally leads to an inconsistent estimator of β, whereas consistent nonparametric estimators for β have a slow rate of convergence. An additional complication is that the solution of the equation necessitates the inversion of a compact operator which can be estimated nonparametrically. In general this inversion is not stable, thus the estimation of β is ill-posed. In this paper, a √ n-consistent estimator for β is derived under mild assumptions. One of these assumptions is given by the socalled source condition which we explicit and interpret in the paper. Finally we show that the estimator achieves the semiparametric efficiency bound, even if the model is heteroskedastic.
Introduction
The instrumental variable regression is characterized by a relation
together with a mean independence condition E(U |W ) = 0 (1.1b)
where W are the instruments, Y and Z are endogeneous variables and ϕ is a nonparametric function that defines the relationship of interest.
One difficult question is to give regularity conditions in order to determine the speed of convergence of the estimator of φ. This speed of convergence is typically related to the smoothness of φ and the dependence between W and Z. The latest is described by the sequence of singular values on the conditional expectation operator 1 and on the regularity of ϕ characterized by the possibility to represent ϕ(Z) as a conditional expectation. These conditions are difficult to interpret in the underlined economic model. Moreover, from an i.i.d. sample of n data, the speeds of convergence are typically slower than √ n in particular cases 2 . The usual curse of dimensionality also applies in that model, in particular through the dependence scheme between Z and W : The bigger is the dimension of Z, the weaker is this dependence.
In standard regression models, a classical method to reduce the dimensionality of the problem is to impose more restrictions on the object of interest. One possibility is to assume that ϕ has an additive structure, that is we can find two sets of endogeneous variables (Z, X)
such that ϕ(Z, X) = φ(Z) + ψ(X) for some functions φ and ψ. More specifically, this paper analyses the situation where ψ takes a linear structure. Then the model considered in this paper is
where the random variables Y ∈ R, Z ∈ R p , X ∈ R k , and where U is an error term with finite variance such that E (U |W ) = 0 (1.2b)
In the following, we consider the case where both X and Z are endogeneous. There is however another deeper contrast between our approach and the aforementioned papers.
This difference lies in the underlying assumption specified for the space of parameters. This question is connected to the notion of well-or ill-posedness that we discuss now.
Well-posed versus Ill-posed problem
The target function φ and parameter β are solution of the functional equation
which links β ∈ R k with functions assumed to be elements of Hilbert spaces. In this paper, all Hilbert spaces are L 2 spaces with respect to some specifice measure. If this measure is the joint probability density f of the data generating process, then we write L 2 f (Y ) or L 2 f (Z) to denote for example functions depending on Y or Z only. Equation (1.3) is an integral equation which can be rewritten as dy yf Y |W (y) = dz φ(z)f Z|W (z) + dx x t βf X|W (x) where f Y |W denotes the conditional density of Y given W , and similarly for f Z|W and f X|W . The estimation of φ and β first require a (nonparametric) estimator of the conditional densities involved in the integral equation. However, once these estimators are defined, it remains a set of intrinsic difficulties in order to solve this equation for (φ, β). As noted, for instance, by Newey and Powell (2003) or Florens (2003) , one of these problems lies in the noncontinuity of the resulting estimators. This lack of continuity is usually referred as the ill-posedness of the problem. In particular it implies that, even if we can find consistent estimators for the conditional densities, it will not lead to a consistent estimator for φ or β.
One solution to avoid ill-posed problems is to assume that φ lies in a compact set of functions, see e.g. Tikhonov, Goncharsky, Stepanov, and Yagola (1995) . This assumption automatically eliminates ill-posedness of the problem and leads to a well-posed problem 3 .
This type of assumption is used, e.g., in Newey and Powell (2003) , Ai and Chen (2003) or Chen (2006) to circumvent the inherent instability of the problem. The compactness assumption is however an extremely strong assumption which, in addition, is difficult to test.
It is however possible to deal with the ill-posedness, and a large literature on techniques exists to stabilize the inversion of the integral equations such as equation (1.3). In econometric contexts, we refer to Carrasco, Florens, and Renault (2006) for an overview of different methods. The treatment of the fully nonparametric model (1.1a-1.1b) with this approach can be found in Darolles, Florens, and Renault (2002) , Florens (2003) and Hall and Horowitz (2005) . See also Blundell and Horowitz (2004) for an application to a test of exogeneity.
In this paper, we propose estimators of φ and β in the partially linear model (1.2a-1.2b) in the framework of ill-posed inverse problems. It is first helpful to give a definition of the functional operators involved in (1.3).
Operators
Note that equation (1.3) may be reformulated in different ways (namely by multiplication with functions of W ) and leads to different choices of function spaces. One important result of the present paper is to relate this choice to the optimality of the estimator.
Let π and τ be two probability densities. We define
where L 2 τ (R q ) and L 2 π (R p ) are Hilbert spaces of square integrable functions with respect to the measure τ or π respectively. We can then write (φ, β) as the solution of
(1.6) where r = E(Y |W )f W /τ . As we shall prove in this paper, the choice of τ is related to some optimality for the estimation of β.
It is also useful to introduce the corresponding adjoint operators:
One interesting point with the introduction of the two functions π and τ is that it allows us to cover different viewpoints taken in the literature. If π = f Z and τ = f W , then we adopt the setting of Darolles, Florens, and Renault (2002) 4 . If π and τ are U[0, 1], then we fit to the setting of Hall and Horowitz (2005) .
There is however one more fundamental reason to introduce these probability measures in our definition of the operators. The choice of π is related to identification issues, as it is shown in Section 2 below. In particular, we obviously have that φ can only be identified on supp π ∩ supp f Z (the intersection between the supports of f Z and π). Moreover, the choice of τ will have no influence on the rate of convergence of the proposed estimators, but is related to their asymptotic efficiency, as showed in Section 3.
Throughout the paper, we assume that the operators T X , T Z , their dual, and r are well-defined. This point is formalized by the following assumption. Assumption 1.1. With the above notations, we assume that r ∈ L 2 τ (R q ) and that both functions
. . , k. We illustrate this assumption in the next two examples, where we state sufficient conditions such that all quantities are well-defined.
Example 1.1. Assumption 1.1 holds true if both Cov(X) and Var(Y ) are finite and if there exists some positive constants C 1 and C 2 such that f W C 1 · τ on the support of τ and f Z C 2 · π on the support of π. If we set to zero functions outside the support of π and τ , then these conditions imply respectively
Example 1.2. Assumption 1.1 holds true if both Cov(X) and Var(Y ) are finite and the following Hilbert-Schmidt conditions are fullfiled:
In particular, these conditions imply the compactness of T ⋆ Z T Z . The Hilbert-Schmidt conditions hold true for instance when all variables are Normal.
Objectives of the paper
Below we show that the estimation of φ in the partially linear model (1.2a-1.2b) is very similar to the estimation of ϕ in the fully nonparametric model (1.1a-1.1b) using estimators and results of Darolles, Florens, and Renault (2002) or Carrasco, Florens, and Renault (2006) . Estimation of β however leads to a set of new important issues among which is the question whether the parametric speed of convergence can be recovered.
The first question we address in Section 2 is the identification of the parameters in the partially linear model. Then we address the question of finding a consistent estimator of β and the paper shows that it is possible to construct an estimator of the parameters of the linear part that exhibits √ n consistency. Efficiency of the estimator is discussed next, including the situation where the error term is conditionaly heteroskedastic. All proofs are written in an appendix.
It is worth mentionning that the results are derived under mild and realistic assumptions. One of these assumptions is given by the so-called source condition which measure how illposed is the problem at hand. We give this condition explicitly in Section 2 and propose some econometric interpretations on simple models.
Existence and Identification
In this section we give conditions for the existence of solutions and for the identification of the parameters from the partial linear model model (1.2a-1.2b). Recall that (φ, β) are the solution of the equation
where r = E(Y |W )f W /τ . A necessary and sufficient condition for the existence of solutions is to assume
where R(T ) denotes the range of the operator T . However, this condition is obviously not always satisfied, therefore we define the parameters of interest (φ, β) as
This solution is called minimal norm solution, and is not necessary unique 5 . The next assumption is a necessary and sufficient condition for the identification of the parameters.
Assumption 2.1. The two following conditions hold true:
(i) The operators T X and T Z are injective, i.e. T X β = 0 ⇒ β = 0 and
Theorem 2.1. Suppose the model is well-defined (Assumption 1.1). Then Assumption 2.1 is necessary and sufficient for the identification of the function φ and the vector β in the model (1.2a)-(1.2b).
Assumption 2.1 gives conditions on operators, but can be interpreted as conditions on random variables. The two following assumptions are together equivalent to Assumption 2.1(i):
(a) The vector Z is strongly identified by W with respect to π, that is
(b) The matrix
has full rank.
Condition (a) refers to the concept of strong identification of random variables and corresponds to the notion of complete statistics in the statistical literature (see, e.g., Lehmann and Scheffe (1950) ). This condition is weaker than to require the strong identification of X, Z by W (as used, e.g., in Darolles, Florens, and Renault (2002) or Hall and Horowitz (2005) ). Note also that the matrix Ω of condition (b) is the asymptotic variance of the Generalized Method of Moment estimator for the heteroskesdastic model with Var(U |W )f W = τ (see Chamberlain (1987) ).
Finally observe that, if (Z, X) is jointly strongly identified by W , then the condition (ii) follows if the random variables X and Z are measurable separable 6 . A standard reference on this concept is Chapter 5 of Florens, Mouchart, and Rolin (1990) and a more recent discussion can be found in San Martín, Mouchart, and Rolin (2006) .
Note that, analogously to the case of the linear regression model, this system projects the problem (1.6) onto the parameter spaces R k and L 2 π (R p ) using the adjoint operators. To define our estimators, we shall consider two situations, depending on the behavior of the cross terms T ⋆ Z T X and T ⋆ X T Z in the linear system (3.1a)-(3.1b). First, we consider the situation where T ⋆ Z T X = T ⋆ X T Z = 0. An equivalent condition is that the range of T X is orthogonal to the range of T Z , i.e. R(T X ) ⊥ R(T Z ). In that situation, we can separate the estimation of β from the estimation of φ. The general situation where R(T X ) is not orthogonal to R(T Z ) is discussed next.
Estimation when
We first consider the situation where R(T X ) ⊥ R(T Z ), and discuss the case φ = 0 at the end of this section. The orthogonality condition R(T X ) ⊥ R(T Z ) holds true for instance when we can find two independent sets of instruments for X and Z, i.e. when W = (
However note that we are not limited to this particular case. When R(T X ) ⊥ R(T Z ) we can study separately the estimation of β and of φ, which are
given by
The estimation of φ is an ill-posed problem because the inversion of T ⋆ Z T Z is not stable. This situation has been extensively studied and we refer to Darolles, Florens, and Renault (2002) , Florens (2003) or Hall and Horowitz (2005) for the estimation of this quantity via regularization methods.
However, the estimation of β is not standard given our assumption E (U |W ) = 0 (see (1.2b)). We first introduce a nonparametric estimator of T ⋆ X T X and T ⋆ X r. In the following we consider the estimator of T ⋆ X T X given bŷ
where
) for a given bandwidth h = h(n) > 0 and a multiplicative kernel
Finally, our estimator of β iŝ
The definition of the multivariate K involved in the estimators is given below (see Scott (1992) ).
where ℓ is a univariate, continuous, bounded, positive function such that
for all i = 1, . . . , r − 1 and there exists two finite constants s r K and C K such that
Together with sufficient regularity assumptions on the kernel K, √ n-consistency is achieved if we impose some regularity conditions on the joint density f . The next definition provides the suitable space of regularity for f in order to prove all the results of this paper (see also Definition 2 of Robinson (1988) ).
Definition 3.2. For a given function γ and for α 0, s > 0, the space G s,α γ (R ℓ ) is the class of functions g : R ℓ → R satisfying: g is everywhere (m − 1)-times partially differentiable for m − 1 < s m; for some ρ > 0 and for all x, the inequality
holds true where Q = 0 when m = 1 and Q is an (m−1)th-degree homogeneous polynomial in y −x with coefficients the partial derivatives of g at x of orders 1 through m−1 when m > 1; ψ is uniformly bounded by a constant when α = 0 and the functions g and ψ have finite αth moments wrt 1/γ when α > 0, i.e. dx g α (x)/γ(x) < ∞ and dx ψ α (x)/γ(x) < ∞. We also write G s,α (R l ) when γ ≡ 1.
In the next results we use a kernel of order 2 to derive the √ n-consistency ofβ and a central limit theorem forβ.
τ (R q ) and each component of the function g 2 = T X belongs to G 2,2 (R q ), then the estimator (3.3) constructed with kernels of order 2 and with a bandwidth h = O(n −1/2 ) is such that
The assumption of the theorem involves the second derivative of f W as it is usual in the context of kernel density estimation. This type of assumption comes to simplify a second-order expansion in the proof of the result and can be relaxed to milder assumption at the price of a more sophisticated estimation procedures with more technical proofs. This condition then does not appear as a structural restriction on the model. 
The asymptotic variance of the theorem is not optimal, in the sense that it does not achieves the semiparametric efficiency bound. It is the consequence of the nuisance term φ(Z) which cannot be avoided even in the orthogonal situation R(T X ) ⊥ R(T Z ). This phenomenon actually appears in even simpler situations, for instance when φ takes a parametric form. This setting is considered in the following remark.
Remark 3.1. When φ has a parametric form, the model becomes Y = Z t γ + X t β + U for some random variables Y ∈ R, Z ∈ R p , X ∈ R k , and U ∈ R such that E (W U ) = 0 for some instrumental variable W ∈ R q . The parameters γ and β are the solutions of the moment equation
Using a positive definite q × q weight matrix V , the parameters are equivalently characterized as minimizer of the quadratic form
If we observe an i.i.d. sample of the random vector (Y, Z, X, W ), we can replace the expectations in the quadratic form by their empirical counterparts. It is well known that the moment estimator of γ, β obtained as the minimizers of the empirical counterpart of the quadratic form is consistent and asymptotically normal, but only efficient if we use the specific weigth matrix V = Cov(W U ). Note, that the weight matrix V plays the same role as the density τ used in our definition of the above operators (see equation (1.4)). Moreover, the parameters γ, β minimize the quadratic form if and only if they solve the following system of linear equations:
As in the general nonparametric case that we have treated above, in this system of equations we have projected the moment condition onto the parameter space and the projectors are the adjoint operators, here given by the transposed matrices. The orthogonality condition corresponds now to the case where (i) and (ii) in (3.5) vanish. This situation arises for instance when we can separate the instruments into two sets of variables, W = (W 1 , W 2 ), such that (a) W 1 and W 2 are uncorrelated, (b) W 1 and X are uncorrelated, and (c) W 2 and Z, are uncorrelated. In the orthogonal case, the estimatorβ of β = M −1 v with
is then given by replacing the theoretical expectations by their empirical counterparts. The asymptotic variance of this
Similarly to what happens in Theorem 3.2, the asymptotic variance of the estimator is affected by the parameter α, which prevents to reach the efficiency bound. Note that this phenomenon also appears in the classical parametric regression without instrumental variables.
The asymptotic variance of the central limit theorem simplifies when the nuisance term disappears, that is when φ = 0. The following result considers this particular situation.
Corollary 3.1. Under the assumptions of Theorem 3.1, if φ ≡ 0, then
where v 2 (·) := Var(U |W = ·).
From this result, we see that if τ is such that v 2 (·)f W (·) = σ 2 τ (·) for some σ 2 > 0, then the asymptotic covariance simplifies and the central limit theorem becomes
where Ω is the matrix T ⋆ X T X , see (2.2). In this particular case, the estimatorβ is optimal because it is identical to the GMM estimator constructed with optimal instruments in the homoskedastic setting. Indeed, the moment conditions in the homoskedastic model are E(Y − X ′ β|W ) = 0. This condition on the conditional moments can be replaced by the following condition on the marginal moments: E{ψ(W )(Y − X ′ β)} = 0 for all functions ψ. The optimal GMM estimator corresponds to ψ(·) = E(X|W = ·), in which case the estimator is the solution of
which is equivalent to T ⋆ X T X β = T ⋆ X r. This shows that our estimatorβ corresponds to the optimal GMM estimator in the homoskedastic model. More details can be found in Newey (1990a).
The next section gives an estimator in the general setting, that is for general function φ, and with no orthogonality condition. The proposed estimator achieves the semiparametric efficiency bound.
Estimation in the general case
is the orthogonal projection operator onto the closure of the range R(T X ) of T X and, similarly, P Z = T Z (T ⋆ Z T Z ) −1 T ⋆ Z is the projection onto the closure of the range R(T Z ).
Below we introduce estimators for the operators involved in this system. From (3.6a), we see that the estimation of φ is again an ill-posed problem since here the inversion of T ⋆ Z (I − P X )T Z is not stable. We refer to the standard literature on estimation and regularization in nonparametric instrumental regression models, which offer a complete solution to this problem.
The interesting and new fact arises from the equation (3.6b), in which the inversion of (T ⋆ Z T Z ) is a source of instability. In consequence, the estimation of β is also ill-posed and a regularized estimate is necessary in order to get a consistent estimator. Ill-posedness however may lead to a very slow rate of convergence of the estimator of β. In the following we give regularity conditions on T Z , T X and φ such that we get a √ n-consistent, asymptotically
Normal estimate. In order to define these regularity conditions, we assume that the operator T Z is compact, which allows to write its singular value decomposition. Namely, there exists a system {ϕ j } of functions of L 2 π (R p ) and a system {ψ j } in L 2 τ (R q ) such that
where the coefficients λ j are the strictly positive singular values of T Z . As the operator T X is always compact, we also consider a system of eigenvector {e j } in R k and a system {ψ j } in L 2 τ (R q ) such that
where the coefficients µ j are the strictly positive singular values of T X .
Assuming T Z to be compact allows us to estimate this operator using a kernel smoothing procedure 7 . A sufficient condition for compactness is to assume T Z to be a HilbertSchmidt operator, see Example 1.2 above. In the singular value decomposition of T Z , the ill-posedness comes from the behavior of the singular values λ j which tend to 0 as j increases. Also, note that the systems of eigenfunctions {ϕ j } and {ψ j } are infinite, while the systems {e j } and {ψ j } contain k elements.
The following assumption presents the regularity conditions for T Z , T X and φ.
Assumption 3.1 (Source conditions). There exists η > 0 and ν > 0 such that
Since this type of assumption is new in econometrics 8 , we will discuss its relevance and some interpretations in the next paragraphs.
The condition (3.8) means that the operator T X is "adapted" to the operator T Z , and this adaptation is controled by the parameter η. An equivalent condition is to impose that
, where Ker(T ⋆ Z ) stands for the null space of T ⋆ Z . This last condition is often called the source condition in the numerical literature on illposed inverse problems (see e.g. Engl, Hanke, and Neubauer (2000) ). For specific (λ j , ψ j ), there is a characterization of the source condition in terms of the differentiability of thẽ ψ i 's, see Johannes and Vanhems (2005) . The second condition (3.9) can also be viewed as a source condition for φ, i.e. φ ∈ R((T ⋆ Z T Z ) ν/2 ). If R(T X ) and R(T Z ) are orthogonal, then η = ∞ and this case has been discussed above. Then the parameter η may be interpretated as a degree of colinearity between Z and X through the projection onto the instruments W : roughly speaking, the bigger the parameter η, the more orthogonal are the ranges R(T X ) and R(T Z ).
In addition to this interpretation, the following examples illuminate Assumption 3.1 in some particular cases.
Example 3.1. Suppose X can be written as X = m(V ) for a given function m and a p-dimensional random variable V such that the linear operator
has a singular value decomposition given by
Note that {ψ j } is the singular system of T Z and T V . Denote by m i the i-th component of the vector valued function m and assume that m i ∈ L 2 f V (R p ) for i = 1, . . . , k. In that case, by orthonormality of the system {ψ j }, condition (3.8) is equivalent to
and a sufficient condition is to check whether γ j /λ η j C for some constant C.
The relevance of this example comes from the fact that the parameters µ i and λ i are estimable from the data, and then this assumption is testable. Moreover, these parameters are linked to the correlation between the instruments W and the variables X and Z respectively. The two following examples illustrate this point in some particular cases starting with the Normal model. 
for 0 < |ρ X,1 |, |ρ X,2 |, |ρ Z,1 | 1. Here, note that Z ⊥ ⊥ W 2 and the case ρ X,1 = 0 corresponds to the situation where R(T X ) ⊥ R(T Z ) which has been treated above. We also take π ∈ N (0, 1) and τ ∼ N (0, I 2 ) where I 2 denotes the 2 × 2 identity matrix. The singular system of T X reduces to {µ 1 , e 1 ,ψ 1 } where e 1 ≡ 1 andψ 1 (w 1 , w 2 ) = (ρ X,1 w 1 + ρ X,2 w 2 )/µ 1 with corresponding singular value µ 2 1 = ρ 2 X,1 + ρ 2 X,2 . Moreover, the singular system of T Z is given by the (univariate) Hermite polynomials H j in both L 2 π (R) and L 2 τ (R 2 ), i.e. ψ j (w 1 , w 2 ) = H j (w 1 ) for all w 1 , w 2 . The corresponding singular values are λ j = ρ j Z,1 . Since H 1 (w 1 ) = 1 and H 2 (w 1 ) = 2w 1 , the orthonormality property of the Hermite polynomials simplifies the regularity condition (3.8) as
, which is obviously finite for every η. In conclusion, this example always satisfies the source condition for all η.
Example 3.3. The preceeding example can be generalized to the case where the k-dimensional random variable X is not normally distributed. Suppose that X = m(V ), where we see that the source condition is satisfied for all η when m takes a polynomial form. For a general function m, a sufficient condition for (3.8) is to require that ρ V,1 /ρ η Z,1 is bounded by some constant C. The source condition is then directly related to the correlation scheme between the random variables, and this property can be easily tested.
We now consider nonparametric estimator of the operators and define our estimator of β. Let K be a multivariate kernel (Definition 3.1) and set
14)
for some bandwidth parameters h W , h Z that depend on n. It is worth mentioning that these estimators are constructed such that the dual of T X (resp. T Z ) is precisely given by T ⋆ X (resp. T ⋆ Z ). This fact is used in the proof of the next theorems. Moreover, with the standard choice for the parameter h, these estimators achieve sufficiently good convergence properties, see Lemma A.3 in the Appendix for details on this convergence. Of course, one could consider other nonparametric estimators and this choice is directly related to the smoothness assumptions we allow on the density f .
The paramater β is then estimated bŷ Theorem 3.3. Consider the nonparametric estimators (3.10-3.14) constructed using a multivariate kernel of order r (Definition 3.1) and for j = 1, . . . , k suppose (i) the functions x 2 j f (x, ·)dx and y 2 f (y, ·)dx belong to G 1,1 τ (R q ); (ii) the functions x j f (x, w)dx and yf (y, ·)dx belong to G s,2 τ (R q ); (iii) the function f ZW belongs to G 1,1
In addition, define ρ := r ∧ s and assume that the bandwidth parameters are such that h W = O(n −1/(p+q+2ρ) ) and h Z = O(n −1/(p+q+2ρ) ). Suppose that the source condition (Assumption 3.1) is satisfied for some ν 0 and η 1. Moreover, if η 2 and 2ρ p + q, we assume
while, if 1 η < 2, we assume
To illustrate this result, we first give some sufficient conditions on the parameter α to get √ n-consistency. Consider the situation where the source conditions (Assumption 3.1)
are fulfiled with η 2 and 2ρ p + q. Then α = O(n −1 ) is a sufficient rate to get the √ n-consistency. It is interesting to note that α can tend to zero arbitrarily fast (at least faster than n −1+(ν∧2)ρ/(p+q+2ρ) and no lower bound is necessary for this convergence. This phenomenon is due to the regularity condition imposed on the problem in terms of source condition (η 2). In this situation, a regularization parameter is mandatory in order to have √ n-consistency, but this parameter can be arbitrarily small. Moreover, note that ν = 0 is also possible. This means that √ n-consistency is also achieved when no source condition on φ is assumed. The situation differs if 1 η < 2, that is if the problem is less regular. In that case the
impose that α cannot converge arbitrarily fastly to zero. This implies that, in contrast to the previous case, the rate O(n −1 ) is then no longer valid for all choice of p, q, ρ. Still, the regularity parameter should converge faster than n −1+(ν∧2)ρ/(p+q+2ρ) . In conclusion of this case, √ n-consistency resulting from the above theorem requires that ν > 0 in some situations. In other words the source condition on φ is a sufficient assumption in that situation.
A few more constraints on (α, h W , h Z ) give the following Central Limit Theorem for β. In particular, we will need some assumptions on the singular value decomposition of the compact operator T ⋆ X (I − P Z ). We denote by {µ j , g j ∈ L 2 τ (R q ), e j ∈ R k , j = 1, . . . , k} of T ⋆ X (I − P Z ) this singular value decomposition (similarly to the decomposition (3.8) for instance).
Theorem 3.4. Consider the nonparametric estimators (3.10-3.14) constructed using a multivariate kernel of order r (Definition 3.1). Suppose assumptions (i) -(iii) of Theorem 3.3 are satisfied. In addition, define v 2 (·) = Var(U |W = ·) and assume that (iv) the func-
Moreover, define ρ := r ∧ s and suppose that the bandwidth parameters are such that h W = O(n −1/(p+q+2ρ) ) and h Z = O(n −1/(p+q+2ρ) ). Suppose in addition that the source conditions (Assumption 3.1) are satisfied for some ν 0 and η 1. If η 2 and 2ρ ≥ p + q, assume
Then we have
where M = T ⋆ X (I − P Z )T X . As illustration of the last theorem consider the situation where the source condition (Assumption 3.1) are satisfied with η 2 and 2ρ > p + q. Then the rate α = o(n −1 ) is sufficient to get the central limit theorem. Again no lower bound is needed for α and the only constraint is that the regularization parameter should be faster than the rate n −1+(ν∧2)ρ/(p+q+2ρ) . Moreover, as in the consistency theorem if η 2 and 2ρ > p + q there is no regularity condition on φ necessary to obtain the asymptotic normality. The situation differs when 1 η < 2. In this less regular problem, α cannot converge arbitrarily fastly to zero due to the constraint α η−2 · n p+q−2ρ p+q+2ρ = o(1), but has to converge faster than n −1+(ν∧2)ρ/(p+q+2ρ) .
Theorem 3.4 shows explicitely the influence of the function τ on the asymptotic variance of the estimator. If we take for instance τ such that Var(U |W )f W (W ) = σ 2 τ (W ), then the asymptotic distribution reduces to N (0, σ 2 M −1 ). In the next section we show that this choice for τ gives an estimator that reaches the semiparametric efficiency bound.
Efficiency ofβ
In the following we address the question of the efficiency of our estimatorβ. Semiparametric efficiency bounds have now a long history and we refer to Newey (1990b) or Bickel, Klaassen, Ritov, and Wellner (1993) for standard references on this concept.
Suppose φ = g γ is a known function of Z depending on a l-dimensional unknown parameter vector γ and partially differentiable in γ. If (γ GM M ,β GM M ) denotes in this parametrized model the optimal GMM estimator of (γ, β) derived from the optimal unconditional moment condition, then it is well known that under regularity conditions the optimal covariance matrix in the limiting normal distribution of
, see, e.g., Chamberlain (1987) . If we assume Cov(∂ γ g γ (Z)) < ∞, then the operator
is well-defined and its adjoint operator is given by
With these notations, the optimal covariance matrix can be written
By standard matrix calculation we obtain the optimal covariance matrix M gγ (Z) in the limiting normal distribution of √ n(β GM M − β) wich is given by
Note that in the heteroscedastic case with τ choosen such that v 2 (·)f W (·) = σ 2 τ (·) the optimal covariance matrix is given by
probability densities π and τ introduced in (1.4) and (1.5). By doing so, we include and extend in particular the setting of Darolles, Florens, and Renault (2002) or Hall and Horowitz (2005) and allow, for instance, that the random variables are Normally distributed. In particular we show that the choice of the density τ has no influence on the rate of convergence of the estimator, but is related to the asymptotic efficiency. With that respect, the density τ plays the same role as the weight matrix of GMM estimators. As in two steps GMM estimation, a two steps procedure would be a natural extension of our approach, in which an estimator of the optimal density τ would be used. The paper also defines an appropriate assumption on φ given by the source condition that relates the behavior of φ and the conditional expectation operator T X with the conditional expectation operator T Z (see Assumption 3.1). When the operator T X is sufficiently regular with respect to T Z (η 2), the source condition assumption on φ is not necessary to get a √ n-consistent estimator of β. If T X is less regular, then the source condition on φ is a sufficient assumption for the √ n-consistent estimation of β. It is worth mentioning that no regularity on φ is assumed in terms of smoothness. The only regularity on φ required for the consistency is the source condition in some situations when T X is not regular enough.
The source condition has a simple interpretation in some models, including the Normal model. It may be viewed as a measure of the dependence between the endogeneous variables (X, Z) and the instruments W . It assumes in particular the compactness of the operator T Z . If this operator is not compact 9 , then the source condition can be replaced by an
, whereψ i are the eigenfunctions of the (always compact) operator T X . If T Z is not a compact operator but we have an estimator that converges with an appropriate rate 10 , the regularization procedure derived in this paper would still lead to a √ n-consistent estimator of β.
A Appendix: Proofs
Proof of Theorem 2.1. Define the operator T :
Note that an equivalent condition for the identification of the parameters (φ, β) in the model (1.2a-1.2b) is to assume that T is an injective operator.
First prove the necessary condition and consider a pair (φ, β) such that T (φ, β) = 0 or equivalently T Z φ = −T X β. The condition (ii) of Assumption 2.1 implies T Z φ = T X β = 0 and thus, from condition (i), φ = 0 and β = 0. Then T is injective.
We now prove the sufficient condition and suppose that T is an injective operator. If T X or T Z was not injective, then T would not be injective, this condition (i) of Assumption 2.1 is fulfilled. It reminds to show condition (ii). Suppose this condition does not hold, i.e. there exists a non-null function ψ in R(T Z )∩R(T X ). This would imply the existence of φ ψ ∈ L 2 π (R p )\{0} and β ψ ∈ R k \{0} such that φ = T Z φ ψ = T X β ψ . Then T (ψ φ − β ψ ) = 0 and, since T is injective, ψ φ = 0 and β ψ , thus we get a contradiction.
9 Non compactness of TZ appears for instance when there is at least one common variable between the endogeneous variables Z and the instruments W .
10 This appropriate rate is given in Lemma A.3 below.
Lemma A.1. Under the assumptions of Theorem 3.1, and if h → 0 as n → ∞,
Proof. The proof is an application of standard techniques that can be found in the large literature on nonparametric kernel smoothing, see for instance Pagan and Ullah (1999) . We only give whole details for the proof of (A.1). Using iterative conditional expectations, we can write
With g 1 (w) := dy yf W Y (w, y) and g 2 (w) := dx xf W X (w, x) (in vector notations),
We now change variables and define u such that w 2 = w 1 + uh. We then write g 2 (w + uh) as g 2 (w) plus a reminder term. Since g 2 ∈ G 2,2 τ and using that the kernel K integrates to 1, this leads to
where the last equality comes from the fact that Q(uh) is a homogeneous polynomial of order one and that uK(u)du = 0. By definition of the multivariate kernel, and because g is uniformly bounded, R has rate O(h 2 ). The proof of the other results is very similar but longer and we skip the details.
Lemma A.2. Under the assumptions of Theorem 3.1, if h → 0 as n → ∞, then
Proof. A straightforward expansion leads tô
This U -statistic can be written e := 2n −1 (n − 1)
By the asymptotic distribution theory of U -statistics (see Section 5.5 of Serfling (1980) ),
It remains to compute ζ. With s 1 = (w 1 , x 1 , u 1 , z 1 ), we define H(s 1 ) := E f {H(s 1 , S 2 )}. If g 1 (w) := du dz (u + φ(z))f W UZ (w, u, z) and g 2 (w) := dx xf XW (x,w)/τ (w), we can write
As in the proof of Lemma A.1, we define v such that w = w 1 + vh and use that g 1 ∈ G 2,2 τ and g 2 ∈ G 2,2 to write
for some functions ψ 1 and ψ 2 given in Definition 3.2. Using E(U |W ) = 0 we can also write
The leading term of H(S) is XT Z φ + (U + φ(Z))T X and leads to the result since Var R(S) = o(1) as h tends to zero.
Proof of Theorem 3.1. Follows from the proof of Theorem 3.2.
Proof of Theorem 3.2. Denote M := T ⋆ X T X and v := T ⋆ X r and consider the decomposition
Using Lemma A.2, the first term of this decomposition leads to the result if we show that the second term is o p (n −1/2 ). Lemma A.1 with h = n −1/2 implies the mean square convergence of M − M . In particular, it holds M − M = O p (n −1/2 ). Moreover Lemma A.2 implies that v −M β = O p (n −1/2 ). Thus the second term is o p (n −1/2 ), as M −1 is bounded in probability.
Proof of Corollary 3.1. Conditionning on W , the matrix Λ becomes
where the second term cancels out using again E(U |W ) = 0. An expansion of the first term leads to
which gives the announced result.
where a ∨ b = max(a, b);
Proof. We only give the details for the proof of (A.8). Denotef ZW = n
. Using the Cauchy Schwarz inequality,
Then using f ZW ∈ G Engl, Hanke, and Neubauer (2000) gives the rate α 1∧(1+ν)/2 for the second term.
Lemma A.5. Denote v 2 (·) = Var(U 2 |W = ·),ê :=r −T X β −T Z φ and
(ii) Let {µ j , g j ∈ L 2 τ (R q ), e j ∈ R k , j = 1, . . . , k} be the singular value decomposition of the compact operator T ⋆ X (I − P Z ) (see the decomposition (3.7) for instance). If g j ∈ G 1,0 τ (R q ) and g j v 2 · f W /τ ∈ L 2 τ (R q ) for all j = 1, . . . , k, then .20) Proof. We prove the two results separately. Proof of (i). Using iterative conditional expectation and by definition of v 2 we can write
With the standard change of variables, if we denote g(u) := v 2 (u)f W (u),
where R is such that |R| ≤ dw τ (w)
dw K 2 (w)|g(w + h Ww )− g(w)|. Using that g belongs to G 1,1 τ (R q ) the first term and |R| are bounded, which proves (i).
Proof of (ii). Using the singular value decomposition of T ⋆ X (I − P Z ) we can write 
which proves (ii).
