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1. Introduction
Fractional calculus and its applications (that is the theory of derivatives and integrals of any arbitrary real or complex
order) has importance in several widely diverse areas of mathematical physical and engineering sciences. It generalizes the
ideas of integer order differentiation and n-fold integration. Fractional derivatives introduce an excellent instrument for the
description of general properties of various materials and processes. This is the main advantage of fractional derivatives in
comparison with classical integer order models, in which such effects are in fact neglected. The advantages of fractional
derivatives become apparent in modeling mechanical and electrical properties of real materials, as well as in the description
of properties of gases, liquids and rocks, and in many other ﬁelds (see [9,15]).
The class of fractional differential equations of various types plays important roles and tools not only in mathematics but
also in physics, control systems, dynamical systems and engineering to create the mathematical modeling of many physical
phenomena. Naturally, such equations require to be solved. Many studies on fractional calculus and fractional differential
equations, involving different operators such as Riemann–Liouville operators [2], Erdélyi–Kober operators [5], Weyl–Riesz
operators [11], Caputo operators [1] and Grünwald–Letnikov operators [13], have appeared during the past three decades.
The existence of positive solution and multi-positive solutions for nonlinear fractional differential equation are established
and studied in [16]. Moreover, by using the concepts of the subordination and superordination of analytic functions, the
existence of analytic solutions for fractional differential equations in complex domain are suggested and posed in [6,7].
Our aim in this paper is to consider the existence and uniqueness of nonlinear Cauchy problems of fractional order in the
complex domain by employing the concept of the majorant functions. The problems are taken in sense of Riemann–Liouville
operators. Also, two theorems in the analytic continuation of solutions are studied. In the fractional Cauchy problems, we
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anomalous diffusion [4].
2. Preliminaries
One of the most frequently used tools in the theory of fractional calculus is furnished by the Riemann–Liouville operators
(see [8,10,12–14]).
Deﬁnition 2.1. The fractional (arbitrary) order integral of the function f of order α > 0 is deﬁned by
Iαa f (t) =
t∫
a
(t − τ )α−1
Γ (α)
f (τ )dτ .
When a = 0, we write Iαa f (t) = f (t) ∗ φα(t), where (∗) denotes the convolution product (see [13]), φα(t) = t
α−1
Γ (α) , t > 0 and
φα(t) = 0, t  0 and φα → δ(t) as α → 0 where δ(t) is the delta function.
Deﬁnition 2.2. The fractional (arbitrary) order derivative of the function f of order 0 α < 1 is deﬁned by
Dαa f (t) =
d
dt
t∫
a
(t − τ )−α
Γ (1− α) f (τ )dτ =
d
dt
I1−αa f (t).
Deﬁnition 2.3. The majorant relations are described as follows: if a(x) =∑aixi and A(x) =∑ Aixi, then we say that a(x) 
A(x) if and only if |ai | Ai for each i. Likewise, if g(t, x) =∑ gik(t − ε)i xk and G(t, x) =∑Gik(t − ε)i xk, then we say that
g(t, x) ε G(t, x) if and only if |gik| Gik for all i and k.
Now we deﬁne the following family of majorant functions: for each i ∈ N, we set
Φ
(i)
μ (z) =
∞∑
n=0
zn
(n + μ)i+2
(|z| < 1, μ 1). (1)
Note that for each i ∈ N, the family Φ(i)μ converges for all |z| < 1. Moreover, this family of functions enjoys some interesting
majorant relations, as stated in the following proposition.
Proposition 2.1. The following relations hold.
(i) Φ(0)μ (z)Φ
(0)
μ (z)  Φ(0)μ (z);
(ii) Φ(0)μ (z)  Φ(1)μ (z)  Φ(2)μ (z)  · · · ;
(iii) 1
2i+2 Φ
(i−1)(z)  ddzΦ(i)μ (z)  Φ(i−1)μ (z);
(iv) Φ(i)μ (z)Φ
(i)
μ (z)  Φ(i)μ (z);
(v) 11−εzΦ
(i)
μ (z)  Ci,εΦ(i)μ (z) (0 < ε < 1, Ci,ε > 0);
(vi)
Φ
(i−1)
μ (t)
(4μ)2(i+2)  Dαa Φ
(i)
μ (t).
Proof. The ﬁrst two relations are veriﬁed using the deﬁnition of Φ(i)μ (z). Since
n + 1
(n + 1+ μ)i+2 <
n + 1+ μ
(n + 1+ μ)i+2 =
1
(n + 1+ μ)i+1 
1
(n + μ)i+1
then we obtain (iii). Similarly for (iv). To prove (v), by arbitrary choice of ε we consider
εn  Ci,ε
(n + μ)i+2
which implies
1
1− εz =
∞∑
εnzn  Ci,εΦ(i)μ (z).
n=0
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1
1− εzΦ
(i)
μ (z)  Ci,εΦ(i)μ (z).
Finally, by applying the approximation properties of Gama function, the relation
Dαa Φ
(i)
μ (t) =
∞∑
n=0
Γ (n + 1)
Γ (n + 1− α)(n + μ)i+2 t
n−α (0 < t < 1)
implies (vi) for suﬃcient large μ 1. 
Similarly we can verify the following property.
Proposition 2.2. If f (z) is holomorphic in a neighborhood of |z| r0, then f (z) is majorized by
f (z)  M
1− zr0
 M
1− εzr
× Φ(i)μ
(
z
r
)
 MCi,εΦ(i)μ
(
z
r
)
,
for any 0 < r < εr0.
For special cases of functions we have the following results.
Proposition 2.3. If f (z) is holomorphic starlike in the unit disk U := {z ∈ C: |z| < 1} (see [3]) then f (z) is majorized by
f (z)  z
(1− z)2 ,
where z
(1−z)2 is called the Koebe function.
Proof. Assume that f (z) =∑∞n=0 anzn is a starlike function in U then |an| n, ∀n (see [3]). It yields the desired result. 
Proposition 2.4. If f (z) is holomorphic convex in the unit disk U (see [3]) then f (z) is majorized by
f (z)  z
1− z .
Proof. Assume that f (z) =∑∞n=0 anzn is a convex function in U then |an| 1, ∀n (see [3]). It imposes the desired result. 
3. The fractional Cauchy problems
Let F (t, z,u, v), t ∈ J = [a, A] be a function which is holomorphic in a neighborhood of the point (a,b, c,d) ∈ J × C3,
and let ϕ(z) be a function which is holomorphic in a neighborhood of z = b and satisﬁes ϕ(b) = c and ∂ϕ
∂z (b) = d. Consider
the initial value problem⎧⎨
⎩
∂αu(t, z)
∂tα
= F
(
t, z,u,
∂u
∂z
)
, 0 α < 1,
u(a, z) = ϕ(z), in a neighborhood of z = b.
(2)
Then we have the following unique solvability result.
Theorem 3.1. The initial value problem (2) has one and only one solution u(t, z) which is holomorphic in a neighborhood of (a,b) ∈
J × C.
Proof. Translate the setting from the point (a,b) into the origin (0,0). Also we perform a change of variable by setting
w(t, z) = u(t, z) − ϕ(z), where w(t, z) is the new unknown function. Then the initial value problem (2) is equivalent to the
problem⎧⎨
⎩
∂αw(t, z)
∂tα
= G
(
t, z,w,
∂w
∂z
)
, t ∈ I = [0, T ],
(3)w(0,0) = 0, in a neighborhood of z = 0.
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∂z ) is holomorphic in a neighborhood of the origin in I × C3. Thus it is suﬃcient to consider
the reduced initial value problem (3). We realize that the above equation has a unique formal solution of the form
w(t, z) =
∞∑
k=0
wk(z)t
k (t ∈ I).
We proceed to prove that w(t, z) converges.
Let r0 > 0 and ρ > 0 be small enough and suppose that the function G(t, z,w, v) is holomorphic in a neighborhood of
the set {(t, z,w, v) ∈ I ×C3; t  T , |z| r0, |w| ρ and |v| ρ}. Suppose further that G is bounded by M in this domain.
Since G is holomorphic, we may expand it into
G(t, z,w, v) =
∑
p,q,s
ap,q,s(z)t
pwqvs
(
t ∈ I, (w, v) ∈ (C × C)).
By Cauchy’s inequality and the fact that the coeﬃcient ap,q,s(z) is holomorphic in a neighborhood of {z ∈ C; |z| r0}, we
have
ap,q,s(z)  M
T pρq+s
1
1− zr0
. (4)
Now the problem returns to ﬁnd a function g(t, z) satisfying the majorant relations
⎧⎪⎨
⎪⎩
∂α g(t, z)
∂tα

∑
p,q,s
M
T pρq+s
1
1− zr0
t p gq
(
∂ g
∂z
)s
,
g(0,0)  0,
(5)
then the function g(t, z) majorizes the formal solution w(t, z). Assume t ∈ I = [0,1], 0< r < r0 and deﬁne
g(t, z) = LΦ(1)μ
(
t + z
r
)
(L > 0). (6)
By taking the fractional derivative for both sides of Eq. (6) with respect to t we obtain
∂α g(t, z)
∂tα
= L ∂
αΦ
(1)
μ (t + zr )
∂t
(L > 0). (7)
Then by Proposition 2.1(vi) we have
∂α g(t, z)
∂tα
 L
(4μ)4
Φ
(0)
μ
(
t + z
r
)
. (8)
For a constant K0 > 0 and t < 1 again in view of Proposition 2.1(ii) and (iii) we realize
∑
p,q,s
M
ρq+s
1
1− zr0
1
1− t g
q
(
∂ g
∂z
)s

∑
p,q,s
M
ρq+s
1
1− zr0 − t
{
LΦ(0)μ
(
t + z
r
)}q{ L
r
Φ
(0)
μ
(
t + z
r
)}s
 MK0
1− L/ρ − L/ρrΦ
(0)
μ
(
t + z
r
)
(9)
if Lρ + Lρr < 1. Comparing (8) and (9), if the relation
L
(4μ)4
 MK0
1− L/ρ − L/ρr (10)
is true then the majorant relations in (5) will be satisﬁed by g(t, z) deﬁned in (6). Note that relation (10) holds by choosing
a suﬃciently small L, the condition Lρ + Lρr < 1 is satisﬁed.
Hence g(t, z) in (6) majorizes the formal solution w(t, z). This now implies that w(t, z) converges in a domain containing
{(t, z) ∈ I × C; |t + zr | < 1}. 
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Let Ω be a neighborhood of the origin (0,0). Let F (t, z,u, v), t ∈ I, be a holomorphic function in Ω × Cu × Cv and
consider the nonlinear fractional partial differential equation
∂αu
∂tα
= F
(
t, z,u,
∂u
∂z
)
. (11)
Then we may expand it into the convergent series
F (t, z,u, v) =
∑
j,p
a j,p(t, z)u
j v p . (12)
Let S0 = {( j, p) ∈ N2; a j,p(t, z) 	= 0} and S = {( j, p) ∈ S0; j+ p  2}. Note that F is linear if and only if S = ∅; it is nonlinear
otherwise. Assume henceforth that F is nonlinear, that is S is nonempty. Next, we will write the coeﬃcients as
a j,p(t, z) = tk j,pb j,p(t, z), (13)
where k j,p is a nonnegative integer and b j,p(0, z) = 0. Using (11) it may now be written as
∂αu
∂tα
=
∑
j,p
tk j,pb j,p(t, z)u
j
(
∂u
∂z
)p
. (14)
For κ ∈ R we deﬁne the quantity
δ(κ) := inf
( j,p)∈S
(
k( j,p) + 1+ κ( j + p − 1)
)
. (15)
Note that when κ = 0, then δ(κ) 1. Moreover, if
κ > sup
( j,p)∈S
−(k( j,p) + 1)
j + p − 1 ,
then δ(κ) is positive.
In this section, our aim is to show that any solution u(t, z) = O (tκ ) of the problem (14) which is holomorphic in Ω is
analytically continued up to some neighborhood of the origin.
Theorem 4.1. Suppose u(t, z) is a solution of (14) which is holomorphic in Ω. If for some κ ∈ R satisfying δ(κ) > 0, we have
sup
z∈C
∣∣u(t, z)∣∣= O (tκ) (t → 0),
then the solution u(t, z) can be extended analytically as a holomorphic solution of (14) up to a neighborhood of the origin.
Proof. Assume that u(t, z) is a solution for the problem (14) which is holomorphic in Ω. Furthermore, we suppose that
expansion (12) is valid in the domain D where
D := {(t, z,u, v): t  2τ , |z| 2r, |u| ρ, |v| ρ},
such that τ ∈ I , 2r < 1 and ρ is a positive number. Let M be a bound of F in D.
Now we consider the following initial value problem in w(t, z) :=∑∞k=0 wk(z)(t − ε)k⎧⎪⎨
⎪⎩
∂αw(t, z)
∂tα
=
∑
j,p
tk j,pb j,p(t, z)w
j
(
∂w
∂z
)p
, t ∈ I = [0,1],
w(ε, z) = u(ε, z).
(16)
Our goal is to show that the formal solution w(t, z) converges in some domain containing the origin. This then poses that
u(t, z) is analytically continued by w(t, z) up to some neighborhood of the origin. First, since u(t, z) = O (tκ ) as t → 0, there
exists a constant N such that |u(ε, z)|  Nεκ uniformly in z. Hence in view of Proposition 2.2, for some constant C1, we
have
u(ε, z)  NεκC1Φ(1)μ
(
z
r
)
. (17)
Assume that κ < 1 (without lose generality). To construct an inequality to be satisﬁed by the majorant function, we will
ﬁrst majorize the expression tk j,p b j,p(t, z) by using Φ
(0)
μ (z). Let 0 < c  1 and
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cτ
+ z
r
then t is majorized by
t = ε + (t − ε) ε
(
μ2ε + cτ (μ + 1)2)( 1
μ2
+ t − ε
cτ (μ + 1)2
)
ε
(
μ2ε + cτ (μ + 1)2)Φ(0)μ (Z). (18)
Now, we may expand the function b j,p(t, z) as follows
b j,p(t, z) =
∞∑
m=0
b(m)j,p (z)t
m,
where each b(m)j,p is holomorphic in a neighborhood of {|z| 2r} and satisﬁes∣∣b(m)j,p (z)∣∣ Mρ j+p(2τ )m+k j,p .
This estimate implies
b(m)j,p (z) 
MC1μ2Φ
(0)
μ (
z
r )
ρ j+p(2τ )m+k j,p
, (19)
where C1 is the same constant as in (17). Combining relations (18) and (19) and using Proposition 2.1(i), we obtain
tk j,pb j,p(t, z) ε
∞∑
m=0
[(
μ2ε + cτ (μ + 1)2)Φ(0)μ (Z)]m+k j,p
[
MC1μ2Φ
(0)
μ (Z)
ρ j+p(2τ )m+k j,p
]
ε μ
2C1M
ρ j+p
Φ
(0)
μ (Z)
∞∑
m=0
(
c(μ + 1)2)m+k j,p . (20)
By choosing ε = cτ (μ+1)2
μ2
and 0 < c  1 and ﬁxing r so that cτ (μ + 1)2 < 1 we ﬁnally have the relation
tk j,pb j,p(t, z) ε μ
2C1M
ρ j+p
Φ
(0)
μ (Z).
Thus, any function W (t, z) found to satisfy the majorant relations⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∂αW (t, z)
∂tα
ε
∑
j,p
μ2C1M
ρ j+p
Φ
(0)
μ (Z)W
j
(
∂W
∂ Z
)p
, t ∈ I = [0,1],
W (ε, z) ε NεκC1Φ(1)μ
(
z
r
) (21)
is one majorant function for the formal solution w(t, z). In the similar manner of the proof of Theorem 3.1 and by choosing
suitable values for ρ > 0 and c > 0, and setting ε = cτ (μ+1)2
μ2
, the function
W (t, z) = εκNC1Φ(1)μ (Z)
satisﬁes the majorant relations given in (21). Hence W (t, z) is holomorphic in a domain containing the origin; consequently
it must be true for w(t, z). 
5. Singularity
Again, we state our assumptions in studying the equation
t
∂αw(t, z)
∂tα
= G
(
t, z,w,
∂w
∂z
)
. (22)
Let G be a function holomorphic in some neighborhood of the origin in I × C3 and suppose G(0, z,0,0) is identically
zero near z = 0. In this section, our aim is to seek a holomorphic solution w(t, z) of (22) for special case, which satisﬁes
w(0, z) ≡ 0. First we write G as
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(
t, z,w,
∂w
∂z
)
= a(z)t + b(z)w + c(z) ∂w
∂z
+ R
(
t, z,w,
∂w
∂z
)
, (23)
where R is the remainder of the Taylor expansion of G. Then we have the following result.
Theorem 5.1. Assume that the coeﬃcient c(z) ≡ 0 in (23). If b(z) does not take values in N ∪ {0} at the origin, then Eq. (22) has a
unique holomorphic solution satisfying w(0, z) ≡ 0.
Proof. Consider a formal solution of the form w(t, z) =∑∞k=0 wk(z)tk. Then we expand G(t, z,w, ∂w∂z ) as follows
G
(
t, z,w,
∂w
∂z
)
= a(z)t + b(z)w +
∑
p+q+ j2
ap,q, j(z)t
pwq
(
∂w
∂z
) j
.
Suppose that this expansion is convergent in a neighborhood of the set
S :=
{(
t, z,w,
∂w
∂z
)
: t < τ  1, |z| r0, |w| ρ,
∣∣∣∣∂w∂z
∣∣∣∣ ρ
}
and that G is bounded in S by M. Since b(z) does not take values in N ∪ {0} at the origin then there exists a constant B
such that∣∣∣∣ kk − b(z)
∣∣∣∣ B, for all k ∈ N ∪ {0} and |z| r0.
Then any function ω(t, z) satisfying the following relations is a majorant of the formal solution:⎧⎪⎨
⎪⎩
t
∂αω(t, z)
∂tα
 BM
1− zr0
t
τ
+
∑
p+q+ j2
BM
τ pρq+ j
t pωq
1− zr0
(
∂ω
∂z
) j
,
ω|t=0 = 0.
(24)
Let t ∈ I and 0 < r < r0. Assume that
ω(t, z) = LtΦ(1)μ
(
t + z
r
)
(L > 0), (25)
yields
∂αω(t, z)
∂tα
= L ∂
αtΦ(1)μ (t + zr )
∂tα
(L > 0, 0 < c  1).
Applying the Leibniz rule for fractional differentiation (see [12, Eq. (2.202)]) and using the relation (vi), the left-hand side
of (24) becomes
t
∂αω(t, z)
∂tα

(
α
0
)
Lt2
Φ
(0)
μ (t)
(4μ)4
+
(
α
1
)
Lt
Φ
(0)
μ (t)
(4μ)4
 Cα,μLΦ(0)μ (t)
(
t2 + t). (26)
Meanwhile, the right-hand side becomes
BM
1− zr0
t
τ
+
∑
p+q+ j2
BM
τ pρq+ j
t pωq
1− zr0
(
∂ω
∂z
) j
= BM
1− zr0
t
τ
+
∑
p+q+ j2
BM
1− zr0
(
t
τ
)p[ LtΦ(1)μ (t + zr )
ρ
]q[ Lt
rρ
dΦ(1)μ (t + zr )
dz
] j

∞∑
p=1
BM
1− zr0
(
t
τ
)p
+
∑
(p+q+ j2,q+ j1)
BM
1− zr0
(
t
τ
)p[ Lt
ρ
]q[ Lt
rρ
] j
Φ
(0)
μ
(
t + z
r
)
. (27)
But
∞∑ BM
1− zr0
(
t
τ
)p
 BM
1− zr − tτ
(
t
τ
)
Φ
(1)
μ (t)  BMC1
τ
tΦ(0)μ (t) (28)p=1 0
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∑
(p+q+ j2,q+ j1)
BM
1− zr0
(
t
τ
)p[ Lt
ρ
]q[ Lt
rρ
] j
Φ
(0)
μ
(
t + z
r
)

(
t
τ
+ Lt
ρ
+ Lt
rρ
)2 BM
1− zr0 − tτ − Ltρ − Ltrρ
Φ
(0)
μ (t)

(
t
τ
+ Lt
ρ
+ Lt
rρ
)2
C2BMΦ
(0)
μ (t), (29)
where
1
τ
+ L
ρ
+ L
rρ
 1
cτ
.
Compare the majorant relations (28) and (29) to the one in relation (26) that ω(t, z) satisﬁes (24) if we could force
L  BMC1cτ˜
τCα,μ
and
L 
( 1τ + Lρ + Lrρ )2C2BMcτ˜
Cα,μ
.
The last two conditions are satisﬁed by choosing L large enough, ﬁxing it, and then choosing a suﬃciently small value for
C1, C2 and Cα,μ and then choosing a suﬃciently small value for cτ˜ . We thus have shown that the function ω(t, z) deﬁned
in (25) majorizes the formal solution w(t, z). This implies that the formal solution converges in some neighborhood of the
origin. 
If c(z) is not identically zero in (23), then we write
c(z) = zp˜c(z), (30)
where p is a nonnegative integer and c˜(z) 	= 0. We now state the following result.
Theorem 5.2. Suppose p = 1 in (30). If a positive constant ν exists such that∣∣k − b(0) − c˜(z)∣∣ ν(k + ν + 1), (k, ) ∈ N ∪ {0} × N, (31)
then (22) has one and only one holomorphic solution satisfying w(0, z) ≡ 0.
Proof. Eq. (22) may be written as
t
∂αw
∂tα
− b(0)w − c˜(0)
(
z
∂w
∂z
)
= zβ(z)w + zγ (z)
(
z
∂w
∂z
)
+ a(z)t +
∑
p+q+ j2
ap,q, j(z)t
pwq
(
∂w
∂z
) j
, (32)
where
b(z) = b(0) + zβ(z) and c˜(z) = c˜(0) + zγ (z).
Suppose that this expansion is convergent in a neighborhood of the set
S :=
{(
t, z,w,
∂w
∂z
)
: t < τ  1, |z| r0, |w| ρ,
∣∣∣∣∂w∂z
∣∣∣∣ ρ
}
and that G is bounded in S by M. Moreover, assume that a(z), β(z) and γ (z) are bounded by A, B and C respectively.
Consider a formal solution of the form w(t, z) =∑∞k=0 wk(z)tk. Now, it can be shown that this formal solution is majorized
by any function W (t, z) satisfying these relations:⎧⎪⎨
⎪⎩
ν
(
t
∂α
∂tα
+ z ∂
∂z
+ 1
)
W (t, z)  BzW + At
1− zr0
+ Cz
1− zr0
(
z
∂W
∂z
)
+
∑
p+q+ j2
M
τ pρq+ j
t pW q
1− zr0
(
∂W
∂z
) j
,
W |t=0 = 0
(33)
such that W can be found in the form
W (t, z) = LtΦ(1)μ
(
t + z
)
(L > 0, c > 0). (34)r
240 R.W. Ibrahim / J. Math. Anal. Appl. 380 (2011) 232–240The summation in (33) is estimated as in Theorem 5.1. Our aim is to estimate the terms
BzW + At
1− zr0
+ Cz
1− zr0
(
z
∂W
∂z
)
and νz
(
∂W
∂z
)
in (33). We thus have, for some constant K > 0,
BzW + At
1− zr0
+ Cz
1− zr0
(
z
∂W
∂z
)
 BLK ztΦ(0)μ
(
t + z
r
)
+ CLK zt z
r
Φ
(0)
μ
(
t + z
r
)
 (BLK + CLK )ztΦ(0)μ
(
t + z
r
)
. (35)
On the other hand, the left-hand side is estimated by using Proposition 2.1(iii) as follows:
νz
(
∂W
∂z
)
= νLtz
r
dΦ(1)μ (t + zr )
dz
 νLtz
8r
Φ
(0)
μ
(
t + z
r
)
. (36)
Therefore, in order for W (t, z) to satisfy the majorant relations in (33) we must impose the condition
K (B + C) ν
8r
.
This completes the proof. 
References
[1] B. Bonilla, M. Rivero, J.J. Trujillo, On systems of linear fractional differential equations with constant coeﬃcients, Appl. Math. Comput. 187 (2007)
68–78.
[2] K. Diethelm, N. Ford, Analysis of fractional differential equations, J. Math. Anal. Appl. 265 (2002) 229–248.
[3] A.W. Goodman, Univalent Functions, vols. I and II, Polygonal Publishing House, Washington, New Jersey, 1983.
[4] R. Hilfer, Fractional diffusion based on Riemann–Liouville fractional derivatives, J. Phys. Chem. Biol. 104 (2000) 3914–3917.
[5] R.W. Ibrahim, S. Momani, On the existence and uniqueness of solutions of a class of fractional differential equations, J. Math. Anal. Appl. 334 (2007)
1–10.
[6] R.W. Ibrahim, M. Darus, Subordination and superordination for analytic functions involving fractional integral operator, Complex Var. Elliptic Equ. 53
(2008) 1021–1031.
[7] R.W. Ibrahim, M. Darus, Subordination and superordination for univalent solutions for fractional differential equations, J. Math. Anal. Appl. 345 (2008)
871–879.
[8] V. Kiryakova, Generalized Fractional Calculus and Applications, Pitman Res. Notes Math. Ser., vol. 301, Longman/Wiley, New York, 1994.
[9] R. Lewandowski, B. Chorazyczewski, Identiﬁcation of the parameters of the Kelvin–Voigt and the Maxwell fractional models, used to modeling of
viscoelastic dampers, Comput. Struct. 88 (2010) 1–17.
[10] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Fractional Differential Equations, John Wiley and Sons, Inc., 1993.
[11] S.M. Momani, R.W. Ibrahim, On a fractional integral equation of periodic functions involving Weyl–Riesz operator in Banach algebras, J. Math. Anal.
Appl. 339 (2008) 1210–1219.
[12] K.B. Oldham, J. Spanier, The Fractional Calculus, Math. Sci. Eng., Academic Press, New York/London, 1974.
[13] I. Podlubny, Fractional Differential Equations, Academic Press, London, 1999.
[14] S.G. Samko, A.A. Kilbas, O.I. Marichev, Fractional Integrals and Derivatives: Theory and Applications, Gordon and Breach, New York, 1993.
[15] F. Yu, Integrable coupling system of fractional soliton equation hierarchy, Phys. Lett. A 373 (2009) 3730–3733.
[16] S. Zhang, The existence of a positive solution for a nonlinear fractional differential equation, J. Math. Anal. Appl. 252 (2000) 804–812.
