Cardiovascular diseases have registered a high rate of morbidity and mortality in the world, therefore the assessment of cardiovascular risk in human beings is of prime importance. In this paper Photoplethysmographic (PPG) signals recorded from 60 subjects have been classified as "normal" or "at risk". In this process, we have used an Auto-Regressive eXogenous input (ARX) linear parametric model for extracting features that represent the circulatory system and a support vector machine (SVM) for classifying the signals based on the four data segment selection policies; best fit, three best fit, ten best fit and average best fit. The classification method employed in this work appears to be novel. According to the sensitivity and the specificity obtained (84.615% and 92.31%, respectively), the average best fit policy was chosen as the best policy for the classification of PPG signals.
Introduction
Cardiovascular Diseases (CVD"s) are the main cause of morbidity and mortality in the world, especially among the aged population. CVD"s like diabetes mellitus, high blood pressure and others change the arterial properties [1, 2, 3, 4] . Age is also an important factor that influences the arterial properties [3] . The assessment of arterial changes before the onset of CVDs" is of a great potential advantage. Photoplethysmography (PPG) is an optical and a non-invasive means of measuring the blood volume changes and the arterial properties in the vascular network, a network of arteries and veins. A reduced arterial compliance can be observed in the subjects suffering from CVDs" [4] . PPG waveform represents a pulsatile peripheral blood flow from which, the vascular properties of the human vascular system can be assessed [5, 6] . It has been used in the respiratory rhythm detection [7] , determination of arterial stiffness [8] , identifying diabetes [5] , estimation of heart-rate variability [9] , and so on.
The analysis of the human vascular system can be carried out using linear parametric modeling [5] on the PPG signals. The basic idea behind linear parametric modeling is to reproduce the waveform with a simple approximated mathematical model that represents the circulatory system [5] . These linear parametric models are relatively simple and easy to implement. There are several linear parametric models like: Auto-Regressive with eXogenous input (ARX), Auto-Regressive Moving Average with eXogenous input (ARMAX), Output Error (OE), Box-Jenkins (BJ) and others. These linear parametric models have been used on the PPG signals in the identification of diabetes [5] , monitoring the state of the vascular system [10] and so on.
The parameters extracted from the models can be used for further classification with the help of Support Vector Machines (SVM). SVM is an advanced feedforward artificial neural network. The main advantages of an SVM classifier over other techniques are: it is independent of the domain and independent of the number of parameters used for classification [11] . SVM classifiers have also been used on PPG signals for the identification of reliable heart rates [12] , emotion classification [13] , mental stress detection [14] , and so on. Very recently the assessment of cardiovascular risk has been proposed using electrocardiographic, plethsymographic and accelerometric signals, which happens to be a multiparametric solution [15] . In this paper an interesting approach for the assessment of vascular risks in human beings has been discussed. Here, the features were extracted from the PPG signals using linear parametric models. These features were later classified using an SVM classifier. The novelty of the paper lies in the use of SVM classifier for classifying the subjects as "normal" or "at risk".
Materials and Methods
The steps involved in the methodology employed are shown in Figure 1 . 
Data Acquisition
Thirty healthy and thirty unhealthy PPG signals along with the demographic data of the subjects were provided by the Biomedical Engineering research group of the National University of Malaysia.
The signals were recorded using two Dolphin OEM 601 systems from the right and left forefingers of the subjects at a sampling frequency of 275 Hz. The signals were stored on two different computers connected through serial ports and a synchronization circuit for off-line synchronization.
Pre-processing
Devices used for recording the PPG signals and physical movement of subjects can introduce certain artifacts like, wandering baseline and high frequency noise. Therefore, the raw PPG signals (Figure 2a ) are first processed using linear detrending in order to remove the wandering baseline. Later the high frequency noise was reduced with the help of a low pass filter having a cutoff frequency of 20Hz. The enhanced PPG signal shown in Figure 2b has been scaled to -0.5V to +0.5V for further analysis. 
Parameter Extraction
Linear system identification is well established, reliable and easier to implement. For parameter expansion in PPG signals, parametric models are more preferable than nonparametric models as the number of resulting parameters are small and finite. Therefore the four linear parametric models namely ARX, ARMAX, BJ and OE are used in the study. The selection of the best model was based on the fitness index (equation (1)) and the loss function (equation (2)) [5] . (2) where, "V N " is the loss function, y[t] measured output, "N" is the number of sample points, [t] is the simulated output.
The PPG signals from the right and left hand of the subjects were re-sampled at 50 Hz to reduce the size of the data used for modeling. Since, the right hand signals were leading the left hand signals for most of the subjects, the choice of left hand signal as input to the model and right hand signal as output would force the system to be non-causal and unstable [5] . Therefore, the right hand signal was taken as input to the model and left hand signal as its output. With this arrangement few signals gave negative fitness index and hence were eliminated from the study.
Model order determination and delay estimation are very important in the implementation of models. These were estimated for all the four aforementioned models using the system identification toolbox [16, 17] . A segment of 600 samples was chosen and divided into two groups of 300 samples each. The first group formed the estimation data used for model estimation and the second group formed the validation data used for validating the model. Among all the four linear parametric models ARX440 was chosen to be the best model based on the fitness index and loss function [17] . Using ARX440 (4 coefficients of both the polynomials A(q) and B(q) [17] ) model eight parameters were extracted and only the parameters for which the model gave a fitness index greater than 80% were considered for further analysis. These eight parameters extracted for all the subjects were saved in an excel file. In a different excel file along with these eight parameters, the age of the subjects were also included as the 9th parameter. Formation of the feature set was based on the four policies namely, Best Fit, Three Best Fit, Ten Best Fit and average best fit. In Best Fit, the parameters of the segment having the highest fitness index were used for classification. In Three Best fit, the parameters of three segments with the highest fitness indices were considered for classification. In Ten Best fit, the parameters of ten segments having the highest fitness indices were used and in Average Best fit, the averages of parameters were considered for classification. The numbers of healthy and unhealthy subjects used in the formation of the feature set with reference to the aforementioned four policies are shown in Table 1 . Thus the two feature sets were formed for each of the four policies, one with eight parameters extracted from the ARX440 model and the other set with nine parameters including age. Age is a significant parameter in the analyses of PPG signals.
Classification
SVM is a feed forward network where the training is done using examples and the trained network is used for classification. The PPG signals were classified as "normal" or "at risk" using the SVM classifier on both the eight and the nine parameter sets for all the four policies. Radial basis function kernel with a default scaling factor of "1" was used in this process. The two parameter sets were divided as training and testing sets. The training sets were used for training the network and testing sets were used to test it [11, 18] . Both the training and testing sets consisted of equal number of parameters of healthy and unhealthy subjects. 
Validation
The validation of the proposed work was carried out using the testing data sets (Table 2) for both the eight and nine parameter sets. The classification results from the SVM classifier were analyzed with the help of true positive (TP), true negative (TN), false positive (FP) and false negative (FN) information obtained and calculating the sensitivity and specificity for all the four policies used in the work. Where sensitivity is the ability to choose TPs and specificity is the ability to choose TNs using equation (3) and equation (4), respectively.
where, TP represents the number of un-healthy subjects that are correctly classified as un-healthy and FN represents the number of un-healthy subjects that are incorrectly classified as healthy.
where, TN represents the number of healthy subjects that are correctly classified as healthy and FP represents the number of healthy subjects that are incorrectly classified as un-healthy.
Results and Discussion
As explained in section 2.3, two feature sets were formed where one set consisted of eight parameters and another set had nine parameters. These two feature sets were further divided into two sub-groups called a training set and a testing set, consisting of equal number of samples. The number of samples used was different for different policies and these values are shown in Table 1 . Firstly, the classification was carried out using the eight parameter dataset. The testing set (Table 2 ) when classified using the SVM classifier with radial basis function kernel yielded the sensitivity and specificity for all the four policies which is shown in Figure 3 . Secondly, the classification was performed on the nine parameter dataset, where along with the eight parameters from the ARX440 model, the age of the subject was also considered. This improved the overall classification results except for the best fit and ten best fit where the specificity reduced slightly. The sensitivity and specificity of the four policies employed is shown in Figure 4 . There is always a trade-off between the sensitivity and specificity when a choice has to be made between the four policies used in classification. The Average Best Fit policy gave a sensitivity of 84.615% and a specificity of 69.23% for the eight parameter set and, a sensitivity of 84.615% and specificity of 92.31% for the nine parameter set. Therefore, the Average Best Fit policy was chosen as the best policy for the classification of PPG signals using SVM classifier. In [5] the classification has been carried out in groups of only male subjects, only female subjects and mixed female and male subjects and the Three Best Fit policy which resulted in better results was chosen as the best policy for the classification of PPG signals. The results obtained for mixed male and female subjects showed a Sensitivity of 71.70% and a Specificity of 70.20%. This result was obtained due to the clustering of the significant principal components using linear discriminant analysis. However, there cannot be a direct comparison between the results obtained in this paper and the work done in [5] as the number of samples considered and also the techniques used for classification are different.
Conclusion
The ARX model which was chosen as the best linear parametric model was used for modeling the PPG signals. In the proposed work the PPG signals were classified as "normal" or "at risk" using the SVM classifier. The SVM classifier resulted in a better sensitivity and specificity for the feature set with nine parameters. In addition, the average best fit policy used in the feature set formation proved to be better compared to other policies.. However, the proposed method has to be tested on a larger data set.
The linear parametric models used in the work output parameters that contain properties of the human vascular system. These parameters can be used in the assessment of vascular risks, vascular age assessment, determining the compliance of the arterial system and so on. PPG can also be used in Homecare / Telemedicine systems.
