We analyze the behavior of the Barvinok estimator of the hafnian of even dimension, symmetric matrices with nonnegative entries. We introduce a condition under which the Barvinok estimator achieves subexponential errors, and show that this condition is almost optimal. Using that hafnians count the number of perfect matchings in graphs, we conclude that Barvinok's estimator gives a polynomialtime algorithm for the approximate (up to subexponential errors) evaluation of the number of perfect matchings.
1. Introduction. The number of perfect matchings in a bipartite graph is given by the permanent of the bipartite adjacency matrix of the graph. Since computing the permanent is generally computationally hard [19] , various algorithms have been proposed to compute it approximately. We mention in particular the MCMC algorithm of Jerrum-Sinclair-Vigoda [12] , the LinialSamorodnitsky-Wigderson rescaling algorithm [14] (denoted LSW in the sequel), and the Barvinok-Godsil-Gutman algorithm [2, 9] ; the analysis of the latter algorithm was the subject of the previous work [18] .
A more general (and hence hard) combinatorial problem is that of computing the number of perfect matchings in a graph with an even number of vertices. Let A denote the adjacency matrix of such a graph with n = 2m vertices. The relevant combinatorial notion here is the hafnian [15] where S n denotes the symmetric group on [n] . It is immediate to check (see, e.g., [2] ) that #perfect matchings in A = haf(A).
(1.1) Thus, the interest in an efficient computation of haf(A). As for the permanent, the exact computation of haf(A) is computationally expensive. This problem of estimating the hafnian seems to be harder to attack than the corresponding problem for the permanent since many algorithms known for permanent approximation break down when extended to hafnians. In particular, the LSW rescaling algorithm [14] transforms the adjacency matrix of a graph to an almost doubly stochastic one. Yet, a nontrivial lower estimate of the hafnian of a doubly stochastic matrix is impossible; see [4] . Also, in contrast with the computation of the permanent, [12] points out that the proof of convergence of the MCMC algorithm breaks down for the approximate computation of the hafnian (unless the minimal degree is at least n/2, see [11] ).
We consider in this paper the computation of haf(A) for symmetric matrices with nonnegative entries. Note that the diagonal entries play no role in the computation of haf(A) and, therefore, in the rest of this paper we always assume that A ii = 0 for all i.
In his seminal paper [2] discussing the Godsil-Gutman estimator for the permanent, Barvinok also introduces a probabilistic estimator of haf(A) for a symmetric matrix A possessing nonnegative entries. Let W be a real skew symmetric matrix with independent centered normal entries W ij above the diagonal satisfying EW 2 ij = A ij . In other words, let G skew denote a skew symmetric matrix with independent N (0, 1) entries above the main diagonal. Let W = W (A) denote the skew symmetric matrix with
and write W = A ⊙ G skew , where A denotes the element-wise square-root of A, that is, A ij = A ij . Then haf(A) = E det(W ). (1.3) Thus, det(W ), which is an easily computable quantity, is a consistent estimator for haf(A), and Barvinok [2] proceeds to prove that for any matrix A, e −γn haf(A) ≤ det(W ) ≤ C · haf(A) with high probability, where γ is Euler's constant. Other approaches to computing the hafnian include [4] (which however does not apply to adjacency matrices of nontrivial graphs), [5] , where a deterministic algorithm of subexponential complexity is constructed and analyzed, and [3] , where a random algorithm is analyzed but the precision of the algorithm depends in a complicated way on the number of perfect matchings.
Our goal in this paper is to analyze the performance of the Barvinok estimator for the hafnian. As in [18] , establishing the concentration of a random determinant hinges on bounding the singular values of the Gaussian matrix W . This crucial step, however, essentially differs from [18] as W is skew-symmetric, and thus has less independence than the unrestricted matrix in [18] . Handling these dependences required different arguments for the smallest and the intermediate singular values. In the first case, we employ a conditioning argument tailored to take into account the structure of the graph (Lemmas 2.5, 2.6). The fact that the entries of W are real, and thus the (n − 1) × (n − 1) main minors of it are degenerate plays a central role here. On the other hand, instead of developing a estimate for intermediate singular values as in [18] (a difficult task here due to the skew-symmetry), we use the fact that the imaginary-valued matrix iW is Hermitian, which allows us to use estimates from recent work [7] on the local semi-circle law.
To formulate our results, we introduce a notion of strong expansion for graphs. This notion strengthens the standard notion of vertex expansion assuming that sets having many connected components expand faster. For a set J ⊂ [n] of vertices, denote by Con(J) the set of the connected components of J , and by ∂(J) the boundary of J , that is, ∂(J) = {i ∈ [n] \ J : ∃j ∈ J, (i, j) is an edge}. Definition 1.1. Let κ ∈ (0, 1), and let 1 < m < n. We say that the graph Γ is strongly expanding with parameter κ up to level m if for any set J ⊂ [n] of vertices with |J| ≤ m,
In this definition and below, we use the following notational convention. Important parameters which appear in definitions and theorems are denoted by Greek letters. Unimportant constants whose value may change from line to line are denoted c, c ′ , C, etc.
The simplest form of our results is in case A is the adjacency matrix of a d-regular graph. (1) Then for any ǫ < 1/5 and D > 4,
(2) Fix δ > 0. If, in addition to the above assumptions, the matrix A/d possesses a spectral gap δ, then for any D > 4,
[The assumption in (2) means that the modulus of the eigenvalues of A/d is either 1 or smaller than 1 − δ.] Theorem 1.2 is an immediate consequence of our more general Theorem 1.10 below.
We discuss the definition of strongly expanding graphs in Remark 1.6 below.
The extension of Theorem 1.2 to irregular graphs requires the notion of doubly stochastic scaling of matrices. We also need the notion of spectral gap for stochastic matrices. We will show below (see Corollary 3.3) that the adjacency matrix of a strongly expanding graph with appropriate lower bound on its minimal degree possesses a unique doubly stochastic scaling, with D 1 = D 2 . We use this fact in the following theorem, where the required lower bound on the minimal degree is satisfied. 
with C = C(α, κ, D, ǫ) > 0.
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(2) Fix δ > 0. If, in addition to the above assumptions, B possesses a spectral gap δ, then for any D > 4,
where C = C(α, κ, D, δ, ϑ) > 0.
Condition (1.8) can be readily checked in polynomial time by applying the LSW scaling algorithm, stopped when its error is bounded above by n −1 . Indeed, at such time, the LSW algorithm output is a matrix C = C(A) which is almost doubly stochastic in the sense that, with B = B(A) denoting the doubly stochastic scaling of A, one has max ij |B(A) − C(A)| < n −1 . Because the maximal entry of B is at least n −1 , this implies that the maximal entries of B and of C are of the same order. Note also that the spectral gap condition in point (2) of Theorem 1.5, which depends only on the eigenvalues of B, can also be checked in polynomial time.
We note that for a given 0 < ϑ < 1, there exist stronger expansion conditions on the graph Γ which ensure that the maximal element in the doubly stochastic scaling of its adjacency matrix is of size at most n −ϑ . That is, if Γ satisfies these stronger properties, condition (1.8) is automatically satisfied. We refer to Section 6, Proposition 6.2, for details.
Conditions (1.7) and (1.8) play different roles in the proof. The first one is needed to establish the lower bound on the smallest singular value of W , and the second one guarantees that most of the singular values are greater than n −ǫ . Remark 1.6. The definition of strongly expanding graphs (Definition 1.1 above) reminds one of that of a vertex expander. Yet, it is stronger in two senses. First, the strong expansion property takes into account the geometry of the set, requiring more rapid expansion for more "spread out" sets. Second, we want this expansion property to hold for all sets of size relatively close to n, while for the classical expanders, the corresponding property is required only for sets with at most n/2 vertices. This may look unnatural at first glance. However, one may construct an example of a graph that can have the strong expansion property up to a level arbitrary close to 1, and yet the matrix corresponding to it may be degenerate with probability 1. Further, in Proposition 1.7 below, we construct a graph whose adjacency matrix barely misses the condition in Definition 1.1 and yet det(W )/ haf(A) ≤ e −cn with high probability for an appropriate c > 0. 
Here, c, c ′ , κ are constants depending on δ.
Our theorems on adjacency matrices are based on a general result pertaining to doubly stochastic symmetric matrices B with nonnegative entries. We will consider matrices which have many relatively large entries. To formulate this requirement precisely, we introduce the notion of large entries graph. Definition 1.8. Let A be a symmetric matrix with nonnegative entries. For a parameter θ > 0, define the large entries graph Γ A (θ) by connecting the vertices i, j ∈ [n] whenever A ij > θ. If A is the matrix of variances of entries of a skew symmetric matrix W , we will also refer to Γ A (θ) as the large variances graph of W .
We will now formulate two theorems on the concentration of the hafnian of a skew symmetric matrix whose large variances graph satisfies a strong expansion condition. 
Then, for any ǫ < 1/5 and D > 4 there exists C = C(β, α, κ, ϑ, ǫ, D) > 0 so that
Somewhat tighter bounds are available if the matrix B possesses a spectral gap. 
The constant C here depends on all relevant parameters β, α, κ, ϑ, δ and D.
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The structure of the paper is as follows. In Section 2, we consider unit vectors that are close to vectors with small support and derive uniform small ball probability estimates for their images under the action of W . These estimates are used in Section 3 to obtain a lower bound for the smallest singular values of W . In Section 4, we provide local estimates for the empirical measure of eigenvalues of W . Section 5 is devoted to the proof of Theorems 1.9 and 1.10. Section 6 is devoted to the proof of a combinatorial lemma concerning the doubly stochastic scaling of adjacency matrices of strongly expanding graphs, which then is used in the proof of Theorem 1.5; in the section we also present sufficient conditions that ensure that (1.8) holds. Finally, in Section 7 we present the construction of the graph discussed in Proposition 1.7, and provide the proof of the latter.
Compressible vectors.
To establish the concentration for the determinant of the matrix W , we have to bound its smallest singular value. As is usual in this context, we view the smallest singular value of a matrix as the minimum of the norms of the images of unit vectors:
Before bounding the minimal norm over the whole sphere, let us consider the behavior of W x 2 for a fixed x ∈ S n−1 . We begin with a small ball probability estimate, which is valid for any unit vector.
Lemma 2.1. Let W be a skew-symmetric n × n matrix with independent, up to the symmetry restriction, normal entries. Assume that for any j ∈ [n], there exist at least d numbers i ∈ n such that Var(w ij ) ≥ n −c . Then for any x ∈ S m−1 , and for any t > 0
where C, c ′ depend on c only.
Condition on all entries of the matrix W , except those in the jth row and column. After this conditioning, for any i ∈ I the ith coordinate of the vector W x is a normal random variable with variance Var(w i,j )x 2 j ≥ n −2c−1 . Since the coordinates of this vector are conditionally independent, an elementary estimate of the Gaussian density yields for any t > 0
By the assumption of the lemma, |I| ≥ d. Integration with respect to the other variables completes the proof.
The next lemma is a rough estimate of the norm of a random matrix.
Lemma 2.2. Let W be a be a skew-symmetric n × n matrix with independent, up to the symmetry restriction, normal entries. Assume that for any i, j ∈ [n], Var(w ij ) ≤ 1. Then
Lemma 2.2 follows from the estimate
, where the right-hand side is the sum of squares of independent centered normal variables whose variances are uniformly bounded.
Of course, the estimate in Lemma 2.2 is very rough, but we can disregard a constant power of n in this argument. Lemma 2.2 allows us to extend the lower bound on the small ball probability from a single vector to a neighborhood of a small-dimensional subspace. To formulate it precisely, recall the definition of compressible and incompressible vectors from [16, 17] . Definition 2.3. For m < n and v < 1, denote
The next lemma uses a standard net argument to derive the uniform estimate for highly compressible vectors.
Lemma 2.4. Let A be an n × n matrix satisfying the conditions of Lemmas 2.1 and 2.2. Then
wherec depends on c only.
Proof. Let t > 0 be a number to be chosen later, and set
where c ′ is the constant from Lemma 2.1. Then there exists an ε-net N ⊂ Sparse(d/2) of cardinality
. By Lemma 2.1 and the union bound,
provided that t = n −c ′′ for an appropriately chosen c ′′ > 0.
Assume that for any y ∈ N , W y 2 ≥ tn −c ′ . Let x ∈ Comp(δ/2, ε) = Comp(δ/2, n −c ), and choose y ∈ N be such that x − y 2 < 2ε. If W ≤ n, then
Our next goal is to show that the small ball probability estimate propagates from strongly compressible vectors to moderately compressible ones. At this step, the assumption that the large variances graph is strongly expanding plays a crucial role. The strong expansion condition guarantees that the matrix W has enough independent entries to derive the small ball estimate for a single vector, despite the dependencies introduced by the skewsymmetric structure. The next simple lemma is instrumental in exploiting the independence that is still present.
Lemma 2.5. Let T = (V, E) be a finite tree with the root r ∈ V . Assume that to any e ∈ E there corresponds a random variable X e , and these variables are independent. Assume also that to any v ∈ V there corresponds an event Ω v , which depends only on those X e for which v ∈ e. Suppose that for any v ∈ V and any e 0 connected to v,
Proof. We prove this lemma by induction on the depth of the tree. Assume first that the tree has depth 2. Then the statement of the lemma follows from the fact that the events Ω v , v ∈ V \ {r} are independent.
Assume now that the statement holds for all trees of depths smaller than k > 2 and let T be a tree of depth k. Let V r and E r be the sets of all vertices and edges connected to the root of the tree. Then the events Ω v , v ∈ V \ {r} conditioned on x e , e / ∈ E r are independent. Therefore,
Note that the vertices v ∈ V \ {r} form a forest with roots v ∈ V r . Since the events v∈T l Ω v are independent for different trees T l in the forest, the statement of the lemma follows by applying the induction hypothesis to each tree.
Using Lemma 2.5 and the strong expansion property of the large variances graph, we establish the small ball probability bound for the image of an incompressible vector. Lemma 2.6. Let c > 0. Let W be an n × n skew-symmetric centered Gaussian matrix. Assume that its large variances graph Γ W (n −c ) satisfies the strong expansion condition with parameter κ > 0 up to level m < n. Let t > 0, k ≤ m, and v > 0. Then for any x ∈ Incomp(k, v),
where C depends on c only.
Choose a subset J ⊂ J(x) with |J| = k. For i ∈ [n] set p i = t whenever i ∼ j for some j ∈ J ; otherwise set p i = 1. Then for any j 0 ∈ J and for any i 0 ∼ j 0 ,
Indeed, (W x) i is a normal random variable with variance at least
so the previous inequality follows from the bound on the maximal density. To prove Lemma 2.6, we will use Lemma 2.5. To this end, we will construct a forest consisting of L = | Con(J)| trees with |J| + |∂(J)| vertices. Assume that such a forest is already constructed. The events i∈T l Ω i are independent for different trees T l , l = 1, . . . , L in the forest. Hence,
where we used Lemma 2.5 in the last inequality. Since by the strong expansion condition, |J| + |∂(J)| − L ≥ (1 + κ)|J|, the last quantity is less than or equal to t (1+κ)k as required.
We proceed with the construction of the forest. At the first step, we construct a spanning tree T l for each connected component of the set J . These trees are, obviously, disjoint, and L l=1 | T l | = |J|. Now, we have to add the vertices from ∂(J) as leaves to these trees. We do this by induction on j ∈ J .
(1) Let j ∈ J be the smallest number. Add all vertices i ∈ ∂(J) connected to j to the tree containing j as the descendants of j. (2) Let j ∈ J be the smallest number, which has not been used in this process. Add all vertices i ∈ ∂(J) connected to j, which have not been already added, to the tree containing j as its descendants.
Since any vertex in ∂(J) is connected to some vertex in J , the whole set ∂(J) will be added at the end of this process. Denote the trees obtained in this way by T 1 , . . . , T L . The construction guarantees that these trees are disjoint. This finishes the construction of the forest and the proof of the lemma.
Similarly to Lemma 2.4, we extend the small ball probability result of Lemma 2.6 to a uniform bound using a net argument.
Lemma 2.7. Let W be an n × n skew-symmetric Gaussian matrix. Assume that its large variances graph Γ W (n −c ) satisfies the strong expansion condition with parameter κ ∈ (0, 1) up to level m < n. Then there exists a constant C ′ > 0 depending only on c and κ such that for any t > 0, k ≤ m and v ∈ (0, 1),
Proof. The proof repeats that of Lemma 2.4, so we only sketch it. For t > 0, set
where C is the constant from Lemma 2.6. Choose an ε-net N in Sparse(
wherec depends only on c and κ. By the union bound,
Using an appropriately defined C ′ > 0 depending only on c and κ, and approximation by the points of the ε-net, we derive from the previous inequality that
To complete the proof, notice that for any vector
The lemma now follows by again using approximation.
Lemmas 2.4 and 2.7 can be combined to treat all compressible vectors. In the statement, d 0 is a fixed, large enough universal positive integer. 
Remark 2.9. The proof below shows that it is enough to take
Proof of Proposition 2.8. Set v 0 = n −c ′ , where c ′ = max(c, C ′ ), and c, C ′ are the constants from Lemmas 2.4 and 2.7. Let L be the smallest natural number such that
The definition of L implies
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For l = 1, . . . , L − 1, define by induction v l+1 = (n −C ′ v l ) 8/κ , where C ′ is the constant from Lemma 2.7. The definition of v 0 implies that
, and thus,
.
We have
Lemmas 2.4 and 2.7 combined with the union bound imply
Applying Lemma 2.7 once more, we derive the estimate
with ρ = (ρ ′ ) 16/κ . The proposition follows from the previous inequality and Lemma 2.2.
3. The smallest singular value. The main result of this section is the following lower bound for the smallest singular value of a Gaussian skewsymmetric matrix with a strongly expanding large variances graph.
Theorem 3.1. Let n ∈ N be an even number. Let V be an n × n skewsymmetric matrix, and denote by Γ its large variances graph Γ V (n −c ). Assume that:
(2) the minimal degree of a vertex of Γ is at least d ≥ 2 log n; (3) Γ is κ-strongly expanding up to level
where τ = (n/d) ψ(κ) for some positive ψ(κ).
Remark 3.2. Tracing the proof of Theorem 3.1 and using Remark 2.9, one can show that it is enough to take
Proof of Theorem 3.1. To prove the theorem, we use the negative second moment identity. Let A be an n × n matrix with columns A 1 , . . . , A n . For j ∈ [n], let h j ∈ S n−1 be a vector orthogonal to all columns of A, except the jth one. Then
Hence,
Let ρ be as in Proposition 2.8. The argument above shows that if we use the matrix V in place of A and define the unit vectors h j , j ∈ [n] as before, then the theorem would follow if the inequalities
hold for all j ∈ [n]. Indeed, the theorem follows from (3.1) and the assumption on d by the union bound. We will establish inequality (3.1) for j = 1. The other cases are proved in the same way. Let W be the (n − 1) × (n − 1) block of V consisting of rows and columns from 2 to n. The matrix W is skew-symmetric, and its large variances graph is the subgraph of Γ containing vertices 2, . . . , n. Therefore, Γ has properties (1), (2), (3) with slightly relaxed parameters. Indeed, property (1) remains unchanged. Property (2) is valid with d replaced by d − 1. Property (3) is satisfied with parameter κ/2 in place of κ since for any J ⊂ Γ \ {1}, the boundary of J in Γ and in Γ \ {1} differs by at most one vertex.
Recall that W is a skew-symmetric matrix of an odd size. This matrix is degenerate, so there exists u ∈ S n−2 such that W u = 0. This allows us to define the vector h ∈ S n−1 orthogonal to the columns V 2 , . . . , V n of the matrix V by
Define the event Ω by
The graph Γ W (n −c ) \ {1} is (κ/4) strongly expanding up to level n−d+1 1+κ/4 . By Proposition 2.8, P(Ω) ≤ e −d/2 . Condition on the matrix W ∈ Ω ∁ . After the conditioning, we may assume that u ∈ Incomp(n − d + 1, n −ρ ), and so the set J = {j : |u j | ≥ n −ρ−1/2 } has at least n − d + 1 elements. Since the degree of the vertex {1} in the large variances graph of V is at least d, this means that there exists a j ∈ J for which Var(v j1 ) ≥ n −c . Therefore, conditionally on W , h T V 1 = n j=2 u j v j is a normal random variable with variance
The bound on the density of a normal random variable implies
Finally,
This completes the proof of (3.1) for j = 1. Since the proof for the other values of j is the same, it proves Theorem 3.1.
An immediate corollary of Theorem 3.1 is the following.
Corollary 3.3. Let A be the adjacency matrix of a graph Γ which satisfies:
(1) the minimal degree of a vertex of Γ is at least d > 2 log n; (2) Γ is κ-strongly expanding up to level n−d+2 1+κ/4 . Then A possesses a unique doubly stochastic scaling B = DAD and the graph Γ possesses a perfect matching.
Proof. Proof We begin by showing that a perfect matching in Γ exists. Assume otherwise. Then s n (A ⊙ G) = 0 since E det(A ⊙ G) = haf(A) = 0. The latter equality contradicts Theorem 3.1.
To show that A possesses a doubly stochastic scaling, choose an edge e = (u, v) in Γ and create a graph Γ ′ by erasing u, v, and all edges attached to them from Γ. The graph Γ ′ satisfies assumptions (1) and (2) in the statement, with slightly smaller constants κ, d. Thus, Γ ′ possesses a perfect matching. This implies that for any edge in Γ there exists a perfect matching containing that edge. By Bregman's theorem ( [6] , Theorem 1), this implies that A possesses a unique doubly stochastic scaling B = D 1 AD 2 . The fact that D 1 = D 2 follows from the strict convexity of relative entropy and the characterization of the doubly stochastic scaling as its minimizer; see [6] , equation (7).
4. Local bound on eigenvalues density. In this section, we prove a general bound on the crowding of eigenvalues at 0 for a class of Hermitian matrices whose variance matrix is doubly-stochastic. The results are somewhat more general than our needs in the rest of the paper and may be of independent interest and, therefore, we introduce new notation.
Let X denote an n × n matrix, Hermitian (in the sense that X * ij = X ji ), with entries {X ij } i≤j that are independent zero mean random variables. (In our application, the X ij variables are all Gaussian.) Following [7] , we set s ij = E|X ij | 2 and ζ ij = X ij / √ s ij (with ζ ij = 0 if s ij = 0). We assume that the variables ζ ij possess uniformly bounded p moments for all p > 0. Finally, we denote the eigenvalues of the matrix X by
and use L n = n −1 n i=1 δ λ i (n) for the empirical measure of eigenvalues. We assume that j s ij = 1, and, to avoid trivialities, that the matrix S = {s ij } is irreducible (otherwise, the matrix X can be decomposed in blocks due to the symmetry).
Let M = (max ij s ij ) −1 . We assume the following. 
Proof. We will use [7] , Theorem 2.3, a simplified form of which we quote below after introducing some notation. Following the notation in [7] , we let m(z) denote the Stieltjes transform of the semicircle law, m(z) = (−z + √ z 2 − 4)/2, and set
Note that with z = iη one has by equation (A.1) of [7] , that for some universal constant C,
Introduce now, similarly to equation (2.14) of [7] for a parameter γ > 0,
,
(Note that we do not use Γ N (z) as in [7] since we only need the relation Γ ≥ Γ N .) Note that ℑ(m(iη ′ )) = ( 4 + η ′2 − η ′ )/2 is bounded above and below by a universal constant for η ′ ∈ [0, 10]. Hence, using (4.2), we get that
for some universal constant C. For given ε < 1/5, we will chose γ ∈ (0, 1/2) and n 0 = n 0 (ε, D) so thatη ≤ M −ε whenever n > n 0 .
Denote by m n (z) = n −1 n i=1 1 λ i −z the Stieltjes transform of the empirical measure of eigenvalues of X. We have the following. 10] , and for all n > n 0 ,
Fix η ≥η. Let A denote the complement of the event in (4.4). Assume that A occurs. Using the uniform boundedness of m(iη) and inequality (4.3), we obtain
Choosing γ and ǫ ′ small enough, we can guarantee that the right-hand side in the last display is uniformly bounded in n. With such choice,
provided that A occurs. This means that
To derive (4.1) from the previous inequality, one can use the union bound over η = 1/k with k ∈ N, M ε ≥ k ≥ 1.
A better estimate can be obtained if one assumes a spectral gap. First, we have the following. 
The proof is identical to that of Proposition 4.2, using [1] , Theorem 1.1, instead of [7] , Theorem 1.2. We omit the details.
5. Concentration of the hafnian of a random matrix. In this section, we prove Theorems 1.9 and 1.10. Both results follow from the concentration of the Gaussian measure for Lipschitz functions. To this end, we consider a Gaussian vector G = (G ij ) 1≤i<j≤n ∈ R n(n−1)/2 and use it to form the skewsymmetric matrix G skew . However, the function F (G) = log det(B ⊙ G skew ) (where B ij = √ B ij ) is not Lipschitz. To overcome this obstacle, we write
and use Theorem 3.1 and Proposition 4.2 to obtain lower bounds on the singular values which are valid with probability close to 1. On this event, we replace the function log by its truncated version, which makes it Lipschitz with a controlled Lipschitz constant. Then an application of the Gaussian concentration inequality yields the concentration of the new truncated function about its expectation. This expectation is close to E log det(B ⊙ G skew ).
Recall that instead of the concentration about this value, we want to establish the concentration about log haf(B) = log E det(B ⊙ G skew ). In other words, we have to swap the expectation and the logarithm and estimate the error incurred in this process. This will be achieved due to the fast decay of the tail in the concentration inequality.
Proof of Theorem 1.9. The proof proceeds as in [18] , Section 7. (The argument can be traced back to [8] .) Without loss of generality, we may assume that n > n 0 , where n 0 = n 0 (ε, D) appears in Proposition 4.2. Indeed, if n ≤ n 0 , we can choose the constant C in the formulation of the theorem appropriately large, so that Cn 
By Theorem 3.1 and Proposition 4.2, we have that for all n > n 0 ,
is Lipschitz with constant n 1/2+ǫϑ . Therefore, by standard concentration for the Gaussian distribution (see [10, 13] ), using that the variance of the entries of W is bounded above by n −ϑ , we have for some universal constant C and any u > 0,
Therefore,
In particular, we obtain that
The first inequality above follows from Jensen's inequality, and the second one from (5.4).
We can now complete the proof of the theorem. We have by Markov's inequality that
On the other hand, note that E det(W ) ≤ E det(W ). Therefore, with C(D) as in (5.2),
where (5.2) was used in the last display. Using now (5.1) and the upper bound in (5.5), we get
Using that ǫ < 1/5 and applying (5.3), we conclude that
Together with (5.6), it yields
To obtain the statement of the theorem, we prove the previous inequality with ε ′ ∈ (ε, 1/5) instead of ε, and then choose
The proof of Theorem 1.10 is similar to that of Theorem 1.9. However, to exploit the tighter bounds on the intermediate singular values provided by Proposition 4.5, we use a different truncation, redefining the function log det(·) and estimate its Lipschitz constant more accurately.
Proof of Theorem 1.10. Fix ε ∈ (1/2, 1). As in the proof of Theorem 1.9, we may assume that n > n 0 (ε, D, δ), where n 0 (ε, D, δ) was introduced in Proposition 4.5. The inequality (4.5) can be rewritten as
This inequality can be used to bound the Lipschitz constant of the truncated logarithm. Let
be a number to be chosen later. Define
where
Denote for a moment N = n(n − 1)/2. For a vector Y ∈ R N consider the n × n skew symmetric matrix Y skew whose entries above the main diagonal equal to the corresponding entries of Y . Let B be the n × n matrix whose entries are square roots of the corresponding entries of B. Note that the function F : R N → R defined by
is the composition of three functions: F = F 3 • F 2 • F 1 , where:
By the Cauchy-Schwarz inequality,
Therefore, Applying the standard Gaussian concentration for Lipschitz functions, we obtain
which replaces formula (5.8) in the proof of Theorem 1.9. Arguing as in the proof of that theorem, we obtain
from the inequality above.
Let
, where τ (κ, α) is as in Theorem 3.1. Set
and let W = W 1 ∪ W 2 . Then Theorem 3.1 and (5.
which plays the role of (5.7). Arguing as in the proof of Theorem 1.9, we show that
Here, the first inequality follows from (5.12) and log E det(W ) ≤ log E det(W ), the second one from the upper bound in (5.11), and the third one from (5.10).
We select the optimal m 0 = Cn 1−ϑ/2 log −1/2 n in the inequality above. Since ε > 1/2, condition (5.8) holds for sufficiently large n.
Combining this with the bound
following from Markov's inequality, we complete the proof.
6. Doubly stochastic scaling and proof of Theorem 1.5. To prove Theorem 1.5, we have to scale the adjacency matrix of the graph in order to apply Theorems 1.9 and 1.10. The existence of such scaling has been already established in Corollary 3.3. We will show now that the smallest nonzero entry of the scaled adjacency matrix is at least polynomial in n. This crucial step in the proof of Theorem 1.5 allows us to conclude that the large entries graph of the scaled matrix coincides with the original graph. 
In particular, under the assumptions of Proposition 6.1, we have that
whenever B ij > 0. (6.2) Before describing the proof of Proposition 6.1, let us state a complementary claim, which says that under stronger expansion conditions on Γ we can guarantee that the entries in its scaled adjacency matrix are polynomially small. This ensures that under this stronger expansion property, condition (1.8) in Theorem 1.5 is automatically satisfied.
In what follows, if X is a set of vertices in a graph then E(X, X) denotes those edges in the graph connecting vertices in X. To prove Proposition 6.1, we argue by contradiction. Assume that one of the diagonal entries, say D 11 , is smaller than n −ν , where ν = ν(α, κ) will be chosen at the end of the proof. The double stochasticity of the scaled matrix implies that there exists a neighbor i ∼ 1 for which the corresponding entry of the scaling matrix D is large. In fact, we can prove this for more than one entry. In Lemma 6.5, we construct a set X = X 0 of vertices of cardinality at least d/2 such that the corresponding entries of the scaling matrix are greater than (1/2)n ν−2 . We use this as a base of induction. In Lemma 6.6, we show that there exists a set X 1 of vertices of cardinality |X 1 | ≥ (1 + β)|X 0 | containing X 1 such that all entries of the scaling matrix corresponding to X 1 are still polynomially large. Proceeding by induction, we construct an increasing sequence of sets X 0 ⊂ X 1 ⊂ · · · ⊂ X l such that |X l | ≥ (1 + β) l |X 0 |, and all diagonal entries corresponding to the vertices of X l are greater than 1. The number of induction steps l which we are able to perform will depend on ν. If ν is chosen large enough, then we will get (1 + β) l |X 0 | > n, reaching the desired contradiction.
The proof of Proposition 6.2 is very similar. Assume, toward contradiction, that, say, D nn is larger than n −ε/2 . By the double stochasticity of the scaled matrix, there exists a set A of neighbors i ∼ n, for which the corresponding entries of the scaling matrix D are small. Using again the double stochasticity of the scaled matrix produces a set X = X 0 of vertices of cardinality at least d/4 such that the corresponding entries of the scaling matrix are greater than (α/8)n −ε/2 . We use this as induction base. In Lemma 6.7, we show that there exists a set X 1 of vertices of cardinality |X 1 | ≥ (1+ γ)|X 0 | containing X 1 such that all entries of the scaling matrix corresponding to X 1 are still large. Proceeding by induction, we construct an increasing sequence of sets X 0 ⊂ X 1 ⊂ · · · ⊂ X l such that |X l | ≥ (1 + γ) l |X 0 |, and all diagonal entries corresponding to the vertices of X l are greater than Ω(n −ε/2 ). The number of induction steps l which we are able to perform will depend on θ. If θ = θ(α, κ) is chosen large enough, then we will get (1 + γ) l |X 0 | > n, reaching contradiction.
Proof of Proposition 6.1. Without loss of generality, we assume throughout that the constants α and κ are small enough so that Proof. Assume otherwise. Then there are at least n − (1 − γ)S elements
The next lemma quantifies the following intuition: given a large set A of indices corresponding to small entries of the scaling matrix, we can find a large set of indices (neighbors of A) corresponding to large entries of the scaling matrix. 
The next lemma is the base of our inductive construction. 
Proof. By (6.5), i∼1 r i = 1/r 1 = Q. Therefore, there is at least one index i 0 ∼ 1 for which r i 0 ≥ Q/n. Let A be the set of neighbors of i 0 . Then |A| ≥ d and for all j ∈ A, r j ≤ n/Q. The proof is completed by an application of Lemma 6.4 with γ = 1/2.
Lemma 6.6 below will be used for the inductive step.
Lemma 6.6. Let m ≥ n. Let X be a subset of indices such that r i ≥ m for each i ∈ X. Then:
(1) |∂X| ≥ (1 + κ) · |X|; (2) there exists a subset Z of indices, disjoint from X, of cardinality at least (κ · |X| − 1)/2 such that each j ∈ Z satisfies
Proof. Clearly, no two vertices in X are connected in Γ (otherwise, we would have an entry of size at least m 2 > 1 after scaling). Therefore, X is a set of disconnected vertices, and, since Γ contains a perfect matching, we have |X| ≤ n/2.
Since X is disconnected, (6.1) and (6. For i ∈ C, set s i = j∈Y b ij . Then i∈C s i ≥ κ · |X| − 1. By Lemma 6.3, there is a set of at least (κ · |X| − 1)/2 indices i, for which
Call this set Z. For each i ∈ Z, we have
• The vertices in [n] form a clique, which will be called the center.
• Any of the vertices in [n + 1 : 2(n + m)], called peripheral, is connected to all vertices of the center.
• In addition, for k > n, the vertices 2k − 1 and 2k are connected to each other. (See Figure 1 .)
The adjacency matrix of Γ has the block shape 
Here, Q n×n is the adjacency matrix of the n-clique, that is, the matrix with 0 on the main diagonal and 1 everywhere else; 1 k×l is the k × l matrix whose entries are equal to 1, and ∆ is a 2 × 2 matrix
The right lower block of Γ contains m such matrices ∆ on the main diagonal. The matrix W Γ has the similar form
where Q n×n is the n × n skew-symmetric Gaussian matrix; G n×n , G ′ n×2m are independent Gaussian matrices, and
with independent N (0, 1) random variables g 1 , . . . , g m . Recall that E det W Γ = # Matchings(Γ) the number of perfect matchings of the graph Γ. Any vertex from [n + 1 : 2n] has to be matched to a vertex from the center, which can be done in n! ways. Hence, for k > n, any vertex 2k − 1 has to be matched to its peripheral neighbor 2k, which can be done in the unique way. Thus, # Matchings(Γ) = n! > 0.
Consider det W Γ . Let c > 0 be a constant to be chosen later. A simple pigeonhole argument shows that
where F (G n×n , G ′ n×2m ) is a homogeneous polynomial of degree 2n of entries of G n×n and G ′ n×2m . Hence, for α = 4 δ + 1, we have Therefore, since δ < 1/6,
if we choose κ = δ/8. This completes the proof of the proposition.
