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The Brownian web (BW) is the random network formally con-
sisting of the paths of coalescing one-dimensional Brownian motions
starting from every space-time point in R×R. We extend the earlier
work of Arratia and of To´th and Werner by providing a new char-
acterization which is then used to obtain convergence results for the
BW distribution, including convergence of the system of all coalescing
random walks to the BW under diffusive space-time scaling.
1. Introduction. In this paper, we present a number of results concern-
ing the characterization of and convergence to a striking stochastic object
called the Brownian web (BW). Several of the main results were previously
announced, with sketches of the proofs, in [13].
Roughly speaking, the BW is the collection of graphs of coalescing one-
dimensional Brownian motions (with unit diffusion constant and zero drift)
starting from all possible starting points in one plus one-dimensional (con-
tinuous) space-time. This object was originally studied more than twenty
years ago by Arratia [5], motivated by asymptotics of one-dimensional voter
models, and then about five years ago by To´th and Werner [26], motivated
by the problem of constructing continuum “self-repelling motions.” Our own
interest in this object arose because of its relevance to “aging” in statistical
physics models of one-dimensional coarsening [14, 15]—which returns us to
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Arratia’s original context of voter models, or equivalently coalescing random
walks in one dimension. This motivation leads to our primary concern with
weak convergence results, which in turn requires a careful choice of space for
the BW so as to obtain useful characterization criteria for its distribution.
We remark that there are two questions we do not address in this paper
that are worthy of consideration. The first is whether our convergence results
might play some role in studying the convergence of discrete to continuum
self-repelling motion [26]. The second is whether there are interesting con-
nections between the BW and super-Brownian motions; in this regard, the
work of [8, 9] may be relevant since it deals with noncrossing paths.
We continue the Introduction by discussing coalescing random walks and
their scaling limits. Let us begin by constructing random paths in the plane,
as follows. Consider the two-dimensional lattice of all points (i, j) with i, j
integers and i+ j even. Let a walker at spatial location i at time j move
right or left at unit speed between times j and j + 1 if the outcome of
a fair coin toss is heads (∆i,j = +1) or tails (∆i,j = −1), with the coin
tosses independent for different space-time points (i, j). Figure 1 depicts a
simulation of the resulting paths.
The path of a walker starting from y0 at time s0 is the graph of a sim-
ple symmetric one-dimensional random walk, Yy0,s0(t). At integer times,
Yy0,s0(t) is the solution of the simple stochastic difference equation,
Y (j + 1)− Y (j) = ∆Y (j),j, Y (s0) = y0.(1.1)
Fig. 1. Coalescing random walks in discrete time; the horizontal coordinate is space and
the vertical coordinate is time.
THE BROWNIAN WEB 3
Furthermore, the paths of distinct walkers starting from different (y0, s0)’s
are automatically coalescing—that is, they are independent of each other
until they coalesce (i.e., become identical) upon meeting at some space-time
point.
If the increments ∆i,j remain i.i.d. but take values besides ±1 (e.g., ±3),
then one obtains nonsimple random walks whose paths can cross each other
in space-time, although they still coalesce when they land on the same space-
time lattice site. Such systems with crossing paths will be discussed in Sec-
tion 5 (see also [20]).
After rescaling to spatial steps of size δ and time steps of size δ2, a single
rescaled random walk (say, starting from 0 at time 0) Y
(δ)
0,0 (t) = δY0,0(δ
−2t)
converges as δ→ 0 to a standard Brownian motion B(t). That is, by the
Donsker invariance principle [10], the distribution of Y
(δ)
0,0 on the space of
continuous paths converges as δ→ 0 to standard Wiener measure.
The invariance principle is also valid for continuous-time random walks,
where the move from i to i ± 1 takes an exponentially distributed time.
In continuous time, coalescing random walks are at the heart of Harris’
graphical representation of the (one-dimensional) voter model [18] and their
scaling limits arise naturally in the physical context of (one-dimensional)
aging (see, e.g., [14, 15]). Of course, finitely many rescaled coalescing walks
in discrete or continuous time (with rescaled space-time starting points)
converge in distribution to finitely many coalescing Brownian motions. In
this paper, we present results concerning the convergence in distribution of
the complete collection of the rescaled coalescing walks from all the starting
points.
Our results are in two main parts:
1. A new characterization of the limiting object, the standard BW.
2. Convergence criteria, which are applied, in this paper, to coalescing ran-
dom walks.
As a cautionary remark, we point out that the scaling limit motivating
our convergence results does not belong to the realm of hydrodynamic limits
of particle systems but rather to the realm of invariance principles.
A key ingredient of the new characterization and the convergence is the
choice of a space on which the BW measure is defined; this is a space whose
elements are collections of paths (see Sections 2 and 3). The convergence
criteria and application (see, e.g., Theorems 2.2 and 6.1) are the BW ana-
logues of Donsker’s invariance principle. Like Brownian motion itself, we
expect that the BW and its variants will be quite ubiquitous as scaling
limits, well beyond the context of coalescing random walks (and our suf-
ficient conditions for convergence). One situation where this occurs is for
two-dimensional “Poisson webs” [11]. Another example is in the area of river
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basin modelling; in [24] (see also [16, 21, 27]), coalescing random walks were
proposed as a model of a drainage network. Some of the questions about
scaling in such models may find answers in the context of their scaling lim-
its. For more on coalescing random walk and other models for river basins,
see [23, 30, 31].
Much of the construction of the BW (but without convergence results) was
already done in the groundbreaking work of Arratia [4, 5] (see also [6, 19])
and then in the work of To´th and Werner [26] who derived many important
properties of the BW (see also [25] and [28]; in the latter reference, the
BW is introduced in relation to black noise). Arratia, To´th and Werner
all recognized that in the limit δ → 0 there would be (nondeterministic)
space-time points (x, t) starting from which there are multiple limit paths
and they provided various conventions (e.g., semicontinuity in x) to avoid
such multiplicity. An important feature of our approach to the BW is to
accept the intrinsic nonuniqueness by choosing an appropriate metric space
in which the BW takes its values. Roughly speaking, instead of using some
convention to obtain a process that is a single-valued mapping from each
space-time starting point to a single path from that starting point, we allow
multivalued mappings; more accurately, our BW value is the collection of all
paths from all starting points. This choice of space is very much in the spirit
of earlier work [1, 2, 3] on spatial scaling limits of critical percolation models
and spanning trees, but modified for our particular space-time setting; the
directed (in time) nature of our paths considerably simplifies the topological
setting compared to [1, 2, 3].
The Donsker invariance principle implies that the distribution of any con-
tinuous (in the sup-norm metric) functional of Y
(δ)
0,0 converges to that for
Brownian motion. The classic example of such a functional is the random
walk maximum, sup0≤t≤1 Y
(δ)
0,0 (t). An analogous example for coalescing ran-
dom walks is the maximum over all rescaled walks starting at (or passing
through) some vertical (time-like) interval, that is, the maximum value (for
times t ∈ [s,1]) over walks touching any space-time point of the form (0, s)
for some s ∈ [0,1]. In this case, the functional is not quite continuous for our
choice of metric space, but it is continuous almost everywhere (with respect
to the BW measure), which is sufficient.
The rest of the paper is organized as follows. Section 2 contains two the-
orems. The first, Theorem 2.1, is a characterization of the BW, as in [5, 26]
but adapted to our choice of space; the second and one of our main results is
Theorem 2.2 which is a convergence theorem for the important special case
where, even before taking a limit, all paths are noncrossing. Section 3 con-
tains propositions related to Theorem 2.1, as well as an alternative charac-
terization, Theorem 3.1, in which a kind of separability condition is replaced
by a minimality condition. In Section 4, we present our new characterization
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results (Theorems 4.1 and 4.2) based on certain counting random variables,
which will be needed for the derivation of our main convergence results. We
remark that there are analogous characterization and convergence results
jointly for the BW and its dual web of backward paths (important prop-
erties of the BW and its dual may be found in [25, 26]; see also [12]). In
Section 5, we extend our convergence results to cover the case of crossing
paths; the proof of the noncrossing result, Theorem 2.2, is given here as a
corollary of the more general result. In Section 6, we apply our (noncross-
ing) convergence results to the case of coalescing random walks. There are
two appendices: the first covers issues of measurability, the second issues of
compactness and tightness.
A number of theorems and propositions in this paper are either essentially
contained in or easily derived from [5] and/or [26]. In those cases, we have
omitted the proofs and simply refer the reader to the papers cited above.
Detailed proofs can be found in a previous longer version of this paper [12],
which uses the same choice of space and notation as this paper.
2. Convergence for noncrossing paths. We begin with three metric spaces:
(R
2
, ρ), (Π, d) and (H, dH). The elements of the three spaces are, respec-
tively: points in space-time, paths with specified starting points in space-
time and collections of paths with specified starting points. The BW will be
an (H,FH)-valued random variable, where FH is the Borel σ-field associated
to the metric dH. Complete definitions of these three spaces will be given in
Section 3.
For an (H,FH)-valued random variable W (or its distribution µ), we
define the finite-dimensional distributions of W as the induced probability
measures µ(x1,t1;...;xn,tn) on the subsets of paths starting from any finite de-
terministic set of points (x1, t1), . . . , (xn, tn) in R
2. There are several ways in
which the BW can be characterized; they differ from each other primarily
in the type of extra condition required beyond the finite-dimensional distri-
butions (which are those of coalescing Brownian motions). In the next the-
orem, the extra condition is a type of Doob separability property (see, e.g.,
Chapter 3 of [29]). Variants are stated later either using a minimality prop-
erty (Theorem 3.1) or a counting random variable (Theorems 4.1 and 4.2).
Theorem 4.2 is the one most directly suited to the convergence results of
Section 5.
The events and random variables appearing in the next two theorems
are (H,FH)-measurable. This claim follows straightforwardly from Propo-
sition A.1. The proof of Theorem 2.1 follows primarily from Propositions
3.1 and 3.3. The proofs of these propositions are essentially contained [5] and [26].
Theorem 2.1. There is an (H,FH)-valued random variable W whose
distribution is uniquely determined by the following three properties:
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(o) From any deterministic point (x, t) in R2, there is almost surely a
unique path Wx,t starting from (x, t).
(i) For any deterministic n, (x1, t1), . . . , (xn, tn), the joint distribution of
Wx1,t1 , . . . ,Wxn,tn is that of coalescing Brownian motions (with unit diffusion
constant).
(ii) For any deterministic, dense countable subset D of R2, almost surely,
W is the closure in (H, dH) of {Wx,t : (x, t) ∈D}.
Remark 2.1. One can choose a single dense countable D0 and in (o),
(i) and (ii) restrict to space-time starting points from that D0. Different
characterization theorems for the BW with alternatives for (ii) are given in
Sections 3 and 4. We note that there are natural (H,FH)-valued random
variables satisfying (o) and (i) but not (ii). An instance of such a random
variable will be studied elsewhere, and shown to arise as the scaling limit of
stochastic flows, extending earlier work of Piterbarg [22].
The next theorem is our convergence result for noncrossing processes; a
more general result is given in Section 5. We first define a counting variable
essential to all our convergence results and the related new characterization
results of Section 4.
Definition 2.1. For t > 0 and t0, a, b ∈ R with a < b, let η(t0, t;a, b)
be the number of distinct points in R× {t0 + t} that are touched by paths
in W which also touch some point in [a, b] × {t0}. Let also ηˆ(t0, t;a, b) =
η(t0, t;a, b)− 1.
We note that by duality arguments (see [5, 26]), it can be shown that for
deterministic t0, t, a, b, this ηˆ is equidistributed with the number of distinct
points in [a, b]× {t0 + t} that are touched by paths in W which also touch
R×{t0}.
Theorem 2.2. Suppose X1,X2, . . . are (H,FH)-valued random variables
with noncrossing paths. If, in addition, the following three conditions are
valid, then the distribution µn of Xn converges to the distribution µW of the
standard BW.
(I1) There exist θyn ∈ Xn for y ∈R2 satisfying: for any deterministic y1, . . . , ym ∈
D, θy1n , . . . , θymn converge in distribution as n→∞ to coalescing Brow-
nian motions (with unit diffusion constant) starting at y1, . . . , ym.
(B1) ∀ t > 0, lim supn→∞ sup(a,t0)∈R2 µn(ηˆ(t0, t;a, a+ε)≥ 1)→ 0 as ε→ 0+.
(B2) ∀ t > 0, ε−1 lim supn→∞ sup(a,t0)∈R2 µn(ηˆ(t0, t;a, a+ ε)≥ 2)→ 0 as ε→
0+.
Convergence of coalescing random walks (in discrete and continuous time)
(see Theorem 6.1) is obtained as a corollary to Theorem 2.2.
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3. Construction and initial characterizations. In this section, we discuss
the construction of the BW and the proof of Theorem 2.1. Then we give in
Theorem 3.1 a somewhat different characterization of the BW distribution.
Let (Ω,F ,P) be a probability space where an i.i.d. family of standard
Brownian motions (Bj)j≥1 is defined. Let D = {(xj , tj), j ≥ 1} be a count-
able dense set in R2. Let Wj be a Brownian path starting at position xj at
time tj . More precisely,
Wj(t) = xj +Bj(t− tj), t≥ tj.(3.1)
We now construct, following [5], coalescing Brownian paths out of the
family of paths (Wj)j≥1 by specifying coalescing rules. When two paths
meet for the first time, they coalesce into a single path, which is that of the
Brownian motion with the lower index. We denote the coalescing Brownian
paths by W˜j, j ≥ 1. Notice that the strong Markov property of Brownian
motion allows for a lot of freedom in giving a coalescing rule. Any rule, even
nonlocal, that does not depend on the realization of the (Wj)’s after the time
of coalescence will yield the same object in distribution. General definitions
and constructions of coalescing Brownian motions can be found in [5].
We define the BW skeleton W(D) with starting set D by
Wk =Wk(D) = {W˜j : 1≤ j ≤ k},(3.2)
W =W(D) =
⋃
k
Wk.(3.3)
Now we give detailed definitions of the three spaces introduced in Sec-
tion 2. (R
2
, ρ) is the completion (or compactification) of R2 under the met-
ric ρ, where
ρ((x1, t1), (x2, t2)) =
∣∣∣∣tanh(x1)1 + |t1| − tanh(x2)1 + |t2|
∣∣∣∣∨ | tanh(t1)− tanh(t2)|.(3.4)
R
2
may be thought of as the image of [−∞,∞]× [−∞,∞] under the mapping
(x, t) (Φ(x, t),Ψ(t))≡
(
tanh(x)
1 + |t| , tanh(t)
)
.(3.5)
For t0 ∈ [−∞,∞], let C[t0] denote the set of functions f from [t0,∞] to
[−∞,∞] such that Φ(f(t), t) is continuous. Then define
Π=
⋃
t0∈[−∞,∞]
C[t0]×{t0},(3.6)
where (f, t0) ∈Π represents a path in R2 starting at (f(t0), t0). For(f, t0) in
Π, we denote by fˆ the function that extends f to all [−∞,∞] by setting it
equal to f(t0) for t < t0. Then we take
d((f1, t1), (f2, t2)) =
(
sup
t
|Φ(fˆ1(t), t)−Φ(fˆ2(t), t)|
)
∨ |Ψ(t1)−Ψ(t2)|.(3.7)
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(Π, d) is a complete separable metric space.
Let now H denote the set of compact subsets of (Π, d), with dH the
induced Hausdorff metric, that is,
dH(K1,K2) = sup
g1∈K1
inf
g2∈K2
d(g1, g2)∨ sup
g2∈K2
inf
g1∈K1
d(g1, g2).(3.8)
(H, dH) is also a complete separable metric space.
Definition 3.1. W(D) is the closure in (Π, d) of W(D).
Propositions 3.1 and 3.3 are essentially contained in Theorem 2.1 of [26].
Proposition 3.1. W(D) satisfies properties (o) and (i) of Theorem 2.1;
that is, its finite-dimensional distributions (whether from points in D or not)
are those of coalescing Brownian motions.
The next result is contained in Proposition B.5.
Proposition 3.2. W(D) is almost surely a compact subset of (Π, d).
Remark 3.1. Almost surely, W(D) = limk→∞Wk(D), where the limit
is taken in H.
Remark 3.2. It can be shown by the methods discussed in Remark B.1
that, almost surely, all paths in W(D) are Ho¨lder continuous with exponent
α, for any α< 12 .
Proposition 3.3. The distribution of W(D) does not depend on D (in-
cluding its order). Furthermore, W(D) satisfies property (ii) of Theorem 2.1.
The next theorem provides an alternative characterization to Theorem
2.1. Other characterizations that will be used for our convergence results,
are presented in Section 4.
Definition 3.2 (Stochastic ordering). µ1 << µ2 if, for g any bounded
measurable function on (H,FH) that is increasing [i.e., g(K)≤ g(K ′) when
K ⊆K ′], ∫ g dµ1 ≤ ∫ g dµ2.
Theorem 3.1. There is an (H,FH)-valued random variable W whose
distribution is uniquely determined by properties (o), (i) of Theorem 2.1
and
(ii′) ifW∗ is any other (H,FH)-valued random variable satisfying (o) and (i),
then µ
W
≪ µW∗.
Proof. The proof of this theorem follows easily from Theorem 2.1. 
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4. Characterization via counting. In this section, we give other charac-
terizations of the BW that will be used for our convergence theorem. They
will be given in terms of the counting random variables η and ηˆ defined in
Definition 2.1. We begin with some properties of the BW as constructed in
Section 1.
Proposition 4.1. For a BW skeleton W(D), the corresponding count-
ing random variable ηˆD = ηˆD(t0, t;a, b) satisfies
P(ηˆD ≥ k)≤ P(ηˆD ≥ k− 1)P(ηˆD ≥ 1)(4.1)
≤ (P(ηˆD ≥ 1))k = (Θ(b− a, t))k,(4.2)
where Θ(b− a, t) is the probability that two independent Brownian motions
starting at a distance b− a apart at time zero will not have met by time t
(which itself can be expressed in terms of a single Brownian motion). Thus,
ηˆD is almost surely finite and E(ηˆD)<∞.
Proof. The proof of this proposition for k = 2 is contained in [26]. The
proof for k > 2 can be readily obtained by using the FKG inequalities—
see [12]. (The following remark notes that stronger bounds may be obtain-
able by the methods of [26].) 
Remark 4.1. By analogy with the number of crossings in the scaling
limit of percolation and other statistical mechanics models [2], one may
expect the actual decay to be Gaussian in k rather than exponential, as
in (4.2). Indeed, as noted by an Associate Editor, probably an upper bound
of the form Ck[(b− a)/
√
t ]k(k+1)/2 can be obtained by applying the method
of proof of Lemma 9.4 of [26] and a result from [17].
The next proposition is a consequence of the one just before. It can also
be found in Proposition 2.2 of [26].
Proposition 4.2. Almost surely, for every ε > 0 and every θ = (f, t0)
in W (D), there exists a path θε = (g, t′0) in the skeleton W(D) such that
g(s) = f(s) for all s≥ t0 + ε.
The proof of the next proposition follows essentially from Propositions
4.1 and 4.2.
Proposition 4.3. Let ηˆ = ηˆ(t0, t;a, b) be the counting random variable
for W(D). Then P(ηˆ ≥ k)≤ (Θ(b− a, t))k, and thus ηˆ is almost surely finite
with finite expectation. Furthermore, ηˆ = ηˆD almost surely and thus
P(ηˆ ≥ k)≤ P(ηˆ ≥ k− 1)P(ηˆ ≥ 1)(4.3)
≤ (P(ηˆ ≥ 1))k = (Θ(b− a, t))k.(4.4)
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Theorem 4.1. Let W ′ be an (H,FH)-valued random variable; its dis-
tribution equals that of the (standard) BW W (as characterized by Theorems
2.1 and 3.1) if its finite-dimensional distributions are coalescing (standard )
Brownian motions [i.e., conditions (o) and (i) of Theorem 2.1 are valid ]
and
(ii′′) for all t0, t, a, b, ηˆW ′ is equidistributed with ηˆW .
For purposes of proving our convergence results, we will use a modified
version of the above characterization theorem in which conditions (o), (i),
(ii′′) are all weakened.
Theorem 4.2. Let W ′ be an (H,FH)-valued random variable and let
D be a countable dense deterministic subset of R2 and for each y ∈ D, let
θy ∈W ′ be some single (random) path starting at y. W ′ is equidistributed
with the (standard) BW W if :
(i′) the θy’s are distributed as coalescing (standard ) Brownian motions,
and
(ii′′′) for all t0, t, a, b, ηW ′ ≪ ηW , that is, P(ηW ′ ≥ k)≤ P(ηW ≥ k) for all
k.
Proof. We need to show that the above conditions together imply that
µ′, the distribution of W ′, equals the distribution µ of the constructed BW
W . Let η′ be the counting random variable appearing in condition (ii′′′) for
µ′. Choose some deterministic dense countable subset D and consider the
countable collection W∗ of paths of W ′ starting from D. By condition (i′),
W∗ is equidistributed with our constructed BW skeleton W (based on the
same D) and hence the closure W∗ of W∗ in (Π, d) is a subset of W ′ that is
equidistributed with our constructed BWW . To complete the proof, we will
use condition (ii′′′) to show thatW ′ \W∗ is almost surely empty by using the
fact that the counting random variable η∗ for W∗ already satisfies condition
(ii′′′) since W∗ is distributed as a BW. If W ′ \ W∗ were nonempty (with
strictly positive probability), then there would have to be some rational
t0, t, a, b for which η
′ > η∗. But then
P(η′(t0, t;a, b)> η
∗(t0, t;a, b))> 0(4.5)
for some rational t0, t, a, b, and this together with the fact that P(η
′ ≥ η∗) =
1 (which follows from W∗ ⊂W ′) would violate condition (ii′′′) with those
t0, t, a, b. The proof is complete. 
Remark 4.2. The condition ηW ′ ≪ ηW can be replaced by E(ηW ′) ≤
E(η
W
). We note that E(η
W
) = 1+ (b−a)/√pit, as given in [13] by a calcula-
tion stretching back to [7]. So, in particular, in the context of Theorem 4.2,
if besides (i′), E(ηW ′)≤ 1+ (b− a)/
√
pit for all t0, t, a, b, then W ′ is equidis-
tributed with the BW.
THE BROWNIAN WEB 11
5. General convergence results. In this section, we state and prove The-
orem 5.1, which is an extension of our convergence result for noncrossing
paths, Theorem 2.2, to the case where paths can cross (before the scaling
limit has been taken). At the end of the section, we show that the noncross-
ing Theorem 2.2 follows from Theorem 5.1 and other results.
Before stating our general theorem that allows crossing, we briefly discuss
some systems with crossing paths, to which it should be applicable (see also
Section 1.3 of [5] and [20]). Consider the stochastic difference equation (1.1)
where the ∆i,j ’s are i.i.d. integer-valued random variables, with zero mean
and finite nonzero variance. Allowing (i, j) to be arbitrary in Z2, we obtain
as a natural generalization of Figure 1 a collection of random piecewise linear
paths that can cross each other, but that still coalesce when they meet at a
lattice point in Z2.
With the natural choice of diffusive space-time scaling and under condi-
tions of irreducibility and aperiodicity (to ensure that the walks from any two
starting points have a strictly positive probability of coalescing), the scaling
limit of such a discrete time system should be the standard BW. To see what
happens in reducible cases, consider simple random walks (∆i,j =±1), where
the paths on the even and odd subsets of Z2 are independent of each other,
and so the scaling limit on all of Z2 consists of the union of two independent
BWs. For ∆i,j =±2, the limit would be the union of four independent BWs.
We remark that for continuous-time random walks (as discussed in the next
section of this paper for ∆i,j =±1), no aperiodicity condition is needed.
We proceed with some definitions needed for our general convergence
theorem. For a, b, t0 ∈R, a < b, and t > 0, we define two real-valued measur-
able functions lt0,t([a, b]) and rt0,t([a, b]) on (H,FH) as follows. For K ∈H
, lt0,t([a, b]) evaluated at K is defined as inf{x ∈ [a, b]|∃ y ∈R and a path in
K which touches both (x, t0) and (y, t0+ t)} and rt0,t([a, b]) is defined simi-
larly with the inf replaced by sup. We also define the following functions on
(H,FH) whose values are subsets of R. As before, we let K ∈H and suppress
K on the left-hand side of the formula for ease of notation:
Nt0,t([a, b]) = {y ∈R|∃x∈ [a, b] and a path in K which
(5.1)
touches both (x, t0) and (y, t0 + t)},
N−t0,t([a, b]) = {y ∈R|there is a path in K which
(5.2)
touches both (lt0,t([a, b]), t0) and (y, t0 + t)},
N+t0,t([a, b]) = {y ∈R|there is a path in K which
(5.3)
touches both (rt0,t([a, b]), t0) and (y, t0 + t)}.
Remark 5.1. We notice that |Nt0,t([a, b])|= η(t0, t;a, b).
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Let {Xm} be a sequence of (H,FH)-valued random variables with distri-
butions {µm}. We define conditions (B1′), (B2′) as follows.
(B1′) ∀β > 0, lim supm→∞ supt>β supt0,a∈R µm(|Nt0,t([a−ε, a+ε])|> 1)→ 0 as ε→
0+.
(B2′) ∀β > 0, 1ε lim supm→∞ supt>β supt0,a∈R µm(Nt0,t([a−ε, a+ε]) 6=N+t0,t([a−
ε, a+ ε])∪N−t0,t([a− ε, a+ ε]))→ 0 as ε→ 0+.
Remark 5.2. Note that if we consider a process with noncrossing paths,
then conditions (B1′) and (B2′) follow from conditions (B1) and (B2), re-
spectively, because of the following monotonicity property. For all a < b, t0
and 0< s < t,
P(|η(t0, t;a, b)| ≥ k)≤ P(|η(t0, s;a, b)| ≥ k)
for all k ∈N.
Theorem 5.1. Suppose that {µm} is tight. If Conditions (I1), (B1′)
and (B2′) hold, then {Xm} converges in distribution to the BW W.
Theorem 5.1 is proved through a series of lemmas.
Lemma 5.1. Let µ be a subsequential limit of {µm} and suppose that µ
satisfies condition (i′) of Theorem 4.2 and:
(B1′′) ∀β > 0, supt>β supt0,a µ(|Nt0,t([a− ε, a+ ε])|> 1)→ 0 as ε→ 0+,
(B2′′) ∀β > 0, 1ε supt>β supt0,a µ(Nt0,t([a− ε, a+ ε]) 6=N+t0,t([a− ε, a+ ε]) ∪
N−t0,t([a− ε, a+ ε]))→ 0 as ε→ 0+.
Then µ is the distribution of the BW.
Proof. It follows from conditions (i′) and (B1′′) that the limiting ran-
dom variable X satisfies condition (i) of the characterization Theorem 2.1.
That is, (µ) almost surely there is exactly one path starting from each point
of D and these paths are distributed as coalescing Brownian motions. Let
us define an (H,FH)-valued random variable X ′ on the same probability
space as the one on which X is defined to be the closure in (Π, d) of the
paths of X starting from D. We will denote probabilities in the common
probability space by P. X ′ has the distribution of W . We need to show that
it also satisfies condition (ii′′′) of Theorem 4.2. Let a < b, t0 ∈ R and t > 0
be given. For the random variable X we will denote the counting random
variable η(t0, t;a, b) by η and the corresponding variable for X ′ by η′. Let
zj = (a+ j(b−a)/M, t0), for j = 0,1, . . . ,M , be M +1 equally spaced points
in the interval [a, b]× {t0}.
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Now define ηM = |{x ∈ R|∃ a path in X which touches both a point in
{z0, . . . , zM} and (x, t+ t0)}|, where | · | stands for cardinality. Let η′M be the
corresponding random variable for X ′. Clearly, η ≥ ηM and η′ ≥ η′M . From
(B1′′) it follows that ηM = η
′
M almost surely. Now let ε=
(b−a)
M . By condition
(B2′′), letting M →∞ (ε→ 0), we obtain
P(η > η′M ) = P(η > ηM )→ 0 as M →∞.
Thus, P(η > η′) = 0, showing that η is stochastically dominated by η′.
This completes the proof of the lemma.
For t > 0, ε > 0, 0< ε′ < ε8 , 0≤ δ < t2 , consider the following event:
O(a, t0, t, ε, ε
′, δ)
= {K ∈H|there are three paths (x1(t), t1), (x2(t), t2), (x3(t), t3) in K
with t1, t2, t3 < t0 + δ, x1(t0 + δ) ∈ (a− ε− ε′, a− ε+ ε′),
x2(t0 + δ) ∈ (a− ε+2ε′, a+ ε− 2ε′),
x3(t0 + δ) ∈ (a+ ε− ε′, a+ ε+ ε′)
and x2(t0 + t) 6= x1(t0 + t), x2(t0 + t) 6= x3(t0 + t)}.
Lemma 5.2. Condition (B2′′) in Lemma 5.1 can be replaced by:
(B2′′′) ∀β>0, 1ε lim supε′→0 supt>β supt0,a lim supδ→0 µ(O(a, t0, t, ε, ε′, δ))→ 0 as ε→
0+.
Proof. We prove the lemma by showing that conditions (i′) and (B1′′)
together with (B2′′′) imply condition (B2′′). Let β > 0. Define C1(b, t0, ε
′, δ)
as
{K ∈H|there is a path in K which touches both (b, t0)
and {b− ε′} × [t0, t0 + δ] ∪ {b+ ε′} × [t0, t0 + δ]},
and C2(a, t0, ε, ε
′, δ) as
{K ∈H|there is a path in K which touches both [a− ε, a+ ε]× {t0}
and {a− ε− ε′} × [t0, t0 + δ] ∪ {a+ ε+ ε′} × [t0, t0 + δ]}.
Now observe that (modulo sets of zero µ measure)
{Nt0,t([a− ε, a+ ε]) 6=N+t0,t([a− ε, a+ ε]) ∪N−t0,t([a− ε, a+ ε])}
∩Cc1(a+ ε, t0, ε′, δ)∩Cc1(a− ε, t0, ε′, δ)∩Cc2(a, t0, ε, ε′, δ)
∩{|Nt0+δ,t−δ([a− ε− 2ε′, a− ε+ 2ε′])|= 1}
∩{|Nt0+δ,t−δ([a+ ε− 2ε′, a+ ε+ 2ε′])|= 1}
⊆O(a, t0, t, ε, ε′, δ).
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Therefore, we have
µ(Nt0,t([a− ε, a+ ε]) 6=N+t0,t([a− ε, a+ ε]) ∪N−t0,t([a− ε, a+ ε]))
≤ µ(O(a, t0, t, ε, ε′, δ)) + µ(C2(a, t0, ε, ε′, δ)) + µ(C1(a+ ε, t0, ε′, δ))
+ µ(C1(a− ε, t0, ε′, δ)) + µ(|Nt0+δ,t−δ([a− ε− 2ε′, a− ε+2ε′])|> 1)
+ µ(|Nt0+δ,t−δ([a+ ε− 2ε′, a+ ε+ 2ε′])|> 1).
Letting δ→ 0, we obtain
µ(Nt0,t([a− ε, a+ ε]) 6=N+t0,t([a− ε, a+ ε]) ∪N−t0,t([a− ε, a+ ε]))
≤ lim sup
δ→0
{µ(O(a, t0, t, ε, ε′, δ)) + µ(C2(a, t0, ε, ε′, δ))
+ µ(C1(a+ ε, t0, ε
′, δ)) + µ(C1(a− ε, t0, ε′, δ))(5.4)
+ µ(|Nt0+δ,t−δ([a− ε− 2ε′, a− ε+2ε′])|> 1)
+ µ(|Nt0+δ,t−δ([a+ ε− 2ε′, a+ ε+2ε′])|> 1)}.
Now,
lim
δ→0
µ(C1(a+ ε, t0, ε
′, δ)) = lim
δ→0
µ(C1(a− ε, t0, ε′, δ))
= lim
δ→0
µ(C2(a, t0, ε, ε
′, δ)) = 0,
since elements of H are compact subsets K of Π, and compact sets of con-
tinuous functions are equicontinuous. If the above limit did not vanish, then
there would be positive µ-measure for K to contain paths with arbitrarily
close to flat segments, thus violating equicontinuity.
Now since, t− δ > t2 > β2 , it follows from (B1′′) that
sup
t>β
sup
a,t0
sup
0<δ<t/2
µ(|Nt0+δ,t−δ([a− γ, a+ γ])|> 1)
≤ sup
t>β/2
sup
a,t0
µ(|Nt0,t([a− γ, a+ γ])|> 1)→ 0 as γ→ 0.
This implies that for all ε > 0,
lim sup
ε′→0
sup
t>β
sup
a,t0
lim sup
δ→0
µ(|Nt0+δ,t−δ([a±ε−2ε′, a±ε+2ε′])|> 1) = 0.(5.5)
Together with (5.4), this gives us
sup
t>β
sup
t0,a
µ(Nt0,t([a− ε, a+ ε])
6=N+t0,t([a− ε, a+ ε])∪N−t0,t([a− ε, a+ ε]))(5.6)
≤ lim sup
ε′→0
sup
t>β
sup
a,t0
lim sup
δ→0
µ(O(a, t0, t, ε, ε
′, δ)).
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Now, using (B2′′′), we obtain
1
ε
sup
t>β
sup
t0,a
µ(Nt0,t([a−ε, a+ε]) 6=N+t0,t([a−ε, a+ε])∪N−t0 ,t([a−ε, a+ε]))→ 0
as ε→ 0+, proving the lemma. 
Proof of Theorem 5.1. Tightness implies that every sub-sequence
of {µm} has a sub-subsequence converging to some µ. Let us denote the
corresponding limiting random variable by X . We prove the theorem by
showing that every such µ= µ
W
. From Lemmas 5.1 and 5.2 it follows that
it is sufficient to prove condition (i′) of Theorem 4.2, condition (B1′′) and
condition (B2′′′).
Let β > 0 and define for all 0 ≤ δ < t2 , N ′δt0,t([a, b]) = {y ∈ R|∃ a path
(x(s), s0), s0 < t0+ δ in K such that x(t0+ δ) ∈ (a, b) and x(t0+ t) = y}. We
note that the set {|N ′δt0,t([a, b])| > 1} is an open subset of H for all δ ≥ 0.
Then we have
sup
t>β
sup
t0,a
µ(|Nt0,t([a− ε, a+ ε])|> 1)
≤ sup
t>β
sup
t0,a
lim sup
δ→0
{µ(|N ′δt0,t([a− 2ε, a+2ε])|> 1) + µ(C2(a, t0, ε, ε, δ))}
≤ sup
t>β/2
sup
t0,a
µ(|N ′0t0,t([a− 2ε, a+ 2ε])|> 1)
+ sup
t0,a
lim sup
δ→0
µ(C2(a, t0, ε, ε, δ)).
Now,
limsup
δ→0
µ(C2(a, t0, ε, ε, δ)) = 0,
since elements of H are compact subsets of Π. This together with the fact
that {|N ′δt0,t([a, b])|> 1} is an open subset of H leads to
sup
t>β
sup
t0,a
µ(|Nt0,t([a− ε, a+ ε])|> 1)
≤ sup
t>β/2
sup
t0,a
µ(|N ′0t0,t([a− 2ε, a+ 2ε])|> 1)
≤ sup
t>β/2
sup
t0,a
lim sup
m
µm(|N ′0t0,t([a− 2ε, a+ 2ε])|> 1)
≤ sup
t>β/2
sup
t0,a
lim sup
m
µm(|Nt0,t([a− 2ε, a+2ε])|> 1)
≤ lim sup
m
sup
t>β/2
sup
t0,a
µm(|Nt0,t([a− 2ε, a+2ε])|> 1).
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It follows from (B1′) that
lim sup
m
sup
t>β/2
sup
t0,a
µm(|Nt0,t([a− 2ε, a+2ε])|> 1)→ 0 as ε→ 0+.
This proves (B1′′), which implies that:
(o) starting from any deterministic point, there is µ-almost surely only a
single path in X .
Combining this with (I1), we readily obtain that:
(i) the finite-dimensional distributions of X are those of coalescing Brow-
nian motions with unit diffusion constant.
Condition (i′) of Theorem 4.2 follows immediately from (o) and (i). Now
we proceed to verify condition (B2′′′).
We have
sup
t>β
sup
t0,a
lim sup
δ→0
µ(O(a, t0, t, ε, ε
′, δ))
≤ sup
t>β/2
sup
a,t0
µ(O(a, t0, t, ε, ε
′,0))
≤ lim sup
m
sup
t>β/2
sup
a,t0
µm(O(a, t0, t, ε, ε
′,0))
≤ lim sup
m
sup
t>β/2
sup
a,t0
µm(Nt0,t([a− ε− ε′, a+ ε+ ε′])
6=N+t0,t([a− ε− ε′, a+ ε+ ε′])
∪N−t0,t([a− ε− ε′, a+ ε+ ε′])),
where the second inequality follows from the fact that O(a, t0, t, ε, ε
′,0) is
an open subset of H. For the third inequality to hold we need to ensure
that there is no more than one path touching either (a− ε− ε′, t0) or (a+
ε + ε′, t0); this follows from (B1
′). Since ε′ < ε8 , ε+ ε
′→ 0 as ε→ 0, using
condition (B2′), we obtain
1
ε
lim sup
ε′→0
sup
t0,a
lim sup
δ→0
µ(O(a, t0, t, ε, ε
′, δ))→ 0 as ε→ 0+,
proving condition (B2′′′). This completes the proof of the theorem. 
We now suppose that X1,X2, . . . is a sequence of (H,FH)-valued random
variables so that each Xi consists of noncrossing paths. The noncrossing
condition produces a considerable simplification of Theorem 5.1, namely,
Theorem 2.2.
Proof of Theorem 2.2. This is an immediate consequence of Re-
mark 5.2, Theorem 5.1 and Proposition B.2. 
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6. Convergence for coalescing random walks. We now apply Theorem 2.2
to coalescing random walks. For that, we begin by precisely defining Y
(resp. Y˜ ), the set of all discrete- (resp. continuous-) time coalescing random
walks on Z. For δ an arbitrary positive real number, we obtain sets of rescaled
walks, Y (δ) and Y˜ (δ), by the usual rescaling of space by δ and time by δ2. The
(main) paths of Y are the discrete-time random walks Yy0,s0 , as described in
the Introduction and shown in Figure 1, with (y0, s0) = (i0, j0) ∈ Z× Z ar-
bitrary except that i0+ j0 must be even. Each random walk path goes from
(i, j) to (i± 1, j + 1) linearly. In addition to these, we add some boundary
paths so that Y will be a compact subset of Π. These are all the paths of
the form (f, s0) with s0 ∈ Z ∪ {−∞,∞} and f ≡∞ or f ≡−∞. Note that
for s0 =−∞ there are two different paths starting from the single point at
s0 =−∞ in R2.
The continuous-time Y˜ can be defined similarly, except that here y0 is
any i0 ∈ Z and s0 is arbitrary in R. Continuous-time walks are normally
seen as jumping from i to i ± 1 at the times T (i)k ∈ (−∞,∞) of a rate-1
Poisson process. If the jump is, say, to i+ 1, then our polygonal path will
have a linear segment between (i, T
(i)
k ) and (i+1, T
(i+1)
k′ ), where T
(i+1)
k′ is the
first Poisson event at i+1 after T
(i)
k . Furthermore, if T
(i0)
k < s0 <T
(i0)
k+1, then
there will be a constant segment in the path before the first nonconstant
linear segment. If s0 = T
(i0)
k , then we take two paths: one with an initial
constant segment and one without.
Theorem 6.1. Each of the collections of rescaled coalescing random
walk paths, Y (δ) (in discrete time) and Y˜ (δ) (in continuous time), converges
in distribution to the standard BW as δ→ 0.
Proof. By Theorem 2.2, it suffices to verify conditions (I1), (B1) and
(B2).
Condition (I1) is basically a consequence of the Donsker invariance prin-
ciple, as already noted in the Introduction. Conditions (B1) and (B2) follow
from the coalescing walks version of the inequality of (4.3), which is
µδ(η(t0, t;a, a+ ε)≥ k)≤ [µδ(η(t0, t;a, a+ ε)≥ 2)]k−1.(6.1)
Taking the sup over (a, t0) and the limsup over δ and using standard random
walk arguments produces an upper bound of the form Ck(ε/
√
t )k−1, which
yields (B1) and (B2) as desired. 
APPENDIX A:
Some measurability issues. Let (H, dH) denote the Hausdorff metric
space induced by (Π, d). FH denotes the σ-field generated by the open sets
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of H. We will consider now cylinders of H. Let us fix nonempty horizontal
segments I1, . . . , In in R
2 (i.e., Ik = I
′
k × {tk}), where each I ′k is an interval
(which need not be finite and can be open, closed or neither) and tk ∈ R.
Define
Ct0I1,...,In := {K ∈H : there exists (f, t)∈K such that
(A.1)
t > t0 and (f, t) goes through I1, . . . , In},
C t0I1,...,In := {K ∈H : there exists (f, t)∈K such that
(A.2)
t≥ t0 and (f, t) goes through I1, . . . , In},
CI1,...,In := {K ∈H : there exists (f, t)∈K such that
(A.3)
(f, t) goes through I1, . . . , In}.
We will call sets of the form (A.1) open cylinders if each Ik is open, and
sets of the form (A.2) closed cylinders if each Ik is closed.
Remark A.1. It is easy to see that sets of the form (A.1)–(A.3) for
arbitrary I1, . . . , In can be generated by open cylinders.
Let now C be the σ-field generated by the open cylinders.
Proposition A.1. FH = C.
The proposition is a consequence of the following two lemmas.
Lemma A.1. FH ⊃ C.
Proof. It is enough to observe that the open cylinders are open sets
of H. Indeed, take an open cylinder, an element K in that cylinder, and
(f, t) ∈K such that t > t0 and ai < f(ti)< bi for all i= 1, . . . , n. All points
of BH(K,ε), the open ball in H around K with radius ε, contain a path
(f ′, t′) in a ball in Π around (f, t) of radius ε. Thus by choosing ε small
enough, (f ′, t′) will satisfy t0 < t
′ < ti and ai < f
′(ti)< bi for all i= 1, . . . , n.

Lemma A.2. FH ⊂ C.
Proof. It is enough to generate the ε-balls in H with cylinders. We will
start with ε-balls around points of H consisting of finitely many paths of Π.
We will use the concept of a cone in R2 around (f, t). Let r− = r−(t, ε)
and r+ = r+(t, ε) be the two solutions of
| tanh(r)− tanh(t)|= ε,(A.4)
THE BROWNIAN WEB 19
with r− ≤ r+. For s fixed, let x−(s) = x−(s, ε) and x+(s) = x+(s, ε) be the
solutions for small ε of
tanh(x)− tanh(fˆ(s))
|s|+ 1 =±ε,(A.5)
with x−(s)≤ x+(s). The cone around (f, t) is defined as
C := {(x, y) ∈R2 :x−(y)≤ x≤ x+(y), y ≥ r−}.(A.6)
Now letK0 = {(f1, t1), . . . , (fn, tn)}. Let C1, . . . ,Cn be the respective cones
of (f1, t1), . . . , (fn, tn). For i= 1, . . . , n, let r
+
i = r
+(ti, ε), r
−
i = r
−(ti, ε).
Consider now a family of horizontal lines {L1,L2, . . .} = R × S , where
S = {s1, s2, . . .}, with the sk’s distinct and such that
⋃
k≥1Lk is dense in
R
2. For fixed k, consider the segments (of nonzero length) Iik into which Lk
is divided by all the points of the form x−i (sk) and x
+
i (sk) for i = 1, . . . , n
(number of such segments ≤ 2n+1). Segments with interior points in some
cone are closed; otherwise, they are open.
Let I = {Ii1k1 , . . . , Iimkm} be any finite sequence of the intervals defined above,
with k1, . . . , km distinct. For 1 ≤ i ≤ n, we will say that I is i-good if Ci
contains all the intervals in I . If I is not i-good for any 1 ≤ i ≤ n, then I
is bad. [Roughly speaking, I is bad unless the intervals of I closely track
(within distance ε) some particular path of K0.] Let
Ĉi := {K ∈H : there exists (f, t) ∈K such that
(A.7)
t ∈ [r−i , r+i ] and {f(s)} × {s} ∈Ci for all s≥ t}
= {K ∈H : there exists (f, t) ∈K such that d((f, t), (fi, ti))≤ ε}.(A.8)
It is not hard to see that Ĉi belongs to C by writing [r
−
i , r
+
i ] as a finite
union of small subintervals and then approximating Ĉi by a finite union
of sets of the form C
s
I , where I = {I1, . . . , Im}; Iℓ = [x−i (s′ℓ), x+i (s′ℓ)]× {s′ℓ};
s≤ s′1 ≤ s′2 ≤ · · ·; s, s′1 ∈ [r−i , r+i ]; and each s′ℓ ∈ S . Note that in the definition
(A.2) of such a C
s
I , the starting time t of the path (f, t) must be in [s, s
′
1].
Define Ĉ :=
⋂n
i=1 Ĉi.
We next give an explicit, somewhat complicated, formula for the closed
ball BH(K0, ε). An explanation is presented immediately after the formula:
BH(K0, ε) =
[( ⋃
m,I : I is bad
CI
)
∪
(
n⋃
i=1
⋃
m,I,k : I is i-good and
sk>maxj{r
+
j
: I is j-good}
CskI
)]c
∩ Ĉ.(A.9)
If K ∈ H is such that dH(K,K0) ≤ ε, then (i) for each i = 1, . . . , n, there
exists a path (f, t) ∈K such that d((f, t), (fi, ti))≤ ε, which is clearly equiv-
alent to K belonging to Ĉ, and (ii) for each path (f, t) ∈ K, there exists
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i ∈ {1, . . . , n} such that d((f, t), (fi, ti))≤ ε. The latter condition is equiva-
lent to (ii′) there is no path in K which is at a distance greater than ε from
every (fi, ti), i= 1, . . . , n. But that is equivalent to K not belonging to the
set within square brackets. Indeed, bad I ’s, in the first term of that expres-
sion, ensure that some path in K is at distance greater than ε of (fi, ti) for
every i= 1, . . . , n spatially; in the second term, some path in K starts at a
distance greater than ε from the starting time of every (fj , tj) from which
its spatial distance is acceptable. Equation (A.9) is thus established.
To complete the proof we generalize from K0 finite to a general K. To
generate BH(K,ε) for arbitrary K ∈ H, we approximate BH(K,ε) by an
increasing sequence of balls around K˜ ’s consisting of finitely many paths.
For that, we note that, by compactness of K, for every integer j > 1, there
exists Kj ∈H consisting of finitely many paths such that Kj ⊂K (as subsets
of Π) and dH(K,Kj)< ε/j for all j > 1. We then have
BH(K, (1− 2/j)ε)⊂BH(Kj, (1− 1/j)ε) ⊂BH(K,ε).(A.10)
The first inclusion is justified as follows. Let K ′ ∈BH(K, (1− 1/j)ε). Then
dH(K,K
′)< (1− 1/j)ε and, by the triangle inequality,
dH(Kj ,K
′)≤ dH(Kj ,K) + dH(K,K ′)
(A.11)
< ε/j + (1− 2/j)ε= (1− 1/j)ε.
Thus K ′ ∈BH(Kj , ε). The second inclusion is justified similarly. It is clear
now that
⋃
j>1BH(K, (1−2/j)ε) =
⋃
j>1BH(Kj , (1−1/j)ε) =BH(K,ε). 
APPENDIX B:
Compactness and tightness. Let ΛL,T = [−L,L]× [−T,T ], and let {µm}
be a sequence of probability measures on (H,FH). For x0, t0 ∈R and u, t > 0,
let R(x0, t0;u, t) denote the rectangle [x0− u2 , x0+ u2 ]× [t0, t0+t] in R2. Define
At,u(x0, t0) to be the event (in FH) that K (in H) contains a path touching
both R(x0, t0;
u
2 , t) and (at a later time) the left or right boundary of the
bigger rectangle R(x0, t0;u,2t). See Figure 2.
Our tightness condition is
(T1) g˜(t, u;L,T ) ≡ t−1 lim supm sup(x0,t0)∈ΛL,T µm(At,u(x0, t0))→ 0 as t→
0+.
Proposition B.1. Condition (T1) implies tightness of {µm}.
Proof. Let
gm(t, u;L,T ) = sup
(x0,t0)∈ΛL,T
µm(At,u(x0, t0)).
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Now define Bt,u(x0, t0) as the event (in FH) that K (in H) contains a path
which touches a point (x′, t′) = (f(t′), t′) ∈ R(x0, t0; u2 , t) and for some t′′ ∈
[t′, t′+ t], |f(t′′)− f(t′)| ≥ u. We observe that Bt,u(x0, t0)⊆At,u(x0, t0).
We now cover ΛL,T with
u
2 × t rectangular boxes. Let LD = LD(u) =
{−L + k u2 :k ∈ Z,0 ≤ k ≤ ⌈ 2Lu/2⌉} and TD = TD(t) = {−T +mt :m ∈ Z,0 ≤
m≤ ⌈2Tt ⌉}. Then,
µm
( ⋃
(x0,t0)∈ΛL,T
Bt,u(x0, t0)
)
≤ µm
( ⋃
(x0,t0)∈LD×TD
Bt,u(x0, t0)
)
≤ µm
( ⋃
(x0,t0)∈LD×TD
At,u(x0, t0)
)
(B.1)
≤
⌈
2L+1
u/2
⌉⌈
2T + 1
t
⌉
gm(t, u;L,T )
≤C ′LT
tu
gm(t, u;L,T )
≤C ′LT
u
(g˜(t, u;L,T ) + δ)
for any δ > 0, where in (B.1) m is larger than some M(t, u;L,T ; δ). The
first inequality follows from the observation that if K (in H) is an outcome
in Bt,u(x, t) for some (x, t) ∈ ΛL,T , then K is an outcome in Bt,u(x′, t′) for
some (x′, t′) ∈LD × TD.
The strategy of the remainder of the proof is to use (B.1) to control the
oscillations of paths within a single large rectangle ΛL,T and then, by the
Fig. 2. Schematic diagram of a path causing the unlikely event At,u(x0, t0) to occur.
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compactification of R2 [see (3.4) and (3.5)], we will control the oscillations
globally by appropriately choosing sequences of L,T values tend to and t, u, δ
values tend to 0.
Now let {un} be a sequence of positive real numbers with limn→∞ un = 0.
Since Φ(x, t) = (1+ |t|)−1 tanh(x), it easily follows that we can choose Ln→
∞ and Tn→∞ such that |Φ(x, t)| ≤ un if |t| ≥ Tn and |Φ(x, t)−Φ(±Ln, t)| ≤
un if |t|< Tn and ±x≥ Ln. Now choose sequences of positive real numbers
{t′n},{δn}→ 0 such that C ′LnTnun (g˜(t′n, un,Ln, Tn)+ δn)≤ 2−n. For all n ∈N,
let
Cn(t) =C(t, un;Ln, Tn)≡
⋃
(x0,t0)∈ΛLn,Tn
Bt,un(x0, t0).(B.2)
From (B.1) we have µm(Cn(t
′
n)) ≤ 2−n if m ≥Mn :=M(t′n, un;Ln, Tn; δn).
Let {t′′k} be a sequence of real numbers converging to 0. If
⋂∞
k=1Cn(t
′′
k) 6=∅,
then there exists a compact subsetK ′′ of Π which belongs to Cn(t
′′
k) for all k.
Since a compact set of continuous functions is equicontinuous, this is impos-
sible and we conclude that
⋂∞
k=1Cn(t
′′
k) =∅. Therefore, µm(C(t, u;L,T ))→
0 as t→ 0 for any fixedm,u,L,T . Thus there exists t′′n > 0 such that µm(Cn(t′′n))≤
2−n for all m≤Mn. If we now let Cn =Cn(t′n ∧ t′′n), then, by the monotonic-
ity of Cn(t) in t, we have for all m,
µm(Cn)≤ µm(Cn(t′n))∧ µm(Cn(t′′n))≤ 2−n.(B.3)
Now let K ∈Ccn be a compact set of paths. A bound on the oscillations of
paths in K can be obtained as follows. Let ψn =Ψ(Tn+ tn)−Ψ(Tn). [Recall
that Ψ(t) = tanh(t).] Suppose (f, t0) ∈ K. If t0 ≤ s1 ≤ s2 are times such
that |Ψ(s2) − Ψ(s1)| ≤ ψn, then |Φ(f(s1), s1) − Φ(f(s2), s2)| ≤ 3un. [E.g.,
note that |Ψ(s2)−Ψ(s1)| ≤ ψn for |s1|, |s2| ≤ Tn implies |s2 − s1| ≤ tn.] Let
Gn =
⋂∞
i=n+1C
c
i . Then for any m,
µm(Gn) = 1− µm
(
∞⋃
i=n+1
Ci
)
≥ 1−
∞∑
i=n+1
2−i = 1− 2−n.(B.4)
Finally, let Dn =
⋃
K∈GnK. Then Dn is a family of equicontinuous func-
tions. By the Arzela–Ascoli theorem, Dn is a compact subset of Π. Since Gn
is a collection of closed (and hence compact) subsets of Dn, Gn is a compact
subset of H. Let ε > 0. Choose n(ε) ∈N such that 2−n(ε) ≥ ε. Then we have
sup
m
µm(Gn(ε))≥ 1− ε,(B.5)
where Gn(ε) is a compact subset of H. This proves that the family of mea-
sures {µm} is tight. 
Remark B.1. An argument similar to that for Proposition B.1 can be
made to show that, if instead of (T1), one has the condition
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(T1′)
∑
t : t=2−k,k∈N t
−(1+α) supm supx0,t0 µm(At,tα(x0, t0))<∞
for some α > 0, then each µm as well as any subsequential limit µ of (µm)
is supported on paths which are Ho¨lder continuous with index α.
Proposition B.2. Suppose {Xm} is a sequence of (H, dH)-valued ran-
dom variables whose paths are noncrossing. Suppose in addition,
(I1′) For each y ∈D, there exist (measurable) path-valued random variables
θym ∈Xm such that θym converges in distribution to a Brownian motion
Zy starting at y.
Then the distributions {µm} of {Xm} are tight.
Proof. From the proof of Proposition B.1, it is sufficient to show that
for each u > 0,
lim sup
m
µm
( ⋃
(x0,t0)∈LD(u)×TD(t)
Bt,u(x0, t0)
)
→ 0 as t→ 0.
For u > 0, t > 0, (x0, t0) ∈ R2, choose two points y1, y2 ∈ D from the two
rectangles R(x0 ∓ 38u, t0 − t2 ; u8 , t4), respectively. Let
Bm1 (x0, t0, t, u) =
{
K ∈H
∣∣∣ max
s≤t0+2t
|θy1m (s)− y1|<
u
16
}
,
Bm2 (x0, t0, t, u) =
{
K ∈H
∣∣∣ max
s≤t0+2t
|θy2m (s)− y2|<
u
16
}
,
and Dmt,u(x0, t0) =B
m
1 ∩Bm2 . Now observe that Dmt,u(x0, t0)⊆Bct,u(x0, t0) for
large enough m. Therefore we have
limsup
m
µm
( ⋃
(x0,t0)∈LD×TD
Bt,u(x0, t0)
)
(B.6)
≤
∑
(x0,t0)∈LD×TD
[
1− lim inf
m
µm(D
m
t,u(x0, t0))
]
.(B.7)
Since θym converges in distribution to a Brownian motion Zy starting at y,
we have
lim inf
m
(µm(B
m
1 )) = P
(
max
s≤t0+2t
|Zy1(s)− y1|<
u
16
)
(B.8)
≥ 1− Ct
2
u4
(B.9)
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and
lim inf
m
(µm(B
m
2 )) = P
(
max
s≤t0+2t
|Zy2(s)− y2|<
u
16
)
(B.10)
≥ 1− Ct
2
u4
.(B.11)
Therefore we have
lim inf
m
µm(D
m
t,u(x0, t0))≥ 1− 2Ct2/u4,
which gives us
lim sup
m
µm
( ⋃
(x0,t0)∈LD(u)×TD(t)
Bt,u(x0, t0)
)
≤ 2C
∑
(x0,t0)∈LD(u)×TD(t)
t2/u4.
Since |LD(u)× TD(t)| ∼ 1ut , we have shown that
lim sup
m
µm
( ⋃
(x0,t0)∈LD(u)×TD(t)
Bt,u(x0, t0)
)
→ 0 as t→ 0,
and the proof is complete. 
Remark B.2. The proof of Proposition B.2 shows that the limiting
processes Zy starting at y = (x¯, t¯ ) need not be Brownian motions. It is
sufficient that they be continuous processes such that for each fixed u > 0,
1
t
sup
y
P
(
sup
t¯≤s≤t¯+t
|Zy(s)−Zy(t¯ )| ≥ u
)
→ 0 as t→ 0+.(B.12)
Proposition B.3. Let D be a countable dense subset of R2 and let µk
be the distribution of the (H,FH)-valued random variable Wk =Wk(D) =
{W˜1, . . . ,W˜k} [as defined in (3.2)]. Then the family of measures {µk} is
tight.
Proof. This is an immediate consequence of Proposition B.2. 
Proposition B.4. If Wn is an a.s. increasing sequence of (H, dH)-
valued random variables and the family of distributions {µn} of Wn is tight,
then
⋃
nWn is almost surely compact [in (Π, d)].
Proof. Let W˜k be an increasing sequence of points (subsets of Π) in
(H, dH), which converge in dH metric to some point W˜ in (H, dH). If for
some k, W˜k is not a subset of W˜ , then there exists an ε > 0 such that
dH(W˜ ,W˜n)> ε for all n≥ k, contradicting the claim that W˜k converges to
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W˜ . Therefore, W˜k ⊆ W˜ for all k. This implies
⋃
k W˜k ⊆ W˜ and therefore
is a compact subset of Π since it is a closed subset of the compact set W˜ .
Since {µn} is tight, given an ε > 0, there exists a compact subset K of H
such that P(Wn ∈K)≥ 1− ε for all n, so by monotonicity, P (Wn ∈K for
all n) ≥ 1 − ε. But if Wn ∈ K for all n, then since K is compact, there
exists a subsequence Wnj which converges to a point in K and thus in H.
This implies by the first part of this proof that
⋃
njWnj (=
⋃
nWn because
Wn is increasing in n) is a compact subset of Π. Thus we have shown that
P(
⋃
nWn is a compact subset of Π) ≥ 1 − ε. Since the claim is true for all
ε > 0, we have proved the proposition. 
Proposition B.5. Let D̂ = {(xˆi, tˆi) : i = 1,2, . . .} be a (deterministic)
dense countable subset of R2 and let {Ŵi : i= 1,2, . . .} be (Π, d)-valued ran-
dom variables starting from (xˆi, tˆi). Suppose that the joint distribution of
each finite subset of the Ŵi’s is that of coalescing Brownian motions. Then⋃∞
n=1{Ŵ1,Ŵ2, . . . ,Ŵn} is almost surely compact. In particular, for Wn de-
fined in Proposition (B.3), W =⋃nWn is almost surely compact.
Proof. The proof follows immediately from Propositions B.3 and B.4.

Proposition B.6. Let D̂ and {Ŵi : i= 1,2, . . .} be as in Proposition B.5
and let {Ŵ ′i : i = 1,2, . . .} (on some other probability space) be equidistri-
buted with {Ŵi : i= 1,2, . . .}. Then Ŵ ≡ {Ŵi : i= 1,2, . . .} and Ŵ ′ ≡ {Ŵ ′i : i= 1,2, . . .}
are equidistributed (H,FH)-valued random variables.
Proof. It is an easy consequence of Proposition B.5 that {Ŵi : i =
1, . . . , n} (resp. {Ŵ ′i : i = 1, . . . , n}) converges a.s. as n→∞ in (H, dH) to
Ŵ (resp. Ŵ ′). But then the identical distributions of {Ŵi : i= 1, . . . , n} and
{Ŵ ′i : i= 1, . . . , n} converge, respectively, to the distributions of Ŵ and Ŵ ′,
which thus must be identical. 
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