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Abstract
The purpose of these notes is to give an ad hoc construction of a closed model category
structure on a topos inverting an arbitrary small set of arrows. Moreover, a necessary and
su3cient condition for those structures to be proper is given. As an example, the Joyal closed
model category structure on the category of simplicial objects of a topos is constructed without
the use of (boolean) points. c© 2002 Elsevier Science B.V. All rights reserved.
MSC: Primary: 18G55; 18F20; secondary: 18E35; 18B25; 18G30
0. Introduction
La compr&ehension de la localisation des topos a un premier int&ereˆt &evident en
ce que cela fournit des outils et un langage homotopiques =a la g&eom&etrie [15,8,12].
Cela contribute aussi l’&etude des structures alg&ebriques d’ordre sup&erieur, comme les
!-cat&egories [1] et les champs de Segal [8]. C’est enAn un moyen d’approcher une
th&eorie homotopique des topos eux-meˆmes [5].
Dans ce texte, nous nous int&eressons =a l’&etude des couples (E;W) o=u E est un topos
arbitraire, et o=u W est une classe de B&eches de E. Lorsque W satisfait =a certains
axiomes de stabilit&e (voir la D&eAnition 3.4), nous montrons que modulo des probl=emes
ensemblistes, la cat&egorie E admet une structure de cat&egorie de mod=eles ferm&ee dont
les &equivalences faibles sont les &el&ements de W, et dont les coAbrations sont les
monomorphismes de E (Th&eor=eme 3.9).
La construction de ces structures de cat&egorie de mod=eles ferm&ee est men&ee en
regard des deux observations suivantes. Comme cela l’a &et&e remarqu&e par Morel [14],
E-mail address: cisinski@math.jussieu.fr (D.-C. Cisinski).
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les constructions de Gabriel et Zisman [4] gardent un sens dans un cadre beaucoup plus
g&en&eral que celui des ensembles simpliciaux. D’autre part, les travaux de Hirschhorn
[7] sur la localisation peuvent s’interpr&eter dans un cadre l&eg=erement moins riche que
celui des cat&egories de mod=eles ferm&ees. Cela m=ene directement au Th&eor=eme 2.13.
C’est seulement ensuite qu’un point de vue axiomatique est adopt&e.
Dans un second temps, nous nous sommes consacr&e =a l’&etude de conditions n&ecessaires
et su3santes pour que les structures de cat&egorie de mod=eles ferm&ee obtenues soient
propres, nous inspirant en la mati=ere de Morel–Voevodsky [15].
En guise d’application, nous donnons une d&emonstration ad hoc de l’existence de
la structure de cat&egorie de mod=eles ferm&ee de Joyal sur les objets simpliciaux d’un
topos.
1. Accessibilite
1.1. Ce paragraphe a pour but de rappeler les techniques &el&ementaires qui permet-
tront d’utiliser l’argument du petit objet assez librement dans un topos. Les notions
d’accessibilit&e telles que nous les envisageons ici sont celles de SGA 4 [6, I.9].
Lorsque E est un ensemble, on note |E| son cardinal, et si A est une cat&egorie, on
note ObA et FlA respectivement l’ensemble de ses objets et celui de ses B=eches.
Denition 1.2. Soit  un cardinal. Un ensemble ordonn&e I est dit -3ltrant; si c’est
un petit ensemble ordonn&e Altrant; et si tout sous-ensemble de I de cardinal inf&erieur
ou &egal =a  admet un majorant.
Remarque 1.3. Dans SGA 4; un ensemble ordonn&e -Altrant est appel&e un ensemble
ordonn&e grand devant .
Exemple 1.4. Soit  un cardinal. Alors le cardinal successeur de ; vu comme un
ordinal (et donc comme un ensemble bien ordonn&e); est -Altrant.
Denition 1.5. Soit  un cardinal.
Un foncteur f :A→ B est -accessible si pour tout petit ensemble ordonn&e -Altrant
I; f commute aux limites inductives de type I . On dira qu’un foncteur est accessible
s’il est -accessible pour un certain cardinal .
Soit C une cat&egorie. Un objet X de C est -accessible (resp. accessible) si le
foncteur C→ Ens; Y → HomC(X; Y ) l’est.
Remarque 1.6. Si ′¿ ; tout foncteur -accessible est ′-accessible.
Exemple 1.7. Tout foncteur qui commute aux petites limites inductives est -accessible
pour tout cardinal .
Remarque 1.8. Soit A une petite cat&egorie. Dans la cat&egorie Aˆ des pr&efaisceaux
d’ensembles sur A; les objets repr&esentables sont -accessibles pour tout cardinal .
En eMet; les limites inductives se calculent terme =a terme dans Aˆ; ce qui peut se
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reformuler en disant que si a est un objet de A; le foncteur HomAˆ(a; :) : Aˆ → Ens
commute aux petites limites inductives.
Proposition 1.9. Soient A une petite categorie; et = |FlA|. Le foncteur lim← :
Hom(A;Ens)→ Ens est -accessible (Voir SGA 4; Corollaire I.9.8).
Demonstration. Il est bien connu que dans la cat&egorie des ensembles; les limites
inductives Altrantes commutent aux limites projectives Anies. On se ram=ene alors
facilement au cas o=u A est une cat&egorie discr=ete; i.e. un ensemble de cardinal .
En eMet; si F est un foncteur de A vers Ens; la limite projective de F se calcule
comme le noyau d’une double B=eche dont le but est un produit des F(a) index&e par
l’ensemble des B=eches de A; et la source un produit des F(a) index&e par l’ensemble des
objets de A.
Soient I un ensemble ordonn&e -Altrant, et (Fa)a∈A une famille de foncteurs de I
vers Ens. Il faut montrer que l’application naturelle
 : lim→
∏
a
Fa →
∏
a
lim→ Fa
est bijective.
Soient x et y deux &el&ements de lim→
∏
a Fa. On peut supposer que x et y sont des
&el&ements de
∏
a Fa(i0) pour un i0 ∈ I convenable, car I est Altrant. Si (x) = (y),
alors pour tout a∈A, il existe ia ∈ I tel que xa = ya dans Fa(i) pour i plus grand que
ia. Comme I est -Altrant, il existe un i1 ∈ I majorant tous les ia. On a donc x = y
dans
∏
a Fa(i1), ce qui montre l’injectivit&e.
si z ∈∏a lim→ Fa, pour chaque &el&ement a de A, il existe un ia ∈ I tel que za provienne
de l’ensemble Fa(ia). Encore une fois, vu que I est -Altrant, il existe un majorant i
des ia, et donc les images des za dans Fa(i) d&eAnissent un ant&ec&edent de z.
Proposition 1.10. Soit C une categorie admettant des limites inductives. On consid8ere
un cardinal ; une petite categorie A; et un foncteur F :A → C; tels que pour tout
a∈ObA; l’objet F(a) soit -accessible; et on note =max(; |FlA|). Alors lim→ F est
-accessible (Voir SGA 4; Corollaire I.9.9).
Demonstration. Soit I un petit ensemble ordonn&e -Altrant; et soit  : I → C un fonc-
teur. On a alors les bijections suivantes:
lim→
I
HomC(lim→
A
F; ) lim→
I
lim←
A◦
HomC(F; )
 lim←
A◦
lim→
I
HomC(F; )
 lim←
A◦
HomC(F; lim→
I
)
HomC(lim→
A
F; lim→
I
):
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Corollaire 1.11. Soient A une petite categorie; et X un prefaisceau sur A. On note
= |FlA=X |; o8u A=X designe la categorie dont les objets sont les couple (a; u);
a∈ObA; u∈HomAˆ(a; X ); et dont les ;8eches (a; u)→ (a′; u′) sont les ;8eches f : a →
a′ de A; telles que u′f = u. Alors X est -accessible.
Demonstration. D’apr=es la Remarque 1.8; cela r&esulte trivialement de la proposition
ci-dessus et du fait que X est la limite inductive dans Aˆ du foncteur A=X → Aˆ; (a; u) →
a.
1.12. On Axe =a pr&esent un topos E, et on choisit un petit site (C; J ) tel que E
s’identiAe =a la cat&egorie des faisceaux sur ce dernier. On note i :E → Cˆ le foncteur
d’inclusion canonique de E dans la cat&egorie des pr&efaisceaux sur C, et a : Cˆ → E son
adjoint =a gauche, le foncteur “faisceau associ&e”.
Lemme 1.13. Le foncteur compose ia : Cˆ → Cˆ est accessible.
Demonstration. On rappelle que le foncteur ia peut se construire comme suit. On
d&eAnit un foncteur L : Cˆ → Cˆ en posant pour chaque pr&efaisceau X sur C; et chaque
objet U de C
LX (U ) = lim→ R∈J (U )
HomCˆ(R; X );
o=u J (U ) d&esigne l’ensemble des cribles couvrants de U; ordonn&e par l’ordre dual de
l’inclusion. On a alors un isomorphisme de foncteurs L2  ia. Il su3t donc de montrer
que le foncteur L est accessible. Soit  un cardinal tel que pour tout objet U de C; tout
crible couvrant R de U soit -accessible (ce qui existe en vertu du Corollaire 1.11).
Comme toute limite inductive de foncteurs accessibles est accessible; on s’aperQcoit
aussitoˆt que le foncteur L l’est.
Proposition 1.14. Tous les objets de E sont accessibles.
Demonstration. Soit X un objet de E. On choisit un cardinal  tel que iX et ia soient
-accessibles (ce qui existe graˆce au Corollaire 1.11 et au Lemme 1.13). On va montrer
que X est -accessible. Consid&erons un ensemble ordonn&e -Altrant I ; et un foncteur
F : I → E. Comme i est pleinement Ad=ele; et comme le foncteur a commute aux petites
limites inductives (car c’est un adjoint =a gauche); on a les isomorphismes suivants:
i lim→ F  i lim→ aiF  ia lim→ iF  lim→ iaiF  lim→ iF:
On en d&eduit les bijections ci-dessous:
HomE(X; lim→ F)HomCˆ(iX; i lim→ F)
HomCˆ(iX; lim→ iF)
 lim→ HomCˆ(iX; iF)
 lim→ HomE(X; F):
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Denition 1.15. Un objet X de E est de taille 6  s’il existe un sous-pr&efaisceau R de
iX ; tel que l’inclusion R → iX soit couvrante pour la topologie J sur C (i.e. induise
un isomorphisme aR  aiX  X ); et tel que |FlC=R|6 .
Remarque 1.16. Si ¿ |FlC| est un cardinal inAni; un objet X de E est de taille 6 
si et seulement s’il existe une famille couvrante {Ui → X }i∈I de X ; dont l’ensemble
d’indice I soit de cardinal 6 . Cela revient encore =a dire qu’il existe un pr&efaisceau
R sur C; tel que pour tout objet U de C; |R(U )|6 ; et tel que aR  X .
1.17. Pour chaque cardinal , on note Acc(E) (resp. T(E)) la sous-cat&egorie pleine
de E form&ee des objets -accessibles (resp. des objets de taille 6 ).
Proposition 1.18. Soit  un cardinal in3ni qui majore |FlC|; et tel que pour tout
objet U de C; le faisceau aU soit -accessible. Alors tout objet de E est la reunion
-3ltrante de ses sous-objets -accessibles. En outre; on a l’egalite:
T(E) = Acc(E):
En particulier; la categorie Acc(E) est essentiellement petite.
Demonstration. Soit X un objet de taille 6 . Alors par d&eAnition; il existe un sous-
pr&efaisceau R de iX tel que aR  X ; et |FlC=R|6 . On sait qu’on a un isomorphisme
lim→
(U; : U→R)∈C=R
U  R; d’o =u lim→
(U;:U→R)∈C=R
aU  X:
Il r&esulte de la Proposition 1.10 que X est -accessible. On a donc une inclusion
T(E) ⊂ Acc(E).
Soit X un objet de E. On note I l’ensemble de ses sous-objets de taille 6 , ordonn&e
par l’inclusion, et  : I → E le foncteur d’inclusion canonique. L’ensemble I est un
ensemble ordonn&e -Altrant. Cela vient du fait que l’ensemble J des sous-pr&efaisceaux
Y de iX tels que |FlC=Y |6 , ordonn&e par l’inclusion, est -Altrant. En outre, la B=eche
canonique lim→  → X est un isomorphisme. C’est en eMet un monomorphisme, car c’est
un limite inductive Altrante de monomorphismes, et les limites inductives Altrantes
sont exactes dans E. Pour voir que c’est un &epimorphisme, on montre aussitoˆt que le
morphisme lim→ i → iX est d&ej=a un &epimorphisme, car pour tout objet U de C, tout
morphisme U → iX se factorise par son image. Si on suppose que X est -accessible,
alors on a deux bijections canoniques
lim→ HomE(X; )  HomE(X; lim→ )  HomE(X; X ):
Cela montre qu’il existe un sous-objet Y de X , de taille 6 , tel que l’inclusion
Y→X admette une section, et donc tel que Y = X , ce qui ach=eve la d&emonstration.
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Proposition 1.19. Sous les hypoth8eses de la Proposition 1.18; les proprietes suivantes
sont veri3ees.
(a) Toute limite projective 3nie d’objets -accessibles est -accessible.
(b) Tout sous-objet d’un objet -accessible est -accessible.
Demonstration. La Proposition 1.18 montre qu’il su3t de v&eriAer que la cat&egorie
T(E) est stable par limites projectives Anies et par sous-objets; autrement dit qu’on
peut supposer que E = Cˆ; puis meˆme que E est le topos ponctuel; auquel cas la
proposition est triviale.
Proposition 1.20. Soient F un second topos; et  :E → F un foncteur accessible.
Alors il existe un cardinal  tel que pour tout cardinal ¿ ; on ait:
(Acc(E)) ⊂ Acc(F):
En particulier; si ¿  est in3ni; et si  = 2; alors
(Acc(E)) ⊂ Acc(F):
(Voir SGA 4; Proposition I.9.14).
Demonstration. En vertu de la Proposition 1.18; il existe un cardinal 0 tel que les
propri&et&es suivantes soient v&eriA&ees:
• le foncteur  est 0-accessible;
• pour tout cardinal ¿ 0; on a l’&egalit&e Acc(E) = T(E);
• tout objet X de E est la r&eunion 0-Altrante de ses sous-objets 0-accessibles.
Comme la cat&egorie Acc0 (E) est essentiellent petite (Proposition 1.18), et comme
tous les objets de F sont accessibles (Proposition 1.14), il existe un cardinal ¿ 0
tel que (Acc0 (E)) ⊂ Acc(F).
Consid&erons un cardinal ¿ , et un objet -accessible X de E. On note I l’ensemble
de ses sous-objets 0-accessibles, ordonn&e par l’inclusion, et  : I → E le foncteur
d’inclusion. On sait que lim→   X , que I est 0-Altrant, et que  est 0-accessible.
Par cons&equent, on a un isomorphisme dans F : lim→   X . Or |I |6 
. En eMet,
comme Acc(E)=T(E), il existe un sous-pr&efaisceau R de iX tel que |FlC=R|6 , et
tel que aR  X . D’autre part, l’ensemble I se plonge dans l’ensemble des applications
de 0 vers FlC=R, et donc on a |I |6 06 . La Proposition 1.10 implique donc que
X est -accessible.
Consid&erons un cardinal inAni ¿ , et posons  = 2. On a alors  = , et  =
(2) = 2 = 2 = , ce qui permet d’achever cette d&emonstration.
1.21. Dans ce qui suit, on utilisera l’argument du petit objet, et les notions qui lui sont
attach&ees (propri&et&es de rel=evement, composition transAnie, r&etractes, etc.). Le lecteur
pourra consulter par exemple [9, 1.1 et 2.1] pour un d&eveloppement plus complet.
Notations 1.22. Soit C une cat&egorie. Si F est un ensemble de B=eches de C; on notera
l(F) (resp. r(F)); l’ensemble des B=eches de C qui v&eriAent la propri&et&e de rel=evement
=a gauche (resp. =a droite) relativement =a tous les &el&ements de F .
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Remarque 1.23. Si C est une cat&egorie admettant des petites limites inductives; alors
pour tout ensemble de B=eches F de C; l(F) est stable par images directes; par com-
positions transAnies; et par r&etractes. En particulier; l’ensemble des B=eches de C form&e
des B=eches qui sont des compos&es transAnis d’images directes d’&el&ements de F; not&ee
Cell(F) est contenu dans l(r(F)). On peut montrer que Cell(F) est stable par com-
positions transAnies et par images directes (voir [9; Lemme 2.1.2]). Cela implique
que l(r(F)) et Cell(F) sont stables par sommes; puique toute somme est un compos&e
transAni d’images directes.
On remarque que dans un topos E, l’ensemble des monomorphismes de E est stable
par images directes, par compositions transAnies et par r&etractes (comme les fonc-
teurs faisceaux associ&es sont exacts, il su3t de consid&erer le cas des cat&egories de
pr&efaisceaux, puis seulement de la cat&egorie des ensembles).
Denition 1.24. Soit C une cat&egorie; et soit I un petit ensemble de B=eches de C. On
dira que I permet l’argument du petit objet si pour tout morphisme A → B qui est un
&el&ement de I ; l’objet A est accessible.
Lemme 1.25 (lemme du r&etracte). Soit C une categorie. On consid8ere deux mor-
phismes i :X → Y et p :Y → Z de C. Si pi∈ l(p), alors pi est un retracte
de i.
Demonstration. Voir [9; Lemme 1.1.9].
Proposition 1.26 (l’argument du petit objet). Soient C une categorie; admettant des
petites limites inductives; et I un petit ensemble de ;8eches de C permettant l’argument
du petit objet. Alors il existe une factorisation fonctorielle de toute ;8eche f de C en
f = pi o8u p∈ r(I) et o8u i est un compose trans3ni d’images directes d’elements de
I . En outre la classe (l(r(I))) est le plus petit ensemble de ;8eches de C; contenant
I ; et stable par images directes; par compositions trans3nies; et par retractes.
Demonstration. Voir [9; Th&eor=eme 2.1.14; Corollaire 2.1.15].
Lemme 1.27. Soit E un topos. On consid8ere une classe C de monomorphismes de E
ayant les proprietes suivantes.
(a) La classe C est stable par images directes; par compositions tans3nies et par
retractes.
(b) Si f :X → Y et g :Y → Z sont deux monomorphismes composables de E; et si
f et gf sont des elements de C; alors g∈C.
(c) Il existe un cardinal  tel que tout objet de E soit la reunion -3ltrante de
ses sous-objets -accessibles; et tel que pour tout element X → Y de C; et
tout sous-objet -accessible Z de X ; il existe un sous-objet -accessible T de X ;
contenant Z; et tel que T ∩ X → T soit un element de C.
On note N l’ensemble des elements de C dont le but est -accessible. Alors C =
l(r(N)).
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Demonstration. Il est imm&ediat que l(r(N)) ⊂ C. Il su3t donc de montrer l’autre
inclusion. Soit i :K → L un &el&ement de C. On consid=ere l’ensemble E des sous-objets
-accessibles de L qui ne sont pas contenus dans K; que l’on munit d’un bon ordre. On
va construire un foncteur  :E → E tel que pour tout e∈E; (e) soit un sous-objet
de L contenant K et e; l’inclusion K → (e) &etant un &el&ement de l(r(N)); et tel
que si e =0 (o=u 0 est l’&el&ement initial de E); le morphisme lim→ e′¡e (e
′) → (e)
soit un &el&ement de l(r(N)). La B=eche K → lim→  s’identiAera canoniquement =a i; et
elle sera un &el&ement de l(r(N)). Pour e = 0; comme 0 est -accessible; il existe un
sous-objet -accessible U0 de L contenant 0; tel que U0∩K → U0 soit dans C. On pose
(0) = U0 ∪ K . On proc=ede ensuite par induction transAnie. Supposons que pour un
e¿ 0; on ait construit les (e′) pour e′¡e. On pose V =lim→ e′¡e
(e′). Alors K → V
est un &el&ement de C; et donc V → L aussi. Il existe donc un sous-objet -accessible
Ue de L; contenant e; et tel que l’inclusion Ue ∩ V → Ue soit dans C. On pose alors
(e) = V ∪ Ue; et on v&eriAe imm&ediatement que lim→ e′¡e (e
′)→ (e) est un &el&ement
de l(r(N)); ce qui ach=eve la d&emonstration.
Denition 1.28. Un mod8ele cellulaire d’un topos E est un petit ensemble M de mono-
morphismes de E; tel que l(r(M)) soit l’ensemble des monomorphismes de E.
Proposition 1.29. Tout topos admet un mod8ele cellulaire.
Demonstration. Cela r&esulte de la Proposition 1.18 et du Lemme 1.27 appliqu&e =a la
classe des monomorphismes du topos consid&er&e.
Corollaire 1.30. Soit E un topos. Alors il existe une factorisation fonctorielle de toute
;8eche f de E en f = pi o8u i est un monomorphisme et o8u p veri3e la propriete de
rel8evement 8a droite relativement aux monomorphismes de E.
Demonstration. Cela r&esulte du Proposition 1.14 et de la Proposition 1.29; qui perme-
ttent d’appliquer l’argument du petit objet.
1.31. On rappelle ici succintement la construction de la factorisation par l’argument du
petit objet, et on d&eveloppe quelques unes de ses propri&et&es. Ces consid&erations forment
un cas particulier de certaines constructions de [7, Chapitre 16], qui se r&ev=elent un peu
plus simples dans le cadre des topos.
On consid=ere =a pr&esent un topos E, un petit ensemble N de monomorphismes de
E, et un ensemble bien ordonn&e . On note 0 le plus petit &el&ement de , et pour
,∈ , on note ,+1 son successeur lorsqu’il existe dans . On d&eAnit alors un foncteur
L :E → E, et un morphisme de foncteurs 1E → L par la m&ethode du petit objet:on
commence par d&eAnir deux foncteurs S; B :E→ E en posant pour chaque objet X de E
SX =C→D∈N HomE(C;X ) C;
et
BX =C→D∈N HomE(C;X ) D;
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et on obtient deux morphismes de foncteurs &evidents S → B et S → 1E. On forme
ensuite le carr&e cocart&esien suivant:
S −−−−−→ 1E

l1
B −−−−−→ L1:
D’autre part, comme S → B est un monomorphisme, l1 est un monomorphisme. Pour
,∈ , on d&eAnit le foncteur L, par induction transAnie en posant L,+1 = L1L,, et
lorsque , n’est pas un &el&ement successeur, on pose L, = lim→ /¡,
L/, la limite &etant
d&eAnie par les mophismes de foncteurs l1L, :L, → L,+1. On d&eAnit enAn le foncteur
L = lim→ ,∈
L,, et on obtient en outre par composition transAnie un morphisme de
foncteurs l : 1E → L. On remarque que par construction, si X est un objet de E; lX
est un compos&e transAni d’images directes d’&el&ements de N, et donc un &el&ement de
l(r(N)). C’est en particulier un monomorphisme.
Proposition 1.32. Le foncteur L veri3e les proprietes suivantes.
(a) Il respecte les monomorphismes.
(b) Si X → Z et Y → Z sont deux monomorphismes de E; la ;8eche canonique
L(X ∩ Y )→ L(X ) ∩ L(Y ) est un isomorphisme.
(c) Il est accessible.
(d) Si  est un cardinal tel que L soit -accessible; et tel que tout objet de E soit
la reunion -3ltrante de ses sous-objets -accessibles; alors pour tout objet X de
E; et tout sous-objet -accessible Y de LX ; il existe un sous-objet -accessible
Z de X ; tel que LZ contienne Y .
Demonstration. On remarque que pour tout objet T de E; le foncteur Ens → E; E →
ET commute aux petites limites inductives; puisque c’est l’adjoint =a gauche du fonc-
teur F → HomE(T; F). La propri&et&e (c) r&esulte alors imm&ediatement de la Proposition
1.14; et du fait que les foncteurs accessibles sont stables par composition et par limites
inductives.
Pour montrer (a) et (b), on remarque qu’il su3t de montrer leurs analogues pour le
foncteur L1, car les limites inductives Altrantes sont exactes dans E.
CommenQcons par montrer (a). Soit i :X → Y un monomorphisme de E. On v&eriAe
que la B=eche BX SX SY → BY est un monomorphisme, et on a un diagramme
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dont les B=eches l1X; l1Y et L1X → L1X X Y sont des monomorphismes (car ce sont
des images directes de monomorphismes). D’autre part, on a un carr&e cocart&esien
BX SX SY −−−→ L1X;X Y

BY −−−−−−−−→ L1Y;
ce qui montre que la B=eche L1X X Y → L1Y est un monomorphisme, et ach=eve la
d&emonstration de (a).
Pour montrer (b), on consid=ere la cat&egorie I engendr&ee par le graphe ∗ ← ∗ →
∗. Si on note Hom(I;E) la cat&egorie des foncteurs de I vers E (qui est un topos),
on a le foncteur limite inductive lim→ :Hom(I;E) → E. Les morphismes de foncteurs
B ← S → 1E s’interpr=etent comme un foncteur  :E → Hom(I;E), et le foncteur L1
s’&ecrit alors L1=lim→ . Le foncteur  respecte les monomorphismes et les intersections
(car dans un topos, les sommes sont disjointes et universelles), et donc respecte les
monomorphismes. Soient X → Z et Y → Z sont deux monomorphismes de E. On
forme le carr&e cart&esien
X ∩ Y −−−→ Y

X −−−−−→ Z;
ce qui nous donne un carr&e cart&esien dont toutes les B=eches sont des monomorphismes:
(X ∩ Y ) −−−→ Y

X −−−−−→ Z:
On en d&eduit qu’on a un carr&e =a la fois cart&esien et cocart&esien:
(X ∩ Y ) −−−−−→ Y

X −−−−−→ (X ) ∪ (Y );
ce qui donne un carr&e cocart&esien:
L1(X ∩ Y ) −−−−−→ L1Y

L1X −→ lim→ ((X ) ∪ (Y )):
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Or d’apr=es (a), les B=eches L1(X ∩ Y )→ L1X et L1(X ∩ Y )→ L1Y sont des monomor-
phismes, ce qui implique que ce carr&e est aussi cart&esien. Il su3t donc, pour conclure,
de montrer que la B=eche lim→ (X )∪(Y )→ L1Z est un monomorphisme. Or on v&eriAe
directement que la B=eche
SZ (SXS(X∩Y )SY ) (BX B(X∩Y ) BY )→ BZ
est un monomorphisme, et donc cela r&esulte du fait que le carr&e
SZ (SXS(X∩Y )SY ) (BX B(X∩Y ) BY ) −→ lim→ (X ) ∪ (Y )

BZ −−−−−−−−−−−−−−−−−−→ L1Z
est cocart&esien.
Pour montrer la propri&et&e (d), on consid=ere un objet X de E, on note I l’ensemble
des sous-objets -accessibles de X , ordonn&e par l’inclusion, et  : I → E le foncteur
&evident. Si Y est un objet -accessible, comme lim→   X , comme I est -Altrant, et
comme L est -accessible, il vient une bijection canonique:
lim→ HomE(Y; L)  HomE(Y; LX ):
Lorsque Y ⊂ LX , cela implique que Y est contenu dans l’un des objets L(i); i∈ I ,
et ach=eve la d&emonstration de la proposition.
2. Extensions anodines
Denition 2.1. Soit E un topos. Un cylindre d’un objet X de E est un quadruplet
(IX; @0X ; @
1
X ; 1X )
correspondant =a un diagramme commutatif du type suivant dans E
et tel que (@0X ; @
1
X ) :X  X → IX soit un monomorphisme.
Un morphisme de cylindres
(IX; @0X ; @
1
X ; 1X )→ (IY; @0Y ; @1Y ; 1Y )
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est une paire de morphismes  :X → Y et  : IX → IY tels que  @eX = @eY pour
e = 0; 1 et 1X = 1Y  .
On note Cyl(E) la cat&egorie des cylindres de E.
Un cylindre fonctoriel est une section du foncteur
Cyl(E)→ E; (IX; @0X ; @1X ; 1X ) → X;
i.e. c’est un quadruplet (I; @0; @1; 1) o=u I est un foncteur de la cat&egorie E vers
elle-meˆme, et o=u @0; @1 : 1E → I sont des morphismes de foncteurs admettant une
r&etraction commune 1, tels que pour tout objet X de E, le morphisme (@0X ; @
1
X ) soit un
monomorphisme.
Notations 2.2. Soit (I; @0@1; 1) un cylindre fonctoriel dans E. Si X est un objet de E; on
notera X ⊗ I l’objet I(X ); parfois aussi 1X ⊗ @e le morphisme @eX :X → X ⊗ I; e=0; 1;
et enAn 1X ⊗ 1 le morphisme 1X :X ⊗ I → X . Autrement dit; on voit la cat&egorie
des foncteurs Hom(E;E) comme une cat&egorie monoSTdale stricte (le produit tensoriel
&etant donn&e par la composition des foncteurs); et E comme un module sur celle-ci.
On notera @I le foncteur X → X ⊗ @I :=X  X . Le couple (@0; @1) d&eAnit donc une
inclusion canonique i de @I dans I .
Denition 2.3. Une donnee homotopique elementaire sur un topos E est un cylindre
fonctoriel dans E; I = (I; @0; @1; 1); v&eriAant les axiomes suivants.
DH1. Le foncteur I commute aux petites limites inductives et respecte les monomor-
phismes.
DH2. Pour tout monomorphisme j :K → L dans E, les carr&es suivants sont cart&esiens
(e = 0; 1):
K
j−−−−−→ L
1K⊗@e


1L⊗@e
K ⊗ I −−−−→
j⊗1I
L⊗ I:
Une donnee homotopique sur E est un couple (I; S) o=u I est une donn&ee homo-
topique &el&ementaire, et o=u S est un petit ensemble de monomorphismes de E.
Remarque 2.4. Si on a un carr&e cart&esien dans E
R −−−−−→ S

T −−−−−→ U;
et si les B=eches S → U et T → U sont des monomorphismes; alors la B=eche canonique
T R S → U est un monomorphisme; et on la notera T ∪ S → U .
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Si (I; S) est une donn&ee homotopique sur E, on note pour chaque objet X de
E; X ⊗ {e} → X ⊗ I le morphisme 1X ⊗ @e (e = 0; 1), et donc pour chaque inclusion
K → L dans E, il vient des monomorphismes (e = 0; 1)
K ⊗ I ∪ L⊗ {e} → L⊗ I:
D’autre part, on remarque que comme les sommes sont universelles dans E, pour toute
inclusion j :K → L d’objets de E, on a un carr&e cart&esien
K ⊗ @I j⊗1@I−−−−−→ L⊗ @I
1K⊗i


1L⊗i
K ⊗ I −−−−−→
j⊗1I
L⊗ I;
ce qui donne une inclusion
K ⊗ I ∪ L⊗ @I → L⊗ I:
Exemple 2.5. Soit E un topos. Le foncteur L :E→ Ens; d&eAni par
X → L(X ) = {sous-objets de X};
est repr&esentable (voir [13; Proposition III.7.3 et Proposition I.3.1]). On note L un
repr&esentant; qu’on appelle l’objet de Lawvere de E. On a donc pour tout objet X de
E; par d&eAnition de L; une bijection naturelle
 :HomE(X; L)  L(X ):
Soit ∗ l’objet Anal de E. Alors il admet deux sous-objets canoniques ∗ → ∗ et ?→ ∗;
ce qui d&eAnit respectivement deux morphismes 0 : ∗ → L et 1 : ∗ → L. Le morphisme
0 permet d’ailleurs d’expliciter la bijection  : si u :X → L est un morphisme de E;
le sous-objet de X correspondant est l’image r&eciproque X ×L ∗ de 0 par u. On a
donc un foncteur X → X × L; et deux morphismes de foncteurs de l’identiti&e de E
vers ce dernier; induits respectivement par 0 et 1. Cela d&eAnit un cylindre fonctoriel
L; appel&e le cylindre de Lawvere. Pour le voir; il faut v&eriAer que le morphisme
(0; 1) : ∗∗ → L est un monomorphisme; ou encore que le carr&e suivant est cart&esien
? −−−−−→ ∗

0
∗ −−−−−→
1
L;
ce qui est la d&eAnition meˆme de 1.
Ce cylindre jouera un roˆle important dans la suite, car on v&eriAe imm&ediatement que
l’objet de Lawvere est un objet injectif de E (voir [13, Proposition VI.10.1]), ce qui
implique que pour tout objet X de E, la projection X × L → X v&eriAe la propri&et&e
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de rel=evement =a droite relativement aux monomorphismes de E (i.e. est une Abration
triviale au sens de la D&eAnition 2.12).
Denition 2.6. Soit (I; S) une donn&ee homotopique sur un topos E. On dira qu’une
B=eche u0 :X → Y de E est I-homotope =a u1 :X → Y (ou encore homotope =a u1;
lorsque cela ne sera pas trop ambigu); s’il existe un morphisme h :X ⊗ I → Y tel que
h(1X ⊗ @e) = ue pour e = 0; 1.
Remarque 2.7. On v&eriAe imm&ediatement que la relation d’&equivalence sur E; en-
gendr&ee par la relation d’homotopie; est compatible =a la composition. On notera hI(E)
la cat&egorie quotient; et Q :E → hI(E) le foncteur canonique. On dira qu’une B=eche
f de E est une I-equivalence d’homotopie si Q(f) est un isomorphisme de hI(E).
2.8. La notion de cat&egorie de mod=eles ferm&ee que nous allons consid&erer tout au
long de ces notes est celle de [9]. Elle est un peu plus restrictive que celle de Quillen
dans [16], mais nous arriverons naturellement dans ce cadre.
Denition 2.9. Une cat&egorie de mod=eles ferm&ee est la donn&ee d’un quadruplet
(C;W;Fib;Cof); o=u C est une cat&egorie; et o=u W; Fib; Cof sont des ensembles de
B=eches de C; appel&es respectivement l’ensemble des equivalences faibles; l’ensemble
des 3brations; et l’ensemble des co3brations; tel que les axiomes suivants soient v&eriA&es
(on appelle 3brations triviales (resp. co3brations triviales) les &el&ements de l’ensemble
W ∩ Fib (resp. de l’ensemble W ∩ Cof)).
CM1. La cat&egorie C admet des petites limites inductives et projectives.
CM2. Dans tout triangle commutatif de C, si deux des B=eches sont des &equivalences
faibles, alors la troisi=eme en est une.
CM3. Les classes W; Fib et Cof sont stables par r&etractes.
CM4. Toute coAbration triviale (resp. Abration triviale) v&eriAe la propri&et&e de
rel=evement =a gauche (resp. =a droite) relativement =a toute Abration (resp. =a toute coA-
bration).
CM5. Il existe deux factorisations fonctorielles de toute B=eche f de C en f = pi
et f= qj o=u p et q sont des Abrations, i et j des coAbrations, i et q des &equivalences
faibles.
Une cat&egorie de mod=ele ferm&ee (C;W;Fib;Cof) est 8a engendrement co3brant s’il
existe deux petits ensembles de B=eches I et J de C, permettant l’argument du petit
objet, et tels que l(r(I))=Cof et l(r(J ))=Cof∩W. On dira alors que le couple (I; J )
engendre la-dite structure de cat&egorie de mod=eles ferm&ee.
2.10. Dans toute la suite de ce paragraphe, on consid=ere un topos E Ax&e, et une
donn&ee homotopique (I; S) sur E. On se propose de d&eAnir en un certain sens la
structure de cat&egorie de mod=eles ferm&ee engendr&ee par cette donn&ee.
2.11. On commence par choisir un mod=ele cellulaire M de E, ce qui est possible
en vertu de la Proposition 1.29. On note alors 70 l’ensemble des B=eches qui sont des
&el&ements de S ou bien qui sont de la forme A⊗ I ∪B⊗{e} → B⊗ I pour A → B∈M
et e = 0; 1.
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Si T est un ensemble de monomorphismes de E, on lui associe l’ensemble de
monomorphismes
7(T ) = {A⊗ I⋃B⊗ @I → B⊗ I |A → B∈T}:
On d&eAnit alors par r&ecurrence des ensembles 7n par la formule
7n+1 = 7(7n);
puis on pose
7I(S;M) =
⋃
n¿0
7n:
Autrement-dit, 7I(S;M) est le plus petit ensemble de B=eches de E qui contient 70 et
qui est stable par l’op&eration 7.
Denition 2.12. Une co3bration est un monomorphisme. On notera Cof la classe des
coAbrations de E.
Une 3bration triviale est un &el&ement de la classe r(Cof).
Une extension anodine est un &el&ement de la classe l(r(7I(S;M))).
Une 3bration na?@ve est un &el&ement de la classe r(7I(S;M)).
Un objet X de E sera dit 3brant si la B=eche X → ∗ est une Abration naSTve.
Une B=eche f :X → Y de E est une equivalence faible si pour tout objet Abrant T ,
l’application
f∗ :HomhI(E)(Y; T )→ HomhI(E)(X; T )
est bijective. On note W la classe des &equivalences faibles.
Une co3bration triviale est un &el&ement de la classe Cof ∩W.
EnAn, une 3bration est un &el&ement de la classe Fib= r(Cof ∩W).
Ce paragraphe sera d&evou&e =a la d&emonstration de l’&enonc&e ci-dessous.
Theor,eme 2.13. Avec les de3nitions ci-dessus; (E;W;Fib;Cof) est une categorie de
mod8eles fermee 8a engendrement co3brant.
Remarque 2.14. On remarque imm&ediatement que la classe des &equivalences faibles
v&eriAe l’axiome CM2 et est stable par r&etractes. Elle v&eriAe en outre la propri&et&e
suivante: si f :X → Y et g :Y → X sont deux B=eches de E telles que fg et gf soient
des &equivalences faibles; alors f et g sont des &equivalences faibles.
Denition 2.15. Une B=eche f :X → Y de E est un retracte par deformation fort (resp.
le dual d’un retracte par deformation fort) s’il existe deux B=eches h :Y ⊗I → Y (resp.
k :X ⊗ I → X ) et g :Y → X telles que:
(i) gf = 1X (resp. fg= 1Y );
(ii) h@0Y = 1Y et h@
1
Y = fg (resp. k@
0
X = 1X et k@
1
X = gf);
(iii) h(f ⊗ 1I ) = (1Y ⊗ 1)(f ⊗ 1I ) (resp. fk = f(1X ⊗ 1)).
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Proposition 2.16. Toute 3bration triviale est le dual d’un retracte par deformation
fort.
Demonstration. Soit p :X → Y une Abration triviale. Comme la B=eche ? → Y est
une coAbration; p admet une section s :Y → X . On a en outre un carr&e commutatif
X  X (1X ; sp)−−−−−−−−→ X
(@0X ;@
1
X )


p
X ⊗ I −−−→
1X
X −−−→
p
Y;
lequel admet un rel=evement h :X ⊗ I → X ; qui est l’homotopie cherch&ee.
Corollaire 2.17. Toute 3bration triviale est une equivalence faible.
Demonstration. Cela r&esulte de la Remarque 2.14 et de la proposition ci-dessus.
Remarque 2.18. On peut =a pr&esent faire l’analyse de ce qu’il manque pour d&emontrer
le Th&eor=eme 2.13.
Par le Corollaire 1.30, il existe une factorisation (fonctorielle) de toute B=eche f de
E, de la forme f = pi, o=u i est une coAbration, et o=u p est une Abration triviale.
On en d&eduit facilement qu’une Abration q est une &equivalence faible si et seulement
si c’est une Abration triviale. En eMet, on peut factoriser q en q = pi o=u i∈Cof et
o=u p∈ r(Cof), et comme p∈W par le Corollaire 2.17, si q∈W, cela implique que
i∈W. Le lemme du r&etracte appliqu&e =a q montre donc que q est une Abration triviale,
puisque p en est une. La r&eciproque n’est autre que le Corollaire 2.17.
Ceci pos&e, on voit qu’en vue de la d&emonstration du Th&eor=eme 2.13, les axiomes
CM1, CM2, CM3 et CM4 sont v&eriA&es, le Corollaire 1.30 assurant une moiti&e de
l’axiome CM5. Cela signiAe qu’il su3t de montrer que toute B=eche f de E se factorise
par l’argument du petit objet (et donc fonctoriellement) en une coAbration triviale suivie
d’une Abration.
Proposition 2.19. Il existe une factorisation fonctorielle de toute ;8eche f de E en
f=pi o8u p est une 3bration na?@ve; et o8u i est un compose trans3ni d’images directes
d’elements de 7I(S;M) (en particulier; i est une extension anodine).
Demonstration. La Proposition 1.14 permet d’appliquer l’argument du petit objet =a
l’ensemble 7I(S;M).
Proposition 2.20. Soit K → L une co3bration (resp. une extension anodine). Alors
pour e=0; 1; K⊗ I ∪L⊗{e} → L⊗ I (resp. K⊗ I ∪L⊗@I → L⊗ I) est une extension
anodine. En particulier; pour tout objet X de E; les morphismes @eX :X → X ⊗ I sont
des extensions anodines.
Demonstration. Cela r&esulte de [9; Lemme 4.2.4].
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Remarque 2.21. L’&enonc&e ci-dessus permet de montrer que l’ensemble des extensions
anodines ne d&epend pas du choix d’un mod=ele cellulaire; mais seulement de la donn&ee
homotopique.
Lemme 2.22. Soient K et T deux objets de E; T etant 3brant. Alors la relation
de I-homotopie sur HomE(K; T ) est une relation d’equivalence. En particulier; si
u; v :K → T sont deux morphismes de E; alors u= v dans hI(E) si et seulement s’il
existe un morphisme h :K ⊗ I → T tel que h(1K ⊗ @0) = u et h(1K ⊗ @1) = v.
Demonstration. La r&eBexivit&e est imm&ediate: si u :K → T est une B=eche de E; u1K :
K ⊗ I → T est une homotopie de u vers u.
Montrons la symm&etrie: soit h :K ⊗ I → T un morphisme de E. On pose u = h@0K
et v = h@1K , et on veut trouver un morphisme H :K ⊗ I → T tel que u = H@1K et
v = H@0K . En remarquant que K ⊗ @I ⊗ I = (K ⊗ I)  (K ⊗ I), on d&eAnit une B=eche
f :K ⊗ @I ⊗ I ∪K ⊗ I ⊗{1} → T par f= ((v1K ; h); v1K), et on obtient un rel=evement
k (en vertu de la Proposition 2.20):
On pose alors H = k@0K⊗I . Il vient les &egalit&es
H@0K = k@
0
K⊗I @
0
K = k(@
0
K ⊗ 1I )@0K = v1K@0K = v
et H@1K = k@
0
K⊗I @
1
K = k(@
1
K ⊗ 1I )@0K = h@0K = u:
Pour montrer la transitivit&e, vu qu’on a d&ej=a la symm&etrie, il su3t de montrer que
si on a deux B=eches h; k :K ⊗ I → T telles que h@0K = k@0K = v et h@1K = u; k@1K = w,
alors il existe une B=eche l :K⊗ I → T telle que l@0K =u et l@1K =w. Or on a une B=eche
g :K ⊗ @I ⊗ I ∪K ⊗ I ⊗{0} → T donn&ee par g= ((h; k); v1K), ce qui permet d’obtenir
un rel=evement q:
On pose l = q@1K⊗I . Alors il vient comme ci-dessus les &egalit&es l@
0
K = h@
1
K = u et
l@1K = k@
1
K = w.
Proposition 2.23. Toute extension anodine est une equivalence faible.
Demonstration. Soient j :K → L une extension anodine; et T un objet Abrant de E. Il
faut montrer que l’application
j∗ :HomhI(E)(L; T )→ HomhI(E)(K; T )
60 D.-C. Cisinski / Journal of Pure and Applied Algebra 174 (2002) 43–82
est bijective. Or la surjectivit&e est imm&ediate: soit k :K → T une B=eche de E. On a
alors un rel=evement l de j sous k:
On a donc l’&egalit&e j∗l= k.
Pour l’injectivit&e on consid=ere deux B=eches l0; l1 :L → T telles que l0j = l1j dans
hI(E). Par le Lemme 2.22, il existe un morphisme h :K ⊗ I → T tel que h@0K = l0j et
h@1K = l1j. On obtient une B=eche u :K ⊗ I ∪ L⊗ @I → T , d&eAnie par u= (h; l0; l1), et
graˆce =a la Proposition 2.20, on a le rel=evement suivant:
Il vient les &egalit&es H@eL = le pour e = 0; 1, autrement dit, l0 = l1 dans hI(E).
Lemme 2.24. Soit f :X → Y une ;8eche de E; les objets X et Y etant 3brants. Alors
le morphisme f est une equivalence faible si et seulement si c’est une I-equivalence
d’homotopie (i.e. Q(f) est un isomorphisme de hI(E)).
Demonstration. C’est une application imm&ediate du lemme de Yoneda.
Lemme 2.25. Soit p :X → Y une 3bration na?@ve. Les conditions suivantes sont
equivalentes.
(a) La ;8eche p est une 3bration triviale.
(b) La ;8eche p est le dual d’un retracte par deformation fort.
Demonstration. L’implication (a) ⇒ (b) r&esulte de la Proposition 2.16.
Il reste ainsi =a montrer l’implication (b) ⇒ (a). On se donne donc des morphismes
s :Y → X et k :X ⊗ I → X tels que ps = 1Y , k@0X = 1X ; k@1X = sp, et pk = p1X ,
et on veut montrer que p est une Abration triviale. On consid=ere un monomorphisme
i :K → L, et un carr&e commutatif dans E,
K a−−−−−→ X
i


p
L −−−−−→
b
Y;
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dont on va montrer qu’il admet un rel=evement l. Or d’apr=es la Proposition 2.20, le
carr&e suivant admet un rel=evement  :L⊗ I → X :
K ⊗ I ∪ L⊗ {1} (k(a⊗1I ); sb)−−−−−−−−→ X
j


p
L⊗ I −−−−→
1L
L −−−→
b
Y:
On pose l= @0L. On a alors les relations pl= p@
0
L = b1L@
0
L = b et li= @
0
Li= (j ⊗
1I )@0K = k(a⊗ 1I )@0K = k@0X a= a.
Lemme 2.26. Une 3bration na?@ve de but 3brant est une equivalence faible si et seule-
ment si c’est une 3bration triviale.
Demonstration. Soit p :X → Y une Abration naSTve de but Abrant. Par le Lemme 2.24;
p est une &equivalence faible si et seulement si c’est une I-&equivalence d’homotopie
(i.e. si Q(p) est un isomorphisme). Donc si p est une &equivalence faible; par le Lemme
2.22; il existe une B=eche k :Y ⊗ I → Y ; et une B=eche t :Y → X ; telles que h@0Y = 1Y
et h@1Y = pt. On a ainsi un carr&e commutatif
Y t−−−−−→X
@1Y


p
Y ⊗ I −−−−→
k
Y
qui admet un rel=evement k ′ :Y⊗I → X . On pose s=k ′@0Y . Alors ps=pk ′@0Y =k@0Y =1Y .
D’autre part; comme Q(p) est un isomorphisme; il vient Q(s)Q(p)=1X ; et donc par le
Lemme 2.22; il existe une I-homotopie de 1X vers sp. On se donne donc une B=eche
h :X ⊗ I → X telle que h@0X = 1X et h@1X = sp. On a alors un carr&e commutatif
X ⊗ @I @
1
X⊗@I−−−→ X ⊗ @I ⊗ I
(@0X ;@
1
X )


(h;sph)
X ⊗ I −−−−−→
sp1X
X;
ce qui d&eAnit une B=eche (sp1X ; (h; sph)) :X ⊗ I ⊗{1} ∪ X ⊗ @I ⊗ I → X . On a d’autre
part les relations p1X = psp1X = ph@1X 1X = ph(1X ⊗ I)@1X⊗I ; et p(h; sph) = ph(1X ⊗
1I )((@0X ; @
1
X )⊗ 1I ); ce qui montre la commutativit&e du carr&e suivant;
X ⊗ I ⊗ {1} ∪ X ⊗ @I ⊗ I (sp1X ;(h;sph))−−−−−−−−−−−−−−−−−−→ X
(@1X⊗I ;(@
0
X⊗1I ;@1X⊗1I ))


p
X ⊗ I ⊗ I −−−−−→
1X⊗1I
X ⊗ I −−−→
h
X −−−−−→
p
Y;
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ce dernier admettant un rel=evement H :X ⊗ I ⊗ I → X . On pose k = H@0X⊗I . Alors
k@0X = H@
0
X⊗I @
0
X = H (@
0
X ⊗ 1I )@0X = h@0X = 1X ; k@1X = H@0X⊗I @1X = H (@1X ⊗ 1I )@0X =
sph@0X = sp; et pk = pH@
0
X⊗I = ph(1X ⊗ 1I )@0X⊗I = ph@0X 1X = p1X . Le Lemme 2.25
montre que p est une Abration triviale. La r&eciproque r&esulte du Corollaire 2.17.
Corollaire 2.27. Une co3bration de but 3brant est une equivalence faible si et seule-
ment si c’est une extension anodine.
Demonstration. Soit i :K → L une coAbration; l’objet L &etant Abrant. On factorise i
en i = qj o=u j est une extension anodine; et o=u q est une Abration naSTve. Alors en
vertu de la Proposition 2.23; i est une &equivalence faible si et seulement si q est une
&equivalence faible; et par la proposition ci-dessus; q est une &equivalence faible si et
seulement si c’est une Abration triviale. Donc si i est une &equivalence faible; q v&eriAe
la propri&et&e de rel=evement =a droite relativement =a i; et par suite; i est un r&etracte de j;
ce qui montre que i est une extension anodine. La r&eciproque a d&ej=a &et&e montr&ee (voir
la Proposition 2.23).
Proposition 2.28. Une co3bration est une equivalence faible si et seulement si elle
veri3e la propriete de rel8evement 8a gauche relativement 8a la classe des 3brations
na?@ves de but 3brant. En particulier; toute 3bration na?@ve de but 3brant est une
3bration; et pour tout objet X de E; l’unique ;8eche X → ∗ est une 3bration si et
seulement si X est 3brant.
Demonstration. Soit i :K → L une coAbration. Il existe une extension anodine de
but Abrant j :L → L′ (par la Proposition 2.19; en factorisant le morphisme canonique
L → ∗); et par le Corollaire 2.27; i est une &equivalence faible si et seulement si ji est
une extension anodine.
Supposons que i soit une &equivalence faible, et consid&erons un carr&e commutatif
K a−−−−−→ X
i


p
L −−−−−→
b
Y;
o=u la B=eche p est une Abration naSTve de but Abrant. On veut montrer qu’il admet un
rel=evement. Comme Y est Abrant, et comme j est une extension anodine, il vient un
rel=evement b′ :B′ → Y :
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On obtient un carr&e commutatif
K a−−−−−→ X
ji


p
L′ −−−−−→
b′
Y;
lequel admet un rel=evement l :L′ → X . Il vient alors les &egalit&es lji=a et plj=b′j=b.
R&eciproquement, si i v&eriAe la propri&et&e de rel=evement =a gauche relativement =a la
classe des Abrations naSTves de but Abrant, on factorise ji en ji=pk o=u k :K → K ′ est
une extension anodine, et p :K ′ → L′ est une Abration naSTve. Vu que i et j v&eriAent
la propri&et&e de rel=evement =a gauche relativement =a p, il en est de meˆme de ji. On
en d&eduit que ji est un r&etracte de k, et donc que c’est une extension anodine. Par
cons&equent, i est une &equivalence faible.
Corollaire 2.29. Les co3brations triviales sont stables par images directes et par com-
positions trans3nies.
Demonstration. Cela r&esulte de la Proposition 2.28; car tout ensemble de B=eches d&eAni
par une propri&et&e de rel=evement =a gauche relativement =a un autre ensemble de B=eches
est stable par images directes et par compositions transAnies.
Lemme 2.30. Toute extension anodine de source et de but 3brants est un retracte
par deformation fort.
Demonstration. Soit i :K → L une extension anodine de source et de but Abrants.
Graˆce aux propri&et&es de rel=evement; on voit que i admet une r&etraction r :L → K; ce
qui permet de d&eAnir le morphisme (i1K ; (1L; ir)) :K⊗I ∪L⊗@I → L; et ainsi d’obtenir
un rel=evement h dans le diagrame suivant (en vertu de la Proposition 2.20):
On v&eriAe alors les &equations h@0L = 1L; h@
1
L = ir; et h(i ⊗ 1I ) = i ⊗ 1.
L’&enonc&e suivant, ainsi que sa d&emonstration, sont directement inspir&es de leurs
analogues dans [7].
Proposition 2.31. Pour tout cardinal  assez grand; si on pose =2; alors pour toute
co3bration triviale i :C → D; et pour tout sous-objet -accessible J de D; il existe
un sous-objet -accessible K de D; qui contient J ; tel que l’inclusion C ∩K → K soit
une co3bration triviale.
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Demonstration. On va utiliser les Propositions 1.20 et 1.32; appliqu&ees au foncteur
L :E → E; d&eAni =a partir de l’ensemble N:=7I(S;M) et d’un ensemble bien or-
donn&e bien choisi; tel que pour tout objet X de E; LX soit Abrant (voir la section
sur l’argument du petit objet dans [9] pour plus de d&etails). On reprendra les meˆmes
notations que celles de 1.32. On rappelle que les propri&et&es suivantes sont v&eriA&ees.
(a) Le foncteur L respecte les monomorphismes.
(b) Si X → Z et Y → Z sont deux monomorphismes de E; la B=eche canonique
L(X ∩ Y )→ L(X ) ∩ L(Y ) est un isomorphisme.
(c) Le foncteur L (resp. I) est accessible; et donc pour tout cardinal assez grand ;
si =2; tout objet -accessible de E est envoy&e par L (resp. par I) sur un objet
-accessible.
(d) Pour tout cardinal  assez grand; pour tout sous-objet -accessible Y de LX ; il
existe un sous-objet -accessible Z de X ; tel que LZ contienne Y .
On a en outre un morphisme de foncteurs l : 1E → L; tel que pour tout X; lX soit une
extension anodine.
Consid&erons une coAbration triviale i :C → D. On a alors un carr&e commutatif
C
lC−−−−−→ LC
i


Li
D −−−−−→
lD
LD:
On remarque que Li est une coAbration triviale de source et de but Abrants, et donc
d’apr=es le lemme pr&ec&edent et le Corollaire 2.27, c’est un r&etracte par d&eformation fort.
Il existe par cons&equent des morphismes r :LD → LC, et h :LD ⊗ I → LD, tels que
rLi = 1LC; h@0LD = 1LD; h@
1
LD = L(i)r, et h(Li ⊗ 1I ) = Li ⊗ 1.
On choisit un cardinal inAni et assez grand , on note + le cardinal successeur de
, vu comme un ensemble bien ordonn&e, puis on pose  = 2. On sait que + est un
ensemble ordonn&e -Altrant et que +6 .
On se donne enAn un sous-objet -accessible J de D. On va construire par induction
transAnie une suite de sous-objets -accessibles de D
K0 ⊂ · · · ⊂ K ⊂ K+1 ⊂ · · · ⊂ D; ∈ +;
telle que K0 contienne J , et telle que pour chaque &el&ement  de +, la compos&ee
LK⊗ I → LD de l’inclusion LK⊗ I → LD⊗ I et de l’homotopie h :LD⊗ I → LD, se
factorise par un morphisme k :LK⊗I → LK+1 (ces factorisations &etant n&ecessairement
uniques, puisque les B=eches LK → LD sont des monomorphismes). Pour cela, on pose
K0 = J . Si ¿ 0, et si on a construit les sous-objets K′ pour tout ′¡, on pose
K ′ = lim→ ′¡
K′ . Alors K ′ est toujours -accessible par la Proposition 1.10, ainsi que
LK ′ ⊗ I . Comme LD est la r&eunion -Altrante de ses sous-objets -accessibles, on en
d&eduit que le morphisme LK ′ ⊗ I → LD, compos&e de l’inclusion LK ′ ⊗ I → LD⊗ I et
du morphisme h :LD⊗ I → LD, se factorise par un sous-objet -accessible de LD. Or
par la propri&et&e (d) ci-dessus, ce dernier est contenu dans un sous-objet de la forme
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LK ′′ , o=u K
′′
 est un sous-objet -accessible de D. On pose enAn K = K
′
 ∪ K ′′ , ce qui
ach=eve la construction de cette suite transAnie.
Posons K=lim→ ∈+
K. La Proposition 1.10 montre d&ej=a que K est un objet -accessible
de E. Graˆce =a l’accessibilit&e de L, et =a l’universalit&e des limites inductives dans E, on
a les identiAcations suivantes.
LK = lim→
∈+
LK;
K ∩ C = lim→
∈+
K ∩ C;
L(K ∩ C) = lim→
∈+
L(K ∩ C):
On obtient ainsi un carr&e commutatif:
LK ⊗ I k−−−−−→ LK

LD ⊗ I −−−−−→
h
LD;
o=u k est la limite inductive des morphismes k. D’autre part, on a des isomorphismes
L(K ∩C)→ L(K)∩L(C), ce qui implique que les morphismes LK → LC, compos&es
de LK → LD et de r, se factorisent de mani=ere unique en des morphismes s :LK →
L(K+1 ∩ C), tels qu’on ait des carr&es commutatifs
LK
s−−−→ L(K+1 ∩ C)

LD −−−−−→
r
LC:
On obtient un morphisme s :LK → L(K ∩ C), tel que le carr&e suivant commute
LK s−−−→ L(K ∩ C)

LD −−−−−→
r
LC;
comme la limite inductive des B=eches s.
On v&eriAe facilement que la donn&ee de k et de s fait de l’inclusion L(K ∩C)→ LK
un r&etracte par d&eformation fort, et donc une &equivalence faible (et meˆme une extension
anodine par le Corollaire 2.27). Par cons&equent, le morphisme K ∩ C → K est une
coAbration triviale.
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Proposition 2.32. Il existe un petit ensemble N de co3brations triviales; tel que
l(r(N)) = Cof ∩W.
Demonstration. Cela r&esulte des Propositions 2.31 et 1.18; ainsi que du Lemme 1.27.
Corollaire 2.33. Il existe une factorisation fonctorielle de toute ;8eche f de E; de la
forme f = qj; o8u j est une co3bration triviale; et o8u q est une 3bration.
Demonstration. Cela r&esulte de la Proposition 2.32 et de l’argument du petit objet.
Ceci ach=eve la d&emonstration du Th&eor=eme 2.13, en vertu de la Remarque 2.18.
3. E-localisateurs
3.1. Si E est un topos, on dira parfois co3bration pour monomorphisme, et on notera
Cof la classe des coAbrations de E. On appelera 3brations triviales les B=eches de E
qui v&eriAent la propri&et&e de rel=evement =a droite relativement aux monomorphismes
de E.
Denition 3.2. Soient M une cat&egorie; et W une partie de FlM. On dira que W est
faiblement saturee si les axiomes suivants sont v&eriA&es.
FS1. Toutes les identit&es sont des &el&ements de W.
FS2. Si dans un triangle commutatif de M, deux des trois B=eches sont dans W, alors
il en est demeˆme de la derni=ere.
FS3. Si i :X → Y et r :Y → X sont deux B=eches de M, telles que ri=1X et ir ∈W,
alors r est un &el&ement de W.
Si M est une cat&egorie, etW une partie de FlM, on noteW−1M la localisation de
M par W, et  :M →W−1M le foncteur canonique. On dira que W est fortement
saturee si une B=eche f de M est dans W =a condition et =a condition seulement que
la B=eche (f) soit un isomorphisme de W−1M.
Lemme 3.3. Soient E un topos et W une partie faiblement saturee de FlE. On note
L l’objet de Lawvere de E. Les assertions suivantes sont equivalentes.
(a) L’ensemble W contient toutes les 3brations triviales de E.
(b) Pour tout objet X de E; la projection X × L → X est un element de W.
(c) Tout objet X de E admet un cylindre (IX; @0X ; @
1
X ; 1X ) tel que 1X ∈W.
Demonstration. On a (a) ⇒ (b) car l’objet de Lawvere est injectif; et l’implication
(b) ⇒ (c) r&esulte du fait que l’objet de Lawvere d&eAnit un cylindre fonctoriel (voir
2.5). EnAn (c) ⇒ (a) se montre en recopiant la preuve de la Proposition 2.16.
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Denition 3.4. Soit E un topos.
Une partie W de FlE est un E-localisateur si les axiomes suivants sont v&eriA&es.
L1. Si dans un triangle commutatif de E, deux B=eches sont dans W, il en est de
meˆme de la troisi=eme.
L2. W contient toutes les Abrations triviales de E.
L3. La classe Cof∩W est stable par images directes et par compositions transAnies.
Si S est un ensemble de B=eches de E, le E-localisateur engendre par S, not&eW(S),
est l’intersection de tous les E-localisateurs contenant S.
Un E-localisateur est accessible s’il est engendr&e par un petit ensemble.
Le E-localisateur minimal est le E-localisateur W(?).
3.5. On appellera equivalences faibles ou W-equivalences faibles les &el&ements de
W, et co3brations triviales ou W-co3brations triviales ceux de W ∩ Cof.
Exemple 3.6. Soit E un topos. Le E-localisateur engendr&e par la B=eche canonique
?→ ∗ est la classe FlE de toutes les B=eches de E.
Exemple 3.7. Consid&erons le topos ponctuel; =a savoir la cat&egorie des ensembles Ens.
On remarque que si ∗ d&esigne l’ensemble =a un &el&ement; l’objet de Lawvere de Ens
est la somme ∗  ∗. Si on note W la classe des applications X → Y telles que
(X =?)⇒ (Y =?); on en d&eduit que W est le Ens-localisateur minimal.
Proposition 3.8. Soient E un topos; et (I; S) une donnee homotopique sur E. On
note W l’ensemble des equivalences faibles de la structure de categorie de mod8eles
fermee sur E obtenue 8a partir de (I; S) par le Theor8eme 2.13; et on choisit un
mod8ele cellulaire M de E; ce qui permet de de3nir un petit ensemble d’extensions
anodines 7I(S;M). AlorsW=W(7I(S;M)). En particulier;W est un E-localisateur
accessible.
Demonstration. La Remarque 2.14; et les Corollaires 2.17 et 2.29; impliquent que W
est un E-localisateur qui contient 7I(S;M). On en d&eduit imm&ediatement l’inclusion
W(7I(S;M)) ⊂W.
En vertu de la Proposition 2.19, il existe un foncteur L :E → E, et un morphisme
de foncteurs l : 1E → L, tels que pour tout objet X de E, LX soit Abrant, et lX soit
un compos&e transAni d’images directes d’&el&ements de 7I(S;M). Par cons&equent, pour
tout objet X; lX est un &el&ement de W(7I(S;M)). Consid&erons un &el&ement f :X → Y
de W. On obtient un carr&e commutatif
X lX−−−−−→ LX
f


Lf
Y −−−−−→
lY
LY;
et on factorise par l’argument du petit objet Lf en Lf = qj o=u j est une extension
anodine et o=u q est une Abration naSTve. On peut encore imposer que j soit un compos&e
transAni d’images directes d’&el&ements de 7I(S;M). On sait alors que les morphismes
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lX ; lY et j sont des &el&ements de W(7I(S;M)), et donc q est une Abration triviale,
par le Lemme 2.26. Par cons&equent, Lf est un &el&ement de W(7I(S;M)), et donc il
en est de meˆme de f.
Theor,eme 3.9. Soient E un topos; et W un E-localisateur accessible. On note Cof
l’ensemble des monomorphismes de E; et Fib := r(Cof ∩W). Alors le quadruplet
(E;W;Fib;Cof) est une categorie de mod8eles fermee 8a engendrement co3brant.
En particulier, E admet une structure de categorie de mod8eles fermee dont les co3-
brations sont les monomorphismes, et dont les equivalences faibles sont les elements
de W(?), appelee la structure de cat &egorie de mod &eles ferm &ee minimale.
Demonstration. On consid=ere un petit ensemble T de B=eches de E tel queW=W(T ).
On factorise chaque &el&ement f de T en f = pfif o=u if est un monomorphisme; et
o=u pf est une Abration triviale (par le Corollaire 1.30); et on pose S = {if |f∈T}.
Il est clair que W=W(S). D’autre part on a une donn&ee homotopique (L; S); o=u L
est le cylindre de Lawvere (voir l’Exemple 2.5); et en choisissant un mod=ele cellulaire
M; on d&eAnit un petit ensemble d’extensions anodines 7L(S;M). Vu que W contient
toutes les Abrations triviales; et donc en particulier celles du type X × L → X ; on
remarque qu’une B=eche f :X → Y est une W-&equivalence faible si et seulement si
f×1L :X×L → Y×L en est une. Par cons&equent; comme S ⊂W; pour tout &el&ement f
de S; f× 1L ∈W. On voit aussi que si f∈ S; alors ff∈W. En eMet; les &el&ements
de Cof ∩W sont stables par images directes; ce qui montre que pour tout objet Z de
E; f  1Z est un &el&ement de W; puis que f  f∈W. Cela permet de constater que
7L(S;M) ⊂ W; en reprenant pas =a pas la construction de 7L(S;M). On en d&eduit
que W(7L(S;M)) ⊂W. On a en outre trivialement l’incusion S ⊂W(7L(S;M));
ce qui montre l’&egalit&eW=W(7L(S;M)). La proposition ci-dessus permet d’achever
la d&emonstration.
Remarque. Il r&esulte du th&eor=eme ci-dessus que la donn&ee d’un E-localisateur acces-
sible est &equivalente =a celle d’une structure de cat&egorie de mod=eles ferm&ee =a engen-
drement coAbrant sur E; dont les coAbrations sont les monomorphismes.
Corollaire 3.10. Soit E un topos. Tout E-localisateur est fortement sature. En
particulier; tout E-localisateur est stable par retractes.
Demonstration. Lorsque le E-localisateur est accessible; cela r&esulte de la proposi-
tion ci-dessus et de [16; Chapitre I; Section 5; Proposition 1] (ou alors on peut le
montrer directement =a partir du paragraphe pr&ec&edent). Dans le cas g&en&eral; si W0
est un E-localisateur on note W l’ensemble des E-localisateurs accessibles W qui sont
contenus dans W0; ordonn&e par l’inclusion. C’est un (gros) ensemble ordonn&e Altrant;
et on a un isomorphisme canonique dans la cat&egorie des cat&egories
lim→
W∈W
W−1E ∼→ W−10 E:
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On en d&eduit qu’une B=eche f de E induit un isomorphisme dansW−10 E si et seulement
s’il existe un E-localisateur accessible W ⊂W0 tel que f induise un isomorphisme
dans W−1E; ce qui nous ram=ene au cas accessible; et permet de conclure.
Lemme 3.11. Soient E un topos; et W un E-localisateur.
(a) On consid8ere un diagramme commutatif dans E
A1
1←−−−−− A0 −−−−−→
2
A2
f1

f0


f2
B1 ←−−−−−
1
B0 −−−−−→
2
B2;
dans lequel 1 et 1 sont des monomorphismes, et f0; f1; f2 sont des equivalences
faibles. Alors la ;8eche canonique A1 A0 A2 → B1 B0 B2 est une equivalence faible.
(b) On se donne un ensemble bien ordonne , deux foncteurs X; Y :  → E, et un
morphisme de foncteurs  :X → Y . On suppose en outre que pour tout element , de ,
les ;8eches naturelles lim→ /¡,
X (/)→ X (,) et lim→ /¡, Y (/)→ Y (,) sont des monomor-
phismes, (,) :X (,)→ Y (,) etant une equivalence faible. Alors lim→  : lim→ X → lim→ Y
est une equivalence faible.
(c) Toute somme d’equivalences faibles est une equivalence faible.
Demonstration. Lorsque W est accessible; il s’agit d’un r&esultat g&en&eral dans les
cat&egories de mod=ele ferm&ees (voir [9; Corollaire 5.1.6 et Lemme 5.2.6]). Le cas
non-n&ecessairement accessible s’en d&eduit car les &enonc&es ne portent que sur des petits
ensembles de B=eches.
Proposition 3.12. Soient E et F deux topos; F; G :E → F deux foncteurs qui
commutent aux petites limites inductives et qui respectent les monomorphismes. On
consid8ere un morphisme de foncteurs  :F → G. Alors le plus petit F-localisateur
W tel que pour tout objet X de E; le morphisme X :FX → GX soit une equivalence
faible; est accessible. Plus exactement; il existe un petit ensemble O d’objets X de E
tel que W soit le F-localisateur engendre par l’ensemble {X |X ∈O}.
Demonstration. On note W ce F-localisateur. Soit M un mod=ele cellulaire de E.
On pose S = {T | ∃ X → Y ∈M; T ∈{X; Y}}. Il est &evident que W(S) ⊂ W. La
proposition r&esulte alors de l’argument du petit objet appliqu&e =a M; qui permet de dire
que pour tout objet X de E; la B=eche ? → X est un r&etracte d’un compos&e transAni
d’images directes de sommes d’&el&ements de M; ce =a partir de quoi on peut utiliser le
lemme pr&ec&edent pour montrer que W ⊂W(S).
Corollaire. Soit E un topos.
(a) Si S est un ensemble de ;8eches de E; on note cart(S) l’ensemble des ;8eches de
la forme
s× 1Z :X × Z → Y × Z ; s∈ S; Z ∈ObE:
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Alors le plus petit E-localisateur contenant cart(S) est stable par produits 3nis.
Si en outre S est un petit ensemble; il est aussi accessible.
(b) Si W et W′ sont deux E-localisateurs stables par produits 3nis; alors le E-
localisateur engendre par ceux-ci est stable par produits 3nis.
(c) Le A-localisateur minimal est stable par produits 3nis.
Demonstration. Si X est un faisceau sur E; on note
@X :E→ E ; Y → Y × X:
On remarque que le foncteur @X commute aux petites limites inductives; et qu’il
respecte les monomorphismes; ainsi que les Abrations triviales. Par cons&equent; pour
tout E-localisateur W; @−1X W est un E-localisateur.
Montrons l’assertion (a). Soit S un ensemble de B=eches de E. Alors pour tout fais-
ceau Z sur E, on a l’inclusion @Zcart(S) ⊂ cart(S), ce qui implique que @−1Z W(cart(S))
est un E-localisateur contenant W(cart(S)), et prouve la premi=ere partie de (a). Dans
le cas o=u S est un petit ensemble, chaque &el&ement s :X → Y d&eAnit un morphisme de
foncteurs &evident
@s :@X → @Y
qui v&eriAe les conditions de la proposition ci-dessus, laquelle montre que W(cart(S))
est accessible.
L’assertion (b) r&esulte de (a), une fois remarqu&e que si W et W′ sont deux
E-localisateurs stables par produits Anis, le E-localisateur engendr&e par ceux-ci est
le plus petit contenant cart(W ∪W′).
L’assertion (c) est une sp&ecialisation de (a) dans le cas o=u S =?.
Remarque. Le corollaire ci-dessus montre que le E-localisateur minimal d&eAnit une
th&eorie homotopique inhabituelle. Par exemple; si X est un ensemble simplicial tel que
X0 soit un ensemble ayant au moins deux &el&ements distincts; alors le 0ˆ=X -localisateur
induit par les &equivalences faibles simpliciales usuelles n’est pas stable par produits
Anis; et donc est strictement distinct du minimal.
Proposition 3.13. Soient E et F deux topos;  :E → F un foncteur; et W un
F-localisateur accessible. On suppose que les proprietes suivantes sont veri3ees.
(a) Le foncteur  commute aux petites limites inductives.
(b) Le foncteur  respecte les monomorphismes; et pour toute paire d’inclusions J →
L; K → L; la ;8eche canonique (J ∩ K)→ (J ) ∩ (K) est un isomorphisme.
(c) Il existe un cylindre fonctoriel I = (I; @0; @1; 1) dans E; tel que pour tout objet
X de E; le morphisme (X ⊗ I)→ (X ) soit une W-equivalence faible.
Alors −1W est un E-localisateur accessible.
Demonstration. On remarque qu’une fois les conditions (a) et (b) v&eriA&ees; −1W
est un E-localisateur si et seulement si la condition (c) est v&eriA&ee (en utilisant le
Lemme 3.3). Le seul aspect non-trivial =a d&emontrer est donc le fait que −1W est
accessible. Il existe un cardinal inAni  tel que pour tout cardinal 0¿ ; tout objet de
D.-C. Cisinski / Journal of Pure and Applied Algebra 174 (2002) 43–82 71
E ou de F soit la r&eunion 0-Altrante de ses sous-objets 0-accessibles; et Acc0 (E) ⊂
Acc0 (F) (par les Propositions 1.18 et 1.20); et tel que la Proposition 2.31 soit v&eriA&ee
relativement =a F et =a W; i.e. tel que si on pose  = 20 ; pour toute W-coAbration
triviale i :C → D; pour tout sous-objet -accessible J de D; il existe un sous-objet
-accessible K de D; qui contient J ; et tel que l’inclusion K ∩ C → K soit une
W-&equivalence faible.
On va montrer que l’&enonc&e de la Proposition 2.31 est v&eriA&e pour −1W et pour
 assez grand. On choisit donc un cardinal 0¿ , et on pose  = 20 .
Soit K → L un &el&ement de Cof ∩ −1W, et soit J un sous-objet -accessible de L.
On va construire une suite de sous-objets -accessibles de L; Jn; n¿ 0, et une suite
de sous-objets -accessibles de L; J ′n; n¿ 0, telles que pour tout n¿ 0, on ait des
inclusions
Jn ⊂ Jn+1; J ′n ⊂ J ′n+1; Jn ⊂ J ′n; J ′n ⊂ Jn+1;
les morphismes (K) ∩ J ′n → J ′n &etant des &equivalences faibles.
On pose J0 = J . Pour n¿ 1, si on a construit Jn−1, comme Jn−1 est -accessible,
il en est de meˆme de Jn−1 (par la Proposition 1.20), et par suite Jn−1 est contenu
dans un sous-objet -accessible J ′n−1 de L, tel que (K) ∩ J ′n−1 → J ′n−1 soit une
coAbration triviale (par la Proposition 2.31). D’autre part, L est la r&eunion -Altrante
de ses sous-objets -accessibles (par la Proposition 1.18), et donc comme J ′n−1 est
-accessible, vu que le foncteur commute aux petites limites inductives, et qu’il respecte
les monomorphismes, J ′n−1 est contenu dans un sous-objet -accessible de L, de la
forme J ′′n , o=u J
′′
n est un sous-objet -accessible de L. On pose Jn = Jn−1 ∪ J ′′n .
Une fois cette construction faite, on d&eAnit J ′=lim→ n
Jn. On obtient des isomorphismes
J ′  lim→ nJ
′
n et (J
′∩K)  lim→ nJ
′
n∩(K), et par le Lemme 3.11, on a une &equivalence
faible dans F; lim→ n
J ′n ∩ (K) → lim→ n J
′
n. On en d&eduit que J
′ ∩ K → J ′ est une
−1W-&equivalence faible.
Le Lemme 1.27 permet =a pr&esent de montrer que Acc(E) ∩ Cof ∩ −1W engendre
−1W.
Corollaire 3.14. Soient E un topos et I une petite categorie. On suppose donne un
E-localisateur accessible W.
On de3nit WI ⊂ Fl (Hom(I;E)) comme l’ensemble des ;8eches X → Y telles que
pour tout objet i de I , le morphisme de E; X (i)→ Y (i), soit une equivalence faible.
Alors Hom(I;E) admet une structure de categorie de mod8eles fermee 8a engen-
drement co3brant dont les co3brations sont les monomorphismes, et dont les
equivalences faibles sont les elements de WI .
Demonstration. On commence par consid&erer le cas particulier o=u I est une cat&egorie
discr=ete. On a alors Hom(I;E) =
∏
I E. Si N est un petit ensemble de coAbrations
triviales de E tel que l(r(N)) = W (ce qui existe en vertu du Th&eor=eme 3.9);
alors WI ∩ Cof = ∏i∈I (W ∩ Cof) =
∏
i∈I l(r(N)) = l(r(
∏
i∈IN)); ce qui montre
que WI est accessible; car il est de la forme W(
∏
i∈IN). Dans le cas g&en&eral; on
consid=ere l’ensemble Ob I comme une cat&egorie discr=ete; et on a un foncteur canonique
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u :Ob I → I ; ce qui induit un foncteur u∗ :Hom(I;E) → Hom(Ob I;E). Or u∗ v&eriAe
les hypoth=eses de la Proposition 3.13; ce qui qui montre que le Hom(I;E)-localisateur
WI = (u∗)−1(WOb I ) est accessible; et permet d’appliquer le Th&eor=eme 3.9.
Corollaire 3.15. Soit E un topos. Toute intersection d’une petite famille de E-
localisateurs accessibles est accessible.
Demonstration. Soit (Wi)i∈I une petite famille de E-localisateurs accessibles. On con-
sid=ere l’ensemble I comme une cat&egorie discr=ete; et on peut voir la famille (Wi)i∈I
comme un
∏
I E-localisateur W0; lequel est accessible par un raisonnement analogue
=a celui d&evelopp&e pour d&emontrer le corollaire pr&ec&edent. D’autre part; le foncteur
canonique A :E→ ∏I E v&eriAe les conditions de la Proposition 3.13; et on a l’&egalit&e
A−1W0 =
⋂
iWi.
4. Proprete
Denition 4.1. Soient E un topos; W un E-localisateur; et p :E → B un morphisme
de E. On note C(p) l’ensemble des B=eches f :X → Y de E telles que pour tout
u∈HomE(Y; B); une fois form&es les carr&es cart&esiens suivants;
X ×B E g−−−→ Y ×B E −−−→ E


p
X −−−−−−−−→
f
Y −−−−−→
u
B;
la B=eche g soit un &el&ement de W.
Si F est un ensemble de B=eches de E, alors on note C(F) l’ensemble
⋂
p∈F C(p).
Proposition 4.2. On consid8ere E; W; et p comme dans la de3nition ci-dessus; et on
rappelle que Cof designe la classe des monomorphismes de E.
(a) Soient f :X → Y et g :Y → Z deux morphismes de E. Si f et g (resp. f et
gf) sont des elements de C(p); alors il en est de meˆme de gf (resp. de g).
(b) L’ensemble C(p) ∩ Cof est stable par retractes; par images directes; et par
compositions trans3nies. En outre; si on a un diagramme commutatif
A2
a2←−−−−− A0 a1−−−−−→ A1
f2


f0

f1
B2 ←−−−−−
b2
B0 −−−−−→
b1
B1;
tel que a1 et b1 soient des monomorphismes; et f0; f1; f2 des elements de C(p);
alors la ;8eche canonique A1 A0 A2 → B B0 B2 est un element de C(p).
(c) Si C(p) contient W ∩ Cof; alors C(p) contient W.
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Demonstration. CommenQcons par montrer le point (a). Soit Z → B un morphisme de
E. Alors le morphisme X ×B E → Y ×B E est une &equivalence faible. De meˆme; le
morphisme Y ×B E → Z×B E (resp. X ×B E → Y ×B E → Z×B E) est une &equivalence
faible; et donc; le morphisme X ×B E → Y ×B E → Z ×B E (resp. Y ×B E → Z ×B E)
est une &equivalence faible.
Pour montrer (b), on commence par la remarque suivante: on d&eAnit un fonc-
teur  :E=B → E par (X → B) → X ×B E. Ce foncteur commute aux petites
limites inductives et respecte les monomorphismes. On en d&eduit que −1(W) est
un E=B-localisateur, car les Abrations triviales sont stables par images r&eciproques.
Le point (b) r&esulte de cette constatation, car C(p) peut =a pr&esent eˆtre vu comme
l’ensemble des B=eches X → Y de E telles que pour toute B=eche Y → B; X → Y → B
soit une −1(W)-&equivalence faible.
Pour se persuader du point (c), il su3t de voir que comme les Abrations triviales
de E sont stables par images r&eciproques, C(p) contient toutes les Abrations triviales,
et ainsi, cela r&esulte du Corollaire 1.30 et du point (a).
Denition 4.3. Soit C une cat&egorie de mod=eles ferm&ee. Une B=eche X → Y de C est
une equivalence faible propre 8a droite si pour toute Abration Z → Y ; le morphisme
image r&eciproque Z ×Y X → Z est une &equivalence faible.
On dit qu’une cat&egorie de mod=eles ferm&ee est propre 8a droite si toutes ses &equi-
valences faibles sont des &equivalences faibles propres =a droite.
Dualement, on dit qu’une cat&egorie de mod=eles ferm&ee C est propre 8a gauche si C
est propre =a droite.
Remarque 4.4. Toute &equivalence faible propre =a droite est une &equivalence faible; car
toute identit&e est une Abration.
Pour tout topos E et tout E-localisateur accessible, la structure de cat&egorie de
mod=eles ferm&ee obtenue sur E est propre =a gauche (cela r&esulte de 3.11(a)).
Denition 4.5. Soit E un topos. Un E-localisateur propre est un E-localisateur accessi-
ble W; tel que la structure de cat&egorie de mod=eles ferm&ee sur E; dont les coAbrations
sont les monomorphismes; et dont les &equivalences faibles sont les &el&ements de W;
soit propre =a droite.
Lemme 4.6. Soient E un topos; (I; S) une donnee homotopique sur E. On consid8ere
une 3bration na?@ve p :X → Y ; et un retracte par deformation fort i :Z → Y . Alors
l’inclusion image reciproque j :Z ×Y X → X est un retracte par deformation fort.
Demonstration. On a un carr&e cart&esien
Z ×Y X j−−−→ X
q


p
Z −−−−−→
i
Y:
74 D.-C. Cisinski / Journal of Pure and Applied Algebra 174 (2002) 43–82
Comme i est un r&etracte par d&eformation fort; par d&eAnition; il existe deux B=eches
r :Y → Z et h :Y⊗I → Y telles que ri=1Z ; h@0Y =1Y ; h@1Y = ir; et h(i⊗1I )= 1Y (i⊗1I ).
On a les &egalit&es h(p ⊗ 1I )@0X = h@0Yp = 1Yp = p; h(p ⊗ 1I )(j ⊗ 1I ) = h(i ⊗ 1I )(q ⊗
1I ) = 1Y (i⊗ 1I )(q⊗ 1I ) = iq1Z×Y X = pj1Z×Y X ; et j1Z×Y X @0Z×Y X = j; ce qui permet de
d&eAnir un morphisme u : (Z ×Y X )⊗ I ∪X ⊗{0} → X ; en posant u= (j1Z×Y X ; 1X ); tel
que le carr&e suivant commute:
(Z ×Y X )⊗ I ∪ X ⊗ {0} u−−−→ X

p
X ⊗ I −−−−−−−−−→
h(p⊗1I )
Y:
Or ce dernier admet un rel=evement k :X ⊗ I → X ; puisque p est une Abration naSTve; la
B=eche verticale de gauche dans ce diagramme &etant une extension anodine. On a alors
les &egalit&es k(j⊗ 1I )= j1Z×Y X = 1X (j⊗ 1I ) et @0X =1X . D’autre part; on a les &egalit&es
pk@1X = h(p⊗ 1I )@1X = h@1Yp= irp. On a donc une unique B=eche s :X → Z ×Y X telle
que js= k@1X ; et qs= rp. En outre; on a sj=1Z×Y X ; car jsj= k@
1
X j= k(j⊗ 1I )@1Z×Y X =
j1Z×Y X @
1
Z×Y X = j; et qsj = rpj = riq = q. On a ainsi montr&e que j est un r&etracte par
d&eformation fort.
Lemme 4.7. Soient E un topos; et S un petit ensemble de monomorphismes de E.
On note W le E-localisateur engendre par S. On a une structure de categorie de
mod8eles fermee sur E dont les equivalences faibles sont les elements deW; et dont les
co3brations sont les monomorphismes de E. On note FS l’ensemble des 3brations de
but 3brant pour cette structure. AlorsW est un E-localisateur propre si et seulement
si S ⊂ C(FS).
Demonstration. Il est &evident que c’est une condition n&ecessaire.
Supposons que S ⊂ C(FS). On choisit la donn&ee homotopique (L; S) et un mod=ele
cellulaire M de E comme pour la d&emonstration de la Th&eor=eme 3.9, ce qui d&eAnit
une notion d’extensions anodines. On va proc&eder en plusieurs &etapes.
(i) Toute extension anodine est dans C(FS). On rappelle que le cylindre fonctoriel
est donn&e par X → X×L, o=u L est l’objet de Lawvere, et on a deux inclusion e : ∗ → L
pour e=0; 1 (voir 2.5). Les morphismes e sont des r&etractes par d&eformation forts au
sens de la L-homotopie (cela r&esulte du Lemme 2.30, ou encore se v&eriAe directement
en utilisant les propri&et&es de rel=evement ad&equates), et donc pour tout objet X de E,
les morphismes eX :=1X × e :X → X × L sont des r&etractes par d&eformation forts.
Le Lemme 4.6 montre que les B=eches eX sont des &equivalences faibles propres =a
droite, et donc des &el&ements de C(FS). On en d&eduit que pour toute B=eche i :X →
Y &el&ement de C(FS); i × 1L :X × L → Y × L est un &el&ement de C(FS). En eMet,
on a i; eY ∈C(FS), et donc eY i∈C(FS) par la Proposition 4.2, et comme eY i = (i ×
1L)eX ; 
e
X &etant dans C(FS), la Proposition 4.2 montre encore que i×1L est dans C(FS).
Il est aussi imm&ediat que C(FS) est stable par sommes. On en d&eduit (toujours en
utilisant la Proposition 4.2) que 7L(S;M) ⊂ C(FS), o=u 7L(S;M) est le petit ensemble
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d’extensions anodines construit au paragraphe 2, car S ⊂ C(FS) par hypoth=ese. Comme
l’argument du petit objet montre que toute extension anodine est un r&etracte d’un
compos&e transAni d’images directes d’&el&ements de 7L(S;M), la Proposition 4.2 permet
de conclure.
(ii) Toute co3bration triviale est une equivalence faible propre 8a droite. Soit i :X →
Y une coAbration triviale. On consid=ere une coAbration triviale j :Y → Z de but
Abrant. Alors ji est aussi une coAbration triviale de but Abrant, et donc ji et j sont des
extensions anodines par le Corollaire 2.27. Si p :E → Y est une Abration, on factorise
jp en jp = qk, o=u k :E → E0 est une coAbration triviale, et o=u q :E0 → Z est une
Abration. On forme alors le carr&e cart&esien
E1
l−−−−−→ E0
r


q
Y −−−−−→
j
Z;
et on note u = (p; k) :E → E1 la B=eche canonique. Comme q∈FS , et j∈C(FS), la
B=eche l est une coAbration triviale, et comme k est une coAbration triviale, on en
d&eduit que u est une coAbration triviale. Par cons&equent, p est un r&etracte de r, car
p = ru, ce qui permet d’appliquer le lemme du r&etracte. Par fonctorialit&e, la B=eche
X ×Y E → E est un r&etracte de X ×Y E1 → E1, et donc il su3t de montrer que cette
derni=ere est une &equivalence faible. Or ji et j sont des extensions anodines, et donc en
vertu de (i), ji et j sont des &el&ements de C(FS). En outre, on a des carr&es cart&esiens
X ×Y E1 −−−→ E1 l−−−−−→ E0

r

q
X −−−−−→
i
Y −−−−−→
j
Z;
ce qui montre que la B=eche compos&ee X ×Y E1 → E1 → E0 est une &equivalence faible,
ainsi que l, et permet de conclure.
Le lemme r&esulte donc de (ii) et du point (c) de la Proposition 4.2.
Le r&esultat qui suit est une l&eg=ere am&elioration du pr&ec&edent, et sa d&emonstration
s’inspire d’un cas particulier trait&e dans un appendice de [10], lequel apparaTˆt en corol-
laire peu apr=es (4.11).
Theor,eme 4.8. Soient E un topos; et S un petit ensemble de ;8eches de E. On note
W(S) le E-localisateur engendre par S. Alors W(S) est propre si et seulement si
pour tout element f :X → Y de S; pour toute 3bration de but 3brant p :E → B; et
pour toute ;8eche u :Y → B; le morphisme g :X ×B E → Y ×B E; image reciproque de
f par p; est une equivalence faible.
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Demonstration. Il est encore une fois &evident que c’est une condition n&ecessaire. Pour
voir qu’elle est su3sante; on va montrer qu’on peut toujours se ramener au cas o=u S
est constitu&e uniquement de monomorphismes de E; ce qui permettra de conclure en
vertu du lemme ci-dessus.
Soit f :X → Y un &el&ement de S. On choisit une factorisation de f en f = pi o=u
i :X → Z est un monomorphisme, et o=u p :Z → Y est une Abration triviale. On se
donne enAn une Abration de but Abrant q :E → B, et on veut montrer que i∈C(q). On
se donc donne une B=eche u :Z → B. En vertu de la Proposition 2.16, p est le dual d’un
r&etracte par d&eformation fort au sens du cylindre de Lawvere L (cf. 2.5). En particulier,
il existe une section s de p, et une L-homotopie de 1Z vers sp. Comme la relation
d’homotopie est compatible =a la composition, il existe un morphisme h :Z ×L → B tel
que h0Z = u et h
1
Z = usp. On obtient le diagramme commutatif suivant:
Si v :C → B est une B=eche de E, on notera Cv le produit Abr&e de C et E au-dessus de
B (cette notation n’&etant certes pas destin&ee =a la post&erit&e). Il vient alors un diagramme
commutatif, induit par le pr&ec&edent,
dans lequel toutes les B=eches horizontales sont des &equivalences faibles, car les B=eches
du type eX sont des r&etractes par d&eformation forts, ce qui permet d’appliquer le Lemme
4.6, et les Abrations triviales sont stables par images r&eciproques. EnAn, f est dans
C(q) par hypoth=ese, et donc induit une &equivalence faible Xusf → Yus. On en d&eduit
que i induit une &equivalence faible Xusf → Zusp. Par cons&equent, Xui → Zu est une
&equivalence faible, ce qui montre que i∈C(q), et ach=eve ainsi la d&emonstration.
Remarque 4.9. Une sp&ecialisation imm&ediate du th&eor=eme ci-dessus est le cas S =?.
Autrement-dit; la structure de cat&egorie de mod=eles ferm&ee minimale sur E (voir le
Th&eor=eme 3.9) est propre.
Corollaire 4.10. Soit E un topos. On consid8ere un petit ensemble I ; et une famille
Wi ; i∈ I ; de E-localisateurs propres. Alors le E-localisateur engendre par les Wi est
propre.
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Demonstration. Pour chaque i∈ I ; on choisit un petit ensemble Si de B=eches de E qui
engendre Wi. On pose S =
⋃
i Si; et alors W(S) est le E-localisateur engendr&e par
les Wi ; et il est clair qu’il est accessible. Le fait que W(S) soit propre r&esulte du
th&eor=eme ci-dessus et du fait que pour tout i; toute Abration au sens de W en est une
au sens de Wi.
Corollaire 4.11. Soit E un topos. Si Xi; i∈ I est une petite famille d’objets de E;
alors le plus petit E-localisateur contenant les projections Z × Xi → Z pour tout i et
pour tout Z est propre.
Demonstration. Cela r&esulte de la Proposition 3.12; du Th&eor=eme 4.8; et du fait que
pour tout morphisme Y → Z de E; et pout tout i∈ I ; le carr&e suivant est cart&esien:
Xi × Y −−−−−→ Y

Xi × Z −−−−−→ Z:
Remarque 4.12. Soit 0ˆ la cat&egorie des ensembles simpliciaux. On noteWHQ la classe
des B=eches induisant un isomorphisme dans les groupes d’homologie singuli=ere (=a coef-
Acients rationnels). Il r&esulte de BousAeld [2] queWHQ est un 0ˆ-localisateur accessible;
et on peut montrer que ce dernier n’est pas propre (graˆce =a des obstructions au niveau
du groupe fondamental).
5. Localisateurs d’Illusie
Notations 5.1. Si E est un topos; et si W est une partie de FlE; pour chaque petite
cat&egorie A; on notera EA la cat&egorie des foncteurs de A vers E; et WA la partie
de FlEA form&ee des B=eches X → Y telles que pour tout objet a de A; le morphisme
X (a)→ Y (a) soit un &el&ement de W.
5.2. On note 0 la cat&egorie des simplexes, i.e. la sous-cat&egorie pleine de la cat&egorie
des ensembles ordonn&es, dont les objets sont les ensembles Bn = {0; : : : ; n}, n¿ 0,
munis de l’ordre naturel. Pour n¿ 0, on note @Bn ∈Ob 0ˆ le bord de Bn, i.e. le
sous-pr&efaisceau de Bn obtenu comme la r&eunion des faces de Bn (voir [4]).
Soit E un topos. On note sE la cat&egorie des objets simpliciaux de E, i.e. sE est la
cat&egorie des pr&efaisceaux sur 0 =a valeurs dans E. On d&eAnit
hom : 0ˆ◦× sE→ E
comme &etant l’unique foncteur qui commute aux petites limites projectives argument par
argument, tel que pour tout objet simplicial X de E, et tout entier n¿ 0; hom(Bn; X )=
Xn.
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Denition 5.3. Soit E un topos. Un morphisme X → Y de sE est un hyper-recouvre-
ment si pour tout n¿ 0; le morphisme
Xn → Yn ×hom(@Bn;Y ) hom(@Bn; X )
est un &epimorphisme de E.
On note HR(E) la classe des hyper-recouvrements de sE.
Remarque 5.4. On v&eriAe facilement que HR(E) est stable par compositions et par
images r&eciproques.
Si  :E → F est un morphisme de topos, et si ∗ :F → E d&esigne le foncteur
image inverse associ&e, on remarque que pour tout ensemble simplicial Ani K et tout
objet X de sF, on a un isomorphisme canonique hom(K; ∗X )  ∗hom(K; X ), car
∗ est exact =a gauche. Comme ∗ commute aux petites limites inductives, il respecte
en outre les &epimorphismes. On en d&eduit que ∗HR(F) ⊂ HR(E). D’autre part, pour
toute petite cat&egorie I , on a HR(EI )=HR(E)I . On en d&eduit que HR(E) est stable par
limites inductives Altrantes, car si I est une petite cat&egorie Altrante, le foncteur limite
inductive EI → E est le foncteur image inverse d’un morphisme de topos E → EI
(ce qui est une mani=ere alambiqu&ee de dire que les limites inductives Altrantes sont
exactes dans E). Le lecteur est invit&e =a consulter [6, expos&e V] ou [11] pour plus de
d&etails.
Denition 5.5. Soit E un topos. Le sE-localisateur d’Illusie; not&e WE; est le sE-
localisateur engendr&e par HR(E) et par les projections X × B1 → X ; X ∈Ob sE. Les
&el&ements de WE seront appel&es les equivalences faibles d’Illusie.
Proposition 5.6. Soient (M;W;Fib;Cof) une categorie de mod8eles fermee engendree
par un couple (I; J ); et un foncteur G :M → M′ admettant un adjoint 8a droite
D :M′ →M. On suppose les conditions suivantes veri3ees.
(i) La categorie M′ admet des petites limites projectives et inductives.
(ii) Les ensembles GI et GJ permettent l’argument du petit objet.
(iii) D(l(r(GJ ))) ⊂W.
On pose W′ = D−1W; Fib′ = D−1Fib; et Cof′ = l(Fib′ ∩W′). Alors le quadruplet
(M′;W′;Fib′;Cof′) est une categorie de mod8eles fermee engendree par le couple
(GI; GJ ).
Demonstration. Voir [3; Th&eor=eme 3.3].
Corollaire 5.7. Soient E un topos; W un E-localisateur accessible; et I une petite
categorie. Alors EI admet une structure de categorie de mod8eles fermee 8a engen-
drement co3brant dont les equivalences faibles (resp. les 3brations) sont les ;8eches
X → Y telles que pour tout objet i de I ; le morphisme X (i) → Y (i) soit une
equivalence faible (resp. une 3bration) de E au sens de W.
Demonstration. Lorsque I est une cat&egorie discr=ete; cela r&esulte du Corollaire 3.14.
Dans le cas g&en&eral; on consid=ere l’ensemble Ob I comme une cat&egorie discr=ete; et on
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note u :Ob I → I le foncteur d’inclusion. Il induit un foncteur image inverse u∗ :EI →
EOb I =
∏
I E; lequel admet un adjoint =a gauche u! :
∏
I E→ EI . On v&eriAe facilement
que ce couple de foncteur adjoints (u!; u∗) v&eriAe les conditions de la proposition
ci-dessus; et qu’on obtient de la sorte la structure de cat&egorie de mod=eles ferm&ee
escompt&ee.
Remarque 5.8. Soient E un topos; W un E-localisateur accessible; et I une petite
cat&egorie. On choisit une r&esolution coAbrante fonctorielle QI → 1EI dans EI au sens
de la structure de cat&egorie de mod=eles ferm&ee ci-dessus. On remarque que comme le
foncteur diagonal A :E → EI respecte les Abrations; son adjoint =a gauche; le foncteur
limite inductive lim→ :E
I → E; respecte les coAbrations triviales. En vertu du lemme
de Ken Brown [9; Lemme 1.1.12]; ce dernier respecte donc les &equivalences faibles
entre objets coAbrants; et on en conclut que le foncteur lim→ QI :E
I → E respecte les
&equivalences faibles. On a d’autre part un morphisme de foncteurs lim→ QI → lim→ ; et
il est facile de v&eriAer que celui-ci est une &equivalence faible si et seulement si le
foncteur lim→ respecte les &equivalences faibles. Si c’est le cas; comme la notion de
coAbration dans EI est ind&ependante du E-localisateur choisi; on en d&eduit que tout
E-localisateur contenant W est aussi stable par limites inductives de type I .
Proposition 5.9. Soit E un topos. Alors il existe un cardinal  tel que pour tout
ensemble ordonne -3ltrant I ; tout E-localisateur soit stable par par limites inductives
de type I .
Demonstration. Soit W le E-localisateur minimal. On consid=ere la structure de
cat&egorie de mod=eles ferm&ee sur E associ&ee =a W par le Th&eor=eme 3.9; et on note
l : 1E → L une r&esolution Abrante fonctorielle; construite avec l’argument du petit ob-
jet. On Axe une fois pour toutes un mod=ele cellulaire M de E. On choisit enAn un
cardinal  v&eriAant les conditions suivantes:
(a) le foncteur L est -accessible;
(b) pour tout &el&ement A → B de M; les objets A et B sont -accessibles.
Consid&erons un ensemble ordonn&e -Atrant I , et la structure de cat&egorie de mod=eles
ferm&ee associ&ee sur EI par la Corollaire 5.7. On v&eriAe facilement graˆce =a la condition
(b) que le foncteur lim→ :E
I → E respecte les Abrations triviales, et donc en vertu du
lemme de Ken Brown, qu’il respecte les &equivalences faibles entre objets Abrants. La
condition (a) implique alors que le foncteur lim→ respecte les &equivalences faibles, ce
qui ach=eve la d&emonstration en vertu de la remarque ci-dessus.
Lemme 5.10. Soient E un topos; et  un cardinal assez grand. Alors pour tout
epimorphisme p :X → Y de E; de but -accessible; il existe un sous-objet -accessible
X ′ de X ; tel que la restriction de p 8a X ′ induise un epimorphisme X ′ → Y .
Demonstration. Si  est assez grand; on peut supposer que tout objet de E est la
r&eunion -Altrante de ses sous-objets -accessibles. Soit p :X → Y un &epimorphisme
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de but -accessible. Notons I l’ensemble des sous-objets -accessibles de X ordonn&e
par l’inclusion; et  : I → E le foncteur X ′ → p(X ′). Comme p est un &epimorphisme;
on a un isomorphisme canonique lim→   Y . On v&eriAe aussitoˆt que comme I est
-Altrant; l’-accessibilit&e de Y permet de conclure.
Lemme 5.11. Soient E un topos et  un cardinal assez grand. On consid8ere un
hyper-recouvrement p :X → Y dans sE; un sous-objet -accessible X ′′ de X ; et on
pose Y ′ = p(X ′′). Alors il existe un sous-objet -accessible X ′ de X ; contenant X ′′;
tel que Y ′=p(X ′); et tel que la restriction de p 8a X ′ induise un hyper-recouvrement
X ′ → Y ′.
Demonstration. Si  est assez grand; on peut supposer qu’un objet X de sE
est -accessible si et seulement si pour tout n¿ 0; Xn est -accessible dans E. On
peut aussi demander que si X est un objet simplicial quelconque de E; et si on s’est
donn&e pour chaque n¿ 0 un sous-objet -accessible Tn de Xn; alors le sous-objet de X
engendr&e par les Tn est -accessible (tout ceci se d&eduit de la Proposition 1.18).
On va construire une suite de sous-objets -accessibles de X ,
X ′′ ⊂ Z (0) ⊂ · · · ⊂ Z (n−1) ⊂ Z (n) ⊂ · · · ⊂ p−1(Y ′);
telle que pour tout n¿ 0, et pour tout k; 06 k6 n, la B=eche
Z (n)k → Y ′k ×hom(@Bk ;Y ′) hom(@Bk ; Z (n))
soit un &epimorphisme.
Comme HR(E) est stable par images r&eciproques (cf. 5.4) on peut supposer que
Y ′=Y . Comme p est un hyper-recouvrement, en particulier, le morphisme X0 → Y0 est
un &epimorphisme, et donc en vertu du Lemme 5.10, il existe un sous-objet -accessible
X ′0 de X0, tel que X
′
0 → Y0 soit un &epimorphisme. On note Z (0) le sous-objet de X
engendr&e par X ′0 et X
′′. Soit =a pr&esent n¿ 0, et supposons qu’on ait construit Z (n−1).
On forme alors le carr&e cart&esien suivant dans E.
T −−−−−−−−−−−−−−−−−−→ Xn
q


Yn ×hom(@Bn;Y ) hom(@Bn; Z (n−1)) → Yn ×hom(@Bn;Y ) hom(@Bn; X )
La B=eche q ci-dessus est un &epimorphisme de but -accessible (graˆce =a la Proposition
1.19 et au fait que @Bn est une limite inductive Anie de simplexes standard), et donc,
par le Lemme 5.10, il existe un sous-objet -accessible T ′ de T tel que la restriction
de q =a T ′ soit un &epimorphisme. On d&eAnit Z (n) comme le sous-objet de X engendr&e
par Z (n−1) et par T ′. Pour achever cette d&emonstration, il su3t =a pr&esent de poser
X ′ =
⋃
n¿0 Z
(n).
Theor,eme 5.12 (Joyal). Pour tout topos E, le sE-localisateur d’Illusie est propre.
Autrement-dit, la categorie sE admet une structure de categorie de mod8eles fermee
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8a engendrement co3brant propre, dont les equivalences faibles sont les equivalences
faibles d’Illusie et dont les co3brations sont les monomorphismes de sE.
Demonstration. Si  est un cardinal; on note HR(E) la classe des hyper-recouvrements
de sE dont la source et le but sont -accessibles. Pour  assez grand; tout hyper-
recouvrement est une limite inductive index&ee par un ensemble ordonn&e -Altrant
d’&el&ements de HR(E) (cela r&esulte du Lemme 5.11; du fait que tout hyper-recouvrement
est un &epimorphisme; et que pour  assez grand; tout objet de sE est la r&eunion
-Altrante de ses sous-objets -accessibles). Soient W le sE-localisateur engendr&e par
HR(E); et W le sE-localisateur engendr&e par HR(E). La Proposition 5.9 et ce qui
pr&ec=ede et impliquent que W=W; pour  assez grand. Comme HR(E) est stable par
images r&eciproques (5.4); le Th&eor=eme 4.8 montre que W est propre. Les Corollaires
4.10 et 4.11 ach=event ainsi la d&emonstration.
Proposition 5.13. Pour tout morphisme de topos  :E → F; si ∗ :F → E designe
le foncteur image inverse; on a ∗WF ⊂WE.
Demonstration. C’est une cons&equence imm&ediate de la Remarque 5.4.
Remarque 5.14. Dans le cas o=u E est le topos ponctuel (i.e. est &equivalent =a la
cat&egorie Ens des ensembles); l’ensemble d’inclusions {@Bn → Bn | n¿ 0} est un
mod=ele cellulaire de 0ˆ (voir [4; Chapitre III; 3.2]). On en d&eduit que dans ce cas;
les hyper-recouvrements de 0ˆ sont simplement les Abrations triviales. On obtient une
donn&ee homotopique &el&ementaire I sur 0ˆ en consid&erant le cylindre d&eAni par X →
X × B1; et on v&eriAe par des m&ethodes standard que les inclusions
@Bn × B1 ∪ Bn × {C} → Bn × B1; n¿ 0; C= 0; 1
engendrent les extensions anodines associ&ees. La Proposition 3.8 montre alors que la
classe des &equivalences faibles simpliciales; =a savoir WEns; est exactement la classe
des &equivalences faibles construites dans [4].
Proposition 5.15. Soit E un topos ayant assez de points. Alors un morphisme X → Y
de sE est une equivalence faible d’Illusie si et seulement si pour tout point p :Ens → E
de E; p∗X → p∗Y est une equivalence faible simpliciale.
Demonstration. Soit W la classe des B=eches X → Y de sE telles que pour tout point
p de E; p∗X → p∗Y soit une &equivalence faible simpliciale. La Proposition 5.13
implique que WE ⊂ W. Pour montrer l’autre inclusion; il su3t de v&eriAer que si
q :X → Y est une Abration de but Abrant de sE au sens de WE; alors q∈W ⇒
q∈WE (graˆce =a des factorisations ad&equates). Or si q est une telle B=eche de sE;
le meˆme type de consid&erations que dans la Remarque 5.4 montrent que pour tout
point p de E; p∗q est une Abration naSTve de but Abrant (au sens de la donn&ee homo-
topique &el&ementaire I d&eAnie dans la remarque ci-dessus); et donc est une Abration.
Par cons&equent; q∈W si et seulement si pour tout point p de E; p∗q est une Abra-
tion triviale (i.e. un hyper-recouvrement; en vertu de la remarque ci-dessus). Comme
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E a assez de points par hypoth=ese; cela &equivaut encore =a demander que q soit un
hyper-recouvrement (graˆce =a la Remarque 5.4). Cela montre l’autre inclusion; et donc
que W =WE.
Remarque 5.16. D’une mani=ere g&en&erale; pour tout topos; la classe des &equivalences
faibles d’Illusie s’identiAe =a celle des &equivalences faibles locales au sens de [11] (cela
se d&eduit de [11; Remarque 28]).
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