Training deep neural networks using a large batch size has shown promising results and benefits many real-world applications. However, the optimizer converges slowly at early epochs and there is a gap between large-batch deep learning optimization heuristics and theoretical underpinnings. In this paper, we propose a novel Complete Layerwise Adaptive Rate Scaling (CLARS) algorithm for largebatch training. We also analyze the convergence rate of the proposed method by introducing a new fine-grained analysis of gradient-based methods. Based on our analysis, we bridge the gap and illustrate the theoretical insights for three popular large-batch training techniques, including linear learning rate scaling, gradual warmup, and layer-wise adaptive rate scaling. Extensive experiments demonstrate that the proposed algorithm outperforms gradual warmup technique by a large margin and defeats the convergence of the state-of-the-art large-batch optimizer in training advanced deep neural networks (ResNet, DenseNet, MobileNet) on ImageNet dataset.
Introduction
Deep learning has made significant breakthroughs in many fields, such as computer vision [11, 10, 20, 31] , nature language processing [6, 12, 36] , and reinforcement learning [27, 34] . Recent studies show that better performance can usually be achieved by training a larger neural network with a bigger dataset [25, 30] . Nonetheless, it is time-consuming to train deep neural networks, which limits the efficiency of deep learning research. For example, training ResNet50 on ImageNet with batch size 256 needs to take about 29 hours to obtain 75.3% Top-1 accuracy on 8 Tesla P100 GPUs [11] . Thus, it is a critical topic to reduce the training time for the development of deep learning. Data parallelism is the most popular method to speed up the training process, where the large-batch data is split across multiple devices [4, 18, 37] . However, the large-batch neural network training using conventional optimization techniques usually leads to bad generalization errors [13, 17] .
Many empirical training techniques have been proposed for large-batch deep learning optimization. [9] proposed to adjust the learning rate through linear learning rate scaling and gradual warmup. By using these two techniques, they successfully trained ResNet50 with a batch size of 8192 on 256 GPUs in one hour with no loss of accuracy. Most of the theoretical analysis about linear learning rate scaling consider stochastic gradient descent only [23, 24] . However, the theoretical analysis for the momentum method or Nesterov's Accelerated Gradient [28] is still unknown. Finding that the ratios of weight's 2 -norm to gradient's 2 -norm vary greatly among layers, [41] proposed the state-of-theart large-batch optimizer Layer-wise Adaptive Rate Scaling (LARS) and scaled the batch size to 16384 for training ResNet50 on ImageNet. However, LARS still requires warmup in early epochs of training and may diverge if it is not tuned properly.
Above three techniques (linear learning rate scaling, gradual warmup, and LARS) are demonstrated to be very effective and have been applied in many related works reducing the training time of deep neural networks [1, 16, 26, 40, 42] . In spite of the effectiveness of above training techniques, theoretical motivations behind these techniques are still open problems: (I) Why we need to increase the learning rate linearly as batch size scales up? (II) Why we use gradual warm at early epochs, does there exist an optimal warmup technique with no need to tune hyper-parameters? (III) Why we need to adjust the learning rate layer-wisely?
In this paper, we target to remove the warmup technique for large-batch training and bridge the gap between largebatch deep learning optimization heuristics and theoretical underpins. We summarize our main contributions as follows: timization techniques, including layer-wise adaptive rate scaling, linear learning rate scaling, and gradual warmup. 3 . Extensive experimental results demonstrate that CLARS outperforms gradual warmup by a large margin and defeats the convergence of the state-of-the-art large-batch optimizer in training advanced deep neural networks (ResNet, DenseNet, MobileNet) on Ima-geNet dataset.
Preliminaries and Challenges
Gradient-Based Methods: The loss function of a neural network is minimizing the average loss over a dataset of n samples:
where d denotes the dimension of the neural network.
Momentum-based methods have been widely used in deep learning optimization, especially computer vision, and obtain state-of-the-art results [11, 14] . According to [28] , mini-batch Nesterov Accelerated Gradient (mNAG) optimizes the problem (1) as follows:
where I t is the mini-batch samples with |I t | = B, γ is the learning rate, β ∈ [0, 1) is the momentum constant and v is the momentum vector. When β = 0, Eq. (2) represents the procedures of mini-batch Gradient Descent (mGD). Learning rate γ is scaled up linearly when batch size B is large [9] . However, using a learning rate γ for all layers may lead to performance degradation. Layer-Wise Learning Rate Scaling: To train neural networks with large batch size, [41] proposed Layer-Wise Adaptive Rate Scaling (LARS). Suppose a neural network has K layers, we can rewrite
The learning rate at layer k is updated as follows:
where γ scale = γ base × B B base and η = 0.001 in [41] . γ base and B base depends on model and dataset. For example, we set γ base = 0.1 and B base = 128 to train ResNet on CIFAR10. Although LARS works well in practice, there is little theoretical understanding about it and it converges slowly or even diverges in the beginning of training if warmup [9] is not used .
Conventional Analysis: [3, 7, 38] proved the convergence of mGD or mNAG for non-convex problems through following two Assumptions:
Assumption 2 (Bounded Variance) There exist constants M g > 0 and M C > 0, for any w ∈ R d , it is satisfied that
Theorem 1 ( [38] ) Under Assumptions 1 and 2, let f inf denote the minimum value of problem f (w) and M g = 0.
As long as γ ≤ 1−β 2L , the gradient norm min
From Theorem 1, it is natural to know that the value of γ should be lowered because of the term O(L g γM C ), which is consistent with the learning rate decay practically. However, there are two weaknesses of the current convergence result: (I) It cannot explain why layer-wise learning rate in [41] is useful when there is one γ for all layers. (II) Theoretical result doesnot show that warmup is required in the early stage of training.
Complete Layer-Wise Adaptive Rate Scaling and Fine-Grained Convergence Analysis
In this section, we propose a novel Complete Layer-wise Adaptive Rate Scaling (CLARS) algorithm for large-batch deep learning optimization and a new fine-grained convergence analysis of gradient-based methods for non-convex problems.
Complete Layer-Wise Adaptive Rate Scaling
Define U ∈ R d×d as a permutation matrix where every row and column contains precisely a single 1 with 0s everywhere else. Let U = [U 1 , U 2 , ..., U K ] and U k corresponds to the parameters of layer k, the relation between w and w k is w = K k=1 U k w k . Let ∇ k f i (w t ) denote the stochastic gradient with respect to the parameters at layer k and γ k denote its learning rate. Thus, Eq. (2) of mNAG with batch I t can be rewritten as:
At each iteration, the learning rate γ k at layer k is updated using Complete Layer-wise Adaptive Rate Scaling
Algorithm 1 Complete Layer-Wise Adaptive Rate Scaling
Require: γ scale : Maximum learning rate Require: β: Momentum parameter Require: η = 0.01 1: for t = 0, 1, 2, · · · , T − 1 do 2:
Sample large-batch I t randomly with batch size B;
3:
Compute large-batch gradient 1 B i∈It ∇f i (w t );
4:
Compute the average of gradient norm for K layers
Update layer-wise learning rate γ k following Eq. (5); 6: Update the model w t and momentum term v t following Eq. (4); 7: end for 8: Output w T as the final result.
(CLARS) as follows:
where γ scale = γ base × B B base and η is constant. To obtain a clear understanding of Eq. (5), we rewrite it as:
It is equal to multiplying the LARS learning rate in Eq. (3) with a new term
, which plays a critical role in removing the warmup. The proposed CLARS method is briefly summarized in Algorithm 1. In the following section, we will show that CLARS is supported theoretically and the learning rate at layer k is normalized with respect to its corresponding Lipschitz constant and gradient variance. In the experiments, we will also demonstrate that the proposed method can complete largebatch ImageNet training with no warmup for the first time and accelerate the convergence.
Fine-Grained Micro-Steps and Assumptions
In this section, we propose a new fine-grained method for the convergence analysis of gradient-based methods. Based on the fine-grained analysis, we prove the convergence rate of mini-batch Gradient Descent (mGD) and mini-batch Nesterov's Accelerated Gradient (mNAG) for deep learning problems. More insights are obtained by analyzing their convergence properties.
Each step of mNAG in Eq. (4) can be regarded as the result of updating v, w for K micro-steps, where the gradient at each micro-step is 1
At micro-step t:s, we have layer index k(s) = s (mod K) + 1. For example, when s = 0, we are updating the parameters of layer k(0) = 1. Defining w t:0 = w t , w t:K = w t+1 , we can obtain Eq. (4) after applying following equations from s = 0 to s = K − 1:
Following the idea of block-wise Lipschitz continuous assumption in [2] and regarding layers as blocks, we suppose that two layer-wise assumptions are satisfied for any K-layer neural network throughout this paper, .
Assumption 3 (Layer-Wise Lipschitz Continuous Gradient)
Assume that the gradient of f is layer-wise Lipschitz continuous and the Lipschitz constant corresponding to layer
the following inequality is satisfied that for any k ∈ {1, 2, ..., K}:
Lipschitz constants L k of different layers are not equal and can be affected by multiple factors, for example, position (top or bottom) or layer type (CNN or FCN). [43] estimated Lipschitz constants empirically and verified that Lipschitz constants of gradients at different layers vary a lot. L k represents the property at layer k and plays an essential role in tuning learning rates. In addition, we also think the "global" Lipschitz continuous assumption in Assumption 1 is satisfied and L g ≥ L k .
Assumption 4 (Layer-Wise Bounded Variance) Assume that the variance of stochastic gradient with respect to the parameters of layer k is upper bounded. For any k ∈ {1, 2, ..., K} and w ∈ R d , there exists M k > 0 and M > 0 so that:
It is obvious that the value of M C = KM in Assumption 2 is dependent on the neural networks depth. Difficulties of Convergence Analysis: There are two major difficulties in proving the convergence rate using the proposed fine-grained micro-steps. (I) Micro-step induces stale gradient in the analysis. At each micro-step t:s in Eq. (6), gradient is computed using the stale model w t , rather than the latest model w t:s . (II) K Lipschitz constants for K layers are considered separately and simultaneously, which is much more complicated than just considering L g for the whole model.
Convergence Guarantees of Two Gradient-Based Methods
Based on the proposed fine-grained analysis, we prove that both of mini-batch Gradient Descent (mGD) and mini-batch Nesterov's Accelerated Gradient (mNAG) admit sub-linear convergence guarantee O 1 √ T for non-convex problems. Finally, we obtain some new insights about the gradient-based methods by taking mNAG as an example. At first, we let β = 0 in Eq. (4) and Eq. (6), and analyze the convergence of mGD method.
Theorem 2 (Convergence of mGD) Under Assumptions 3 and 4, let f inf denote the minimum value of prob-
Different from Theorem 1, we use
to measure convergence in the paper. Specially, if L k = L g for all k, it is easy to know that q k = 1 K for all k and
. From Theorem 2, we prove that mGD admits sub-linear convergence rate O 1 √ T for non-convex problems.
Corollary 1 (Sub-Linear Convergence Rate of mGD)
Theorem 3 is satisfied and follow its notations. Suppose 1 8L k dominates the upper bound of γ k , and let
, mGD is guaranteed to converge that:
So far, we have proved the convergence of mGD method for non-convex problems. When β = 0, we can also prove the convergence of mNAG as follows:
Theorem 3 (Convergence of mNAG) Under Assumptions 3 and 4, let f inf denote the minimum value of problem f (w),
, it is satisfied that:
Similarly, we can easily prove that mNAG is guaranteed to converge for non-convex problems with a sub-linear rate O 1 √ T as follows:
Corollary 2 (Sub-Linear Convergence of mNAG) Theorem 3 is satisfied and follow its notations,
According to Theorem 3, we know that the result of Theorem 1 is a special case of Theorem 3 when L k = L g and M k = M g .
Corollary 3 (Convergence when L k = L g and M k = M g ) Suppose Theorem 3 is satisfied and follow its notations. If L k = L g , and M k = M g , M C = KM , we have κ k = 1, γ g = γ k . As long as the learning rate
In Corollary 1 and 2, we ignore the upper bound of
γ k for simplicity. It can be easily satisfied by making some γ k small.
Discussions About the Convergence of mNAG
According our fine-grained convergence analysis of gradient-based methods, we take mNAG as an example and gain more insights about the convergence of mNAG for neural networks.
Data Parallelism. Data parallelism is widely used in the training of deep learning models, and linear speedup can be obtained if learning rate and communication can be properly handled.
Suppose that It is guaranteed to converge to the same error as long as T B is fixed. Therefore, we know that when B is scaled up by c times to cB, the problem can converge to the same error after T c iterations, as long as γ is also scaled up by B times. Lipschitz Constant Scaled Learning Rate. From Theorem 3, the learning rate at layer k is computed through γ k = γ L k . It offers us a method to tune K learning rates γ k for a K-layer neural network simultaneously using just one parameter γ.
Layer-Wise Model Scaling Factor κ k . Define κ k = Lg L k ≥ 1 as the scaling factor at layer k. Because of the
in Theorem 2, we know that designing a layer with larger κ k can increase the upper bound of learning rate at layer k. In [32] , authors show that batch normalization can help to increase κ k .
Layer-Wise Gradient Variance Factor M k . Define M k as the gradient variance factor at layer k, which is dependent on the data and the model, and varies in the process of training. Because of the upper bound of γ k ≤
in Theorem 2, it shows that batch size B can be scaled up as long as B ≤ M k . Therefore, a larger M k helps the algorithm obtain faster speedup. In the following section, we will show that warmup is closely related to M k .
Experimental Results
In this section, we conduct experiments to validate our convergence results empirically and demonstrate the superior performance of CLARS method over LARS method. Firstly, we evaluate the necessity of using LARS on training neural networks. Secondly, we verify linear learning rate scaling theoretically and empirically. Thirdly, we propose one hypothesis about the reason of warmup and visualize it. Finally, extensive experiments are conducted to show that CLARS can replace warmup trick completely and converges faster than LARS with fine-tuned warmup steps. All experiments are implemented in PyTorch 1.0 [29] with Cuda v10.0 and performed on a machine with Intel(R) Xeon(R) CPU E5-2683 v4 @ 2.10GHz and 4 Tesla P40 GPUs.
Why LARS?
We test the upper bound of learning rate γ k at each layer on three models: 5-layer FCN, 5-layer CNN (layer details in the Appendix) and ResNet8 (no batch normalization layer) [11] . In the experiments, learning rates are fixed γ k = 0.01 for all layers except one which is selected from {10 −2 , 10 −1 , 1, 10, 10 2 , 10 3 , 10 4 , 10 5 }. We optimize models using mNAG with B = 128 and compare epochs required to achieve the same training loss. Results in Figure  1 demonstrate that the upper bounds of learning rates can vary greatly at different layers. Therefore, it is necessary that each layer has its own learning rate.
From Theorem 3, we know that the upper bound of learning rate γ k at each layer is dependent on 1 L k . LARS [41] scales the learning rate of each layer adaptively at step t by multiplying
in Eq. (3). From Assumption 3, we can think of LARS as scaling the learning rate at layer k by multiplying the approximation of
, where we make v k = 0 and w t +U k v k = 0. Therefore, the procedure of LARS is consistent with our theoretical analysis in Theorem 3 that learning rate of layer k is dependent on the Lipschitz constant at this layer γ k = γ L k . We compare LARS with mNAG using a large batch size. Results in Figure 2 demonstrate that LARS converges much faster than mNAG when B = 8192. mNAG even diverges in training VGG11 using CIFAR-10. In the experiments, γ base = 0.1, B base = 128, and η = 0.001 for LARS algorithm. 
5-layer FCN

Linear Learning Rate Scaling
Linear learning rate scaling has been very popular since [9, 18, 22] . However, there is little theoretical understanding of this technique for momentum methods. Based on our analysis in Section 3.1, we know that the linear learning rate scaling is from following two reasons:
(I) According to the discussion about Data Parallelism in Section 3.4, we know that when B is scaled up by c times to cB, the problem can converge to the same error after T c iterations, as long as γ is also scaled up by B times.
(II) According to Theorem 3, as long as (1−β)B 8L k M k dominates the upper bound of the learning rate γ k at layer k, its upper bound scales linearly with the batch size B.
The second case requires that B M k to be very small. The layer-wise gradient variance factor M k is closely related to both model and data. In [33] , authors find that different models usually have different maximum useful batch size. The variance factor M k is highly dependent on the dataset and close to the gradient diversity in [39] . We can draw the same conclusion as [39] that mNAG admits better speedup on problems with higher gradient diversity.
In Figure 2 , we train ResNet56 [11] and VGG11 with batch normalization layer [15, 35] on CIFAR-10 [19] for 200 epochs. We use LARS optimizer with gradual warmup (20 epochs) and polynomial learning rate decay as [41] , which is also visualized in the right side of Figure 2 . We scale up the batch size from 128 to 8192 and employ the linear learning rate scaling. Results in Figure 2 show that the convergence rates of LARS with batch size from 128 to 8192 are similar and the linear speedup is guaranteed when the computations are parallelized on multiple devices. Because the learning rate schedule is tuned for large-batch training, we may observe accuracy improvements when the batch size scales up.
One Hypothesis About Warmup
The gradual warmup was essential for large-batch deep learning optimization because linearly scaled γ scale can be so large that the loss cannot converge in early epochs [9] . In the gradual warmup, γ scale is replaced with a small value at the beginning and increased back gradually after a few epochs. 
on training data. Figure 3 presents the variation of M k at each layers. It is obvious that M k of top layers are larger than other layers. Thus, smaller learning rates should be used on top layers at early epochs. Our observation matches the result in [8] that freezing fully connected layers at early epochs allows for comparable performance with warmup.
Warmup is Not Necessary
We evaluate the proposed Algorithm 1 by conducting extensive experiments. To reduce the time consumption in computing M k , we approximate it using M k ≈ 
, where |J t | = 512. The numerator is known after the gradient computation, and the denominator is obtained in a small size. Since |J t | B, the computational time of approximating M k can be ignored when the computation is amortized on multiple devices. In Figure 4 , we make a comparison between LARS (with gradual warmup) and the proposed CLARS algorithm. We train ResNet56 and VGG11 (with batch normalization layer) on CIFAR-10 with batch size B = 8192 for 20 epochs. Standard data preprocessing techniques are used as in [11] . For LARS with the gradual warmup, we test three warmup epochs {5, 10, 20} and keep γ scale = 6.4 after the warmup. For CLARS, we keep γ scale = 6.4 for 20 epochs. η is tuned from {10 −4 , 10 −3 , 10 −2 , 10 −1 } for both methods Visualization in Figure 4 shows that CLARS always outperforms LARS by a large margin. Results demonstrate that warmup is not necessary in large-batch deep learning training and CLARS is a better option for practical implementation.
We also evaluate CLARS algorithm by training ResNet50, DenseNet121, and MobileNetv2 on ImageNet [5] . Because there are not enough GPUs to compute 16384 gradients at one time, we set batch size B = 512 and accumulate the gradients for 32 steps before updating the model as [41] . Following the official implementation 1 , we set η = 10 −3 for LARS, γ scale = 25.0 for B = 16384 and adjust the learning rate using 5-epoch warmup and polynomial decay. For CLARS, there is no warmup and we set η = 10 −2 (LARS always diverges with this value). Experimental results in Figure 5 present that CLARS algorithm always converges much faster than the state-of-the-art largebatch optimizer LARS on advanced neural networks. Besides, CLARS can obtain better test error than LARS.
Conclusion
In this paper, we propose a novel Complete Layerwise Adaptive Rate Scaling (CLARS) algorithm to remove warmup in the large-batch deep learning training. Then, we introduce fine-grained analysis and prove the convergence of the proposed algorithm for non-convex problems. Based on our analysis, we bridge the gap between several large-batch deep learning optimization heuristics and theoretical underpins. Extensive experiments demonstrate that the proposed algorithm outperforms gradual warmup by a large margin and defeats the convergence of the state-ofthe-art large-batch optimizer (LARS) in training advanced deep neural networks on ImageNet dataset.
A. Fine-Grained Analysis of Mini-Batch Gradient Descent
Lemma 1 Under Assumptions 3 and 4, after applying Eq. (6) with β = 0 for K micro-steps from s = 0 to s = K − 1, we have the upper bound of loss E[f (w t+1 )] as follows:
Proof 1 Suppose K layers are updated sequentially from s = 0 to K − 1, and we have w t = w t:0 and w t+1 = w t:K . At micro-step t:s, we set k(s) = s (mod K) + 1. According to Assumption 3, we have:
In the following context, we will prove that C 1 and C 2 are upper bounded. At first, we can get the upper bound of C 1 as follows:
where the second equality follows from E ∇ k(s) f i (w t ) − ∇ k(s) f (w t ), ∇ k(s) f (w t ) = 0 and the first inequality follows from
if E[ξ i ] = 0 and the second inequality follows from Assumption 4. Following "global" Lipschitz continuous in Assumption 1, we can bound C 2 as follows:
where the first inequality follows from Assumption 3, the second inequality follows from E
, the third inequality follows from Assumption 4 and the last inequality is because s ≤ K − 1. Combing inequalities (10), (11) and (12), we have:
By summing from s = 0 to K − 1, because w t = w t:0 and w t+1 = w t:K , we have:
Proof of Theorem 2 Proof 2 Following Lemma 1 and defining κ k = Lg L k ≤ κ, if γ k satisfies following inequalities:
which are equivalent to
Mg . Therefore, it holds that:
Rearranging the above inequality and summing it from t = 0 to T − 1, we have:
Because f (w T ) ≥ f inf , let γ k = γ L k and dividing both sides by T 8 K k=1 γ k , we have:
where
. We complete the proof.
Proof of Corollary 1
,
we have:
B. Fine-Grained Analysis of Mini-Batch Nesterov's Accelerated Gradient
Following [38] , we define
i∈It ∇ k f i (w t ) and g −1 = 0. Let z t = w t + p t , we prove that E[f (z t+1 )] is upper bounded at each step in the following Lemma.
Lemma 2 Under Assumptions 3 and 4, after applying Eq. (6) for K micro-steps from s = 0 to s = K − 1, we have the upper bound of loss E[f (z t+1 )] as follows:
Proof 4 We define w t:0 = w t , and at step t:s, we have layer index k(s) = s + 1. Thus, we can rewrite Eq. 
where we let w t:0 = w t:−1 and ∇ k(−1) f i(−1) (w t ) = 0. We also define p t:s as follows:
Combining (25) and (26), we have:
Let z t:s = w t:s + p t:s , according to Assumption 3, we have:
From (11), it is easy to know that the upper bound of C 3 as follows:
We then obtain the upper bound of C 4 :
where the first inequality follows from a + b 2 2 ≤ 2 a 2 2 + 2 b 2 2 and the second inequality follows from inequality (12) . After combining (28), (29) and (30), we have:
Summing (31) from s = 0 to K − 1, because z t:0 = z t and z t:K = z t+1 , we have:
