We consider both finite and infinite power chi expansions of f -divergences derived from Taylor's expansions of smooth generators, and elaborate on cases where these expansions yield closed-form formula, bounded approximations, or analytic divergence series expressions of fdivergences.
Introduction

Statistical f -divergences
Let (X , F) be a measurable space [7] , where X denotes the sample space and F is a σ-algebra of measurable events on X . For a convex function f : (0, ∞) → R, strictly convex at 1, the f -divergence [8, 13] between two probability measure P and Q is defined by:
where Q ≪ P denoting that Q is absolutely continuous [7] with respect to P . Notice that the integral defining the f -divergence may potentially diverge: In that case, we have I f (P : Q) = +∞. The strict convexity of the generator f at 1 is required for satisfying the law of the indiscernibles of the f -divergence: I f (P : Q) = 0 if and only if P = Q almost everywhere (a.e.). Since it follows from Jensen's inequality that I f (P : Q) ≥ f (1), we assume in the remainder that f (1) = 0. Moreover, let f α (u) = f (u) + α(u − 1). We have I fα = I f for any α ∈ R. Thus we fix the generator f α that satisfies f ′ α (1) = 0. In information geometry, a standard f -divergence [2] further satisfies the scaling normalization f ′′ α (1) = 1 (see Appendix A for details).
When the probability measures P and Q are defined on the same measure space (X , F, µ) where µ is a base σ-finite positive measure (with P, Q ≪ µ), let p and q denote their respective RadonNikodym densities [7] : p = dP dµ and q = dQ dµ . Then the f -divergence between p and q is then defined by
We adopt the following conventions for the mathematically undefined expressions in Eq. 2: It can be shown that the f -divergence between P and Q is independent of the choice of the dominating measure µ (in particular, one can choose µ = P +Q 2 . Thus we write concisely I f (p : q) for I µ f (p : q). In the remainder, we consider all measures dominated by the base measure µ (e.g., the Lebesgue or counting measures), and function f shall be called the generator of the divergence (with f (1) = 0 and f ′ (1) = 0).
Let us give some examples of f -divergences in disguise: The total variation distance TV(p, q) = 1 2 |p(x) − q(x)|dµ(x) is a metric f -divergence obtained for the generator f TV (u) = |u − 1| which is strictly convex at u = 1 (and only convex otherwise). Another example is the chi-squared distance [24] which is f -divergences obtained for the generator f χ 2 (u) = (u − 1) 2 :
In theory, the definite integral of the f -divergences of Eq. 2 may be computed using Risch semi-algorithm of symbolic integration [6] . However, this semi-algorithm requires to test whether some expressions are equivalent to zero or not. It is not known whether such an algorithm exists or not. Worse, when the absolute value function belongs to the set of the elementary functions, it can be proved that no such algorithm exists. 1 Thus in practice, one often relies on stochastic Monte Carlo integrations for estimating f -divergences, or on various approximation bounds [21] .
Power chi pseudo-distances: Closed-form formula for affine exponential families
Let us define the following i-th power chi pseudo-distance:
We have χ
is a distance for even integer i ≥ 2, it is not a distance for odd i as χ ± i maybe negative (hence the notation χ ± i ) and even fail to satisfy the law of the indiscernibles (i.e., χ ± i (p : q) = 0 if and only if p = q). To see this, consider binary categorical distributions p = (λ p , 1 − λ p ) and q = (λ q , 1 − λ q ). Then we have
When i is odd, we get
Thus for λ p = 1 − λ p = 1 2 , we have χ ± i (p : q) = 0 for odd i, independent of the values of λ q . In the remainder, we term the χ ± i 's the i-order chi pseudo-distances or the power chi distances for short.
Notice that the χ ± i 's are f -divergences for even integer i for the generators f χ ± i (u) = (u − 1) i . Let us further extend the definition as follows (for any λ = 0):
We note that χ
We shall define λ j = sign(λ) j |λ| j for any integer j ∈ N, where
An full natural exponential family {f (x; θ)dµ} is a set of probability distributions with densities with respect to a base measure µ written canonically [18, 19] 
, where X is the support, t(x) a vector of sufficient statistics, θ the natural parameter, k(x) an auxiliary carrier measure term and F (θ) the log-normalizer (also called log-partition function or cumulant function). The order D of the family is the dimension of t(x) or θ. The natural parameter space [18] is Θ = {θ : f (x; θ)dµ < ∞} (with Θ ⊂ R D ). Following [20] , we report a closed-form formula for exponential families [18] with a natural parameter space being affine. These exponential families are termed Affine Exponential Families, or AEF for short.
Affine exponential families [18] include the isotropic Gaussian family, the Poisson family, the multinomial family, the von Mises-Fisher distributions 2 , etc. See Table 1 .
Let p = f (x; θ p ) and q = f (x; θ q ) be two densities belonging to the same affine exponential family. Then we have:
This can be easily seen be writing χ
and plugging the canonical densities of exponential families. The binomial coefficients can be computed efficiently using Pascal's triangle.
Furthermore, this formula can be extended to χ
w i q i is a mixture of exponential families by using the multinomial expansion [17] instead of the binomial expansion: [12] .
Following [17] , when p(x) = f (x; θ) and q u (x) = f (x; θ u ) are densities of the same affine exponential family, we have
Theorem 1. The power chi pseudo-distances between a member and a mixture of an affine exponential family can be calculated in closed-form.
For isotropic Gaussian distributions p ∼ N (m 1 , I) and q ∼ N (m 2 , I) (where I denotes the identity matrix), we get:
For any prescribed integer i, χ ± i (m 1 : m 2 ) < ∞ and we can bound χ ± i as follows:
Consider m 1 − m 2 = 1 (e.g., in 1D, m 1 = 0 and m 2 = 1), then we have We can notice that the χ pseudo-distances diverge very quickly with the increase of the order.
2 Power chi expansions of f -divergences from Taylor's theorem
Power chi expansions
Consider the Taylor's k-th order expansions [5] of the smooth generator f around point c:
where P k (u) is the k-th order Taylor polynomial:
is the Taylor remainder term. There are many ways to express (e.g., Peano, Lagrange, Cauchy, or integral forms) and bound the remainder R k in a Taylor expansion [5, 4] . In particular, when |f (k+1) (u)| ≤ M for any u ∈ (c − r, c + r) (with r > 0), then we have
Letting c = 1 and u = q(x) p(x) , and using the fact that f (1) = f ′ (1) = 0, we get
Carrying the integral over the support X , we end up with the following power chi expansion of the f -divergence:
Define the k-th order chi expansion of the f -divergence:
It is "chinomial" of order k. Let us express the power chi remainder as:
. Then we can approximate the f -divergence by its k-th order chi expansion, and bound the error as:
Some illustrating examples of power chi expansions
Let us report the k-th order chi expansions for the Kullback-Leibler divergence, the Jeffreys divergence and the Jensen-Shannon divergence:
• The Kullback-Leibler (KL) divergence 3 between two densities p and q is defined by
The KL divergence is a f -divergence obtained for the generator f KL (u) = − log u. It is an unbounded divergence that may potentially diverge even when distributions are defined on the same support. 4 We have
and it follows the k-order power chi expansion of the KL divergence:
3 In the literature, a divergence is either a statistical distance or a smooth parameter distance used to define an information-geometric manifold [3] . 4 Let X = (0, 1) and two densities (with respect to Lebesgue measure dx) p1(x) = 1 and p2(x) = ce −1/x with
The reverse f -divergence I r f (p : q) = I f (q : p) is obtained for the conjugate generator f r (u) = uf 1 u . The reverse KL divergence is a f -divergence for the generator f KL r (u) = u log u. The derivatives of the generator are:
In general, the derivatives of the conjugate generator are
We get a closed-form expression by applying the formula of Faà di Bruno [27] :
• The Jeffreys divergence is the following symmetrization of the KL divergence:
It is a f -divergence obtained for the generator
, and the higher-order derivatives of the generator are
Thus the k-order power chi expansion for the Jeffreys divergence is:
• The Jensen-Shannon (JS) divergence [14] is defined by:
where h(p) = − p(x) log p(x)dµ(x) denotes Shannon differential entropy. It is a bounded symmetrization 5 of the KL divergence (i.e., JS(p, q) ≤ log 2) obtained for the generator
The JS divergence gained interest in Deep Learning (DL), notably with the Generative Adversarial Network (GAN) architecture [10, 23] . We have
and it follows the k-order power chi expansion of the JS divergence:
Note that the power chi expansions (e.g., JS χ k ) are not distances since they do not satisfy the law of the indiscernibles.
There are many other f -divergences, some of them are not standard. 6 For example, the har-
The harmonic divergence is lower bounded by f H (1) = 1 and upper bounded by 2. The higher-order derivatives are f
Finally, the f -divergence defined for the generator f exp (u) = e u − eu (with f exp (1) = 0 and f ′ exp (1) = 0) has very simple higher-order derivatives:
exp (u) = exp(u) for i ≥ 2. Therefore the k-th power chi expansion is
We call this f -divergence the exponential divergence for short.
Finite chi expansions for f -divergences with polynomial generators
Theorem 2 (Polynomial generator). The f -divergence for any polynomial generator f (u) = d j=0 a j u j has a finite chi expansion. When the distributions are members of an affine exponential family, the f -divergence is calculated in closed-form. 5 Indeed, we have p(x) log 2p(x) p(x)+q(x) ≤ p(x) log 2, and hence KL p :
Proof. Let f (u) = d j=0 a j u j be a convex polynomial generator for the f -divergence of order d (with coefficients satisfying f (1) = f ′ (1) = 0). We have f (i) (u) = 0 when i > d, and
It follows that I f has a finite chi expansion:
The
A necessary condition for a polynomial to be convex on R + is to have the leading coefficient positive.
The case of α-divergences
The α-divergences for α ∈ R\{±1} are defined by:
We have lim α→−1 I α (p : q) = KL(p : q) and lim α→1 I α (p : q) = KL r (p : q) = KL(q : p) (reverse KL divergence).
The α-divergences are f -divergences for the generator f α (u) = 
The derivatives for the α-generators are
where
are the generalized binomial coefficients for any γ ∈ R. Symmetric divergence I 0 is known as the squared Hellinger distance:
Therefore it follows that the power chi expansions for the α-divergences is:
Consider 1+α 2 an integer (say, α = 2k − 1 for k ∈ {2, 3, . . .}). We can directly apply Theorem 2 for the polynomial generator f 2k−1 (u) =
In that case, the iterated derivatives f (i) 2k−1 are zero when i > 2k − 1. Indeed, we have
Hence, we have f
2k−1 (u) is positive on u > 0, hence f 2k−1 is strictly convex.
Thus the (2k − 1)-divergences have finite chi expansions:
The α-divergences between members p = f (x; θ p ) and q = f (x; θ q ) of the same affine exponential family admit the following closed-form formula for any α ∈ R\{±1}:
(20) This formula matches the formula obtained by the chi expansion when α = 2k − 1:
Analytic formula and power chi series
A function (or formula) is said analytic if it is locally defined by a convergent power series. For example, the exponential function exp(x) = ∞ i=0
(2i+1)! are (globally) analytic on R. We have log(1 + x) = ∞ i=1 (−1) i+1 1 i x i for |x| < 1 (locally analytic at center x = 0 with radius 1). That is, when |x| ≥ 1, the power series
i x i is a power series for the function log(1+x). A Taylor expansion yields in the limit a Taylor series when the Taylor polynomials converge and the Taylor remainder tends to zero. Log-normalizers of exponential families are analytic functions. Similarly, a chi expansion tends to a chi series when the remainder tends to zero and the weighted sum of power chi pseudo-distances converges. Let us mention that there are cases where I f (p : q) may admit a power chi series but not I f (q : p) (or the reverse divergence I r f (p : q) = I f (q : p)). The JS divergence between two Gaussian distributions cannot be approximated by a finite chi expansion because the sum of weighted i-th power chi divergences diverges:
This fact is in accordance with [28] which proved that the KL divergence between Gaussian Mixture Models (GMMs) is not analytic. See Appendix A of [21] for an English translation of the non-analytic KL GMM Japanese proof of [28] .
Let us state a selected part of the Theorem 1 of [5] : p(x) ≤ M almost surely on X , then we have
Observe that for bounded ratio densities, we have
and
Let us get a better upper bound: We have
, and m − 1
To ensure that the Taylor remainder of the power chi series converge to zero, we need to have
This is a sufficient (but not necessary) condition. Notice that using Stirling approximation formula we have (k + 1)! ≃ 2π(k + 1) exp((k + 1) log (k+1) e ) for large values of k. This theorem does not apply to Gaussian distributions because we cannot bound the density ratio of two Gaussians. However, we can truncate the Gaussians distributions on a compact support D ⊂ X , and define the extrema of the density ratio of two Gaussians as follows:
where p D is the truncated distribution [1] :
where W D (θ) denotes the probability mass inside the domain D:
The truncation of a regular (i.e., topologically open natural parameter space) and steep exponential family (i.e. mean parameter space coinciding with the interior of the closed convex hull of the support of the distributions, like the exponential family of Gaussian distributions) may not yield a regular and steep exponential family, see [9] . Sufficient conditions to apply Theorem 3 in order to get an analytic formula are to check that 1. the remainder tends to zero when k → 0, and 2. the power chi series converges when k → 0.
Notice that these two requirements are always fulfilled for finite discrete distributions for bounded |f (i) |'s.
Vanilla case study: The Bernoulli distributions
Let p = (λ p , 1−λ p ) and q = (λ q , 1−λ q ) be two Bernoulli distributions (i.e., categorical distributions with two choices) with parameters λ p , λ q ∈ (0, 1). The f -divergence between p and q is
That is, we do not use the binomial expansion for computing the chi pseudo-distances.
We consider the f -divergence for the exponential generator f exp (u) = e x − ex with the k-th power chi expansion:
When k → ∞, the remainder tends to zero, and the power chi expansions converge to I fexp (λ p :
Since we have f (k+1) ∞ = exp(
, it follows that the remainder is upper bounded by exp(
In practice, we face numerical precision for computing the factorials i! and large power of numbers close to zero. In our experiments, we compute the k-th power chi expansions for k = 30.
In our Java implementation, the run for λ p = 0.9 and λ q = 0.3 yields the exponential divergence E(λ p : λ q ) = 108.20108519696437 (closed-form formula), and we list the experimental results obtained for the power chi pseudo-distances and approximations by power chi series in Table 2 .
We report our implementation in Maxima 7 which can use high-precision arithmetic in Appendix B.3.
For the JS generator, the series may either converge (e.g., λ p = 0.1 and λ q = 0.05) or diverge (e.g. λ p = 0.05 and λ q = 0.85).
This vanilla case study can be extended to the case of multinoulli distributions (e.g., discrete distributions with S choices or multinomials with one trial).
Computing N f -divergences (for generators f 1 , . . . , f n ) between two discrete distributions with S choices require O(N S) operations. By precomputing a base of K pseudo-distances χ ± 2 , . . . , χ ± k−1 , we can approximate those N f -divergences in O(KN )-time. This yields a fast approximation scheme for batch approximations of f -divergences when K ≪ S.
Case study: Poisson distributions
The probability mass function (pmf) of a Poisson distribution with parameter λ is
The Poisson distributions form a Discrete Exponential Family [26] (DEF) with natural parameter θ = log λ (with θ ∈ R) and log-normalizer F (θ) = e θ . That is, we can rewrite the pmf as
with θ = log λ the natural parameter [18] belonging to R. Thus the Poisson family is a discrete affine exponential family. The power chi pseudo-distance between two Poissons distributions [20] i χ i (λ p = 0.9, λ q = 0. of parameters λ 1 and λ 2 is given by
The ratio density between two Poisson distributions is
Consider λ q < λ p so that λq λp < 1 (or equivalently θ q < θ p ). The ratio is then maximized at x = 0, and we have M (λ p : λ q ) = exp(λ p − λ q ). Notice that 1 < M (λ p : λ q ) < ∞. The ratio is lower bounded by 0 (i.e., m(λ p : λ q ) = 0).
Thus the exponential f -divergence E(p : q) can be expressed by a series when λ q < λ p :
and the remainder is
Here, the problem is that
However, if we truncate the support to [a, a + 1, . . . , b − 1, b], we can bound f (k+1) (u) ∞ and calculate the χ ± i pseudo-distances because we deal with the case of finite distributions.
Case study: The truncated exponential distributions
Consider the double-sided truncated exponential distributions: The density of an exponential distribution is p(x; λ) = λe −λx for λ > 0 on the support (0, ∞). Its cumulative distribution function is CDF(x; λ) = 1 − e −λx . The exponential distributions form an exponential family [18] with t(x) = −x, θ = λ and F (θ) = − log θ (a convex log-normalizer). The mass function is W D (θ) = e −aθ − e −bθ for an interval domain D = [a, b]. The double-sided truncated exponential distributions has density: exp −θx − log e −aθ − e −bθ θ .
When b = ∞, we get singly truncated exponential distributions: We have W D (θ) = e −aθ and
This is an exponential family with log-normalizer F D (θ) = aθ − log θ. Symbolic computations yield closed-form solutions for the χ ± i divergences (see Appendix). For example, we have when θ 2 > 2 3 θ 1 :
.
Conclusion and discussion
On one hand, it has been proven that the Kullback-Leibler divergence between Gaussians mixture models is in general not analytic [28] . On the other hand, we can express the f -divergences using power chi expansions [20] yielding to power chi series when these expansions converge. When the fdivergence generator is a polynomial, we obtain a closed-form formula for the f -divergence between members of the same exponential families with affine natural parameter space (e.g. isotropic Gaussian, Poisson, von Mises-Fisher, etc.) by using the finite power chi expansions. This polynomial case includes the α-divergences for α = 2k − 1 where k is an integer greater than 2. Table 3 summarizes the power chi expansions of some common f -divergences. Observe that when we precompute or approximate the first k power chi pseudo-distances, we can calculate or approximate quickly the k-order power chi expansions of f -divergences using the basis of χ ± i pseudodistances (see Table 3 ). Thus, we can efficiently approximate a batch of f -divergences using χ ± i look-up tables.
Truncating distributions [11, 9] on a finite compact domain let us bound both the ratio of densities and the chi pseudo-distances, potentially yielding approximation formulae for the f -divergences. Another direction is to approximate the f -generator by a polynomial [25] and then to apply the finite chi expansion of the f -divergence induced by that polynomial approximation of the generator.
Finally, to conclude, let us mention that it is interesting to find examples where the entropy of mixture distributions is analytic (besides the case of mutinomial distributions) since this would also yield analytic formula for the Jensen-Shannon divergence according to Eq. 14.
Additional materials are available online at:
https://franknielsen.github.io/PowerChiExpansionsFdiv/ The f -divergence can be extended to positive measures 9 instead of probability measures [22] . The f -divergence is a separable divergence that can be written as: B Some sanity checks using a computer algebra system
We use the Computer Algebra System (CAS) Maxima. 10 Some code has also been written in Python using Sympy [16] .
B.1 Checking the closed-form formula for are normalized probability densities.
10 http://maxima.sourceforge.net/
