Abstract-Unsupervised recognition of the reflected laser lines from the arc-light-modified background is prerequisite for the subsequent measurement and characterization of the weld pool shape, which is of great importance for the modeling and control of robotic arc welding. To facilitate the unsupervised recognition, the reflected laser lines need to be segmented as accurate as possible, which requires the segmented laser lines to be as continuous as possible to decrease the adverse effect of the noise blobs. In this paper, the intensity distribution caused by the arc light in the captured image is modeled. Based on the model, an efficient and robust approach is proposed, and it comprises six parts: reduction of the uneven image background by a difference operation, spline enhancement to remove the fuzziness, a gradient detection filter to eliminate the uneven background further, segmentation by an effective threshold selection method, removal of the noise blobs adaptively, and clustering based on the online computed slope of the laser line. After the laser line is clustered, a second-order polynomial is fitted to it. Finally, the weld pool is characterized by the parameters of the clustered laser line and its fitted polynomial. Experimental results verified that the proposed approach for unsupervised reflected laser line recognition is significantly superior to the state-of-the-art approach in terms of recognition accuracy.
I. INTRODUCTION
U NSUPERVISED recognition of the reflected laser lines from the weld pool during the gas metal arc welding (GMAW) process plays a fundamental role in online feedback control of the welding process and understanding the complex welding processes. The obtained data can also help validate and improve the accuracy for numerical models that have been the major ways to gain insight into the complex welding processes.
In the past decades, a lot of research has been conducted to measure the shape of the liquid weld pool or control the welding process based on the extracted weld pool information for the gas tungsten arc welding (GTAW) [1] - [11] . Among all these state-of-the-art methods, the measurement methods based on the structured laser patterns have become the mainstream [2] - [10] . Because of the stability of the GTAW weld pool, the structured laser dot pattern is usually used to measure the shape of the weld pool, and the reflected laser dots by the GTAW's weld pool could be imaged satisfactorily. Thus, the imaged laser dots could be extracted robustly by the unsupervised image processing and clustering algorithms.
In comparison with GTAW's weld pool, the GMAW's weld pool is much unstable because the melted liquid metals fall into the pool continually and cause splatters. Though the online measurement of the GMAW weld pool's shape becomes more difficult, the transfer of the metal into the weld pool was also utilized for the control of the welding process [12] - [14] . In [12] , the metal transfer information was extracted by a laser backlight technique with a camera, a laser beam, and a complex optical system. In [13] , the wire extension (the ending position and the starting position of the melt wire) is measured online with a camera and light illumination. In [14] , a simplified backlight system was proposed to measure both the metal transfer information and the wire extension. These research studies are significant because they could provide assistances for the online measurement of the GMAW weld pool. The better controlled more regular droplet development would help to determine when to extract the laser reflection for the measurement of the GMAW weld pool. Although state-of-the-art methods [1] - [18] conducted the metal transfer measurement and the weld pool measurement separately, their fusion is required for better control of the GMAW process.
Before the measurement method based on the structured laser pattern became popular, the GMAW weld pool was sensed directly by a camera [15] . This kind of method lacks robustness because 1) the weld pool is specular and 2) the captured images are strongly affected by the arc light. On the other hand, the measurement method based on laser reflection utilizes the fact that the weld pool is specular and avoids the severe impact of arc light by selecting the optimal imaging distance for the imaging plane [2] - [10] , [16] - [18] . Different from the GTAW weld pool, the unstable weld pool of GMAW might reflect most of the dots out of the scope of the imaging plane. Most importantly, the relative positions for the imaged laser dots by the imaging plane would change unexpectedly. Consequently, the dots on the same line in the pattern might be scattered far away from each other, while the dots on different lines might be scattered to each other closely, which makes the robust and unsupervised clustering these imaged laser dots impossible. To solve this problem, the structured laser dot pattern is replaced with the structured laser line pattern for GMAW weld pool measurement [16] - [18] .
The transfer of the droplets into the weld pool of GMAW makes the weld pool's surface highly dynamic and fluctuating. The position and geometry of the local specular surface that intercepts and reflects the projected laser changes rapidly, which causes the reflected laser rays to change their trajectories rapidly. Consequently, the contrast of laser reflection with the background is much reduced, and the noise becomes prevalent. In [16] - [18] , the structured laser line pattern-based imaging system was used to measure the specular weld pool during the pulsed GMAW process. In both [16] and [17] , Ma et al. used a single camera to capture the reflected laser line images, while Wang [18] used an additional camera for calibration. All these developed imaging systems are affected by the arc light severely. As a result, the backgrounds of the captured images are uneven, which makes the image segmentation challenging. In [16] , the top-hat transfer was used to remove the uneven background. Then, the image is segmented by the thresholding method. In [17] , the fast Fourier transform (FFT) was used to remove the uneven background. Then, the image is segmented by a manually defined threshold. In [18] , a difference method was proposed to remove the uneven background. Then, a flexible threshold selection method was proposed to segment the image. Despite these past efforts in segmenting the reflected laser lines, the segmentation accuracy is limited due to the complexity of the captured images. The research conducted in this paper continues the past efforts in unsupervised monitoring of the GMAW weld pool for online feedback control. The focus of this research work is to promote the past efforts to a high level of measurement accuracy. In addition, the weld pool is characterized with the computed parameters of the reflected laser lines both for quantitative evaluation of the algorithms and for facilitation of online feedback control.
First of all, a more effective image-processing approach is required to segment the reflected laser lines more robustly than those proposed in [16] - [18] . To come up with the most effective solution, the model proposed in [18] was studied in this paper, and the fuzziness of the laser lines was analyzed. The image model was improved by adding the factor of fuzziness. To deal with the noise, a Gaussian weighted moving average filter is used to enhance the captured image. To deal with the fuzziness of the captured image, a 2-D spline function fitting method is proposed to remove the fuzziness from the image. To deal with the uneven background of the captured image caused by the arc light, the difference operation originally proposed in [18] is utilized again. In addition, a gradient feature detection filter is proposed to detect the reflected laser lines, which is more efficient and robust than gray-level co-occurrence matrix (GLCM) method [19] . As a result, the differenced and filtered image could be segmented with a global threshold more robustly. To calculate the global threshold robustly, the slope-difference-distribution-based threshold selection method originally proposed in [20] is utilized in this research work. To cluster the segmented laser lines automatically and robustly, the slope-direction-based clustering method originally proposed in [18] is utilized. To characterize the weld pool with the reflected laser lines, both the curvature and the arc length of clustered laser line are calculated. Finally, the measurement accuracy of the approach proposed in this paper is compared with that of the approach proposed in [18] both quantitatively and qualitatively. The results show that the approach proposed in this paper is significantly more accurate than the approach in [18] . This paper is organized as follows. Section II describes the developed monitoring system for the robotic GMAW system, and two typical images are given. Segmentation of these two typical images by state-of-the-art methods is evaluated in Section III. Section IV analyzes the captured images. The mathematical model of the intensity distribution is derived based on physical laws. In Section V, an effective approach is proposed to recognize and characterize the reflected laser lines robustly. Experimental results and discussion are given in Section VI. Section VII concludes the paper.
II. MONITORING SYSTEM
The monitoring system is illustrated in Fig. 1 . Parallel laser lines are projected onto the specular weld pool surface and reflected onto the diffusive plane P1, which is made up of a piece of glass and a piece of high-quality paper. Thus, the calibrated camera C2 could view the reflected laser lines on the back side. The diffusive plane P1 is parallel to the YZ plane, and the image plane of the calibrated camera C2 is parallel to the diffusive plane P1. The horizontal plane P0 on which the work piece lies is the reference plane z = 0. During calibration, the laser lines are projected by a Lasiris SNF laser with a wavelength of 635 nm onto a horizontal diffusive plane and camera C1 is used to calculate the length of the straight laser lines in the world coordinate system. Then, the horizontal diffusive plane is replaced by a horizontal mirror plane, which reflects the laser lines onto the vertical diffusive plane P1. The calibrated camera C2 is used to calculate the length of the imaged straight laser lines in the world coordinate system [8] . Then, the ratio of the length of the laser line on P1 over the length of the laser line on P0 can be computed, and it will be used during characterizing the weld pool during on line monitoring of GMAW. In the conducted experiment, the computed radio was 41.58. The bandwidth of the camera filter is 20 nm centered at 635 nm. Both camera C1 and camera C2 are fixed independently without attaching to the welding platform to avoid the vibration generated during the welding process.
Although the projected structured laser ray has only a low power of only 20 mW compared to that of the arc light, clear images are still obtained in the presence of the strong arc light. This is because the system shown in Fig. 1 utilizes the propagation difference between the laser ray and the arc light. The arc light intensity decreases by complying with the inverse square law. On the other hand, the laser ray travels in the fixed direction, and its intensity or power loss over the distance is insignificant in comparison with that of the arc light due to the coherent and unidirectional property of the laser light waves. Moreover, the specular surface of the weld pool reflects almost all the projected structured laser rays onto the imaging plane. The optimal distance to image the reflected laser rays is where the arc light has decayed significantly while the laser ray remains clear. Hence, the imaging plane is placed at this optimal distance, where the intensity of the laser ray falling on it is much stronger than that of the arc light. In the conducted experiment, the optimal distance was determined by trial-and-error analysis.
The contact tube-to-work distance is 15 mm. The wire feed speed is 84.67 mm/s, and the welding speed is 3.33 mm/s. The period of the welding current waveform is T = 0.05 s. The base current and the peak current are 70 and 230 A, respectively. Fig. 2 (a) and (b) shows two typical laser line images (with the resolution 360 × 480) captured during the peak current period and the base current period, respectively. During the peak current period, the droplet falls into the weld pool and makes the pool stirred. The reflected laser lines tend to be irregular and interlaced. During the base current period, the droplet begins to take shape, but does not fall. The weld pool is stable and the reflected laser lines tend to be regular and noninterlaced. 
III. EVALUATION OF STATE-OF-THE-ART METHODS FOR LASER LINE SEGMENTATION
For the captured images, the following Gaussian weighted moving average filter is used to reduce the noise
where (x μ , y μ ) is the coordinate of the center pixel in the kernel. σ k is a constant for the kernel, and it is normalized as 1 for the convenience of implementation. The enhanced results for the images in Fig. 2 are shown in Fig. 3 (a) and (b) respectively. The enhanced images are used to evaluate the performances of state-of-the-art methods [16] - [19] . All these state-of-theart methods need global thresholding for laser line segmentation, no matter the threshold is automatically computed [16] , [18] or manual specified [17] . In [16] , the top-hat transform was used to remove the uneven background, so their method is named as the top-hat-based method in this research work. In [18] , the difference operation was used to remove the uneven background, so their method is named as the differenceoperation-based method. In [17] , the FFT was used to remove the uneven background, so their method is named as the FFTbased method. Without loss of generality, the segmentation of the extracted features by GLCM is named as the GLCM-based method. The segmentation results of the two example images by these state-of-the-art methods are shown in Figs. 4 and 5, respectively. As can be seen, the difference-operation-based method achieves the best segmentation accuracy. However, significant parts of the laser lines are missing from the segmented results by the difference-operation-based method, which will significantly decrease the subsequent clustering accuracy and the final weld pool measurement accuracy.
IV. IMAGE ANALYSIS
To come up with the most effective segmentation approach, the captured image is analyzed theoretically in this section. The intensity distribution, I a (x, y) (the subscript a denotes the arc light) of the captured image caused by the arc light at position (x, y) could be modeled mathematically based on the Lambertian reflectance law [21] :
where N is the surface normal at position (x, y). The angle between the surface normal and the incident light is denoted as θ and its unit is degree. C denotes the color value. I denotes the intensity of the incident light, and it is formulated based on the inverse squared law [22] 
where r is the distance between the arc light center and the position (x, y). I 0 is the intensity of the arc light center and is formulated by Planck's law [23] :
where v is the spectral frequency of arc light and h is Planck's constant. c is the speed of the light and k is Boltzmann's constant. T with the unit of Kelvin is the electron temperature of arc light center, which is determined by the welding current that alternates with the frequency of 10 Hz. The frame rate of the camera C1 is set to 300 frames/s during the experiment. Hence, 30 images are captured with different sampled currents at one period of the current wave. The temperature T is determined by the value of the current, and thus, it changes with the current from frame to frame in the time domain. In the same frame, the temperature T is a constant. With (2)- (4), the intensity, I a (x, y) caused by the arc light at the position (x, y) is formulated as
The cosine of the angle between surface normal and the incident light at position (x, y) is computed as
where d is the distance from the arc light center to the diffusive imaging plane. Combining (5) and (6), the following equation is obtained:
For each specific frame of the captured images, the constant part of (7) is denoted as C a and it is formulated as
C a is a constant in each frame and varies from frame to frame with the value of the welding temperature, T .
As can be seen from (7) and (8), the intensity distribution produced by the arc light effect on the captured image is inversely proportional to r 3 , while the distance r is formulated as
where (x 0 , y 0 ) denotes the center of arc light distribution and it may lie outside of the image. Thus, the intensity distribution caused by the arc light can be modeled as The arc light is affected by the additional laser line and can be modeled as
where l(x, y) denotes the intensity distribution of the laser line, and it is formulated as
where A denotes the laser line area, and w is a constant whose value is higher than the average value of the arc light distribution, I a . μ(x, y) is the membership function that represents the fuzziness of the laser line and is formulated as
where L(x, y) denotes the ideal intensity distribution of the laser line. μ L is its mean and σ L is its variance. Combining (1)- (13) , the model of the intensity distribution for the image with reflected laser lines is obtained as shown in (14) at the bottom of the page.
In the above model, the fuzziness μ(x, y) will affect the segmentation accuracy and should be removed or reduced effectively. In addition, the image background is distributed unevenly, and its effect should be eliminated or reduced.
V. UNSUPERVISED RECOGNITION OF THE REFLECTED LASER LINES

A. Proposed Segmentation Approach
The proposed segmentation approach constitutes five parts that are illustrated in Fig. 6 . First, a difference operation [18] is applied to the enhanced image by (1) . The difference operation is formulated as
The fuzziness of the image will make the segmentation of the laser lines sporadic instead of continuous, as shown in Figs. 4 and 5. To deal with the fuzziness μ(x, y) of the image and achieve subpixel accuracy [24] , a 2-D spline [25] function s(x, y) is fitted to the differenced image f (x, y) by minimizing the following energy function:
The second-order GLCM computes the frequencies of a certain combination of two neighboring pixels determined by their distance and angle. This combination reflects the local variation of the image. As can be seen from the intensity model of the captured image formulated by (14) , the intensity distribution of the background varies gradually. Although no global threshold exists for the separation of all the laser lines from the background, the local variation between the laser lines and their neighboring background is relatively large. That is why GLCM can segment the object from the uneven background. To make use of the local variation directly and efficiently, a gradient detection filter is designed to detect the local variation. The gradient is constituted of the size of the gradient N and the direction of the gradient θ, which are determined by the object to be segmented. In this study, the optimum size for the gradient of the laser line is equal to laser line's width and the optimum direction of the detected gradient is perpendicular to the laser line's direction.
The gradient feature detection filter is formulated as
where
where N equals the width of the laser line and determines the size of the kernel. k is a constant. w h and w v are two weighting functions. As can be seen, the product V H is an N by N matrix. R(V H, θ) is to rotate the matrix V H by θ degrees in the counterclockwise direction around its center point. θ is orthogonal to the line direction and is chosen as 90°in this research. After the gradients are detected from the image s(x, y), the gradient feature image g(x, y) is obtained. Then, the gradient feature image g(x, y) is binarized with a global threshold computed by the following threshold selection method, which has
been validated in [20] that it is superior to other threshold selection methods. Most of the state-of-the-art threshold selection methods calculate a global optimization according to some criteria derived from functions with considerable complexity. For the single threshold selection, the derived criteria are based on the assumption that only two classes of gray-level distributions exist and they are distinct. Unfortunately, this assumption is usually not true. For the real image, its histogram distribution usually consists of multiple gray-level distributions, and these distributions overlap near the threshold point, which increase errors for the criterion optimization. That is the main reason for most of the state-of-the-art threshold selection methods to fail in achieving accurate thresholds. In [20] , a robust threshold selection method is proposed to calculate the threshold from the slope difference distribution that is derived from the histogram distribution. As stated in [20] , this slope-difference-distributionbased threshold selection method breaks through the bottleneck problem of state-of-the-art methods in segmenting some types of images, e.g., the muscle cell gradient image and the reflected line image in [18] . This robust threshold selection method is summarized as follows:
The gray-scale values of the gradient feature image g(x, y) are rearranged in the interval, [1, 255] . Its normalized histogram distribution P (x) is computed. Then, the normalized histogram distribution is filtered by a low-pass discrete Fourier transform filter with the bandwidth 10. Two slopes exist for each sampled point on the filtered histogram distribution: the left slope and the right slope. To compute these two slopes, a line model is fitted with N adjacent points at each side of the sampled point. Two slopes at point i, a 1 (i) and a 2 (i), are then obtained. The slope difference s(i) at point i is computed as
The continuous function of the above discrete function s(i) is the slope difference distributions(x). To find the candidate threshold points, the derivative of s(x) is set to zero
Solving the above equation, the valleys V i , i = 1, . . . , N v , of the slope difference distribution are obtained. The position where the valley V i yields the maximum absolute value is chosen as the optimum threshold in this specific application.
After the gradient feature image g(x, y) is segmented with the selected threshold, the binarized image b(x, y) is obtained. Then, a morphological area opening filter is applied adaptively to eliminate small noise blobs, and the filtered binary image b f (x, y) is obtained. For the morphological area opening filter, a large-area threshold (60 in this research work) is selected for the center region, and a small-area threshold (1 in this research work) is selected for other regions of the binarized image. The reason why the binarized image is filtered adaptively is that the clustering algorithm begins from the center region of the image where the noise blob will interfere with the process of finding the starting point. Hence, all of the noise blobs near the center must be eliminated even if occasionally parts of the reflected laser lines are eliminated by the large-area threshold. Once the started point is found correctly, the laser line could be clustered robustly with tolerance of small noise blobs. The segmentation results of the two example images by the proposed segmentation approach are shown in Fig. 7 for comparison with those segmented by state-of-the-art methods shown in Figs. 4 and 5. As can be seen, the proposed approach is significantly more accurate than state-of-the-art methods in segmenting the reflected laser lines during weld pool monitoring.
B. Clustering and Characterization of the Reflected Laser Lines
The clustering method is as follows.
Step 1: The filtered binary image b f (x, y) is divided into two subimages: the left image and the right image.
Step 2: Search from the top to the bottom and from the right to the left to get the starting points during clustering the laser lines in the left image. Search from the top to the bottom and from the left to the right to get the starting points during clustering the laser lines in the right image.
Step 3: For each starting point, 30 points nearest to it are chosen and a line is fitted with them by the following equations:
where (x i , y i ), i = 1, 2, 3, . . . , 30, denote the 30 points nearest to the starting point.
T is the coefficient of the fitted line. The fitted point at x 31 is then computed as
Step 4: Cluster and search for the bright points in the binary image that their distances to the fitted point (x 31 , y 31 ) are smaller than a distance threshold T d determined offline. The 30 fitting points are then updated with the newly clustered points.
Step 5: Repeat Steps 3 and 4 until all the points on the laser lines are clustered. The clustering results based on the segmented results by stateof-the-art methods are shown in Fig. 8 . As can be seen, only the difference-operation-based method clustered the laser lines correctly. However, its clustered laser lines missed significant parts of the practical laser lines. The clustering results of the interlaced laser lines by the difference-based method and the proposed approach are compared in Fig. 9 . As can be seen, the clustering results based on the proposed approach are significantly more accurate.
In the same way as described in [10] , the length, width, and convexity of the weld pool could be calculated from the clustered laser lines and used for modeling and control. In addition, more characterization parameters are calculated, and they could be used for modeling and control potentially. The curvature of the reflected laser line reflects the convexity of the weld pool shape. Hence, the curvature of the reflected laser line is calculated by the following equation: where R is the radius of the fitted circle by the clustered laser line. The arc length of the reflected laser line reflects the size of the weld pool (the combination of the convexity and width described in [10] ). Hence, the arc length is computed as follows. First, a second-order polynomial is fitted to the clustered laser line by the following equation:
where c 1 , c 2 , and c 3 are the coefficients of the fitted polynomial. The clustered results and the fitted lines by the proposed approach for the typical noninterlaced laser lines are shown in Fig. 10 . For comparison purpose, the fitted lines for the clustered results based on the segmentation results by state-of-theart methods are shown in Fig. 11 . As can be seen, the clustered and fitted laser lines by the proposed approach are significantly more accurate than those based on state-of-the-art segmentation methods. The arc length of the clustered laser line is then computed as the arc length of the fitted polynomial
where x 1 and x 2 are the starting position and ending position of the horizontal coordinate respectively. Combining (30) and (31), the arc length is computed as
VI. RESULTS AND DISCUSSION
A. Experimental Results
Among state-of-the-art methods [16] - [19] , only the difference-operation-based method [18] could segment the laser lines with considerable accuracy, as demonstrated in the above section. Hence, the results of the proposed approach are compared with the results of the difference-operation-based method [18] both qualitatively and quantitatively in this section. The qualitative comparisons are shown in Figs. 12-16. As can be seen, the clustered and fitted laser lines by the proposed approach are significantly more complete and accurate than those by Wang [18] . Since the characterization parameters are computed from the fitted laser lines, their accuracies are critical for modeling and controlling.
Equation (29) is used to compute the curvatures of the fitted laser lines by the proposed approach, the approach of [18] , and manually mended lines. The curvature error is computed as the absolute difference between the curvature of the automatically fitted laser line and the curvature of the manually mended lines. The computed curvature errors for the proposed approach and the approach in [18] for these 20 laser lines shown in Figs. 12-16 are plotted in Fig. 17 . As can be seen, the computed curvatures based on the recognized laser lines by the proposed approach are significantly more accurate. The percentage of the curvature error is computed as the curvature error divided by the curvature of the manually mended lines. The results are plotted in Fig. 18 , and the maximum curvature error by the proposed approach is below 5%. The average curvature error of the recognized laser lines by the proposed approach is 0.00003, while the average curvature error of the recognized laser lines by Wang [18] is 0.0004. The average percentage of curvature error of the recognized laser lines by the proposed approach is 0.9%, while the average curvature error of the recognized laser lines by Wang [18] is 10.1%. Equation (32) is used to compute the arc length of the fitted laser lines by the proposed approach, the approach of [18] , and manually mended lines. The arc length error is computed as the Table I .
B. Discussion
For GMAW, the incomplete weld pool penetration will reduce the effective working cross-sectional area of the weld bead, subsequently reducing the weld joint strength. It also causes stress concentrations in some cases, e.g., the fillet and T-joints. On the other hand, excessive weld pool penetration causes meltthrough. A skilled welder achieves complete penetration by adjusting the position and travelling speed of the weld torch based on the information the observed weld pool surface. The extracted visual information by the approach proposed in this paper will be used to control the welding robot to achieve complete weld pool penetration. In [10] , the width, length, and convexity are used to model the GTAW process to learn the behavior of the intelligent human welder. In this paper, the parameters are characterized as the arc length and curvature of the reflected laser line, and they could be used as the inputs to model the GMAW process for the control the welding quality similarly to [10] .
The major contributions of the work include the following. 1) A new approach is proposed in this paper to recognize the reflected laser lines for robotic arc gas metal welding automatically and robustly. Its superiority in recognition accuracy over state-of-the-art approach [16] - [19] is validated both qualitatively and quantitatively, which is critical for the potential welding process modeling and controlling.
2) The clustered and fitted laser lines are characterized by the curvature and arc length, which could be used for GMAW process modeling and controlling [10] . 3) To our best knowledge, the spline function is used to remove the image fuzziness for the first time and its effectiveness in increasing the segmentation accuracy is validated in this paper. 4) A gradient detection method is proposed to segment the line shape object from the uneven background, and its functionality is explained mathematically. 5) This research work builds the foundation to extend the monitoring system in [8] to measure the 3-D shape of the weld pool for GMAW with analytic solutions. 6) Modeling is widely used in control, monitoring, fault detection, and recognition applications. In this paper, the intensity of the captured image is modeled effectively.
Compared to the intensity model in [18] , the fuzziness of the image is added into the model, and it could be reduced effectively by fitting a spline function to the image, which is validated in this paper. 
VII. CONCLUSION
In conclusion, the analysis and modeling of the intensity distribution of the laser line image facilitate the proposition of the effective solution to recognize the fuzzy laser lines robustly and automatically. Based on the image model, an effective approach is proposed to segment, cluster, and characterize the reflected laser lines for the potential robotic GMAW process modeling and control. Experimental results show that the proposed approach is significantly more accurate than the state-of-the-art approach in unsupervised recognition of the reflected laser lines from the GMAW weld pool.
