We aim to construct higher order tau-leaping methods for numerically simulating stochastic chemical kinetic systems in this paper. By adding a random correction to the primitive tau-leaping scheme in each time step, we greatly improve the accuracy of the tau-leaping approximations. This gain in accuracy actually comes from the reduction in the local truncation error of the scheme in the order of , the marching time step size. While the local truncation error of the primitive tau-leaping method is O͑ 2 ͒ for all moments, our Poisson random correction tau-leaping method, in which the correction term is a Poisson random variable, can reduce the local truncation error for the mean to O͑ 3 ͒, and both Gaussian random correction tau-leaping methods, in which the correction term is a Gaussian random variable, can reduce the local truncation error for both the mean and covariance to O͑ 3 ͒. Numerical results demonstrate that these novel methods more accurately capture crucial properties such as the mean and variance than existing methods for simulating chemical reaction systems. This work constitutes a first step to construct high order numerical methods for simulating jump processes. With further refinement and appropriately modified step-size selection procedures, the random correction methods should provide a viable way of simulating chemical reaction systems accurately and efficiently.
I. INTRODUCTION
Traditional deterministic modeling of chemical reactions using ordinary differential equations ͑ODEs͒ may not be adequate for microscopic chemical kinetic systems such as the reaction networks in a single living cell. [1] [2] [3] [4] The deterministic reaction rate equation in the ODE approach is a result of the large volume limit as the number of reacting molecules goes to infinity. 5 When the number of some reactant species is so small that the stochastic effect cannot be neglected, the large volume limit can be misleading and we need to return to chemical kinetics.
Consider a spatially homogeneous well-stirred chemical reaction system. The time evolution of the molecular populations of the reactant species X t can be modeled stochastically by a discrete Markov jump process, 6 where the subscript means the dependence of X on the time t. The fundamental simulation algorithm for this system is Gillespie's stochastic simulation algorithm ͑SSA͒. 7, 8 The SSA is essentially exact because it is rigorously based on the same microphysical principles that underlie the chemical master equation ͑CME͒. 6 Because it needs to simulate every reaction that fires in the system one at a time, it is extremely inefficient for realistic systems where reactions fire very frequently.
To speed up discrete stochastic simulation, Gillespie 9 proposed the tau-leaping method as an approximate simulation strategy. The basic idea of tau-leaping is as follows. First choose a preselected time step that encompasses many reaction events, but not so many that the state of the system will change substantially. Then approximate the number of reaction events during the time interval corresponding to each reaction channel by a Poisson random number. Such a procedure would allow us to leap along the system's history axis from one subinterval of length to the next, instead of stepping along from one reaction event to the next. This tau-leaping simulation method can greatly speed up SSA, but it sacrifices some accuracy.
To estimate the numerical error of the tau-leaping approximation, Rathinam et al. 10 performed a consistency check for the tau-leaping discretization and showed that its local truncation error ͑LTE͒ is O͑ 2 ͒ for all moments of X t . They also proved that the tau-leaping is of first order weak accuracy for the special case of linear propensity functions. Li 11 extended this result to general propensity functions. Moreover, he showed that the time evolution of X t can be described by SDE driven by Poisson type noise and the tauleaping scheme is just a forward Euler discretization with strong order 1/2 and weak order 1 for this SDE.
Considerable work is being done to improve the accuracy of the tau-leaping method. Gillespie 9 originally proposed the midpoint tau-leaping ͑MP͒, which is analogous to the midpoint rule for ODEs. Burrage and Tian 12 proposed the Poisson Runge-Kutta method, which is essentially a reimplementation of the Runge-Kutta methods for ODEs 13 in SDEs driven by Poisson noise. From the numerical results reported, it looks like these methods have significantly improved in accuracy over the primitive tau-leaping. Nevertheless, apparently no rigorous error analysis based on solid mathematical ground has been performed for these methods. The community working on solving SDEs also addresses higher order methods for jump processes. However the results either apply only to the SDEs driven by constant rate a͒ Poisson processes 14 or remain an abstract formula that is not sufficient for implementation ͑Ref. 15, p. 986͒. To the authors' knowledge, all the current simulation methods for chemical reaction systems are of weak order 1. 16 In this paper we propose some highly accurate methods for solving chemical reaction systems and we call them random correction tau-leaping or RC-tau-leaping methods. Our approach is to add a random correction to the Poisson random number in the primitive tau-leaping method. We will show that with carefully chosen random correction terms, second order accuracy can be achieved at least for the mean and covariance of X t , which are the most interesting quantities for its probability distribution function ͑PDF͒. The novelty of our method lies in introducing a correlation between the primitive tau-leaping Poisson term and the random correction term, which is crucial for us to design schemes that are of high order accuracy for covariance. By taking advantage of the Taylor expansion of the CME for the probabilities and the consequent results for moments as derived by Rathinam et al. 10 and matching the LTE up to the second order in the expansion, we obtain the necessary conditions for generating random correction terms that will lead to high accuracy.
The study of LTE is the first step to analyze the accuracy of a numerical scheme. While the LTE of the primitive tauleaping is O͑ 2 ͒ for all moments, 10 we prove that the Poisson-RC-tau-leaping method ͑PRC͒ can reduce LTE for the mean of X t to O͑ 3 ͒; the Gaussian-RC-tau-leaping method version 1 ͑GRC1͒ can reduce LTE for both the mean and covariance to O͑ 3 ͒. Milstein and Tretyakov 17 demonstrated that O͑ 3 ͒ LTE leads to second order accuracy in SDEs driven by Gaussian white noise. We speculate that this is also true for SDEs driven by Poisson noise, although this property has not yet been strictly proven. Then, from the above results for LTE, the PRC is of second order accuracy for the mean and the GRC1 is of second order accuracy for both mean and covariance. This is consistent with our numerical results. We also proposed a variation in the Gaussian-RC-tau-leaping method ͑GRC2͒ that reduces the variance of the random correction and gives more accurate results than GRC1. More research is underway to explain why the GRC2 algorithm is more accurate.
One of our treatments is still open to debate. In GRC1 and GRC2 we choose not to restrict the number of reactions and the population of reactant species to integer values. Otherwise it may happen that the second order conditions in the GRC1 or GRC2 cannot be satisfied. In the authors' opinion, although noninteger valued reaction number and population are physically unrealistic, the simulations remain meaningful in a statistical sense. In other words, the approach is justified by the result that GRC1 and GRC2 do produce a more accurate mean, covariance, and even PDF of the population of reactant species, which is exactly what we want from a pragmatic point of view. In addition, if an integer sample value is needed, one can round X t to its nearest integer at the end of each simulation. Similar treatment is also used in some weak methods solving SDEs driven by Gaussian white noise.
Like the tau-leaping algorithm, the new methods also suffer from the negative population problems, in which the unbounded Poisson or Gaussian random variables may lead to unphysical states with negative species populations. A lot of work addresses this problem for the tau-leaping methods: Chatterjee et al. 18 proposed the binomial tau-leaping method; Gillespie and co-workers [19] [20] [21] developed more robust and efficient leap-size selection strategies. These ideas can also be applied to our new methods. The new methods will be more useful if they can be used to solve stiff systems which usually involve several widely varying time scales. Stiffness is the norm rather than the exception in chemical reaction systems and a lot of work addresses the issue. Relevant papers include Refs. 22-26. Presumably we could incorporate these strategies into our methods to improve accuracy and handle stiffness simultaneously. Systematic study of these possibilities will be a future research topic.
The rest of this paper is organized as follows. In Sec. II, we will briefly review the SSA, tau-leaping, and MP. In Sec. III, we present some theoretical results and then propose our PRC, GRC1, and GRC2. In Sec. IV, we report the numerical results of different chemical reaction systems. Section V presents our conclusions. Proofs for the most important results in this paper can be found in the Appendixes.
II. BACKGROUND
Assume that a well-stirred chemical reaction system has N chemical species ͕S 1 , ... ,S N ͖ interacting through M reaction channels ͕R 1 , ... ,R M ͖. The state of the system is specified by the vector X t = ͑X 1t , ... ,X Nt ͒ T , where X it denotes the number of molecules of the species S i at time t. Each reaction R j is completely characterized by a non-negative propensity function a j ͑x͒ and a state-change vector j = ͑ 1j , ... , Nj ͒ T ͑j =1, ... , M͒. Denote the vector for propensity functions as a͑x͒ = ͑a 1 ͑x͒ , ... ,a M ͑x͒͒ T , and the stoichiometry matrix as = ͑ 1 , ... , M ͒. Rules governing the stochastic evolution of such a system are as follows.
͑1͒
Given the current state X t = x, the reaction R j will fire with probability a j ͑x͒dt during an infinitesimal time interval dt, and the reactions are independent of each other. ͑2͒ If R j fires, then the state of the system is updated as X t + j .
An exact simulation method for the above chemical reaction system is the SSA, which simulates each chemical reaction event, one at a time. 7, 8 It is essentially composed of the following three steps: Algorithm 1. Stochastic simulation algorithm ͑SSA͒.
• Step 1: Sample the waiting time as an exponentially distributed random variable with rate a 0 ͑X t ͒ = ͚ j=1 M a j ͑X t ͒.
• Step 2: Sample an M point random variable k with probability a j ͑X t ͒ / a 0 ͑X t ͒ for the jth reaction.
• Step 3: Update X t+ = X t + k .
Although SSA is exact and simple to implement, its handling of individual reaction events renders it prohibitively slow for realistic simulations where reactions fire very fre-quently. An approximate but much faster simulation procedure is the tau-leaping algorithm. 9 By dividing the system's history axis into a set of contiguous subintervals in which the number of firings for each reaction channel is approximated by Poisson random variable, the tau-leaping algorithm can leap from one subinterval to the next rather than requiring an updating of propensity functions at every reaction event.
Algorithm 2. Tau-leaping algorithm ͑tauleap͒.
• Step 1: Given the state X n at time t n , determine a leap time .
• Step 2: Generate r = ͑r 1 , ... ,r M ͒ T , where r j = P j ͑a j ͑X n ͒͒ are Poisson random variables with rate a j ͑X n ͒.
• Step 3: Update time to t n + and X n+1 = X n + · r. Essentially, the tau-leaping scheme is the forward Euler discretization for SDEs driven by the state-dependent Poisson processes. 11 In a mathematically nonrigorous form, the SDEs describing the chemical reaction system satisfy
in the infinitesimal sense, where P j ͑ j ͒ are independent Poisson random variables with parameter j , and X t− = lim sϽt,s→t X s . A rigorously justified formulation may be found in Refs. 27 and 28. Integration of Eq. ͑1͒ from t to t + gives
where Ͼ 0 is a small time increment. Generally, the integrals ͐ t t+ P j ͑a j ͑X s− ͒ds͒ cannot be calculated exactly. In the tau-leaping approximation, the propensity functions a j ͑X s ͒ are treated as constants in the time interval ͓t , t + ͒. Under this approximation, the integrals in Eq. ͑2͒ become
which explains step 2 in Algorithm 2 and this procedure is analogous to the explicit Euler method for ODEs. When applying tau-leaping algorithm to simulate Eq. ͑1͒, it will introduce some systematic error, i.e., errors that cannot be reduced by increasing the sample size. It has been proven by Rathinam et al. 10 and Li 11 that the tau-leaping method is of weak order 1. Considerable work is being done to improve the accuracy of the tau-leaping method. Gillespie 9 originally proposed the MP. The basic implementation of this algorithm is as follows. Algorithm 3. Midpoint-tau-leaping ͑MP͒.
• Step 2: Compute X
Here ͓·͔ means round off to the nearest integer.
• Step 3: Generate r = ͑r 1 , ... ,r M ͒ T , where r j = P j ͑a j ͑X ͑1͒ ͒͒.
• Step 4: Update time to t n + and X n+1 = X n + · r.
The idea behind this algorithm is similar to the midpoint rule for ODEs: in the time interval ͓t n , t n + ͒, it takes the estimated value of X at t n + / 2 instead of freezing the value of X at t n . The MP can significantly improve accuracy in many cases. However we will show later that the LTE of MP for the covariance of X cannot be O͑ 3 ͒. So at least for covariance MP does not have second order accuracy.
III. RANDOM CORRECTION TAU-LEAPING METHODS
In this section, some highly accurate methods for simulating chemical reaction systems will be proposed. More precisely, the PRC method is believed to be of second order accuracy only for the mean; the GRC1 and GRC2 methods are believed to be of second order accuracy for both the mean and covariance. First let us state some mathematical definitions and propositions that will help to clarify the rationale behind the new methods.
In designing a numerical scheme for simulating Eq. ͑1͒, the goal is to find approximations of the integrals r j ‫ء‬ Ϸ͐ t t+ P j ͑a j ͑X s ͒ds͒ , j =1, ... , M. Then Eq. ͑2͒ transforms into
where r ‫ء‬ = ͑r 1 ‫ء‬ , ... ,r M ‫ء‬ ͒ T . All the numerical schemes in the paper have this form. An analysis of its LTE is the first step for rationalizing the construction of a numerical scheme.
Following Rathinam et al., 10 we define the qth order weak consistency of the pth moment of X for the numerical scheme ͑4͒ as follows.
Definition 1 (weak consistency). Let X t n and X t n + be the exact solution of Eq. (1) at time t n and t n + , respectively; X n and X n+1 be the simulation of Eq. (1) using numerical scheme (4) at time t n and t n + , respectively. The pth moments of the increment X t n + − X t n and X n+1 − X n are E x ͓͑X t n + − X t n ͒ p ͔ and E x ͓͑X n+1 − X n ͒ p ͔ , respectively. Here E x ͓·͔ denotes the expectation conditioned on X t n = X n = x and ͑X t n + − X t n ͒ p is the shortcut for the p-fold tensor product. We say that the numerical scheme (4) 
Here the norm ʈ · ʈ can be any suitable norm such as the induced 2-norm for tensors. Remark 2. Straightforwardly, we can define qth order consistency for the covariance as
Since 
Eq. ͑4͒, they showed that the numerical pth moment E x ͓͑X n+1 − X n ͒ p ͔ matches the first order terms in the exact expansion for all p. So the LTE of the tau-leaping method for all moments is O͑ 2 ͒, indicating that the tau-leaping scheme is weakly first order consistent.
To develop weakly higher order accurate methods, naturally one asks its LTE to be O͑ 3 ͒ for all moments. Actually we do not know how to accomplish this. So instead, we try to construct numerical schemes that have higher order LTE for the most important parameters of a PDF. More precisely, we present in Sec. III A the Poisson random correction tauleaping method, whose LTE is O͑ 3 ͒ at least for the mean; and in Sec. III B the Gaussian random correction tau-leaping method, whose LTE is O͑ 3 ͒ at least for both the mean and covariance. Our approach is to add a random correction r to the primitive tau-leaping term r so r ‫ء‬ = r + r. More importantly, r is generated conditioning on r. We find that the new methods are much more accurate than the primitive tauleaping algorithm.
A. Poisson random correction tau-leaping method
Define the M ϫ M matrix function ͑x͒ = ͑ jk ͑x͒͒ as jk ͑x͒ = a j ͑x + k ͒ − a j ͑x͒.
͑6͒
In what follows, we will denote a j ͑x͒ as a j and ͑x͒ as when the context is clear. The following proposition provides a guideline to design numerical schemes that are second order consistent for the mean.
Proposition 1. Assume that we have a numerical scheme X n+1 = X n + · r ‫ء‬ , where r ‫ء‬ = r + r. r is a vector with M mutually independent components r j = P j ͑a j ͑X n ͒͒ , j =1, ... , M. Given X n = x, if the components of r satisfy
then the scheme is of second order consistency for the mean. Remark 4. Note here and in what follows the conditional expectation of r j given the initial X n = x can be represented with E x ͓E r ͓r j ͔͔ since r j is generated conditioning on r, which is conditioning on x.
Remark 5. In proving all of the propositions in this paper, it will be helpful to keep in mind that the mean and covariance properties of the independent Poisson random variables,
Proof. Please see Appendix B. ᮀ This proposition shows that to achieve second order consistency for the mean, the random correction r only needs to satisfy Eq. ͑7͒. In fact, there are many such r to make Eq. ͑7͒ hold. For example, it can be easily verified that r j = sgn͑ j ͒P j ͉͑ j ͉͒ with the following choices of j are acceptable.
Note that r and r are mutually dependent in the first two choices, while they are mutually independent in the last one.
In fact, the independent property in the last case allows us to generate r j ‫ء‬ = r j + r j as a Poisson random variable in one pass, that is, r j ‫ء‬ = P j ͑ j ͒, where
͑8͒
Thus we have the following numerical scheme:
Algorithm 4.
Poisson random correction tau-leaping ͑PRC͒.
• Step 1: Given the state X n at time t n , compute the matrix ͑X n ͒ and determine a leap time .
• Step 2: Generate Poisson random variables r j
where j is defined in Eq. ͑8͒.
• Step 3: Update time to t n + and X n+1 = X n + · r ‫ء‬ .
Remark 6. In step 2 of the above algorithm, we actually
Theoretically it is possible that j Ͻ 0 in a system with multiple reactions if j Ͻ 0 and is too large. In fact, j Ͻ 0 implies ͉r j ͉ Ͼ r j , i.e., the correction terms dominate the primitive tau-leaping terms, which should never happen because intuitively the correction r j should be small compared with r j . This problem can be avoided with properly selected . More precisely, we could impose j Ͼ 0 as a necessary condition to limit the time step size so that It is easy to check that the LTE of PRC for the mean is reduced to O͑ 3 ͒. For other moments, the LTE is still O͑ 2 ͒. Let us take a closer look at Eqs. ͑6͒ and ͑8͒. If we take the approximation
without considering that the magnitude of k may not be small, substitute it into Eq. ͑8͒, we obtain
Note that the physical meaning of the term ͚ k=1 M ͑ / 2͒a k lk is the expectation of the amount of change in X l in a time length of / 2, assuming the reaction rates are frozen at a͑x͒. So a j ‫ء‬ is just the estimated reaction rate at the midpoint of time. In this sense, PRC is another type of MP. While the primitive MP tries to estimate the midpoint value of X, the PRC tries to estimate the midpoint value of the reaction rate a ‫ء‬ . The computational effort for these two methods is almost the same. Unlike the MP, where the estimated midpoint value X ͑1͒ needs to be converted to integers in step 2 of Algorithm 3, we can directly use real-valued estimated reaction rate a ‫ء‬ . What is more important, we can prove that the LTE of PRC for the mean is O͑ 3 ͒, while there is no such result for MP.
B. Gaussian random correction tau-leaping method
Now we construct methods with LTE to be O͑ 3 ͒ for both the mean and covariance. This is not so easy because for systems with multiple reactions the reactions are coupled together; hence, intuitively, the number of firings for each reaction channel during the time interval ͓t n , t n + ͒ should be correlated. In order to achieve higher order accuracy, the components of r ‫ء‬ in Eq. ͑4͒ should be mutually dependent. Otherwise, as the following proposition shows, in general, a numerical method cannot be second order consistent for the covariance.
Proposition 2. For a numerical method solving Eq. (1) with the form (4), if the random variables ͕r j
‫ء‬ ͖ are mutually independent, then, in general, it cannot be second order consistent for the covariance of X. Proof. Please see Appendix C. ᮀ It is easy to check that the ͕r j ‫ء‬ ͖ in MP are mutually independent, so as we mentioned earlier that MP cannot be second order consistent for the covariance. To introduce correlations to the components of r ‫ء‬ , our strategy is to generate r conditioning on r, while still keeping the components in r to be mutually independent. The next proposition gives a sufficient condition of generating such r so that Eq. ͑4͒ satisfies second order consistency for both the mean and covariance.
Proposition 3. Assume that we have a numerical scheme X n+1 = X n + · r ‫ء‬ , where r ‫ء‬ = r + r. r is a vector with M mutually independent components r j = P j ͑a j ͑X n ͒͒ , j =1, ... , M. Given X n = x , if the components of r satisfy
then the scheme is second order consistent for both the mean and covariance.
Proof. Please see Appendix D. ᮀ Based on this proposition, we now propose a scheme for choosing r so that it satisfies all four conditions above. Given r as stated in the proposition, let r be a vector with M mutually independent components r j with the mean and variance conditioning on r to be, respectively,
where ͚ jk Ͻ0 means the summation with respect to such k that jk Ͻ 0, and
It is demonstrated in Appendix E that such an r satisfies all four conditions in Proposition 3.
Remark 7. For consistency it is required that if a j ͑x͒
=0 then jk Ն 0 in Eq. (10) . This is true since when a j ͑x͒ =0, we have jk = a j ͑x Now we have the following GRC1 method, which is weakly second order consistent for both the mean and covariance.
Algorithm 5.
Gaussian random correction tau-leaping version 1 ͑GRC1͒.
• Step 1: Given the state X n at time t n , compute the matrix ͑X n ͒, and determine a leap time .
• Step 2: Generate the random vector r whose components are mutually independent Poisson random variables r j = P j ͑a j ͑X n ͒͒.
• Step 3: Generate random vector r conditioning on r, whose components are mutually independent Gaussian random variables with mean E r ͓r j ͔ and variance Var r ͓r j ͔ as in Eqs. ͑10͒ and ͑11͒, respectively.
• Step 4: Update time to t n + and X n+1 = X n + · ͑r + r͒.
During the implementation of this algorithm, we identified a modification that makes it much more accurate for chemical reaction systems with multiple reactions. Note that the second term on the right hand side of Eq. ͑10͒ makes no contribution to E x ͓E r ͓r j ͔͔, E x ͓E r ͓r j r k ͔͔, and E x ͓r j E r ͓r k ͔͔ up to 
͑13͒
If Var r ͓r j ͔ Ն 0, we directly generate r j with this mean and variance. Otherwise, we select k such that jk Ͻ 0, add the term ͑a k r j / a j − a k ͒ jk / 2 to the right hand side of Eq. ͑12͒, add − 2 a k jk to the right hand side of Eq. ͑13͒, and then check if Var r ͓r j ͔ Ն 0. We iterate in k until a non-negative Var r ͓r j ͔ is obtained. Such an iteration will definitely end because in the worst case we would get Var r ͓r j ͔ = ͑ 2 / 2͚͒ k=1 M a k ͉ jk ͉ Ն 0, which is the same as the GRC1. The r j thus obtained in the modified approach may have a smaller variance yet all four conditions in Proposition 3 still hold. We name the modified algorithm Gaussian random correction tau-leaping version 2 ͑GRC2͒. Algorithm 6. Gaussian random correction tau-leaping version 2 ͑GRC2͒.
• Step 3: Calculate
•
Var r ͓r j ͔ ª Var r ͓r j ͔ − 2 a k jk .
Step 5: Generate the random vector r, whose components are mutually independent Gaussian random variables with the mean E r ͓r j ͔ and variance Var r ͓r j ͔ given above.
• Step 6: Update time to t n + and X n+1 = X n + · ͑r + r͒.
For the convenience of the reader, we list some important features of the tau-leaping, MP, PRC, GRC1, and GRC2 in Table I .
C. Implementation issues

Leap-size selection
So far we have not discussed how to determine the time step size . For realistic systems, using an adaptive leap-size selection procedure can greatly improve the efficiency. There are several leap-size selection procedures for the tau-leaping method. Here we briefly review two of them that will be tested with our new methods.
Define 
Gillespie 9 originally proposed a leap-size selection procedure which is to take 
͑18͒
The difference between the two procedures is that only the change in the mean of a is considered in the first, while the changes in both the mean and variance of a are considered in the second. Cao et al. 21 proposed a more robust version, but since in this work our major interest is the scheme itself, not the step size selection, we will not incorporate this in our code.
From Eqs. ͑9͒ and ͑14͒ we can see that the matrix is a discrete approximation of the matrix f. To save computational cost, we use to replace f in Eqs. ͑15͒ and ͑16͒ and then use Eqs. ͑17͒ and ͑18͒ to select the leap-size . The same is used to determine the random corrections in the new methods.
Computational efficiency
The computational costs needed by the tau-leaping, the MP, and the PRC are relatively the same. In PRC, we need the M ϫ M matrix defined in Eq. ͑6͒ to estimate the mean of r ‫ء‬ . However the same can be used in the leap-size selection procedure to determine . There will be no noticeable computational overhead compared with the more timeconsuming random number generating processes.
Approximately the computational costs are doubled for the GRC1 and GRC2 compared with the tau-leaping because the random variables needed by them are doubled in each time step. However, the GRC1 and GRC2 can be more efficient than other methods because they have much better accuracy. This will be shown in Sec. IV.
IV. NUMERICAL RESULTS
We apply the tau-leaping, MP, PRC, GRC1, and GRC2 to four chemical reaction systems. In the first two systems, exact solutions for the mean and variance can be obtained. In the other two systems, the mean and variance sampled from the SSA are considered to be exact values. Note that since there is only one reaction in the first two systems, the GRC1 and GRC2 are exactly the same, and they are simply called GRC. For the other two systems, the GRC1 and GRC2 are effectively different.
In order to demonstrate the order of accuracy, we follow a procedure that is widely used in the numerical study of ODEs. We simulate X t from time t =0 to t = T, advancing by a fixed time step size . If the sample size is large enough, the statistical fluctuations in E j , the sample mean of X j with step size , can be neglected. Then we doubled the step size to 2 and obtain the sample mean E j 2 . If the simulation method has pth order accuracy for the mean, there exists a constant C such that
It follows
the absolute error of the mean will be approximately four times larger when the step size is doubled. In addition, the log-log plot of the absolute error of the mean over the step size will be a straight line with slope 2. The same is true for the variance. These substantiate the order of accuracy.
A. System 1: S \ 0 "
For this system the propensity function is a͑x͒ = cx, where the rate constant c = 0.1. The state-change vector is = −1. The initial condition is set to X 0 = 10 000. The mean and variance can be solved explicitly,
For this system the GRC1 and GRC2 are identical, in which r satisfies E r ͓r͔ = r − 2 2 a ͑19͒ since = −0.1Ͻ 0. We simulate the reaction from time 0 to T = 10.4 using different step sizes. We plot the absolute errors of mean and variance in Fig.  1 . The sample size is as large as 10 8 so that the magnitude of statistical fluctuation is small. It shows that for this system, tauleap has first order accuracy for mean and variance; PRC has second order accuracy for mean and first order accuracy for variance; GRC has second order for mean, for variance it is not a straight line ͑the error of variance for GRC is so small for this system that statistical fluctuation become significant͒; MP has first order accuracy for variance, while for the mean it shows second order accuracy only when is large. This phenomenon that the second order property is lost as gets small is perhaps due to the rounding of X ͑1͒ . An interesting discussion of this irregular behavior of rounding may be found in Ref. 10 .
In Fig. 2 we plot the histograms of X T for different methods. The histogram of tauleap has large deviations from SSA; GRC shows the best performance in capturing the PDF.
B. System 2: S \ 2S
This system has one reaction with propensity function a͑x͒ = cx, where the rate constant c = 0.1. The state-change vector is = 1. The initial condition is X 0 = 400. The exact mean and variance of X T can be solved explicitly,
The major difference from system 1 is that we have = 0.1 Ͼ 0, which causes the second term in Eq. ͑19͒ to vanish so that E r ͓r͔ = 2 r.
͑20͒
We plot the absolute errors of mean and variance in Fig.  3 . The sample size is 10 8 for each sample mean and variance. For the mean, PRC and GRC are almost identical, showing convergence of the order of 2; MP seems to have no order relation for this system. For the variance, all methods fit in straight lines ͑for GRC there is a little statistical fluctuation when the error is extremely small͒. It clearly shows that GRC improve the order of accuracy of the variance compared with other methods. We can see that the errors of the sample mean and variance for GRC when = 1.6 are Ϫ4.171 and Ϫ47.846, respectively. To achieve the same accuracy using the tauleap method, one needs = 0.1 when the errors are Ϫ5.830 and Ϫ47.564, respectively, which means for this particular case, GRC is eight times more efficient than tauleap.
In Fig. 4 we plot the histograms of X T for different methods. The histogram of tauleap has large deviations from SSA; GRC shows the best performance in capturing the PDF.
C. System 3: The Michaelis-Menten system
The Michaelis-Menten system describes the kinetics of some enzymes. It involves four species participating in three chemical reactions. The chemical reactions are We can see that tauleap shows significant deviations from SSA. The other three methods can capture the PDF quite well. The histogram distance appears in Table VI .
Detailed simulation of this system can be found in Ref. 29 . In our implementation, the rate constant c = ͑1 ϫ 10 −4 , 0.5, 0.5͒ T , the propensity function is a͑x͒ = ͑c 1 x 1 x 2 , c 2 x 3 , c 3 x 3 ͒ T , and the initial value of X is X 0 = ͑1000, 200, 2000, 0͒
T . We simulate the system in the time interval ͓0,6͔ with sample size equal to 10 6 . For this system, GRC1 and GRC2 behave differently. As Figs. 5 and 6 show, the absolute errors of mean of both methods are quite similar, but for variance GRC2 is more accurate than GRC1. GRC1 shows second order accuracy for the variance of both X 1 and X 2 . Due to the statistical fluctuation, the error of variance for GRC2 does not form a straight line. Strangely, when goes from 0.4 to 0.8, the absolute error of the variance of X 2 for GRC2 grows 12 times. Above all, for both GRC1 and GRC2, the overall picture of second order accuracy for both mean and variance is still valid.
Histograms obtained from 10 6 samples of X 1 and X 2 using different step sizes are plotted in Figs. 7 and 8. For relatively large , it is evident from the figures that GRC2 achieves outstanding performance in capturing the PDF.
D. System 4: A more complicated system
This system involves 8 species and 12 reactions. 30 The chemical reactions, propensity functions, and initial values used in our implementation are listed in Tables II and III . We simulate the system in the time interval ͓0,3͔ with sample size equal to 10 6 .
The log-log plots and histograms of X 1 and X 7 are given in Figs. 9-12. It shows that the four improved methods-MP, PRC, GRC1, and GRC2-all have comparable accuracy for the mean of both X 1 and X 7 , and also for the variance of X 1 . However, for the variance of X 7 , the accuracy of MP and PRC are even worse than that of tauleap, while GRC1 and GRC2 still show very good accuracy. It appears that MP and PRC can significantly improve the accuracy of the mean, but the errors of variance for these methods are somehow unpre- Table IX. dictable. On the other hand, GRC1 and GRC2 have approximately second order accuracy for both the mean and variance. So if we demand small error in both the mean and variance, using GRC1 and, especially, GRC2 will be more effective.
E. System 4 with adaptive leap-size selection
In all the above examples, the step sizes in each sampling are fixed. Here we will test the performance of the new schemes with adaptive leap-size selection. Two leap-size selection procedures are reviewed in Sec. III C 1.
For system 4, both procedures ͑17͒ and ͑18͒ work for the tauleap method if ⑀ is not too big. However for the GRC1 and GRC2, the difference between these two strategies is drastic: if we use Eq. ͑17͒, negative population is likely to happen during the simulation even when the parameter ⑀ is very small; if we use Eq. ͑18͒, then there will be no such problem. This example reminds us that when applying the new methods, we should be careful in selecting the leap size. It should be possible to design a more robust leap-size selection strategy for GRC1 and GRC2. We speculate that it must be related to their numerical stability. For now, we just recommend the leap-size selection procedure ͑18͒ and plan to study this in the future.
We test all the five methods for system 4 using adaptive leap-size selection procedure ͑18͒ with ⑀ = 0.01 and ⑀ = 0.005, respectively. For a sample size of 10 6 , the errors of mean and variance for each species are presented in Tables XXII-XXV. For the mean, it seems that, the four improved methods have comparable accuracy ͑statistical fluctuations are relatively large for this system͒ and their improvements over tauleap are evident. For the variance, the errors of variance of X 5 and X 7 are very large for MP and PRC, but they are small for GRC1 and GRC2, which shows their advantage. For ⑀ = 0.01, GRC1 seems less accurate than MP and PRC. However for ⑀ = 0.005, GRC1 is more accurate than both. GRC2 is more accurate than MP and PRC even for ⑀ = 0.01 and it is the most accurate scheme of all.
V. CONCLUSION
Some highly accurate methods for simulating spatially homogeneous well-stirred chemical reaction systems are proposed. The idea of the new methods is to add random correction to the primitive tau-leaping term. More precisely, in the new methods, the vector r ‫ء‬ approximating the number of firings of each reaction channel in a time interval ͓t 0 , t 0 + ͒ is generated in two steps. The first is to generate Poisson random vector r, which is the same as the primitive tau-leaping. Next is to generate a random correction vector r according to certain conditions. The final approximation is the sum of the two parts, r ‫ء‬ = r + r. The novelty of our methods is that the The sample mean and variance of 10 6 simulations using the SSA is considered the exact value. For this system, GRC2 differs from GRC1. For the mean, tauleap shows first order accuracy, while the PRC, GRC1, and GRC2 show second order accuracy and MP shows no clear order relation. For variance, tauleap, MP, and PRC show first order accuracy, while GRC1 and GRC2 are of second order accuracy. Note that even though MP and PRC give a more accurate mean than tauleap, they are less accurate than tauleap for variance. GRC1 and, especially GRC2, have good accuracy for this system. Error values are presented in Tables X and XI. 6 . ͑Color online͒ ͑System 3, X 2 ͒ Absolute errors of sample mean and variance of X 2 at t = 6 with a sample size of 10 6 . The behavior of these methods is essentially the same as the case for X 1 . Note that the accuracy of GRC2 for variance is much better than the others. Error values are presented in Tables XII and XIII. random correction r is generated conditioning on r. This allows us to design schemes that are of higher order accuracy at least for the mean and covariance of X t , which is one first step towards high order accuracy method for simulating jump processes.
In this paper three examples of RC-tau-leaping schemes are proposed, namely, the PRC, GRC1, and GRC2. Their improvement in accuracy comes from the fact that these schemes have higher order LTE for moments of X t . It has been shown that the LTE of the primitive tau-leaping is
O͑
2 ͒ for all moments. 10 Our first objective is to reduce the LTE of a scheme to O͑ 3 ͒ just for the mean. This is a relatively simple task and there are many alternatives for choosing such a random correction. In the PRC scheme, we adapted a simple form in which r ‫ء‬ can be generated in one pass. At the end of Sec. III A we demonstrated that, from another perspective, the PRC can be considered a variation in the MP. The major difference between the two is that 6 samples. It clearly shows that the GRC1 and, especially GRC2, capture the PDF of X 2 better than the other methods. For = 0.2, GRC1 and GRC2 are almost identical with SSA, while for tauleap, MP, and PRC the error is quite obvious. The histogram distance appears in Table XV. while the MP tries to estimate the midpoint of the population of reactant species X t , the PRC tries to estimate the midpoint of the propensity functions a. Numerical results show that the PRC is more accurate than the MP.
The next goal, which is more interesting and challenging, is to reduce the LTE of a scheme to O͑ 3 ͒ for both the mean and covariance of X t . We proved in Proposition 2 that this goal cannot be achieved unless the components in r ‫ء‬ are mutually dependent. We introduced a correlation among components in r ‫ء‬ by generating r conditioned on the previous approximation r. This is the central idea behind the RC tau-leaping methods. By matching the coefficients in the Taylor expansion of the exact mean and covariance of X t up to O͑ 2 ͒, we presented in Proposition 3 a sufficient condition for r that leads to second order consistency for both the mean and covariance.
Both the GRC1 and GRC2 satisfy the second order condition in Proposition 3, and numerical results indeed show second order accuracy for them. Their difference lies in the procedure for generating the random correction r. In the GRC1, r is generated according to Eqs. ͑10͒ and ͑11͒, which is in a concrete form and easier to understand. The modification in the GRC2 aims to reduce the variance of the components in r. The approach is not very systematic, but the numerical result is much better than those of GRC1. We speculate that keeping the variance of the components in r as small as possible is beneficial for the method's accuracy and stability. However more study is needed to understand this mechanism and to develop methods that are even faster and more accurate. Here we can see that for the variance of X 7 , the performances of MP and PRC are worse than those of tauleap. The GRC1 and GRC2, however, still preserve second order accuracy for both the mean and variance. Error values are presented in Tables  XVIII and XIX. The new methods presented in this paper can be directly applied to chemical reaction systems for which the tauleaping method is suitable. The PRC, which improves accuracy while requiring almost the same computational effort, can be used as a replacement for MP. The GRC2, which is probably better than the GRC1, seems to be more promising for simulating chemical reaction systems. It doubles the computational cost of the tau-leaping method, but greatly improves accuracy. Numerical results show that it can be more efficient overall than other schemes. Finally we mention that, in simulating complex chemical reaction systems, one still needs an adaptive step-size selection procedure. There exist several step-size selection strategies, but they have only been tested with the tau-leaping method. As seen in Sec. IV E, for system 4, the leap-size selection procedure ͑17͒ works fine in the tau-leaping method but suffers from the negative population issue if applied to GRC1 and GRC2. We believe that analyzing the stability property will provide Table XXI. insight in designing more robust leap-size selection procedure for the new methods, rendering them even more efficient. 
