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Introduction. 
Development of economic approach to criminal behavior goes back to Nobel Prize winner Garry 
Becker who revitalized already forgotten since the end of XVIII century Bentham idea of cost-
benefit analysis an offender is confronted by when matching profit of crime against the pain of 
punishment. The new theory has created collision between its rational offender approach and 
traditional in social science approach viewing a criminal as deviant (Eide 1999, p. 346, 352.). 
It is almost stylized fact among criminologists and social scientists in the world that development is 
criminogenic. The simple explanation to this phenomenon: there are more gains to potential 
offenders in rich society such as more movable property that can be misappropriated. However, it is 
not clear whether rich countries have higher rates for different types of crime. Crime may be a 
source of income for the poorest part of population. Rich society can, on the one hand, protect 
citizens from poverty and on the other hand, not only have strong law enforcement but also provide 
more valuable social assistance to destitute people than developing countries. On another pole, 
people in poor countries may have more incentives to property crime but do not have much 
opportunities to perform a crime. Thus, we can expect that neither rich nor poor countries have 
highest property crime rates but rather middle income countries. Such societies may have more 
inequitable distribution of wealth1 and higher social tension, which results in violence, the most 
serious form of criminal activity. 
There are some caveats for empirical research on crime. Conclusions about criminogenic 
development are based on available information about observed criminal incidence but not the real 
picture. Indeed, official total crime rate in higher income countries is a lot more than in lower 
income countries (see Figure 1 in Appendix). More than a half of the crime rates comprise crimes 
against property. Thus, the most common crime is theft, followed by burglary; whereas violent 
crime, consisted of homicide, robbery and assault, constitute a minority, on average 10-15 per cent 
of all reported crimes (Newman 1999). But there are some suspicions about reliability of official 
                                                          
1 What we observe in contemporary world when compare GDP per capita and Gini in different countries. 
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crime statistics. There are many reasons why crime in developing countries can be severely 
underreported. First, as long as registration procedure is involved, quality of different public 
institution such as law enforcement and criminal justice should be taken into account. Week police 
and justice system, when it is underfinanced by budget could lead to other incentives of policemen 
and judges, such as illegal activity, including tense relationship with criminals and corruption. In 
such countries police often registries only easy solved criminal cases. This might be the case in 
those countries where police activity is evaluated by ratio of cleared crimes, which can be 
artificially manipulated by selective registration2.  Second, the value of damage from crime is lower 
in poor countries but costs of investigation is relatively higher, thereby causing inactivity in 
reporting crime to police and police inquiry. Third important reason of underreporting is incredulity 
people receive police activity with, which may also be the consequence of abovementioned 
weakness. Thus, we see that underreporting could be closely related to economic and public 
institution underdevelopment. Human development is also can be associated with higher reporting 
rate. Better educated people could have more open life position and report about crime to police and 
insist on its registration and investigation. But on the other side better education can also lead to 
more intellectual and sophisticated crime like forgery, fraud, embezzlement, malversation rather 
than ordinary theft. Moreover, such offenders can escape unpunished and undetected. Therefore, 
both quality of human capital and its distribution among crime-prone people and law enforcers is 
crucial in the magnitude of registered crime rate and structure of crime. 
We see that there are many reasons not to believe to official crime statistics. As a result, most of 
research on crime is based on homicide statistics, which looks to be less seriously underreported. 
Recent Global Report on Violence by WHO demonstrates that the death rate from violence, which 
includes homicides and suicides, is highest in the middle income countries. The Russian Federation 
is on the third place in the world rating following Columbia and El Salvador, whereas high income 
countries are on the bottom of the list. 
                                                          
2 The Russian Federation is an excellent example of such a situation. 
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The general motivation of this project is to look at crime on the micro level. A little is still known 
about the link between offenders and victims and their individual characteristics. Existing empirical 
and statistical evidence convey the suggestion that an offender and a victim are in close age cohorts 
of population but differ significantly in other characteristics. While a detected criminal is on 
average poor, quite young, and not well educated male as we may judge about prison inmates, a 
victim is often a young, employed, and possibly better-educated person. On the other hand we are 
interested to study not only individual but macro indicators that might influence these groups. Say, 
if income and education inequalities in society are low then contrast between two groups is not 
large and therefore, risk of individual victimization should be lower. There is nothing to redistribute 
in this relatively homogeneous society. The main goal of the project is to contribute to analysis of 
micro characteristics of a victim combined with macro information. 
In this project we want to raise two major hypotheses. The first is more general. Is this a case that 
economic development is criminogenic as many scientists believe and victimization risk is higher in 
a rich country and in a country with more inequality? The second problem is more concrete. 
Personal victimization can be higher with individual wealth but lower with higher individual 
protection. 
In order to test both hypotheses one should possess the plausible and comparable cross-country 
criminal data, which fortunately exists and is collected by UN international crime victim surveys 
(ICVS) in a number of countries in several sweeps since 1989. Development in those countries 
should also be measured in comparable units. World Development Indicators is the best source of 
such data.  Although direct effect of development on crime is not well understood in cross-country 
comparison and even industrialized countries can have both very high crime rates (USA, Australia, 
and England) and low crime rates (Japan), a researcher will be closer to solution of the problem 
studying it on the micro level especially having for analysis international micro data. 
In the theoretical model presented in this paper we consider a heterogeneous group of offenders and 
a potential victim. We present a simple theory showing what individual risk of victimization can be 
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expected in the heterogeneous society with crime-prone agents. Based on this model empirical 
equation will be derived allowing testing basic hypotheses. 
The evaluation of the personal risk to be a victim is based on personal crime victim experience. In 
the empirical analysis we will be able to use not only personal characteristics (gender, age, 
education, income, family size, risk to be in criminal situation) but also community indicators, 
which are potential offenders characteristics (average educational level, variance of education, 
average income per capita, income inequality).  
Obtained results in the project can help us to place Russia on the world map of economic and 
human development and explain why it is perceived as having the worse criminal situation than 
most other industrialized countries. 
This paper consists of four main parts. In the first part we overview existing literature. In the second 
part extended distributional Becker model of a victim and a rational offender is presented. The third 
part includes data description, methodology of cross-section econometric estimation and regression 
analysis with results discussion. In the last section we briefly discuss policy implications. 
 
1. Literature review. 
Theoretical approach to the link between crime and development includes modifications of Becker 
model (Becker 1968). A simple economic approach without mathematically elaborated theoretical 
model but with explanation of what relation can be expected between development indicators and 
crime was suggested in (Fajnzylber et al 1998, Andrienko 2001). 
Bourguignon (1999) put Becker model into a simple distributional framework. According to his 
elementary model the crime rate positively depends on the ratio of criminal benefit and wealth of a 
criminal and the extent of poverty as measured by the proportion of poor. Moreover, it depends 
negatively on crime-deterrent variables (probability of detection and the size of the penalty relative 
to wealth) and on the extent of honesty within society. Unfortunately, this very simple model tells 
us only simple story why poor people with low enough honesty level steal from rich. It tells nothing 
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about crime of rich against rich and poor. More importantly, the roles of inequality in wealth 
distribution in such extremely polarized society and inequality in human development are not 
explicitly described. 
Empirical literature in economics of crime provides a plenty of different results, often contradicting 
each other. Panel data analysis for one particular country usually presents a negative link between 
income measure and crime rate (US, Russia, and Germany). Previous evidence from the case of 
Russia based on econometric analysis of Russian regions suggests that violent crimes (homicide) 
are declining with higher income but rising with higher inequality in distribution of income 
(Andrienko, 2001). Recent studies on US data (e.g. panel data in Fowles and Merva, 1996, cross-
section in Kelly, 2000) as older ones present (basically significant) negative impact of income on 
crime and positive effect of inequality. Entorf and Spengler (1998) have estimated supply-of-
offences functions for different crime categories using panel data of the German regions. Higher 
income and income inequality are found to be associated with higher crime rates. 
Some authors warn of careful cross-national comparison of crime rates with a firm understanding of 
the differences between the countries being compared (Hellman and Alper, 1997) as the problems 
of underreporting and use of different indicators (the number of offences known, the number of 
arrests, court cases, convictions) have caused the greatest methodological concern (Archer and 
Gartner 1984). However, some of the previous empirical studies use in the analysis only those types 
of crime that less suffer from underreporting, while most other papers ignore this problem (Soares, 
2001). 
Usual conclusion in cross-national studies is that higher income (significantly or not) and income 
inequality lead to higher crime level (e.g. Fajnzylber et al, 2000 study of homicide and robbery) but 
this is based on official rather than actual data. As it was recently shown (Soares, 2001) if reporting 
error is accounted for, income per capita does not have any significant effect on some types of 
crime. This is the common conclusion for the most accurately reported homicide rate. It is the least 
underreported type of crime as it presents both the most dangerous for society violent personal 
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crime and easy found evidence of committed crime. Homicide rate is usually found to be declining 
(significantly or not) with higher income (Fowles and Merva, 1996, Fajnzylber et al, 2000, 
Andrienko, 2001). The same could be true for other types of crime as well after accounting for the 
underreporting problem but this result would contradict to the hypothesis of criminogenic 
development. 
There is some evidence that reporting rate measured by the ratio of official crime rate and 
victimization rate is positively correlated with income per capita (Soares, 2001). It is strange, 
however, that the author comes to the result that for cross-country regression there is not 
statistically significant relation between reporting rate and educational level, income inequality, 
urbanization, and number of police force.  
Micro data is not so often met in crime research. Existing analysis is usually based on victimization 
surveys. Thus, the individual victimization is shown to have a positive link with individual income 
deciles (Bourguignon, 1999, for theft and robbery in Brazil). In US this link is more complicated. 
Victimization in general was shown to be more concentrated among poor but violence is 
independent on victim’s income (Levitt, 1999). Studies based on victimization surveys usually 
concentrate researcher’s efforts on some characteristics of the victims. The most prominent studies 
are looking for individual, household and community indicators that determine the higher risk to be 
a victim of some types of crime. Fajnzylber et al (2000) reviewed the six case studies of Latin 
American cities, where probability to be a victim depends on individual variables (gender, age, 
years of education, employment status, alcohol consumption, and firearm ownership), social and 
economic characteristics of the household (number of household members, single-parent families, 
and household income) and community indicators (unemployment rate, number of police per capita, 
average income per capita, average level of education, and the presence of drug and alcohol 
distribution centers). Three categories of explanatory variables are introduced sequentially either to 
logit or to probit models. As a general result of these case studies, being male, employed, young and 
alcohol user significantly increases personal victimization risk. Household and community 
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characteristics, which were found to raise probability of being a victim, are single-parent family and 
lower average level of educational attainment of the population respectively. Additional hypotheses 
and problems to be studied remain, however, especially with respect to the role of economic 
development. This very fruitful approach will help us to realize empirical part of our project. 
Van Kesteren et al (2001) have analyzed individual risk factors of victimization in 17 industrialized 
countries using data from ICVS in 2000. They have found in particular that town size, income, 
juvenility, risky life-style, and week guardianship are significant risk factors but gender and 
educational level are not. 
The theoretical model we are constructing in the project resembles approach suggested by Myers 
(1982). In his paper, an offender has a choice between crime and work, both are assumed to be risky 
activities. If returns to crime and work are i.i.d. with normal distribution, then crime rate is shown to 
be a function of means and variance of both distributions and their covariance. Using individual 
victimization data for US cities, the linear specification of the crime function was estimated, but not 
clear significant results are obtained except for the negative sign for the variance of return to crime. 
 
2. Victim and offender model. 
2.1. Case of a victim and an offender. 
Here we present a distributional model of a rational victim and heterogeneous rational offenders. To 
simplify its presentation, assume first, there are two agents. The first is a potential offender who can 
meet the second agent, a potential victim, and considers an opportunity to commit a crime against 
him. The potential offender is assumed to be rational and risk neutral. The offender obtains an 
additional positive utility b in case of committing the crime, loses a part of initial utility u in the 
case of punishment. Additionally, the offender has disutility d of committing the crime, which is the 
cost of criminal activity due to the stings of remorse. Agents know the exogenous probability of 
punishment ‘p’, 10 ≤≤ p  and the size of fine ‘f’, 10 ≤≤ f . Crime is committed only if expected 
utility after crime is higher than initial utility 
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(1)  ( ) ( ) ( ) udufpubp >−⋅−⋅++⋅− 11  
In more compact form this inequality reduces to 
(2)  ( ) dufpbp +⋅⋅>⋅−1  
In other words the expected gains from crime should exceed the expected losses to the criminal 
from law enforcement at least on the level of disutility.  
In its turn, the potential victim has the probability of meeting with the offenderµ, 10 ≤≤ µ . We 
assume that this probability depends upon the individual characteristics and the victim individual 
behavior, e.g. risky life-style. For simplicity we do not consider any links between µ and the 
victim’s wealth and potential losses from crime. Therefore, the probability of suffering from crime 
for the victim is equal either to 0 or µ. 
(3) ( ){ }dufpbpProbP +⋅⋅>⋅−⋅= 1µ  
This probability is the non-decreasing function of the offender's additional utility b and 
probabilityµ, and non-increasing function of the offender's initial utility u and disutility d.  
Proposition 0. Probability of suffering from crime rises with µ, does not fall with b and does not 
rise with u and d. 
The proof of the proposition is straightforward. 
 
2.2. Extension to the case of heterogeneous offenders. 
This simple model can be extended to continuous case with one victim and the heterogeneous 
population of offenders. The additional utility a criminal can receive from the victim is equal to b. 
Additionally, probability of the victim to meet an offender is set to be µ, 10 ≤≤ µ . Assume the 
potential offenders have normally distributed initial utility ( )2уm,u~N  and disutility ( )2гM,d~N . 
For simplicity of computations, the two random variables are assumed to be independently 
distributed. Expected risk to suffer from crime for the victim is equal to the product of probability 
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of meeting a criminal and probability of crime committing. Therefore, the individual victimization 
risk (VR) can be presented by expression with double integration  
(4) ( ){ } dadyaydufpbpVR MN
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densities of normally distributed random variables w and h correspondingly. 
Further we derive properties of the victimization risk. Note, that defining cumulative distribution 
function as ∫=
x
mN dyyxF
0
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)()( 2σρ , victimization risk is presented by the single integral 
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Then, the following seven propositions hold. 
Proposition 1. Individual victimization risk VR  rises with additional utility b. 
Proposition 2. Individual victimization risk VR  falls with mean disutility M. 
Proposition 3. Individual victimization risk VR  rises with disutility variance γ for those victims, 
who have Mmb +< , i.e. who are not attractive to the mean criminal, does not change for a victim 
with Mmb += and falls for others. 
Proposition 4. Individual victimization risk VR  falls with mean initial utility m. 
Proposition 5. Individual victimization risk VR rises with initial utility variance σ for those victims 
who have Mmb +< , does not change for a victim with Mmb += and falls for others. 
Proposition 6. In an especial case, when behavior of the offenders is determined by only one 
random variable (say, by disutility when there is no punishment in the model) all results remain.  
In the next section we will be testing hypotheses generated by these propositions. However, there is 
one more interesting result, which we can not test within this project because it needs panel data set 
for aggregate crime rate but not individual data. 
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Proposition 7. If ( )2,BN~b δ  and const=µ  then the total expected crime rate in the model 
( )∫ ∫+∞
∞−
+∞
∞−
⋅⋅⋅⋅−⋅−⋅= dbdaabafpbpFCR mNBNMN )()()1( ),(),(),( 222 σδγ ρρµ  rises with mean additional 
utility B and falls with mean disutility M and mean initial utility m. In case when 
( ) MmfpBp +⋅⋅<⋅−1 , the total expected crime rate rises with variances of additional utility, 
initial utility, and disutility δ, σ, and γ. Expected crime rate falls with these parameters in case of 
diverted inequality. 
The proofs of all propositions are given in Appendix. 
 
3. Empirical part. 
3.1. Data description. 
The main data source is the International Crime Victim Survey (ICVS), which was organized by 
United Nations Interregional Criminal Justice Research Institute (UNICRI) with a purpose to use 
standardized approach to look at a household’s experience with crime across the large number of 
countries. Four sweeps of ICVS were conducted by this time in which 68 countries have 
participated. The first was done in 1989 in 17 industrialized countries; the second covered 11 
industrialized in 1992, 13 developing countries and 6 countries in transition; the third involved 12 
industrialized countries, all but one countries in central and east Europe, and 15 developing 
countries in 1996 and 1997; and the last round included 17 industrialized and 27 developing and 
transitional countries in 2000 and 2001. Almost entire database with the exception of last round for 
developing and transitional countries is available at www.unicri.it. There are eleven types of crime 
presented in each round of the survey: car theft, theft from car, car vandalism, motor-cycle theft, 
bicycle theft, burglary, attempted burglary, robbery, personal theft, sexual incident, assault&threat. 
Most of them are household or individual property crimes and only sexual incident and 
assault&threat are crimes against person. Fieldwork was done in the form of face-to-face interview 
in developing countries and countries in transition (sample usually includes 1,000 representative 
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respondents from the largest city or in few cases from several cities, but in some countries either 
additional 200 persons from rural areas was added or a national sample was used) while CATI 
method, interviews by telephone, was used in developed countries (sample of between 1,000 and 
2,000 households was drawn by random dialing the telephone number). A random household 
member above 16 years of age was interviewed in each case. We described the sample used in the 
analysis, including the number of observations for each country and year, in Table 1a in Appendix. 
For the empirical analysis we excluded three types of crime: motorcycle and bicycle theft (they can 
not be included in car related crimes) and attempted burglary (one round of the survey has omitted 
it). Other types of crime were aggregated by three broad categories: car related crimes against 
household (includes 3 types: car theft, theft from car, and car vandalism), violent crimes against 
person (2 types: sexual incident and assault&threat), and property crimes against person and 
household (3 types: burglary, robbery, and personal theft). 
In order to demonstrate how crime is linked to inequality, crime rate from the national victimization 
surveys were taken and combined with inequality data from WDI 2002. Figure 2 in Appendix 
shows relationship between victimization rate for all mentioned types of crimes in 2000, excluding 
attempted burglary, and Gini index and an upward trend line for 20 countries from ICVS 2000. 
Thus, the lowest crime rate among 20 countries is 21 per 100 inhabitants in Japan, while the largest 
is observed in England and Wales, 55 per 100 population. Therefore, even in such traditionally 
secure country as Japan, a man may have a feeling of unsafety, as during life expected number of 
crimes is substantial even in Japan. 
In Russia, presented in the survey by Moscow, estimated eleven-type crime rate was 80 per 100 
inhabitants in 1995 reducing to 52 in 1999. The latter number is very close to urban areas crime rate 
in Western Europe and to cities in Central-Eastern Europe but less than crime rate in four capitals of 
Latin American countries: Argentina, Columbia, Costa-Rica and Brazil, in which crime rate 
exceeds 100. 
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All empirical results obtained in this paper are based on actual rather than official recorded crime. 
As we already discussed in the introduction, official crime is underreported and latent crime seems 
to be depended upon the level of economic development. Using international victimization data we 
calculated eleven-type crime rate per 100 population (see statistics in Table 1b in Appendix). As a 
result, completely different picture for crime is obtained, see Figure 3 in Appendix. In spite of 
increasing with income official crime rate shown on Figure 1, the victimization rate reveals pretty 
much the same if not lower crime rates in developed countries compared to the rest of the world.  
Moreover, if we exclude higher income countries, crime rate seems to be increasing with income, 
result consistent with the hypothesis of criminogenic development. A simple graphical study of 
relation between inequality and crime also uncovers interesting results. As Figure 4 in Appendix 
demonstrates, victimization is increasing with Gini index, the measure of income inequality. Crime 
is reaching its maximum values in mentioned four Latin American and African (Zimbabwe) 
countries with the highest disparity in income distribution. 
Now we need to answer the question how to use the data. First we want to figure out, what can 
approximate additional utility to an offender which he seeks from a victim. We may expect richer 
people may provide an offender with more ponderable additional utility regardless of whether he 
commits a property crime or violence. If this is a case, then a household from a higher income 
group could have more victim experience. Indeed Tables from 6 to 8 in Appendix shows this fact 
for all three categories of crime, especially distinctively for car related crimes. In addition to the 
relative attractiveness of a victim, presented by the household income group, we may find measures 
for the absolute income. These include car ownership3, the number of cars in the household and the 
personal level of educational attainment. As Table 5a and 5b in Appendix present, a richer 
household tends to own more cars and a randomly chosen household member tends to have better 
education. More absolute income may lead to more crime victimization. Thus, mean years of 
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education of those who was victimized is higher than for non-victims. Again, we demonstrate in 
Tables 9-11 in Appendix victimization is increasing with number of cars among car owners. 
However, we observe, that victimization from violence for non-owners is the same as average 
victimization while the victimization from property crimes is maximum for them.  
The measures of variance and mean of initial utility are approximated by Gini index and GDP per 
capita. GDP was adjusted by PPP in order to allow for the international comparison and then 
recalculated in constant 1989 dollars. Mean number of cars in a region seems to be the better proxy 
for wealth because it can be calculated for a particular region of the survey. Though there is very 
high correlation between GDP per capita and mean number of cars, 0.7, GDP is country average 
and may not exactly correspond to the income in a region.  
It is not easy to find a proxy variable for the distribution of disutility from crime. When population 
is well educated, it is probably more law-abiding and has high disutility from crime. Such people 
have better understanding of moral harm a victim suffers. Therefore, disutility of crime is not only 
connected with feeling of remorse but reflects disutility of victims. These two factors result in 
avoidance of committing ordinary crimes by better educated people. For the empirical purpose, we 
will use the mean and variance of the individual years of education as the proxy for the mean and 
variance of criminals’ disutility. 
It is necessary in addition to take into consideration an urbanization effect in the empirical part, 
which is traditionally recognized as the very powerful crime factor. More crimes can be found in 
metropolitan areas. We represent this effect by town size. 
Software we are using for model estimation is STATA 7, recommended by professionals for 
research, especially in cross-sectional, panel, and survey data (Kolenikov 2001).  
 
 
                                                                                                                                                                                                
3 Car ownership may indicate not only higher income of a household but also serve as a measure of protection against 
some property crimes, such as personal theft and robbery, most of which are perpetrated on the streets and public 
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3.3. Individual data estimation. 
Individual data is not the panel data set as the surveys did not use the same cohort of individuals 
because of long time period between surveys. Therefore, the panel data estimation technique is not 
feasible. For the pooled data set we can run a core regression in which we include all basic variables 
from the model 
ijttjtjtjtjt
ijtijtijtijt
TSizeGiniMCarGDPpc
NcarDumCarIncomeVictim
εγααα
ββββ
++⋅+⋅+⋅
+⋅+⋅+⋅+=
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3210
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Notations in the model are: ‘Victim’ a count data, showing number of times a person ‘i’ living in a 
region ‘j’ was victim during a previous year ‘t’; ‘Income’ a household income quartile, from lowest, 
1, to highest, 4; ‘DumCar’ a dummy for car owners; ‘Ncar’ the number of cars in a household, from 
0 to 5 (5 includes household with more than five cars);‘GDPpc’, mean income (GDP) per capita 
PPP adjusted in constant 1989 $; ‘Mcar’ the mean number of cars in a region; ‘Gini’ a measure of 
inequality in income, Gini index4; ‘TSize’ the size of a town, measured in thousands of population; 
‘ tγ ’ a year dummy; ‘εijt’ an error term of the model. Two variables, GDPpc and TSize, are taken in 
logs in order to make them normally distributed. 
The Poisson regression model is implemented for the estimation of the model, as it is usually 
explored model for count data with large number of zero observations in the econometrics (Greene, 
p.880). The model is estimated with maximum likelihood techniques. We used the option ‘cluster’ 
of data by a region which specifies that the observations are independent across regions (clusters) 
but not necessarily within regions (see STATA 7 manual). Clustering replace regional fixed effects 
in the model. Fixed effects for regions do not allow using regional mean variables in the same 
regression. The region is defined broadly in the survey. It is either a city or a rural place in most 
                                                                                                                                                                                                
transportation. 
4 Easy to show that Gini coefficient is the increasing function of income variance. Under standard assumption of 
lognormally distributed income, [ ]σ,~ mLNinc  income inequality looks like 1
2
2 −

Φ⋅= σGini , where 
)(⋅Φ is the standard normal CDF. 
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cases. In a national survey it is a representative part of the country in each of the four geographical 
ends, for example, the south-east.  There are 280 regions, on average 5 in a country. Regression 
results does not change in case when we cluster data by countries, but without clustering standard 
deviations of estimated parameters are too low for country’s mean variables. 
First we run the more general regression with dummy for income quartiles and dummy for the 
number of cars. Results of the regressions for three types of aggregate crimes can be found in Table 
12 in Appendix. The lowest income quartile and no owners of car are the base groups excluded 
from the regression in cases of property and violent crimes, and the four cars is the base group in 
car related crimes since only owners of car should be included in the regression. The table reports 
incidence rate ratio (IRR), which is the victimization of the particular group relative to the base 
group. For example, among car owners the highest income household has experienced 18 percent 
more crimes against cars than the household from the lowest income quartile with the similar 
number of cars; the household with one car has 49 percent less car related crimes than the 
household with four cars from the similar income group. F-tests of joint significance of group 
coefficients are not rejected on 5 percent confidence level in all case, but for violent crimes F-test 
rejects joint significance of income groups, p-value is 0.70. The latter means the victimization from 
violence of the household from any of the three income groups is not significantly different from 
the lowest income group. One may also note from the results that IRR is generally increasing with 
income group and with number of cars. The coefficient for GDP per capita shows that when country 
income is increasing as much as 2.7 times (log is increasing by one) then the victimization from 
property crimes falls by 23 percent but victimization from violence grows by 28 percent. 
Having found the positive effect of household wealth on victimization we run the regressions in the 
suggested specification form without car and income dummies. Instead of GDP per capita we are 
using a more accurate measure of the mean income, the mean number of cars in a region. It was 
calculated from the database and has a very large correlation with GDP per capita, 0.77. The table 
below summarizes the general results of the empirical part.  
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Table 15. Core regression*.    
 Car 
crimes
Property 
crimes 
Violent 
crimes
Income quartile 1,05*** 1,04**  
Car ownership (0-no, 1-yes)  0,83*** 0,83***
Number of cars 1,31*** 1,14*** 1,12***
Gini 1,01*** 1,02*** 1,02***
Mean number of cars 0,74*** 0,78** 1,57***
Town size, log 1,15*** 1,16*** 1,11***
No. obs 82869 127403 155463
F-test for joint significance of 
year dummies, p-value 0,0000 0,0000 0,0000
*Here and below coefficients are incidence rate ratios. The stars denote statistical 
significance of coefficients: * significant at 10%; ** significant at 5%; *** significant at 1%. 
 
Results reveal very significant effect of household wealth on the victimization from different types 
of crime. Car ownership reduces the risk of the victimization. Thus, the results do not show 
statistically significant difference between victimization of the households, which are no car 
owners, and those, which have only one car. A household which owns one car seem to be richer 
than no owners but this car serves as protection against property and violent crimes. But every 
additional car leads to 12 percent more violent crimes against a household member, 14 percent more 
personal and household property crimes and 31 percent more crimes against cars. At the same time 
moving from the lowest income quartile to the highest one causes rich household to be a victim 15 
percent more car related crimes and 12 percent more crimes against property than the poor 
household, keeping the same number of cars. However, in a region with one more mean number of 
cars, for any comparable household the number of car related crimes and property crimes is 26 and 
22 percent lower, respectively, but the number of violent crimes is 57 percent higher. One 
additional point in income inequality in the country (on the scale from 0 to 100) leads to 1 per cent 
more car related crimes and 2 percent more violence and crime against property. And the last result 
says that victimization from any types of crimes is highest in a metropolis. Thus, for example, a 
household from a 6 million inhabitants city has the risk of victimization two times as much as a 
comparable household from a small town with 5 thousand population. 
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In order to check whether mean income and inequality in income distribution have significant and 
independent on each other impact on crime, we include instead of one variable the interactive term, 
GDPpc*Gini. Therefore, two additional models were estimated for each type of crime. We show 
these six regressions in Appendix, Table 13. All results obtained in the previous model for income 
and inequality remain. Income inequality significantly raises the victimization in case when 
inequality grows and mean income does not change. The victimization from property crimes 
declines and the victimization from violence increases when mean income, measured by mean 
number of cars, rises and inequality are stable. 
Additionally we estimate the wide model with other individual characteristics and proxy for 
disutility 
ijttjt
jtjtjtjtjtijtijt
ijtijtjtijtiijtijtijt
TSize
VEducMEducGiniMCarGDPpcRiskHSize
EducNcarDumCarIncomeAgeGenderVictim
εγα
ααααββ
βββββββ
++⋅
+⋅+⋅+⋅+⋅+⋅+⋅
+⋅+⋅+⋅+⋅+⋅+⋅+=
5
432187
6543210
][  
In addition to the variables explored in the core model it includes ‘Gender’ and ‘Age’, the 
individual characteristics; ‘Educ’ the individual educational attainment equal to the number of years 
of education; ‘HSize’ the household size; ‘Risk’ the variable estimating risky life-style, it shows 
how often during a weak an individual is going out in the evening for recreational purposes; 
‘MEduc’ the mean number of years of education in a region; ‘VEduc’ the variance of years of 
education in a region. 
Unfortunately, as it was already mentioned, some explanatory variables are available only for the 
less number of the survey sweeps, e.g. education. Therefore, the model with education can be 
estimated for sub sample with years 1996, 1997 and 2000. We first run the regression on the large 
sample without educational variables. In this case the sample reduced by 10 percent compared to 
the core regression sample. The following results were obtained. 
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Table 16. Wide regression without educational variables.    
 Car 
crimes
Property 
crimes 
Violent 
crimes
Gender (0-female, 1-male) 0,95** 0,93** 0,64***
Age 0,99*** 0,98*** 0,96***
Household size 0,97*** 0,996 0,94***
Frequency of going out 1,03*** 1,04*** 1,08***
Income quartile 1,04** 1,02  
Car ownership (0-no, 1-yes)  0,78*** 0,77***
Number of cars 1,32*** 1,12*** 1,09***
Gini 1,01*** 1,02*** 1,01***
Mean number of cars 0,71*** 0,81** 1,59***
Town size, log 1,16*** 1,15*** 1,1*** 
No. obs 75707 114183 136780
F-test for joint significance of 
year dummies, p-value 0,0000 0,0000 0,0000
 
All additional individual characteristics are found to be significant as one can expect for micro level 
data. The victimization risk is lower for males, decreasing with age and the number of household 
members, and increasing with the frequency the individual is going out in the evening for any of 
three types of crime. Young people, especially females, who are not under the oversight of relatives, 
in consequence, are the most victimized category of population, apparently, due to the worse 
protection against an offender. Other estimated coefficients have the same size and significance as 
in the core regression. 
Finally, we did the estimation of the wide model with the three educational variables. The sample 
reduced twofold due to omitted educational questions in the initial rounds of the survey. The results 
of the wide regression are reported in Table 14 in Appendix. We did not find statistically significant 
influence of the mean and variance of education in most cases. Only variance of educational level in 
a region leads to more victimization from property crimes. The results reveal also that better 
education of a person increases its chance to be a victim of personal and household property crimes 
and car related crimes for the household. In the mean time, another income variable, the household 
income group, looses its significance. The third income related variable, the number of cars 
continues to be significant in two regressions, but is insignificant for violence. More correctly, car 
owners are found to be better protected against violent crimes. Therefore, it is not very clear what 
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exactly, education, income or number of cars, if any, reflect the attractiveness of a victim to a 
violent offender. However, the household wealth presented in the analysis by these three variables 
does show a positive relationship with property crime victimization, especially with car related 
crimes. 
 
4. Implications. 
The aim of the project was to find links between crime, wealth and inequality. Existing empirical 
evidence does not provide unambiguous conclusions. The major problem here is unreliable 
recorded crime statistics. Especially this problem is severe in cross-country dimension. We show 
that problem of underreporting is more pronounced in the developing world and hence, is linked 
with economic and human development. 
The project explores newly available international micro data on household experience with crime. 
Micro data seems to overcome the general problem of underreporting since individuals do not have 
so large intention to suppress a crime as those who are responsible for its investigation. In spite of 
the conclusion about criminogenic development, which is based on officially recorded crime rates, 
micro level data does not reveal that developed countries have more ordinary crime rates.  
Using the simple probabilistic model of criminals and a victim, we show that the individual risk of 
crime victimization is an increasing function of the additional utility received from the victim and 
of the means and variances of the initial utility and disutility (from committing a crime) distribution 
for criminals. 
We tested the model on international crime victim data using three broad categories of crime: car 
related crimes against household (includes 3 types: car theft, theft from car, and car vandalism), 
violent crimes against person (2 types: sexual incident and assault&threat), and property crimes 
against person and household (3 types: burglary, robbery, and personal theft). Three proxies for 
individual wealth were explored: income group, educational level, and car ownership together with 
the number of cars. We find that individual wealth is closely connected with the risk of crime 
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victimization. Better-educated person from a rich household with the large number of cars more 
often becomes the victim of property crimes. However, car ownership serves as protection against 
property and violent crimes. Two proxies describing the distribution of the initial income were 
studied. Mean income was approximated by GDP per capita and mean number of cars. Variance of 
initial income was represented by income inequality measure, Gini index, which is increasing 
function of the variance of lognormally distributed income. It was shown that income inequality 
leads to higher risk of individual victimization for any type of crime. This is the most robust 
empirical result for different type of crime ever obtained in Economics of Crime literature. 
All results we obtained are consistent with the predictions of the theoretical model. However, we 
find that the mean income, measured by GDP per capita or the average number of cars has in 
general ambiguous impact on crime. While the risk to be a victim of property crimes decreases with 
the mean income, the victimization from personal crimes grows with it. This might be, in particular, 
when property is better protected than a person in a rich country thereby providing an offender with 
more additional utility from violence but not from property grabbing. Alternative plausible 
explanation of this phenomenon is that there is no perceptible punishment for the violent behavior. 
This hypothesis is supported by ICVS, showing that only 7 percent of victims of sexual incidents 
and 37 percent of suffered from assault and threats have reported to police in European countries in 
2000, and these are the least reported crimes among surveyed (Del Frate and Kesteren, 2002). 
Therefore, costs of punishment for a violent offender almost disappear and the mean income per 
capita reflects mostly gains. 
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Appendix. 
1. Proofs of the theoretical propositions. 
In order to simplify the proof of the propositions, one may note, that 
)()()(
))(,(),( 22
akdakdaa kMkNMN ⋅⋅= ⋅⋅ γγ ρρ  and consider the probability that sum of two independent 
random variables ( )2,mN~ σξ  and ( )2,MN~ γψ  is less than the constant b:  
(6) { } ( ) daaabFb MNmN∫
+∞
∞−
⋅−=−<= )(ProbV ),(),( 22 γσ ρψξ  
Proof of Proposition 1. Using the rule for integral parameter differentiation we immediately receive 
that ( ) 0)(
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V
MNmN γσ ρρ  . 
Proof of Proposition 2. First, we find the derivative of the normal density by parameter М:  
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Then we note, that the derivative by variable x has the same view with the opposite sign and 
therefore we come to the formula with differential 
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Using this result and the rule of integration by parts we derive that 
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The first term in the last expression disappears because ( ) 0lim
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Proof of Proposition 3. As above, first of all, we find the derivative of the normal density by 
parameterγ :  
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Using this partial derivative and the definition (6) we get the derivative 
(10) ( )



 ⋅−⋅−−⋅−
=∂
∂⋅−⋅=∂
∂
∫
∫
∞+
∞−
+∞
∞−
adaMaabFV
da
a
abFV
MNmN
MN
mN
)()(
)(
)(
),(2
2
),(
),(
),(
22
2
2
γσ
γ
σ
ργγ
µ
γ
ρµγ
 
Separately we calculate the integral 
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Inserting this result to the previous equation and noting that the second term is equal to –V by its 
definition we find finally, that  
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The last step is to show that 
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The row of simple calculations gives us  
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Finally, we get the desired integral 
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Proof of Proposition 4 and 5. There is no special need to give the proofs of these propositions, 
because they already were done. It is sufficient to note, that both initial utility and disutility are 
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equal independent random variables. Therefore, results obtained for one of them are true for 
another. 
Proof of Proposition 6. The proof of this proposition literally repeats the proofs of previous 
propositions with additional passage to the limit to zero for the mean and variance. 
Proof of Proposition 7. The proof of more general proposition also relies on formulas we have 
already received. One additional step is needed to calculate the third integral. But this in principle 
was already done in derived results. 
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2. Descriptive tables and regression results. 
 
Table 1a. Number of observations by country and year of the survey.     
 1989 1992 1993 1994 1995 1996 1997 2000 Total 
Albania 0 0 0 0 0 1200 0 0 1200 
Argentina 0 998 0 0 0 1000 0 0 1998 
Australia 2012 2006 0 0 0 0 0 1994 6012 
Austria 0 0 0 0 0 1507 0 0 1507 
Belarus 0 0 0 0 0 0 989 0 989 
Belgium 2060 1485 0 0 0 0 0 2497 6042 
Bolivia 0 0 0 0 0 996 0 0 996 
Botswana 0 0 0 0 0 0 641 0 641 
Brazil 0 1016 0 0 0 1000 0 0 2016 
Bulgaria 0 0 0 0 0 0 1075 0 1075 
Canada 2074 2152 0 0 0 2133 0 2073 8432 
Catalonia 0 0 0 0 0 0 0 2909 2909 
Czech Republic 0 1221 0 0 0 1801 0 0 3022 
China 0 2000 0 0 0 0 0 0 2000 
Colombia 0 0 0 0 0 0 1000 0 1000 
Costa Rica 0 981 0 0 0 999 0 0 1980 
Croatia 0 0 0 0 0 0 990 0 990 
Denmark 0 0 0 0 0 0 0 3007 3007 
Egypt 0 1000 0 0 0 0 0 0 1000 
England 2006 2001 0 0 0 2171 0 1945 8123 
Estonia 0 1000 0 0 1173 0 0 0 2173 
Finland 1025 1655 0 0 0 3830 0 1782 8292 
France 1502 0 0 0 0 1003 0 1000 3505 
Georgia 0 1382 0 0 0 1137 0 0 2519 
Germany (Western) 5274 0 0 0 0 0 0 0 5274 
Hungary 0 0 0 0 0 756 0 0 756 
India 0 1039 0 0 0 1200 0 0 2239 
Indonesia 0 3235 0 0 0 1398 0 0 4633 
Italy 0 2024 0 0 0 0 0 0 2024 
Japan 0 0 0 0 0 0 0 2209 2209 
Kyrgyzstan 0 0 0 0 0 1750 0 0 1750 
Latvia 0 0 0 0 0 1395 0 0 1395 
Lithuania 0 0 0 0 0 0 1175 0 1175 
Macedonia 0 0 0 0 0 699 0 0 699 
Malta 0 0 0 0 0 0 1000 0 1000 
Mongolia 0 0 0 0 0 1200 0 0 1200 
Netherlands 2000 2000 0 0 0 2008 0 2000 8008 
New Zealand 0 2048 0 0 0 0 0 0 2048 
Northern Ireland 2000 0 0 0 0 1042 0 1511 4553 
Norway 1009 0 0 0 0 0 0 0 1009 
Paraguay 0 0 0 0 0 587 0 0 587 
Philippines 0 1503 0 0 0 1500 0 0 3003 
Poland 0 2030 0 0 0 3483 0 5275 10788 
Portugal 0 0 0 0 0 0 0 2000 2000 
Rumania 0 0 0 0 0 1091 0 0 1091 
Russia 0 1001 0 0 0 1018 0 0 2019 
Scotland 2007 0 0 0 0 2194 0 2053 6254 
Slovakia 0 467 0 0 0 0 1105 0 1572 
Slovenia 0 1000 0 0 0 0 2053 0 3053 
South Africa 0 0 988 0 0 1006 0 0 1994 
Spain 2041 0 1632 1495 0 0 0 0 5168 
Sweden 0 1707 0 0 0 998 0 2000 4705 
Switzerland 1000 0 0 0 0 1000 0 4221 6221 
Tanzania 0 1002 0 0 0 0 0 0 1002 
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Tunisia 0 1083 0 0 0 0 0 0 1083 
Uganda 0 1020 0 0 0 1194 0 0 2214 
Ukraine 0 0 0 0 0 0 992 0 992 
USA 1996 0 0 0 0 1003 0 996 3995 
Yugoslavia 0 0 0 0 0 1094 0 0 1094 
Zimbabwe 0 0 0 0 0 1006 0 0 1006 
Total 28006 40056 2620 1495 1173 47399 11020 39472 171241 
 
Table 1b. Crime rates per 100 population, GDP per capita PPP adjusted in constant 1989 $, Gini and 
number of cars per household. 
  
Total 
registered 
crime rate 
Estimated 
11-type 
crime rate
GDP Gini Cars 
Albania   44 2518   0.2 
Argentina   138 9277 46 1.0 
Australia   62 18132 35.2 1.8 
Austria 6.3 36 19349 23.1 1.2 
Belarus 1.2 36 4918 21.7 0.4 
Belgium 5.7 38 20021 25 1.2 
Bolivia 0.8 84 1879 58.9 0.3 
Botswana   57 5375   0.6 
Brazil   102 5475 59.1 0.6 
Bulgaria 2.4 74 3987 26.4 0.7 
Canada 10.0 44 20217 31.5 1.5 
Catalonia   30 15258 32.5 1.2 
Czech Republic   58 10561 25.4 0.8 
China   27 1639 40.3 0.0 
Colombia 0.6 115 5075 57.1 1.0 
Costa Rica 1.5 102 5529 45.9 0.6 
Croatia 1.4 36 5657 29 0.9 
Denmark 10.5 39 21525 24.7 1.0 
Egypt 0.0 51 2379 28.9 0.4 
England 10.2 61 16898 36.1 1.2 
Estonia 2.4 53 5685 37.6 0.6 
Finland 7.6 35 17270 25.6 1.1 
France 6.8 37 18042 32.7 1.3 
Georgia 0.3 41 2141 37.1 0.6 
Germany 
(Western)   40   30 1.1 
Hungary 3.8 39 8151 24.4 0.7 
India 0.6 46 1531 37.8 0.2 
Indonesia 0.1 20 2265 31.7 0.8 
Italy 3.8 41 17211 27.3 1.6 
Japan 1.5 24 20558 24.9 1.8 
Kyrgyzstan 0.9 52 1837 40.5 0.5 
Latvia 1.6 49 4417 32.4 0.5 
Lithuania 1.6 50 5357 32.4 0.6 
Macedonia   43 3646 31 1.0 
Malta 2.1 37 11934   1.4 
Mongolia   81 1259 33.2 0.3 
Netherlands   54 18185 32.6 1.0 
New Zealand   61 13127 . 1.6 
Northern Ireland 4.2 24 17258 36.1 1.1 
Norway   29 19041 25.8 1.2 
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Paraguay   86 3832 57.7 0.8 
Philippines 0.1 17 3070 46.2 0.2 
Poland   42 6432 31.6 0.6 
Portugal   28 13428 35.6 1.1 
Rumania 1.0 44 5767 28.2 0.5 
Russia 1.8 77 7054 48.7 0.4 
Scotland 10.3 44 17322 36.1 1.1 
Slovakia 2.6 72 7725 19.5 0.6 
Slovenia 2.2 56 11358 28.4 1.2 
South Africa   73 7304 59.3 0.7 
Spain 1.8 48 12489 32.5 0.9 
Sweden 12.7 49 17972 25 1.2 
Switzerland 5.1 49 22509 33.1 1.1 
Tanzania     420 38.2 0.9 
Tunisia   56 4089 41.7 0.5 
Uganda   75 821 37.4 0.5 
Ukraine 1.1 62 2796 29 0.4 
USA 5.4 44 24367 40.8 1.9 
Yugoslavia   64     0.8 
Zimbabwe 6.2 95 2292 56.8 0.4 
 
 
Table 2. Mean number of car related crimes against household by household income quartiles and number 
of cars*. 
 Income quartiles  Number of cars  
Country Lowest 25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 0 1 2 3 4 >4 Total
Albania n/a n/a n/a n/a n/a n/a 0.44 0.32 0.64 0 n/a 0.43 
Argentina 0.34 0.63 0.42 0.29 0.49 n/a 0.39 0.7 0.73 1.2 1.11 0.51 
Australia 0.19 0.21 0.28 0.3 0.26 n/a 0.16 0.29 0.32 0.29 0.46 0.25 
Austria 0.06 0.11 0.14 0.15 0.12 n/a 0.08 0.21 0.21 0.47 0 0.13 
Belarus 0.39 0.37 0.55 0.13 0.35 n/a 0.28 0.64 0.75 1 3 0.34 
Belgium 0.11 0.14 0.18 0.22 0.16 n/a 0.14 0.2 0.25 0.35 0.25 0.16 
Bolivia 0.81 0.52 0.73 0.46 0.6 n/a 0.53 0.81 1.13 n/a 0 0.6 
Botswana 0.26 0.37 0.26 0.22 0.28 0 0.26 0.34 0.36 0.25 1 0.28 
Brazil 0.33 0.64 0.37 0.51 0.51 n/a 0.4 0.67 0.6 1.5 n/a 0.48 
Bulgaria n/a n/a n/a n/a n/a n/a 0.57 0.79 0.36 1 0.75 0.6 
Canada 0.17 0.2 0.21 0.28 0.22 0 0.17 0.21 0.3 0.42 0.57 0.21 
Catalonia 0.21 0.19 0.25 0.25 0.23 n/a 0.19 0.25 0.28 0.46 0.71 0.22 
Czech 
Republic 0.3 0.28 0.16 0.44 0.32 0.1 0.29 0.4 0.51 0.4 0.67 0.31 
China 0.33 0.13 0.11 0.16 0.15 n/a 0.14 0.29 n/a 0 n/a 0.15 
Colombia 0.56 0.55 0.31 0.45 0.52 n/a 0.41 0.54 0.7 1.24 1 0.51 
Costa Rica 0.58 0.43 0.61 0.64 0.58 n/a 0.41 0.72 0.58 1.5 1.67 0.53 
Croatia 0.23 0.2 0.45 0.27 0.27 n/a 0.24 0.26 0.63 0 0.43 0.26 
Denmark 0.11 0.14 0.14 0.1 0.13 n/a 0.11 0.15 0.29 0.44 0.27 0.12 
Egypt n/a 0.3 0.64 0.33 0.33 n/a 0.31 0.36 0.82 0.2 0 0.33 
England 0.31 0.29 0.3 0.37 0.32 n/a 0.26 0.35 0.44 0.65 0.41 0.31 
Estonia 0.29 0.28 0.27 0.46 0.35 0.3 0.29 0.52 0.92 0.5 0.67 0.35 
Finland 0.09 0.11 0.11 0.14 0.12 n/a 0.1 0.15 0.13 0.13 1 0.12 
France 0.17 0.24 0.26 0.28 0.24 n/a 0.21 0.25 0.38 0.24 0.46 0.23 
Georgia 0.12 0.28 0.29 0.26 0.24 n/a 0.13 0.26 0.16 0 0 0.14 
Germany 
(Western) 0.24 0.25 0.23 0.3 0.26 n/a 0.23 0.29 0.33 0.4 0 0.25 
Hungary 0.37 0.5 0.34 0.37 0.4 n/a 0.36 0.57 0.75 0 0 0.4 
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India 0 0.2 0 0.21 0.2 n/a 0.18 0.22 0.29 0.5 0 0.19 
Indonesia 0.01 0.13 0.13 0.19 0.14 n/a 0.14 0.09 0.09 0.08 0.04 0.11 
Italy 0.19 0.22 0.21 0.46 0.25 n/a 0.18 0.25 0.45 0.38 0.53 0.25 
Japan 0.06 0.07 0.08 0.08 0.07 n/a 0.07 0.07 0.1 0.13 0.14 0.08 
Kyrgyzstan 0.14 0.23 0.13 0.27 0.21 0 0.21 0.32 0.13 0.4 0 0.23 
Latvia 0.33 0.16 0.31 0.38 0.31 n/a 0.29 0.47 0.67 0 n/a 0.31 
Lithuania 0.34 0.27 0.37 0.45 0.36 n/a 0.34 0.68 0.13 0 0 0.37 
Macedonia 0.31 0.2 0.34 0.35 0.33 n/a 0.27 0.46 0.4 0 3.5 0.32 
Malta 0 0.17 0.3 0.37 0.28 n/a 0.17 0.38 0.41 0.67 0.1 0.28 
Mongolia 0.42 0.44 0.49 0.56 0.47 n/a 0.43 0.46 1 1 0 0.45 
Netherlands 0.23 0.24 0.22 0.31 0.26 n/a 0.22 0.32 0.47 0.42 0.34 0.25 
New Zealand 0.12 0.2 0.21 0.31 0.22 n/a 0.16 0.22 0.48 0.41 0.25 0.22 
Northern 
Ireland 0.1 0.13 0.18 0.17 0.15 n/a 0.14 0.15 0.27 0.18 0.29 0.15 
Norway 0.06 0.07 0.13 0.2 0.14 n/a 0.08 0.15 0.36 0.94 0.25 0.13 
Paraguay 0 0.17 0.22 0.43 0.35 n/a 0.19 0.56 0.29 2 7 0.32 
Philippines 0.17 0.25 0.09 0.38 0.22 n/a 0.17 0.22 0.32 1.4 0.5 0.2 
Poland 0.21 0.24 0.33 0.38 0.3 0.14 0.26 0.43 0.57 1.03 0.9 0.3 
Portugal 0.14 0.15 0.3 0.22 0.21 n/a 0.1 0.29 0.52 0.33 0.43 0.2 
Rumania 0.22 0.2 0.32 0.41 0.3 n/a 0.29 0.48 0.75 n/a n/a 0.32 
Russia 0.66 0.76 0.61 0.73 0.7 n/a 0.61 1.05 1.53 1.2 0.8 0.69 
Scotland 0.21 0.3 0.28 0.33 0.29 n/a 0.24 0.31 0.38 0.31 0.45 0.27 
Slovakia 0.25 0.38 0.36 0.73 0.56 0.45 0.49 1.2 0.6 n/a n/a 0.57 
Slovenia 0.23 0.26 0.27 0.28 0.26 n/a 0.23 0.32 0.37 0.55 0 0.26 
South Africa 0.47 0.41 0.41 0.4 0.41 n/a 0.32 0.45 0.66 0.5 2 0.41 
Spain 0.31 0.46 0.48 0.56 0.42 0.33 0.39 0.61 0.71 1.33 0 0.43 
Sweden 0.2 0.17 0.18 0.14 0.17 n/a 0.15 0.17 0.24 0.47 0.38 0.17 
Switzerland 0.11 0.13 0.13 0.15 0.13 n/a 0.13 0.14 0.12 0.2 0.38 0.13 
Tunisia 0 0 0.13 0.32 0.16 n/a 0.15 0.11 0 0 1 0.15 
Uganda 0.04 0.38 0.75 0.52 0.41 n/a 0.32 0.46 0.59 0.78 0 0.39 
Ukraine 0.55 n/a 0.24 0.5 0.43 n/a 0.24 0.59 0.75 2.5 2 0.33 
USA 0.21 0.21 0.27 0.29 0.25 n/a 0.18 0.22 0.33 0.31 0.4 0.24 
Yugoslavia 0.46 0.59 0.49 0.42 0.44 n/a 0.44 0.47 0.18 4 0 0.44 
Zimbabwe 0.36 0.47 0.37 0.45 0.4 n/a 0.27 0.44 0.82 0.67 1 0.38 
Total 0.21 0.24 0.24 0.3 0.26 0.19 0.22 0.29 0.36 0.41 0.44 0.25 
*In this table and below discrepancy between columns labeled ‘Total’ is due to different samples. 
 
Table 3. Mean number of violent crimes against person by household income quartiles and number of cars. 
 Income quartiles  Number of cars  
Country Lowest 25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 0 1 2 3 4 >4 Total
Albania n/a n/a n/a n/a n/a 0.06 0.08 0.05 0.55 0 n/a 0.07 
Argentina 0.12 0.16 0.15 0.12 0.15 0.2 0.14 0.14 0.06 0.2 0 0.15 
Australia 0.14 0.14 0.18 0.15 0.15 0.16 0.12 0.17 0.14 0.2 0.3 0.15 
Austria 0.12 0.04 0.08 0.1 0.08 0.09 0.09 0.03 0.13 0.16 0.25 0.08 
Belarus 0.05 0.1 0.06 0.09 0.08 0.08 0.08 0.08 0 0 3 0.08 
Belgium 0.04 0.05 0.05 0.07 0.05 0.04 0.04 0.06 0.06 0.04 0.09 0.05 
Bolivia 0.13 0.02 0.09 0.1 0.09 0.09 0.11 0.08 0.13 n/a 0 0.09 
Botswana 0.1 0.08 0.04 0.05 0.08 0.1 0.11 0.04 0.36 0 1 0.1 
Brazil 0.03 0.15 0.15 0.16 0.15 0.15 0.16 0.09 0.07 0 n/a 0.14 
Bulgaria n/a n/a n/a n/a n/a 0.09 0.08 0.03 0.09 0.2 0 0.08 
Canada 0.15 0.12 0.1 0.09 0.11 0.11 0.11 0.09 0.15 0.19 0.13 0.11 
Catalonia 0.02 0.03 0.02 0.06 0.03 0.02 0.04 0.04 0 0 0.14 0.04 
Czech 0.07 0.07 0.07 0.06 0.07 0.06 0.06 0.07 0.13 0.2 0 0.06 
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Republic 
China 0.01 0.06 0.04 0.06 0.04 0.05 0.03 0 n/a 0 n/a 0.04 
Colombia 0.27 0.2 0.19 0.11 0.2 0.22 0.19 0.18 0.41 0.23 1 0.22 
Costa Rica 0.18 0.12 0.1 0.12 0.12 0.12 0.08 0.09 0.06 0.42 0.2 0.11 
Croatia 0.02 0.09 0.13 0.1 0.07 0.05 0.09 0.13 0.25 0 0.14 0.08 
Denmark 0.06 0.05 0.06 0.05 0.06 0.09 0.05 0.04 0 0 0 0.06 
Egypt 0 0.13 0.13 0.07 0.13 0.18 0.11 0.04 0 0.4 0.5 0.16 
England 0.11 0.08 0.1 0.1 0.1 0.09 0.08 0.09 0.1 0.15 0.14 0.09 
Estonia 0.07 0.09 0.09 0.11 0.09 0.07 0.07 0.25 0.1 0 0.33 0.09 
Finland 0.12 0.09 0.09 0.09 0.1 0.1 0.09 0.09 0.09 0.04 0.13 0.09 
France 0.08 0.06 0.06 0.08 0.07 0.08 0.07 0.06 0.09 0.03 0.08 0.07 
Georgia 0.04 0.08 0.15 0.08 0.07 0.03 0.05 0.11 0.28 0 0 0.04 
Germany 
(Western) 0.12 0.09 0.08 0.07 0.09 0.12 0.08 0.1 0.03 0.08 0 0.09 
Hungary 0.02 0.02 0.01 0.09 0.03 0.01 0.03 0.1 0 0 0 0.03 
India 0.04 0.02 0.1 0.1 0.07 0.06 0.06 0.03 0 0 0 0.06 
Indonesia 0.01 0.06 0.07 0.05 0.05 0.03 0.06 0.02 0.04 0 0.01 0.04 
Italy 0.03 0.01 0.1 0.02 0.03 0.02 0.03 0.04 0.05 0.03 0 0.03 
Japan 0.01 0.02 0.02 0.02 0.02 0.03 0.01 0.03 0.03 0.01 0 0.02 
Kyrgyzstan 0.1 0.08 0.12 0.11 0.11 0.11 0.07 0.13 0.47 0 0 0.1 
Latvia 0.06 0.06 0.03 0.05 0.05 0.05 0.05 0.1 0 0 n/a 0.05 
Lithuania 0.07 0.03 0.07 0.04 0.06 0.06 0.05 0.05 0.75 0 0 0.06 
Macedonia 0.08 0.01 0 0.03 0.04 0.04 0.03 0.03 0.1 0 0 0.03 
Malta 0 0.02 0.08 0.02 0.06 0.02 0.05 0.09 0.03 0.24 0 0.06 
Mongolia 0.05 0.09 0.07 0.16 0.08 0.08 0.08 0.21 0 0 0 0.08 
Netherlands 0.15 0.11 0.08 0.09 0.1 0.12 0.08 0.08 0.11 0.03 0.03 0.09 
New Zealand 0.11 0.11 0.09 0.15 0.12 0.11 0.11 0.11 0.13 0.02 0.5 0.11 
Northern 
Ireland 0.04 0.06 0.06 0.02 0.05 0.06 0.04 0.04 0.02 0.15 0 0.05 
Norway 0.1 0.12 0.06 0.06 0.08 0.05 0.09 0.04 0.06 0 0 0.07 
Paraguay 0.05 0.04 0.05 0.13 0.08 0.06 0.09 0.15 0 0.5 0 0.09 
Philippines 0.01 0.03 0.04 0.03 0.02 0.02 0.03 0.03 0 0 0.17 0.02 
Poland 0.08 0.06 0.07 0.09 0.07 0.07 0.07 0.09 0.1 0.03 0.2 0.07 
Portugal 0.01 0.03 0.05 0.07 0.04 0.01 0.03 0.06 0 0 0 0.03 
Rumania 0.07 0.1 0.06 0.11 0.1 0.1 0.11 0.17 0 n/a n/a 0.11 
Russia 0.1 0.09 0.12 0.14 0.11 0.11 0.11 0.15 0 0.2 0 0.11 
Scotland 0.09 0.07 0.09 0.09 0.09 0.07 0.07 0.1 0.1 0.06 0.29 0.08 
Slovakia 0 0.02 0.03 0.07 0.04 0.02 0.05 0.09 0 n/a n/a 0.04 
Slovenia 0.12 0.08 0.11 0.16 0.12 0.1 0.11 0.14 0.18 0.23 0.29 0.12 
South Africa 0.13 0.17 0.2 0.14 0.16 0.19 0.16 0.11 0.08 0.03 0.2 0.16 
Spain 0.05 0.08 0.05 0.09 0.06 0.05 0.06 0.07 0.11 0.33 0 0.06 
Sweden 0.12 0.1 0.09 0.07 0.09 0.11 0.07 0.1 0.09 0.04 0.36 0.09 
Switzerland 0.07 0.06 0.05 0.05 0.06 0.06 0.05 0.08 0.04 0.07 0.04 0.06 
Tanzania n/a n/a n/a n/a n/a 0.04 0.11 0.1 0.09 0.24 0.22 0.08 
Tunisia 0.04 0.04 0.06 0.04 0.05 0.08 0.03 0.03 0 0 0 0.05 
Uganda 0.16 0.11 0.13 0.14 0.13 0.15 0.13 0.08 0.14 0.11 0.17 0.14 
Ukraine 0.1 n/a 0.05 0.06 0.07 0.06 0.05 0.32 0 0 0.25 0.07 
USA 0.14 0.1 0.12 0.11 0.12 0.11 0.12 0.12 0.16 0.14 0.15 0.13 
Yugoslavia 0.16 0.13 0.04 0.16 0.14 0.16 0.13 0.07 0 0 0 0.13 
Zimbabwe 0.24 0.16 0.32 0.12 0.23 0.21 0.29 0.14 0.36 0.33 0 0.22 
Total 0.09 0.08 0.09 0.09 0.09 0.08 0.08 0.09 0.1 0.11 0.16 0.08 
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Table 4. Mean number of property crimes against person by household income quartiles and number of 
cars.             
 Income quartiles  Number of cars  
Country Lowest 25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 0 1 2 3 4 >4 Total
Albania n/a n/a n/a n/a n/a 0.16 0.18 0.21 0.09 1.5 n/a 0.17 
Argentina 0.56 0.42 0.32 0.27 0.37 0.46 0.29 0.44 0.43 0.71 0.18 0.38 
Australia 0.13 0.14 0.15 0.15 0.14 0.15 0.13 0.14 0.17 0.12 0.15 0.14 
Austria 0.07 0.05 0.09 0.07 0.07 0.09 0.05 0.07 0.07 0.05 0 0.06 
Belarus 0.13 0.13 0.1 0.12 0.12 0.12 0.13 0.17 0 0 0 0.13 
Belgium 0.08 0.06 0.09 0.09 0.08 0.09 0.08 0.09 0.08 0.02 0.15 0.08 
Bolivia 0.55 0.62 0.51 0.47 0.5 0.43 0.69 0.5 1.13 n/a 1 0.48 
Botswana 0.2 0.32 0.39 0.39 0.3 0.25 0.23 0.54 0.36 0.5 0 0.27 
Brazil 0.09 0.45 0.33 0.35 0.36 0.35 0.34 0.33 0.52 0 n/a 0.35 
Bulgaria n/a n/a n/a n/a n/a 0.29 0.21 0.23 0.27 0.4 0 0.24 
Canada 0.13 0.09 0.12 0.14 0.12 0.14 0.11 0.12 0.15 0.15 0.22 0.12 
Catalonia 0.05 0.04 0.09 0.06 0.06 0.06 0.06 0.05 0.03 0.13 0.07 0.06 
Czech 
Republic 0.24 0.16 0.16 0.24 0.19 0.14 0.22 0.18 0.33 0.4 0 0.19 
China 0.03 0.07 0.11 0.12 0.08 0.08 0.18 0.14 n/a 0 n/a 0.08 
Colombia 0.4 0.44 0.33 0.54 0.44 0.39 0.51 0.42 0.33 0.46 1.17 0.44 
Costa Rica 0.31 0.27 0.28 0.35 0.3 0.24 0.31 0.31 0.33 0.33 0.07 0.27 
Croatia 0.05 0.12 0.19 0.09 0.09 0.04 0.11 0.09 0.25 0 0.14 0.09 
Denmark 0.07 0.09 0.08 0.07 0.08 0.11 0.06 0.08 0.06 0.11 0.18 0.08 
Egypt 0 0.16 0.22 0.13 0.18 0.2 0.16 0.11 0.36 0.2 0 0.18 
England 0.09 0.09 0.09 0.12 0.1 0.1 0.08 0.1 0.12 0.08 0.17 0.09 
Estonia 0.17 0.17 0.14 0.24 0.18 0.18 0.17 0.24 0.24 0.25 0.78 0.18 
Finland 0.06 0.04 0.06 0.06 0.05 0.06 0.05 0.06 0.07 0.04 0.07 0.05 
France 0.09 0.09 0.08 0.09 0.09 0.12 0.07 0.07 0.11 0.13 0.15 0.08 
Georgia 0.1 0.13 0.2 0.2 0.15 0.11 0.12 0.21 0.2 0 0 0.12 
Germany 
(Western) 0.09 0.08 0.07 0.1 0.08 0.08 0.09 0.08 0.09 0.08 0.29 0.08 
Hungary 0.1 0.1 0.15 0.17 0.11 0.09 0.11 0.17 0.63 0 0 0.11 
India 0.36 0.15 0.3 0.27 0.24 0.19 0.16 0.19 0 0 0.5 0.19 
Indonesia 0.04 0.25 0.18 0.16 0.17 0.06 0.25 0.08 0.09 0.01 0.05 0.11 
Italy 0.09 0.06 0.07 0.11 0.08 0.06 0.08 0.07 0.14 0.12 0.11 0.08 
Japan 0.02 0.02 0.03 0.04 0.03 0 0.03 0.03 0.03 0 0.03 0.02 
Kyrgyzstan 0.29 0.36 0.16 0.21 0.25 0.26 0.22 0.23 0 0.2 0.75 0.25 
Latvia 0.2 0.24 0.22 0.28 0.23 0.2 0.28 0.1 0.33 0 n/a 0.23 
Lithuania 0.15 0.13 0.24 0.25 0.18 0.15 0.21 0.24 0.13 0 0 0.18 
Macedonia 0.12 0.09 0.1 0.13 0.12 0.08 0.13 0.14 0.3 0.29 0 0.12 
Malta 0.1 0.03 0.04 0.09 0.04 0.01 0.02 0.08 0.11 0.05 0.1 0.05 
Mongolia 0.45 0.62 0.62 0.5 0.51 0.53 0.53 0.46 0.25 0.5 0 0.52 
Netherlands 0.14 0.08 0.09 0.12 0.1 0.1 0.09 0.13 0.1 0.09 0.03 0.1 
New Zealand 0.07 0.14 0.12 0.17 0.13 0.06 0.13 0.12 0.22 0.31 0.3 0.13 
Northern 
Ireland 0.03 0.04 0.04 0.08 0.04 0.05 0.04 0.06 0.03 0.1 0.07 0.05 
Norway 0.02 0.06 0.06 0.04 0.05 0.01 0.05 0.07 0 0 0 0.05 
Paraguay 0.22 0.3 0.55 0.53 0.43 0.42 0.43 0.48 0.71 0 0 0.44 
Philippines 0.08 0.11 0.11 0.25 0.1 0.14 0.13 0.15 0.63 0.2 0.5 0.14 
Poland 0.12 0.1 0.12 0.16 0.12 0.12 0.12 0.15 0.39 0.16 0.21 0.12 
Portugal 0.02 0.08 0.06 0.09 0.06 0.05 0.04 0.06 0.15 0.07 0 0.05 
Rumania 0.19 0.16 0.14 0.19 0.17 0.15 0.21 0.22 0 n/a n/a 0.17 
Russia 0.18 0.22 0.25 0.25 0.22 0.21 0.21 0.33 0.33 0 0.8 0.22 
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Scotland 0.09 0.07 0.07 0.07 0.07 0.08 0.06 0.07 0.1 0.03 0.07 0.07 
Slovakia 0.19 0.11 0.14 0.25 0.18 0.17 0.2 0.29 0.5 n/a n/a 0.19 
Slovenia 0.1 0.07 0.11 0.11 0.1 0.1 0.09 0.11 0.11 0.23 0.07 0.1 
South Africa 0.24 0.29 0.26 0.28 0.27 0.26 0.21 0.34 0.29 0.32 1.47 0.27 
Spain 0.09 0.13 0.12 0.15 0.11 0.1 0.13 0.14 0.14 0.07 0 0.12 
Sweden 0.12 0.08 0.09 0.08 0.09 0.13 0.08 0.07 0.16 0.13 0.1 0.09 
Switzerland 0.07 0.08 0.07 0.08 0.08 0.09 0.07 0.09 0.09 0.06 0.04 0.08 
Tunisia 0.24 0.38 0.28 0.32 0.31 0.33 0.26 0.31 0.14 1 1 0.3 
Uganda 0.38 0.55 0.75 0.32 0.47 0.5 0.42 0.41 0.42 0.44 0.33 0.47 
Ukraine 0.51 n/a 0.34 0.33 0.4 0.37 0.46 0.44 0 0 1.25 0.39 
USA 0.13 0.14 0.14 0.14 0.14 0.16 0.11 0.11 0.13 0.16 0.26 0.13 
Yugoslavia 0.2 0.16 0.18 0.17 0.17 0.18 0.17 0.06 0.36 4 0 0.17 
Zimbabwe 0.48 0.45 0.55 0.58 0.5 0.47 0.51 0.47 0.32 1.67 1.14 0.48 
Total 0.13 0.13 0.13 0.15 0.14 0.17 0.12 0.12 0.15 0.13 0.18 0.14 
 
 Table 5a. Distribution of cars by income quartiles. 
 Income quartiles  
Number 
of cars 
Lowest 
25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 
0 55 34 23 18 32 
1 35 47 47 42 43 
2 7 14 23 30 19 
3 2 3 4 7 4 
4 0 1 1 2 1 
>4 0 0 1 1 1 
Total 100 100 100 100 100 
 
Table 5b. Distribution of education bquatiley income quartiles.   
 Income quartiles  
  Lowest 25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 
Mean years 
of education 10.5 11.4 12.3 13.4 11.9 
 
 
Table 6. Distribution of car related crimes against household by income quartiles. 
 Income quartiles  
Number of 
crimes  
Lowest 
25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 
0 86.97 85.11 84.76 81.21 84.16 
1 8.39 9.64 10.01 12.01 10.24 
2 2.78 3.35 3.34 4.16 3.5 
>2 1.86 1.9 1.87 2.61 2.11 
Total 100 100 100 100 100 
 
Table 7. Distribution of violent crimes against person by income quartiles. 
 Income quartiles  
Number of 
crimes   
Lowest 
25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 
0 95.65 95.42 95.15 94.73 95.24 
1 2.66 3.01 3.11 3.45 3.06 
2 0.62 0.75 0.8 0.88 0.77 
>2 1.07 0.83 0.93 0.94 0.91 
Total 100 100 100 100 100 
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Table 8. Distribution of property crimes against person and household by income quartiles. 
 Income quartiles  
 Number of 
crimes 
Lowest 
25% 
Second 
25% 
Third 
25% 
Highest 
25% Total 
0 91.21 90.65 90.55 89.24 90.41 
1 6.39 6.84 7.06 7.84 7.04 
2 1.55 1.71 1.67 1.92 1.71 
>2 0.85 0.81 0.72 1 0.84 
Total 100 100 100 100 100 
 
Table 9. Distribution of car related crimes against household by number of cars.  
 Number of cars  
 Number of 
crimes  0 1 2 3 4 5 Total 
0 83.58 86.03 82.19 78.81 76.11 76.55 84.29 
1 13.43 9.12 11.48 12.98 14.55 13.54 10.13 
2 2.99 3.04 3.97 4.97 5.86 5.32 3.48 
>2 0 1.81 2.36 3.24 3.47 4.58 2.1 
Total 100 100 100 100 100 100 100 
 
Table 10. Distribution of violent crimes against person by number of cars.  
 Number of cars  
Number of 
crimes   0 1 2 3 4 5 Total 
0 95.29 95.7 95.09 94.47 94.09 92.14 95.36 
1 3.05 2.82 3.16 3.51 3.66 4.51 3.01 
2 0.83 0.65 0.77 0.9 0.99 1.63 0.75 
>2 0.83 0.83 0.97 1.14 1.25 1.72 0.88 
Total 100 100 100 100 100 100 100 
 
Table 11. Distribution of property crimes against person and household by number of cars. 
 Number of cars  
Number of 
crimes   0 1 2 3 4 5 Total 
0 88.47 91.33 91.45 90.39 90.79 89.32 90.34 
1 8.16 6.61 6.57 6.75 6.93 7.12 7.13 
2 2.26 1.44 1.32 1.72 1.43 2.06 1.71 
>2 1.12 0.6 0.65 1.15 0.85 1.51 0.82 
Total 100 100 100 100 100 100 100 
 
Table 12. Core regression with dummies*.    
Car 
crimes 
Property 
crimes 
Violent 
crimes 
Lowest income quartile  base base base 
Second income quartile 1,08* 1,09 0,93 
Third income quartile 1,09** 1,1** 0,97 
Highest income quartile 1,18*** 1,14*** 0,95 
No car owner base base base 
One car 0,51*** 0,99 0,93 
Two cars 0,67*** 1,12*** 1,09 
Three cars 0,85** 1,35*** 1,25** 
Four cars base 1,07 1,35** 
> Four cars 1,18* 1,83*** 2,04*** 
Gini 1,01*** 1,02*** 1,02*** 
GDP per capita, log 0,96 0,77*** 1,28*** 
Town size, log 1,16*** 1,14*** 1,11*** 
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No. obs 82869 127403 128091 
F-test for joint significance 
of income groups, p-value 0,0037 0,0304 0,7017 
F-test for joint significance 
of car groups, p-value 0,0000 0,0000 0,0000 
F-test for joint significance 
of year dummies, p-value 0,0000 0,0000 0,0000 
*coefficients are incidence rate ratios. 
 
Table 13. Core regression with interactive term*.       
Car 
crimes 
Car 
crimes 
Property 
crimes 
Property 
crimes 
Violent 
crimes 
Violent 
crimes 
Income quartile 1,05*** 1,05*** 1,04** 1,04**   
Car ownership (0-no, 1-yes)   0,82*** 0,83*** 0,83*** 0,83*** 
Number of cars 1,3*** 1,31*** 1,13*** 1,14*** 1,12*** 1,12*** 
Gini 1,02***  1,03***  1,01*  
Mean number of cars  0,42***  0,24***  0,72** 
Gini*Mean number of cars 0,99*** 1,02*** 0,995* 1,03*** 1,01*** 1,02*** 
Town size, log 1,16*** 1,15*** 1,17*** 1,16*** 1,11*** 1,11*** 
No. obs 82869 82870 127403 127404 155463 155464 
*coefficients are incidence rate ratios.       
 
Table 14. Wide regression with educational variables*.    
Car 
crimes 
Property 
crimes 
Violent 
crimes 
Education 1,02*** 1,01** 1,01 
Gender (0-female, 1-male) 0,96 0,91** 0,73*** 
Age 0,99*** 0,99*** 0,97*** 
Household size 0,97** 1 0,97 
Frequency of going out 1,01 1,02** 1,07*** 
Income quartile 1,02 1,01  
Car ownership (0-no, 1-yes)  0,85*** 0,83*** 
Number of cars 1,31*** 1,07*** 1,03 
Gini 1,003 1,02*** 1,01** 
Mean number of cars 0,7*** 0,68*** 1,65*** 
Town size, log 1,16*** 1,15*** 1,11*** 
Mean education 0,97 1,02 0,96 
Variance of education 0,995 1,14** 1,06 
No. obs 37064 59407 68141 
F-test for joint significance 
of year dummies, p-value 0,0000 0,0000 0,0000 
*coefficients are incidence rate ratios.    
 
   
Figure 1. 
Total recorded crime rate per 100 population in 1994
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Source: The Sixth UN Survey on Crime Trends and the Operations of Criminal Justice Systems , WDI (2001).  
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Figure 2.  
Victimization and inequality of income (consumption) distribution across countries
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Figure 3. 
Victimization rate per 100 population, 11 types of crime, 1990-s
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Figure 4. 
 
 
Victimization rate per 100 population, 11 types of crime, 1990-s
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