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The n-candidate ballot problem corresponding to the standard Young tableau has been 
solved recently by Zeilberger (Discrete Math. 44 (1983) 325-326) by using the reflection 
p "rmciple. In this paper, a refinement of Zeilberger's approach is provided in which the 
reflection principle is formulated through the symmetric group and an inclusion-exclusion 
formula for the counting problem is developed. This approach reveals the nature in which 
successive applications of the reflection principle work. 
1. Introduction 
The classical ballot problem of two candidates which is solved by using the 
so-called reflection principle by Andr6 [1], can be viewed as a problem to 
enumerate two-dimensional l ttice paths without ouching a given line (Mohanty 
[12, pp. 1-2]). Generalizations to n candidates were considered (Barton and 
Mallows [2]), which naturally correspond to n-dimensional lattice paths without 
touching n -  1 given hypcrplanes. These are connected to standard and skew 
Young tableaux of n rows of a given shape and to the representation theory of the 
symmetric group. The enumeration problem was solved by various methods in 
several papers (see [2, 3, 5, 6, 8-11, 13-15, 17 and 18]). 
Of particular interest o us is [18], where Zcilberger has proved the counting 
result by the application of the reflection principle. 
In this paper, we formulate the reflection principle for n-dimensional paths by 
using the concepts from the symmetric group and develop an inclusion-exclusion 
formula for counting paths which correspond to the n-candidate problem. 
Although both Zeilberger's [18] and our approaches use the reflection 
principle, the main difference between the two is that our approach is a 
refinement and reveals the nature in which successive applications of the 
reflection principle work. In this sense, we have provided a direct generalization 
of Andre's proof. 
* This work was done when the author was at McMaster University. 
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In the sequel, we use the following notations: 
S,: the symmetric group of order n, 
e: the identity element in S, ,  
g-l :  the inverse of g ~ Sn, 
g(i): the ith element of g, 
[i, j]: the transposition i--> j and j---> i in S,,, 
ti: the transposition [i, i + 1]. 
2. An  inc lus ion -exc lus ion  formula  
Let a~i, i = 1 , . . . ,  n be integers satisfying 
0~1 > 0[,2> • • -  > OCn > 0 
and let a = (a l, • . . ,  a,) be a lattice point such that 
al  + ~1>a2 + 52> . . . .  >a, ,  + a~n. 
We need some more notations which are given below: 
(4): the lattice point (trg- lo)-  t r l , . . . ,  trg-,(,)- tr.), 
C(g): the region given by n - 1 inequalities 
[g(i)]: 
Xs( i )  > Xg( i+ l  ) "41- Ot'g(i+l )
the hyperplane given 









[4]: the set of paths from (4) to a, 
[$ ] t l I k~s[g(k ) ] ,  S c (1 , . . . ,  n - 1}: the set of paths in [4] each of which meets 
for the first time, only any one of the hyperplanes {[g(k)]: k e S} out of 
{[g(k)]: k e {1 , . . . ,  n - 1}}. (Such a path may meet [g(k)], k ~ S but only after 
(5) 
(6) 
meeting at least one [g(k)], k e S). 
We remark that 
(i) (4) = (b l ,  . . . , b , )  satisfies the equations 





i= l , . . . ,n -1 .  
(ii) the point (g) is contained in the region C(g)  which follows from (5); 
(iii) [(t,g)(i)] = [g(i)]; 
(iv) (~)= (0,..., 0). 
Let R~ be the reflection with respect to [g(i)]. 
I~mma I. R,  transforms (~), [g(j)] and C(g) to (~ig), [(tig)(j)] and C(tig) 
respectively and the transformation is 1:1. 
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Proof. Let Ri (xx , . . . ,  x,)  = (y~, . . . ,  y,). It is easily verified that 
Yg(k) = X~(k) k ~ i, i + 1, 
Yg(i) = Xg( i+l )  -1- O~'g( i+ l )  - -  O[g(i), 
which can be written as 
Yg(i+l) - -Xg( i )  "~- O['g(i) - -  Ogg(i+ l), 
Yg(k) = X(tig)(k ) 4" Ol(tig)(k) - -  OCg(k), (7) 
or 
Y(t,g)(k) = Xg(k) + Olg(k) -- Ot(t,a)(k), k = 1 , . .  , n. (8) 
Setting (x l , . . . ,  x , )= (~), it can be checked by using (7) that the corresponding 
y's are given by 
Yg(k) = O~(t,g)-~(g(k)) - -  Ogg(k ) for all k, 
which proves Ri(g)  = (tig). 
In order to obtain Ri[g(j)], we have to use (8) and replace Xg(k) by 
Yoa)(k) + a~(t,g(k)- Olg(k) in [g(j)] and get Ri[g(j)] as 
Y (tig)(j) = Y (tig)(j+ l) + O[(t ig)( j+ l ) - -  O((t ig)( j ) ,  
which is [(tig)(j)]. Therefore Ri[g(j)]= [(tig)(j)], and correspondence between 
C(g) and C(tig) is obvious. This completes the proof. [] 
Using Lemma 1, we state the well known reflection principle as follows: 
the set [g] I [g(i)] when reflected about [g(i)] is in 1:1 correspondence 
with the set 
Let the integer j be called an ascent (descent) for g if g( j )<g( j  + 1) 
(g(j) >g( j  + 1)) and let A(g) and D(g) respectively represent he set of all 
ascents and the set of all descents for g. As usual, I(g) denotes the total number 
of inversions of g. In the next lemma we give some elementary properties of A(g) 
and D(g) without any proof. 
Lenuna 2. (i) Let l(g) = M. For any j cA(g)  and k ~ D(g) we have the following: 
l(tjg) = M + 1, l(tkg) = M-  1 
and 
j e D(tjg), k e A(tkg). 
(ii) for any g such that l (g )= M + 1 and any k e D(g) there exists a unique 
h e S, satisfying 
tkh = g and l(h ) = M. 
The implication of the lemma is that there is a 1" 1 correspondence b tween the 
sets 
{(g, j): j ~.A(g), l (g )= M.) 
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and 
(1234)  
(2 134)  (l 3 24) (1 
/ .1  ..----U% 
(2 3 1 4) (2 1 4 3) (3 1 2 4) (1 
243)  
342)  (1423)  
\ 
(3214)  (2341)  (2413)  (3142)  (1432)  (4123)  3 
(3241)  (2431)  (4213)  (3412)  (4132)  4 
\ 
(3421)  (4231)  (4312)  5 
\ . I /  
(4321)  6 
Fig. 1. 
{(g*, k): k • D(g*), I(g*) = M + 1}. 
l(g) 
0 
This is being illustrated in Fig. 1 for the case n = 4. For i • A(g), the downward 
arrow -A means the reflection by Ri. 
Lemma 3. For any ] • D(g), any path in [g] necessarily meets the hyperplane 
[g(J)]. 
Proof. From (5) we see that 
bg()+l) + olg(j+l) - %0) = bg(j) + ofj+ 1 -- O[j < bg(j). 
On the other hand, since g(j) > g(j  + 1), we have from (2) 
ag(j+l) q- £]~g(j+l) - -  O~g(i) ~ ag(j). 
Therefore (g) and a are separated by the hyperplane [g(])]. This completes the 
proof. [] 
Lemma 3 indicates that any path in Lg] may not meet [gO)] if j • A(g). 
Now we obtain basic results of the reflection principle which leads to the 
inclusion-exclusion formula. 
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Lemma 4. There is a 1" 1 correspondence between the sets 
z(gUM{[g]l r [  [g(J)]} and U {[8] I [  
jea(g) l(g)=M+l j~D(g) 
for  any non-negative integer M. 
[g(Dl} 
Proof. First note that the two set are respectively equal to 
U U ([gll[g(J)]} and U U {[$]l[g(D]}- 
l(g)=M j~A(g) l(g)=M+l j~DOg) 
Next, by the reflection principle, [~] I [g(j)] such that l (g )= M, ] cA(g)  when 
reflected about [g(j)] is in 1"1 correspondence with [t-~]  [(tjg)(j)]. But by Lemma 
2(i) l(tjg) = M + 1 and j c D(t~g). Therefore = [g*] I [g*(J)], where 
l (g*) = M + 1 and j c D(g*). Finally the proof is complete when we refer to the 
1" 1 correspondence at the end of Lemma 2. [] 
Observe from Lemma 3 and Lemma 4 that the set of paths which are forced to 
meet a set of hyperplanes that could be avoided (i.e., [g(])], j cA(g) )  are 
transformed to the set of paths which necessarily meet a set of hyperplanes (i.e., 
[g(j)], j c D(g)).  This is precisely the purpose of the reflection principle when 
applied to the two-candidate ballot problem. 
Finally, we provide an inclusion-exclusion formula for the n-dimensional paths 
which meet any one of the hyperplanes 
xi = xi+l + tri+~ - tri, i = l, . . . , n -1 .  (9) 




Proof. Notice l-lima(e) [e(j)] is the set of hyperplanes (9) and I (e) = 0. Therefore, 
by Lemma 4, the left side becomes 
N U j~D(g) N [,..J j~t(g) " {l(g)=l {[8] I H [g(J)])} = l(g~)=lN[g] {l(g)=l {[8] H [g(J)]}} 
Successive application of Lemma 4 will lead to the right side expression. We 
have to keep in mind that the maximum of l (g) is (2) and is attained by only 
g = (n, n - 1 , . . . ,  1). This completes the proof. [] 
A few remarks are in order. The definition of (g) corresponding to g c S,~ has 
helped us to develop Lemma 1 and Lemma 2 in an easier manner since 
R~(g) = (t~g). Although Theorem 1 is in a sense implied in Zeilberger's paper [18], 
its inclusion-exclusion nature is not explicitly demonstrated. Our approach is a 
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repeated application of reflection principle in order to get rid of so called bad 
paths. 
3. Applications 
It follows from Theorem 1 that the number of paths from the origin to a which 
do not meet any one of the hyperplanes in (9) is 
(9 
(-1) k ~ N[gl. (11) 
kffiO l(g)ffik 
Since ( -1)  z¢~) = ( -1 )  ~- ' )  and 
N[g] = ak [ (a j -  olg-,(j) + ej)[, 
z I j----1 
(11) is expressed as 
ak !det(ll(ai + e i -  •j)!). (12) 
nXn 
The standard Young tableaux of shapes A = (~.1, • - •, ~.,,) are in 1 : 1 correspon- 
dence with the paths to ~ which do not meet hyperplanes (9) with a'i = n - i + 1, 
i = 1 , . . . ,  n. Denoting by X(~) the number of these tableaux, we get from (12) 
z(~) - ~.k ! det ( l / (~. i -  i + ])!). (13) 
Also if we denote by X(~., l~) the number of standard skew Young tableaux of 
skew-shape ~.- ~ = (~,1 - ~, . . . ,  ~.,, - ~,,) which are in 1 : 1 correspondence with 
the paths of the above type with ai = ~.~ - ~i and oli = l~ + n - i + 1, i = 1 , . . . ,  n,  
then 
x(L ~)  - (ZK -- ~k) ! det ( l / (Z , -  ~ - i + j)!).  (14) 
Using the lattice path interpretation, we are able to establish the identity 
Z(X) = ~ Z(X, t~)Z(r,) ,  (15) 
P 
where the summation is over the set {/~: ~ ek~k = b, ek = O, --1,  --1, b an integer, 
E eexk = b is a hyperplane separating the origin and ~}. 
It happens that X(~) has the well known expression (see [6]), 
x(~) = Zk!  hij, 
1,] 
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where h~ is the hook length at the (i, j)th cell. This gives rise to the identity 
det(1/(3.,- i + j)!) = l~ h~ 1, (16) 
i,] 
which has been proved in [6]. We provide an alternative proof. The left side 
determinant equals 
det((~.i + n - i)n-j (Xk -- k + n)!. 
/ k= l  
since det((Zi + n - i),_j) is a skew symmetric polynomial of degree n - 1 in each 
variable 3.i + n - i, i = 1 , . . . ,  n, using the result ([16]) we can write 
det((~,i + n - i)n-]) = l-I (~i - ~] -- 
i<] 
Therefore the left side becomes 
i+j). 
/A (Z i -  ~.j - i + ]) (~.k -- k + n)! 
which can be checked to be equal to l-Iij h~ 1. 
We conclude with a comment on paths which at any stage are allowed to move 
a unit positive or negative step along any one axis. DeTemple and Robertson [4] 
have considered such paths in a plane and found a solution by the use of 
reflection principle. Interesting enough the reflection principle works in our 
present set-up for n-dimensional paths not touching boundaries given by (9) and 
therefore Theorem 1 is applicable. However, the difficulty lies in finding a 
reasonable looking explicit expression for the number of paths from (g) to a in a 
given number of steps, (say, d) when n > 2. Note that, without negative steps, 
d = ~=1 ak. 
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