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1. Introduction
In this section, we deﬁne a (recursive) tower of function ﬁelds and introduce the main results. We
also remind the reader of the notation and some facts used in this paper.
Throughout this paper, we will use the notation of Stichtenoth [21] for function ﬁelds, that of
Apostol [1] and that of Diamond and Shurman [6] for automorphic forms of weight zero and the
Dedekind eta function, as well as that of Elkies [7–9] for elliptic modular curves.
Let Fl be a ﬁnite ﬁeld of cardinality l and F be a function ﬁeld (of one variable) over Fl . Assume
that Fl is algebraically closed in F , that is, Fl = {z ∈ F | z is algebraic over Fl}. A function ﬁeld F over
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places of F/Fl (resp. the genus of F ). Let f (X, Y ) ∈ Fl[X, Y ] be an absolutely irreducible polynomial of
two variables over Fl , that is, this polynomial is irreducible over an algebraic closure of Fl . A recursive
tower of function ﬁelds over Fl deﬁned by the equation f (x, y) = 0 is an inﬁnite sequence
F = (F0, F1, F2, . . .)
of function ﬁelds Fi/Fl with the following properties:
(1) For some s, the genus of Fs satisﬁes g(Fs) > 1.
(2) The extensions Fi+1/Fi are ﬁnite and separable with degree N = [Fi+1 : Fi] > 1.
(3) The ﬁelds Fi satisfy Fi+1 = Fi(xi+1), where f (xi, xi+1) = 0 for each i, and F0 = Fl(x0).
A tower of function ﬁelds over Fl is an inﬁnite sequence satisfying only properties (1) and (2) of
a recursive tower. A (recursive) tower of function ﬁelds is referred to simply as a (recursive) tower.
The limit (that is, the Garcia–Stichtenoth invariant) of a tower is given by
λ(F) := lim
i→∞
N(Fi)/g(Fi),
which is smaller than or equal to
√
l − 1 (see [23]). A tower over Fl is said to be asymptotically
optimal (resp. asymptotically good) if its limit is equal to
√
l − 1 (resp. a positive real number). All of
the above ideas were introduced by Garcia and Stichtenoth in [10,12].
Asymptotically optimal recursive towers given by explicit equations are rather interesting and im-
portant in several areas. For example, in engineering, sequences of algebraic geometry codes coming
from such towers have very good parameters (see [20] and [22]), and in mathematics, the “fantasia”
of Elkies [7] states that all such towers over quadratic ﬁelds Fl2 are modular (elliptic, Shimura or
Drinfeld modular curves). The latter problem is still open.
If f (X, Y ) is an absolutely irreducible polynomial with degX f = degY f , then the limit λ(F) of a
recursive tower deﬁned by f (x, y) = 0 is equal to zero (see [11]), where degX f denotes the degree
of f with respect to X . Therefore, at least we may assume that
deg f := degX f = degY f .
A polynomial f (X, Y ) (resp. an equation f (X, Y ) = 0) with deg f = N is said to be of degree N . We
are interested in the cases N = 2,3 and 5 since the genera of Γ0(4), Γ0(9) and Γ0(25) are equal to
zero, and for any integer N  6, Γ0(N2) has a genus greater than zero (see [6]), where the group
Γ0(N) is given as
Γ0(N) =
{(
a b
c d
) ∣∣∣ a,b, c,d ∈ Z, ad − bc = 1, N | c
}
.
The case of deg f = N = 2 is well studied. Elkies [8,9] introduced degree-two equations deﬁning
recursive towers whose bottoms F0 = Fp2 (x0) correspond to certain genus-zero groups, and inde-
pendently, Maharaj and Wulftange [17] constructed enormous lists of degree-two equations deﬁning
asymptotically good recursive towers over small ﬁnite ﬁelds Fp2 (p = 3,5,7,11). Elkies [7] found
a tower whose bottom F0 = Fp2 (x0, y0) corresponds to the genus-one group Γ0(36), which is the
only example relating to a non-zero-genus group.
Since for a recursive tower as deﬁned above, the genus of F0 is equal to zero from property (3)
of recursive towers, the degree-one places P of F0/Fl are in one-to-one correspondence with 1/x0
or the degree-one polynomials x0 − α in the polynomial ring Fl[x0]. We explicitly write P as P∞ or
Px0−α , respectively.
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VF := {P | P is a place of F0/Fl ramiﬁed in Fs/F0 for some s}
is ﬁnite. A tower over Fl is said to be completely splitting if the set
SF := {P | P is a degree-one place of F0/Fl splitting completely in Fi/F0 for all i}
is nonempty.
Let ε(t) = (at + b)/(ct + d) be a fractional linear transformation over Fl such that ad−bc = 0. Also,
let F (resp. G) be a recursive tower over Fl deﬁned by an equation f (x, y) = 0
(
resp. g(x, y) = (cx+ d)degX f (cy + d)degY f f (ε(x), ε(y))= 0).
It is well known that F = G , that is, Fi = Gi for all i; hence λ(F) = λ(G) (see [2] and [17]). It is also
known that the cardinalities of the sets VF and VG (resp. those of the sets SF and SG ) are equal.
Let η(τ ) = q1/24∏i1(1 − qi) be the Dedekind eta function, where τ ∈ C with Im(τ ) > 0 and
q = e2π iτ (see [1]). We denote by ωN an Atkin–Lehner involution for Γ0(N), and by X0(N) an elliptic
modular curve of level N . Note that genus-zero groups are listed by Conway and Norton in [5]. We
write the modular and the projective special linear groups as
PSL2(Z) =
{(
a b
c d
) ∣∣∣ a,b, c,d ∈ Z, ad − bc = 1
}/{
±
(
1 0
0 1
)}
and
PSL2(Q) =
{(
a b
c d
) ∣∣∣ a,b, c,d ∈ Q, ad − bc = 1
}/{
±
(
1 0
0 1
)}
,
respectively.
Our main theorems are as follows. We obtain results similar to those in [8,9] for deg f = N = 3,5,
and we also give a tower whose bottom F0 = Fp2 (x0, y0) corresponds to the genus-one group Γ0(49).
These results are shown in Section 2, Section 3 and Section 4, respectively.
As several equations in [8,9] can be applied to modular lattices (see [4]) and higher order elements
of ﬁnite ﬁelds (see [3]), our equations as deﬁned in Section 2 and Section 3 can also be applied to
modular lattices and higher order elements of ﬁnite ﬁelds.
The rest of this paper is organized as follows. In the ﬁrst half of Section 2 (resp. Section 3), we
give degree-three (resp. degree-ﬁve) equations deﬁning recursive towers whose bottoms correspond to
certain genus-zero groups. In the second half of Section 2, we show that a recursive tower over Fp2
(p = 2,3) related to Γ0(18) is of ﬁnite ramiﬁcation type. Although this result follows immediately
from a certain fact about elliptic modular curves, this explicit description is highly important for
coding theorists. In Section 4, we construct a new tower related to the genus-one group Γ0(49). In
the last section, we provide corrections to some results in [17].
2. The case of degree N = 3
In this and the following section, we study the cases of N = 3 and 5, respectively. Our results
mostly run parallel to the result of Elkies for N = 2 treated in [8,9].
Let N = 2,3,5, and let G be a genus-zero congruence subgroup contained in Γ0(N), of ﬁnite index
in PSL2(Z). Since such a group G gives rise to an elliptic modular curve of genus zero, there exists
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degree-one rational function of the form
1
q
+ O (1).
We set B = B(τ ) := A(Nτ ). It has been claimed (without proof) in the notes of Elkies [8,9] that the
functions A and B satisfy a degree-N equation f (A, B) = 0, and this equation deﬁnes a recursive
tower whose bottom corresponds to the group G . These claims are algebraic restatements of simple
facts about the corresponding elliptic modular curves.
In this section, we take N = 3 and present twenty such equations f (A, B) = 0 for N = 3 (and cor-
responding groups G). In the ﬁrst sixteen cases, the group G is equal to the intersection of a group G ′
with Γ0(3), and in the remaining cases, G is equal to the intersection of G ′ with Γ0(9).
Let
Um(τ ) := η(mτ )/η(3mτ ), Vm(τ ) := η(mτ )/η(9mτ ),
where η(τ ) is the Dedekind eta function. Note that these are automorphic forms of weight zero (that
is, automorphic functions).
Before we introduce the main results in this section, we consider the following.
Example 2.1. (1) Assume that the group G is equal to Γ0(3). It is known that the function
A(τ ) = U121 (τ )
= 1
q
− 12+ 54q − 76q2 − 243q3 + 1188q4
− 1384q5 − 2916q6 + 11934q7 − 11580q8 − 21870q9 + 79704q10 − · · ·
is a Hauptmodul for X0(3). We take B(τ ) = A(3τ ). Then, the functions A and B satisfy
B3 − A((A2 + 36A + 270)B2 + (729A + 26244)B + 531441)= 0.
Proof. Since the functions A and B are automorphic,
f (A, B) = B3 − A((A2 + 36A + 270)B2 + (729A + 26244)B + 531441),
is also an automorphic function. For simplicity, we now take
(a12,a02,a11,a01,a00) = (36,270,729,26244,531441),
that is, the number aij is equal to the coeﬃcient of Ai−1B j in f . Then, since
f
(
A(τ ), B(τ )
)= B(τ )3 − A(τ )((A(τ )2 + a12A(τ ) + a02)B(τ )2 + (a11A(τ ) + a01)B(τ ) + a00)
= (−a12 + 36) 1
q8
+ (−a02 + 24a12 − 594) 1
q7
+ (−36+ 12a02 − 252a12 + 5868) 1
q6
+ (−54a02 − a11 + 1472a12 − 37683) 15q
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q4
+ (594+ 12a01 − 45a02 − 252a11 + 6048a12 − 337392) 1
q3
+ (−54a01 + 108a02 + 1460a11 + 16744a12 − 279108) 1
q2
+ (−a00 + 88a01 − 692a02 − 4542a11 − 84480a12 + 4761207)1
q
+ (−5844+ 12a00 + 99a01 + 108a02 + 3024a11 + 113643a12 − 15294408)
+ c(1)q + c(2)q2 + c(3)q3 + · · ·
= c(1)q + c(2)q2 + c(3)q3 + · · · ,
the coeﬃcients of 1/qn (n 0) in the q-expansion of f are equal to zero, and thus h is a cusp form of
weight zero. Hence, we obtain f (A, B) = 0 since the set of cusp forms of weight zero is trivial. (We
can also prove this fact by using the Sturm bound or the Hecke bound.) 
(2) Assume that the group G is equal to Γ0(9). It is known that the function
A(τ ) = V 31 (τ ) =
1
q
− 3+ 5q2 − 7q5 + 3q8 + · · ·
is a Hauptmodul for X0(9). Let B(τ ) = A(3τ ) as usual. Then, the functions A and B satisfy
f (A, B) = B3 − A(A2 + 9A + 27)(B2 + 9B + 27)= 0.
Proof. The left side of the above equation is a cusp form of weight zero. The proof is similar to that
of (1), that is, it is obtained by considering the q-expansions of f (A, B). In fact,
f (A, B) = (9− a) 1
q8
+ (−27+ 6a − b) 1
q7
+ (9− 10a + 3b) 1
q6
+ (36+ 5a − a2) 1
q5
+ (27− 33a + 6a2 + b − ab) 1
q4
+ (−108+ 69a − 9a2 − 19b + 3ab) 1
q3
+ (−360+ 103a − 7a2 + 9b − ab) 1
q2
+ (756− 222a+ 12a2 + b + 4ab − b2)1
q
+ (486− 171a+ 27a2 + 39b − 18ab + 3b2)
+ c(1)q + c(2)q2 + c(3)q3 + · · ·
= c(1)q + c(2)q2 + c(3)q3 + · · · ,
where (a,b) = (9,27). 
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A3 = (B + 2)3/9(B2 + B + 1). (1)
A tower over Fp2 (p = 3) deﬁned by this equation is asymptotically optimal (see the classical works of
Ihara [15] and Tsfasman et al. [22]; see [13] for an elementary proof for coding theorists). Moreover,
by replacing (A, B) with (1/A,1/B) in Eq. (1), we obtain
A3 + ((1− B)/(1+ 2B))3 = 1,
which was given by Elkies [7] and Sole [19].
We can generalize Example 2.1(1) as follows. Let G ′ be a congruence group with a modular form g ,
which has a simple zero at τ = i∞ and neither zero nor pole at each cusp outside the G ′-orbit of
inﬁnity. Such a modular form can be written as a ﬁnite quotient of η:
g(τ ) :=
∏
n ≡0 (mod 3)
η(nτ )an .
Then, an automorphic function (that is, an automorphic form of weight zero)
A(τ ) := g(τ )/g(3τ ) =
∏
n ≡0 (mod 3)
Uann (τ )
is a Hauptmodul for the intersection G = G ′ ∩ Γ0(3), with A(τ ) = 1/q + O (1) at τ = i∞ and with
a simple zero at τ = 0. The functions A(τ ) and B(τ ) = A(3τ ) satisfy
f (A, B) = B3 − A((A2 + 3a1A + 3α)B2 + (3βA + 9γ )B + 3a)= 0,
a :=
∑
n ≡0 (mod 3)
an.
Hence, this equation gives rise to a recursive tower related to the group G .
In the following three tables, we list the coeﬃcients 3a1, 3α, 3β , 9γ and 3a together with the
corresponding group G ′ (its level and index if it does not have a short name) and its index in PSL2(Z)
as a commensurable arithmetic group, namely,
b := (PSL2(Z) : PSL2(Z) ∩ G ′)/(G ′ : G ′ ∩ PSL2(Z)),
as well as all non-zero an . Note that ab = 12. The proofs are given by considering the q-expansions of
f (A, B) (as in the above example).
3a1 3α 3β 9γ 3a G ′ b an = 0
36 270 729 26244 531441 PSL2(Z) 1 a1 = 12
12 54 81 972 6561 〈Γ0(2),ω2〉 3/2 a1 = a2 = 4
6 15 9 54 81 〈Γ0(5),ω5〉 3 a1 = a5 = 2
3 6 3 9 9 〈Γ0(11),ω11〉 6 a1 = a11 = 1
12 30 9 108 81 〈Γ0(4),ω4〉 3 a1 = a4 = 4, a2 = −4
6 12 3 18 9 〈Γ0(8),ω8〉 6 a1 = a8 = 2, a2 = a4 = −1
0 18 −27 0 729 [4]2 2 a2 = 6
0 6 9 0 81 [8]3 3 a2 = a4 = 2
0 3 3 0 9 [20]6 6 a2 = a10 = 1
0 6 −3 0 9 [16]6 6 a2 = a8 = 2, a4 = −2
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−12 30 9 −108 81 Γ0(2) 3 a1 = −4, a2 = 8 ω2(t) = (9− t)/(1− t)
0 −6 −3 0 9 Γ0(4) 6 a2 = −2, a4 = 4 ω4(t) = −(3+ t)/(1− t)
The group denoted by [4]2 is conjugate (in PSL2(Q)) with the intersections of PSL2(Z) and the j1/2
group, where the j1/2 group is the index-two congruence subgroup corresponding to the index-two
subgroup of PSL2(F2). The group [8]3 is conjugate (in PSL2(Q)) with the intersections of 〈Γ0(2),ω2〉
and the j1/2 group. The group [20]6 is conjugate (in PSL2(Q)) with the intersections of 〈Γ0(5),ω5〉
and the j1/2 group. The group [16]6 is conjugate (in PSL2(Q)) with the intersections of 〈Γ0(4),ω4〉
and the j1/2 group.
3a1 3α 3β 9γ 3a G ′ b an = 0
0 0 9 0 27 [16]4 4 a4 = 3
0 0 3 0 9 [32]6 6 a4 = a8 = 1
0 0 −3 0 3 [8]12 12 a4 = −1, a8 = 2
0 0 3 0 3 [64]12 12 a4 = a16 = 1, a8 = −1
Next, we systematize Example 2.1(2). If G ′ is a congruence group as in case (1) above, then
A(τ ) := g(τ )/g(9τ ) =
∏
n ≡0 (mod 3)
V ann (τ )
is a Hauptmodul for G = G ′ ∩ Γ0(9). The functions A(τ ) and B(τ ) = A(3τ ) satisfy
f (A, B) = B3 − A(A2 + 3a1A + 3a)(B2 + 3a1B + 3a)= 0.
Hence, this relation deﬁnes a recursive tower whose bottom corresponds to the group G .
In the following two tables, we list the coeﬃcients 3a1 and 3a , together with the corresponding
group G ′ and its index b in PSL2(Z) as a commensurable arithmetic group, as well as all non-zero an .
Note that ab = 3. Although the proofs are given by considering the q-expansions of f (A, B), an alter-
native proof for the case G ′ = Γ0(2) is given below.
3a1 3a G ′ b an = 0
9 27 PSL2(Z) 1 a1 = 3
3 9 〈Γ0(2),ω2〉 3/2 a1 = 1, a2 = 1
3 3 〈Γ0(4),ω4〉 3 a1 = a4 = 1, a2 = −1
3a1 3a G ′ b an = 0 involution
−3 3 Γ0(2) 3 a1 = −1, a2 = 2 ω2(t) = (3− t)/(1− t)
Assume that p = 2,3. We show that a recursive tower deﬁned by the equation
B3 − A(A2 − 3A + 3)(B2 − 3B + 3)= 0
equals a sequence of the elliptic modular curves X0(2 · 3n+2), which is not studied in [7].
Proof. Let i ∈ C be the imaginary unit (that is, i2 = −1) and e(z) := e2π iz/24. It is well known that
the functional equations
η(τ + b) = e(b)η(τ ), η
(
− 1
τ
)
=
√
τ
i
η(τ )
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ulen
ξ6(τ ) :=
(
η2(2τ )η(3τ )
η(τ )η2(6τ )
)4
, ξ18(τ ) := η(6τ )η
3(9τ )
η(3τ )η3(18τ )
,
respectively. By performing an elementary computation, we obtain the relation ξ6(3τ ) = ξ318(τ ) + 1.
On the other hand, since the curves X0(6) and X0(18) have involutions ω
(1)
3 : τ ←→ (3τ − 1)/
(12τ − 3) and ω(2)3 : τ ←→ (−9τ − 1)/(90τ + 9), we obtain, from the above functional equations,
ξ6
(
ω
(1)
3 τ
)= ξ6
(
3τ − 1
12τ − 3
)
= 9
ξ6(τ )
, ξ18
(
ω
(2)
3 τ
)= ξ18
(−9τ − 1
90τ + 9
)
= 2− ξ18(τ )
1+ ξ18(τ ) ,
respectively. In fact,
η
(
3τ − 1
12τ − 3
)
= √12τ − 3e(−5)η(3τ ), η
(
2
3τ − 1
12τ − 3
)
= √12τ − 3e(−4)η(6τ ),
η
(
3
3τ − 1
12τ − 3
)
=
√
4τ − 1
i
e(2)η(τ ), η
(
6
3τ − 1
12τ − 3
)
= √4τ − 1e(−2)η(2τ ),
η
(
3
−9τ − 1
90τ + 9
)
=
√
30τ + 3
i
η(3τ ), η
(
6
−9τ − 1
90τ + 9
)
=
√
30τ + 3
i
η(6τ ),
η
(
9
−9τ − 1
90τ + 9
)
=
√
10τ + 1
i
e(−8)η(τ ), η
(
18
−9τ − 1
90τ + 9
)
=
√
10τ + 1
i
e(−4)η(2τ ).
By performing a simple computation, we obtain the relation ξ6(ω
(1)
3 τ ) = ξ318(ω(2)3 τ ) + 1. Conse-
quently, we obtain the relation (ξ318(τ ) + 1)(ξ318(ω(2)3 3τ ) + 1) = ξ6(3τ )ξ6(ω(1)3 3τ ) = 9, and thus
(
ξ318(τ ) + 1
)((2− ξ18(3τ )
1+ ξ18(3τ )
)3
+ 1
)
= 9,
or equivalently
ξ318(τ ) =
ξ18(3τ )(ξ218(3τ ) + 2ξ18(3τ ) + 4)
ξ218(3τ ) − ξ18(3τ ) + 1
.
By setting A = ξ18(τ ) + 1 and B = ξ18(3τ ) + 1, we obtain the equation
B3 − A(A2 − 3A + 3)(B2 − 3B + 3)= 0,
which completes the proof. 
Lastly, we prove that a recursive tower over Fp2 as deﬁned by the above equation is of ﬁnite
ramiﬁcation type, which is also stated (without proof) in the PhD thesis of Lotter (see Chapter 6
in [16]). Although this claim follows from a certain fact about elliptic modular curves, this explicitness
is important for coding theorists. In fact, for any prime number p = 3, this tower is asymptotically
optimal, which can be shown by using the methods in [15] and [22].
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(
x2 − x+ 1)y3 − x(x2 + 2x+ 4)= 0
is of ﬁnite ramiﬁcation type. More precisely, for any prime number p = 2,
VF = {Px0 , P∞} ∪
{
Px0−α
∣∣ α3 = 8}∪ {Px0−β ∣∣ β3 = −1},
and for the prime number p = 2,
VF = {P∞} ∪
{
Px0−β
∣∣ β3 = −1}.
Proof. In this proof, we will use some results about Kummer extensions and Kummer’s theorem
(see [21]). First, assume that p = 2. Let  and ¯ be the roots of T 2 − T + 1 = 0 and λ and λ¯ be the
roots of T 2 + 2T + 4 = 0. Note that these roots are elements of Fp2 (since the coeﬃcients of the
equations are in Fp), and that 3 = ¯3 = −1 and λ3 = λ¯3 = 8.
Let F = (F0, F1, F2, . . .) be a recursive tower over Fp2 deﬁned by (x2−x+1)y3−x(x2+2x+4) = 0.
Assume that P is a place of Fi/Fp2 ramiﬁed in the extension Fi+1/Fi (hence, the restriction of P to
F0 is in the set VF ). Since this is a Kummer extension, we arrive at (see [21])
v P
(
xi
(
x2i + 2xi + 4
)/(
x2i − xi + 1
)) = 0, 3  v P (xi(x2i + 2xi + 4)/(x2i − xi + 1)).
That is,
xi,
1
xi
, xi − , xi − ¯, xi − λ, or xi − λ¯ ∈ P .
Let Q be the restriction of P to Fi−1 (namely, Q = P ∩ Fi−1). If P is a zero of xi , then
e(P | Q ) · (vQ (xi−1) + vQ (xi−1 − λ) + vQ (xi−1 − λ¯) − vQ (x2i−1 − xi−1 + 1))
= v P
(
xi−1
(
x2i−1 + 2xi−1 + 4
)/(
x2i−1 − xi−1 + 1
))= v P (x3i )= 3 · v P (xi) > 0,
and thus xi−1, xi−1 − λ or xi−1 − λ¯ is in Q . If xi − λ (resp. xi − λ¯) is in P , then
e(P | Q ) · (3 · vQ (xi−1 − 2) − vQ (x2i−1 − xi−1 + 1))
= v P
(
(xi−1 − 2)3
/(
x2i−1 − xi−1 + 1
))
= v P
(
x3i − 8
)= v P (xi − λ) > 0 (resp. = v P (xi − λ¯) > 0),
and therefore xi−1 − 2 ∈ Q . Let i > 1 and let R be the restriction of Q to Fi−2. If xi−1 − 2 ∈ Q , then
e(Q | R) · (3 · vR(xi−2 − 2) − vR(x2i−2 − xi−2 + 1))
= vQ
(
(xi−2 − 2)3
/(
x2i−2 − xi−2 + 1
))= vQ (x3i−1 − 8)= vQ (xi−1 − 2) > 0,
and therefore xi−2 − 2 ∈ R . On the other hand, if P is a pole of xi , then
e(P | Q ) · (vQ (xi−1) + vQ (x2i−1 + 2xi−1 + 4)− vQ (xi−1 − ) − vQ (xi−1 − ¯))
= v P
(
xi−1
(
x2i−1 + 2xi−1 + 4
)/(
x2i−1 − xi−1 + 1
))= v P (x3i )= 3 · v P (xi) < 0,
10 T. Hasegawa et al. / Finite Fields and Their Applications 18 (2012) 1–18and thus 1/xi−1, xi−1 −  or xi−1 − ¯ is in Q . If xi −  (resp. xi − ¯) is in P , then
e(P | Q ) · (3 · vQ (xi−1 + 1) − vQ (x2i−1 − xi−1 + 1))
= v P
(
(xi−1 + 1)3
/(
x2i−1 − xi−1 + 1
))
= v P
(
x3i + 1
)= v P (xi − ) > 0 (resp. = v P (xi − ¯) > 0),
and therefore xi−1 + 1 ∈ Q . Lastly, if xi−1 + 1 ∈ Q , then
e(Q | R) · (3 · vR(xi−2 + 1) − vR(x2i−2 − xi−2 + 1))
= vQ
(
(xi−2 + 1)3
/(
x2i−2 − xi−2 + 1
))= vQ (x3i−1 + 1)= vQ (xi−1 + 1) > 0,
and thus xi−2 + 1 ∈ R . It follows by induction on i that
VF ⊆ {Px0 , P∞} ∪
{
Px0−α
∣∣ α3 = 8}∪ {Px0−β ∣∣ β3 = −1}.
Conversely, we show that the places Px0 , P∞ , Px0−λ , Px0−λ¯ , Px0−2, Px0− , Px0−¯ and Px0+1 are
ramiﬁed in some extension Fs/F0. The places P = Px0 , P∞ , Px0−λ , Px0−λ¯ , Px0− and Px0−¯ are totally
ramiﬁed in the extension F1/F0. In fact, let P ′ be an extension of P in F1. Then
3 · v P ′(x1) = e
(
P ′ | P) · (v P (xi−1) + v P (xi−1 − λ) + v P (xi−1 − λ¯) − v P (xi−1 − ) − v P (xi−1 − ¯))
= e(P ′ | P) (resp. = −e(P ′ | P)),
and thus e(P ′ | P ) = 3. The place Px0−2 (=: P ) is totally ramiﬁed in the extension F3/F0. In fact,
since this place P splits completely in F1/F0 by Kummer’s theorem, we obtain e(P ′ | P ) = 1 and thus
v P ′ (x1 − λ) = 3e(P ′ | P )v P (x0 − 2) = 3 from the above proof. Then
e
(
P ′′ | P ′)= 3
rP ′
= 1, rP ′ =
(
3, v P ′
(
x1
(
x21 + 2x1 + 4
)/(
x21 − x1 + 1
)))= 3
(see [21]). That is, P ′ is unramiﬁed in F2/F1, and hence 3v P ′′ (x2) = e(P ′′ | P ′)v P ′ (x1 − λ) = 3, or
v P ′′ (x2) = 1. Then, 3v P ′′′ (x3) = e(P ′′′ | P ′′)v P ′′ (x2) = e(P ′′′ | P ′′) and therefore e(P ′′′ | P ′′) = 3, that is,
P ′′ is totally ramiﬁed in F3/F2. Similarly, we can show that Px0+1 is totally ramiﬁed in F3/F0.
The proof for the case of p = 2 can be omitted. 
3. The case of degree N = 5
In this section, we take N = 5. Let G be a genus-zero congruence subgroup contained in Γ0(5),
of ﬁnite index in PSL2(Z), that is, G is a group satisfying the same assumption as in Section 2. As
a continuation of Section 2, we present eleven groups G and their associated equations f (A, B) = 0.
In the ﬁrst ten cases, the group G is equal to the intersection of a group G ′ with Γ0(5), and the
remaining group G is equal to the intersection of a group G ′ with Γ0(25).
Let η(τ ) be the Dedekind eta function, and
Um(τ ) := η(mτ )/η(5mτ ), Vm(τ ) := η(mτ )/η(25mτ ).
Note that these are automorphic forms of weight zero (that is, automorphic functions).
In order to clarify our problem, we use the most basic example. Its proof is similar to that of
Example 2.1(1), that is, it is given by considering the q-expansions of f (A, B).
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A(τ ) = U61(τ )
= 1
q
− 6+ 9q + 10q2 − 30q3 + 6q4 − 25q5 + 96q6 + 60q7
− 250q8 + 45q9 − 150q10 + 544q11 + 360q12 − 1230q13
+ 184q14 − 675q15 + 2310q16 + 1410q17 − 4830q18
+ 750q19 − 2450q20 + 8196q21 + 4920q22 − 16180q23
+ 2376q24 − 7875q25 + 25644q26 + · · ·
is a Hauptmodul for X0(5). Let B(τ ) = A(5τ ). Then, the functions A and B satisfy
f (A, B) = B5 − A((A4 + 30A3 + 315A2 + 1300A + 1575)B4
+ (125A3 + 3750A2 + 39375A + 162500)B3
+ (15625A2 + 468750A + 4921875)B2
+ (1953125A + 58593750)B + 244140625)= 0.
(2) Assume that G is equal to Γ0(25). It is well known that the function
A(τ ) = V1(τ ) = 1
q
− 1− q + q4 + q6 − q11 − q14 + q21 + q24 − · · ·
is a Hauptmodul for X0(25). Let B(τ ) = A(5τ ). Then, the functions A and B satisfy
f (A, B) = B5 − A(A4 + 5A3 + 15A2 + 25A + 25)(B4 + 5B3 + 15B2 + 25B + 25)= 0.
By replacing (A, B) with (A − 1, B − 1) in this equation, we can obtain the equation
(
A5 + 5A3 + 5A − 11)
((
B + 4
B − 1
)5
+ 5
(
B + 4
B − 1
)3
+ 5
(
B + 4
B − 1
)
− 11
)
= 125,
which is also presented by Elkies in [7]. 
We can generalize Example 3.1(1) as follows. Assume that G ′ is a congruence group with a modular
form
g(τ ) :=
∏
n ≡0 (mod 5)
η(nτ )an
(see Section 2). Then, an automorphic function (that is, an automorphic form of weight zero)
A(τ ) := g(τ )/g(5τ ) =
∏
n ≡0 (mod 5)
Uann (τ )
12 T. Hasegawa et al. / Finite Fields and Their Applications 18 (2012) 1–18is a Hauptmodul for the intersection G = G ′ ∩ Γ0(5) (with A(τ ) = 1/q + O (1) at τ = i∞ and with
a simple zero at τ = 0), and the functions A(τ ) and B(τ ) = A(5τ ) satisfy
f (A, B) = B5 − A( f4(A)B4 + f3(A)B3 + f2(A)B2 + f1(A)B + 25a),
where
f4(A) = A4 + 5a1A3 + 5α2A2 + 5α1A + 5α0, f3(A) = 5β3A3 + 25β2A2 + 5β1A + 25β0,
f2(A) = 5γ2A2 + 25γ1A + 25γ0, f1(A) = 25δ1A + 25δ0.
Hence, the equation f (A, B) = 0 gives rise to a recursive tower related to the group G .
In the following three tables, we list the coeﬃcients 5a1, 5α2, 5α1, 5α0, 5β3, 25β2, 5β1, 25β0, 5γ2,
25γ1, 25γ0, 25δ1, 25δ0 and 25a together with the corresponding group G ′ (its level and index if it
does not have a well-known short name) and its index b in PSL2(Z) as a commensurable arithmetic
group, and all non-zero an . Note that ab = 6.
The proofs are given by considering the q-expansions of f (A, B) (as in the example in Section 2).
5a1 5α2 5α1 5α0 5β3 25β2 5β1 25β0
5γ2 25γ1 25γ0 25δ1 25δ0 25a G ′
b an = 0
30 315 1300 1575 125 3750 39375 162500
15625 468750 4921875 1953125 58593750 244140625 PSL2(Z)
1 a1 = 6
10 55 140 175 25 250 1375 3500
625 6250 34375 15625 156250 390625 〈Γ0(2),ω2〉
3/2 a1 = a2 = 2
10 35 60 55 5 50 175 300
25 250 875 125 1250 625 〈Γ0(4),ω4〉
3 a1 = a4 = 2, a2 = −2
0 15 0 45 −25 0 −225 0
375 0 1875 −3125 0 15625 [4]2
2 a2 = 3
0 0 10 0 5 0 0 50
25 0 0 125 0 625 [9]3
3 a3 = 2
0 5 0 15 −5 0 −25 0
25 0 125 −125 0 625 [8]3
3 a2 = a4 = 1
0 5 0 5 5 0 15 0
15 0 25 25 0 25 [16]6
6 a2 = a8 = 1, a4 = −1
0 −5 0 5 −5 0 15 0
15 0 −25 −25 0 25 [4]6
6 a2 = −1, a4 = 2
The group denoted by [4]2 is conjugate (in PSL2(Q)) with the intersections of PSL2(Z) and the j1/2
group (this group is deﬁned in Section 2). The group [4]6 is conjugate (in PSL2(Q)) with the inter-
sections of Γ0(2) and the j1/2 group. The group [8]3 is conjugate (in PSL2(Q)) with the intersections
of 〈Γ0(2),ω2〉 and the j1/2 group. The group [16]6 is conjugate (in PSL2(Q)) with the intersections
T. Hasegawa et al. / Finite Fields and Their Applications 18 (2012) 1–18 135a1 5α2 5α1 5α0 5β3 25β2 5β1 25β0
5γ2 25γ1 25γ0 25δ1 25δ0 25a G ′
b an = 0
involution
−10 35 −60 55 5 −50 175 −300
25 −250 875 125 −1250 625 Γ0(2)
3 a1 = −2, a2 = 4
ω2(t) = (5− t)/(1− t)
of 〈Γ0(4),ω4〉 and the j1/2 group. The group [9]3 is conjugate (in PSL2(Q)) with the intersection
of PSL2(Z) and the j1/3 group (that is, the index-three congruence subgroup corresponding to the
index-three normal subgroup of PSL2(F3)).
5a1 5α2 5α1 5α0 5β3 25β2 5β1 25β0
5γ2 25γ1 25γ0 25δ1 25δ0 25a G ′
b an = 0
0 0 0 0 5 0 0 0
15 0 0 25 0 25 [36]6
6 a6 = 1
The group [36]6 is conjugate (in PSL2(Q)) with the intersection of the group [9]3 and the j1/2
group, or equivalently with the intersection of the group [4]2 and the j1/3 group.
Lastly, we generalize Example 3.1(2). In this case, the automorphic function
A(τ ) := g(τ )/g(25τ ) =
∏
n ≡0 (mod 5)
V ann (τ )
is a Hauptmodul for G = G ′ ∩ Γ0(25). The functions A(τ ) and B(τ ) = A(5τ ) satisfy
f (A, B) = B5 − A(A4 + 5a1A3 + 5αA2 + 25βA + 25a)(B4 + 5a1B3 + 5αB2 + 25βB + 25a)= 0,
and this equation deﬁnes a recursive tower related to the group G .
In the following table, we list the coeﬃcients 5a1, 5α, 25β and 25a together with the correspond-
ing group G ′ , its index b in PSL2(Z) as a commensurable arithmetic group, and all non-zero an . Note
that ab = 1.
5a1 5α 25β 25a G ′ b an = 0
5 15 25 25 PSL2(Z) 1 a1 = 1
A supertower of the tower deﬁned by the above equation f (A, B) = 0 is given in the PhD thesis
of Lotter (see Chapter 6 in [16]), and this is deﬁned over F121 by the equation
g(x, y) = (5x4 + 5x3 + 5x2 + 6x+ 1)y5 − x(x4 + 4x3 + x2 + 8x+ 9)= 0.
In fact, if we deﬁne the variables X = x+8/x, Y = y+8/y and eliminate x, y from the above equation
g(x, y) = 0 to obtain a relation for X, Y , then we arrive at the new equation
h(X, Y ) = (X4 + 5X3 + 7X2)Y 5 + (4X4 + 9X3 + 6X2 + 8X)Y 3
+ (X4 + 5X3 + 7X2 + 2X)Y + 2X5 + 5X4 + 5X3 + 8X2 + 2X + 9= 0,
14 T. Hasegawa et al. / Finite Fields and Their Applications 18 (2012) 1–18and by substituting (1/(4A + 2),1/(4B + 2)) for (X, Y ) in the equation h(X, Y ) = 0, we obtain
B5 − A(A4 + 5A3 + 15A2 + 25A + 25)(B4 + 5B3 + 15B2 + 25B + 25)= 0,
which corresponds to our equation f (A, B) = 0. Note that the fractional linear transformation 8/t is
the involution of g(x, y) = 0, that is, g(x, y) = 0 if and only if x5 y5g(8/x.8/y) = 0.
4. The case of degree seven
In this section, we study a recursive tower corresponding to a sequence of the elliptic modular
curves X0(7n+2). Note that the bottom X0(49) has a genus greater than zero.
A Hauptmodul for the elliptic modular curve X0(7) is given by
h7(τ ) :=
(
η(τ )
η(7τ )
)4
(see [18]). The curve E := X0(49) is elliptic with aﬃne equation
y2 = 4x3 + 21x2 + 28x,
which is parameterized as
x(τ ) = η(τ )
η(49τ )
, y(τ ) = 2
(
E21(τ )
E7(τ )
+ E7(τ )
E14(τ )
− E14(τ )
E21(τ )
)
− 3x(τ ) − 4,
where Eg(τ ) is the generalized Dedekind eta function (see [24,25]).
In general, the elliptic modular curve X0(n) has an involution ω
(n)
 sending τ to −1/nτ . By using
the functional equation η(−1/τ ) = √τ/iη(τ ), the involution ω(1)7 takes h7(τ ) to
h7
(
− 1
7τ
)
=
(
η(−1/7τ )
η(−1/τ )
)4
=
(√
7τ/iη(7τ )√
τ/iη(τ )
)4
= 49
h7(τ )
(2)
and the involution ω(2)7 takes (x(τ ), y(τ )) to
(
x
(
− 1
49τ
)
, y
(
− 1
49τ
))
=
(
7
x(τ )
,
7y(τ )
x2(τ )
)
. (3)
In fact, from the two points (0,0) and (x, y) on E , we can obtain the point on E:
P − (x, y) =
(
7
x
,
7y
x2
)
.
Note that a group law on a curve given by a Weierstrass equation is known. A group law on E is
induced from a group law on a curve given by a Weierstrass equation for E:
x′ = 1
4
((−4y − 0
4x− 0
)2
− 21− 4x
)
= 7
x
, y′ = 1
4
(
−
(−4y − 0
4x− 0
)
112
4x
)
= 7y
x2
,
where x′ (resp. y′) is the x- (resp. y-) coordinate of the point (0,0) − (x, y).
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X0(49) → X0(7) is given by
h7(7τ ) = 1
2
(
A
(
x(τ )
)
y(τ ) + B(x(τ ))), (4)
where A(x) = x2 + 7x+ 7 and B(x) = 7x3 + 35x2 + 49x+ 16. Hence, from (4) and (3)
h7
(
− 1
7τ
)
= 1
2
(
A
(
x
(
− 1
49τ
))
y
(
− 1
49τ
)
+ B
(
x
(
− 1
49τ
)))
= 1
2
(
A
(
7
x(τ )
)
7y(τ )
x2(τ )
+ B
(
7
x(τ )
))
,
or
h7
(
− 1
49τ
)
= 1
2
(
A
(
7
x(7τ )
)
7y(7τ )
x2(7τ )
+ B
(
7
x(7τ )
))
. (5)
Therefore, from (2), (4) and (5)
(
A
(
x(τ )
)
y(τ ) + B(x(τ )))
(
A
(
7
x(7τ )
)
7y(7τ )
x2(7τ )
+ B
(
7
x(7τ )
))
= 196.
It follows from this relation and the Proposition presented by Elkies in [7] that the points
(
(x0, y0), (x1, y1), . . . , (xn, yn)
)
in X0(49) × X0(49) × · · · × X0(49) satisfying the conditions
(
A(xi)yi + B(xi)
)(
A
(
7
xi+1
)
7yi+1
x2i+1
+ B
(
7
xi+1
))
= 196, i = 0,1, . . . ,n − 1
are identiﬁed with the points in X0(7n+2). This leads to the following theorem.
Theorem 4.1. Assume that p = 7 is a prime number. The recursive tower of function ﬁelds
Fn = Fp2(x0, y0, x1, y1, . . . , xn, yn)
deﬁned by both
y2i = 4x3i + 21x2i + 28xi, i = 0,1, . . . ,n
and
(
A(xi)yi + B(xi)
)(
A
(
7
xi+1
)
7yi+1
x2i+1
+ B
(
7
xi+1
))
= 196, i = 0,1, . . . ,n − 1
corresponds to a sequence of the elliptic modular curves X0(7n+2).
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Appendix A. The case of degree N = 2
An equation for the elliptic modular curve X0(3 · 2n+2) was given by Elkies in [7]. In this section,
we deﬁne an equation similar to that proposed by Elkies by using the fractional linear transformation
ω
(2)
2 (τ ) = (−8τ − 1)/(36τ + 4).
Our transformation is different from the transformation (4τ + 3)/(4τ + 4) used by Elkies.
Since the curve X0(6) is rational, its Hauptmodul and involution are
γ6(τ ) :=
(
η(2τ )η3(3τ )
η(τ )η3(6τ )
)3
, ω
(1)
2 : τ ←→ (2τ − 1)/(6τ − 2),
respectively. Then, from the functional equations of the Dedekind eta function in Section 2 (see also
Chapter 3 in [1]), we obtain the relation γ6(ω
(1)
2 τ ) = −8/γ6(τ ). Since the curve X0(12) is also ratio-
nal, its Hauptmodul and fractional linear transformation are
γ12(τ ) :=
(
η2(4τ )η(6τ )
η(2τ )η2(12τ )
)2
, ω
(2)
2 (τ ) = (−8τ − 1)/(36τ + 4),
respectively. Note that this transformation is not an involution, whereas
τ ←→ (−4τ − 1)/(18τ + 4)
is an involution. Then we obtain the relation γ12(ω
(2)
2 τ ) = (3− γ12(τ ))/(1+ γ12(τ )).
On the other hand, by considering the q-expansions, we obtain the relation
γ6(2τ ) = γ 212(τ ) − 1, γ6
(
ω
(1)
2 τ
)= γ 212(ω(2)2 τ )− 1
and, by combining the above relations, we obtain
(
γ 212(τ ) − 1
)(
γ 212
(
ω
(2)
2 2τ
)− 1)= γ6(2τ )γ6(ω(1)2 2τ )= −8.
That is,
(
γ 212(τ ) − 1
)((3− γ12(2τ )
1+ γ12(2τ )
)2
− 1
)
= −8
or, equivalently, (γ12(2τ ) − 1)γ 212(τ ) = γ12(2τ )(γ12(2τ ) + 3). By setting H0 = γ 212(τ ) − 1 and H1 =
γ 212(2τ ) − 1, the above equation becomes H21 = H0(H0 + 2)(H1 + 2). Similarly, we obtain the n + 1
equations H2i+1 = Hi(Hi + 2)(Hi+1 + 2) (i = 0,1, . . . ,n), and these relations give the elliptic modular
curve X0(3 · 2n+2). 
We are interested in constructing a recursive tower deﬁned by the above equation.
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(x− 1)y2 − x(x+ 3) = 0
is of ﬁnite ramiﬁcation type, that is,
VF = {Px0 , P∞} ∪
{
Px0−α
∣∣ α2 = 9}∪ {Px0−β ∣∣ β2 = −1}.
Proof. The proof is the same as that of Proposition 2.2. 
The tower deﬁned as in the above proposition is asymptotically optimal, which can be proven by
using the methods in [15] or [22]. However, the proof is not explicit in the sense that the ramiﬁca-
tion locus is not explicitly computed. In this regard, our explicit description is important for coding
theorists.
Errata in the lists of [17, pp. 214–215].
The tower T28 is clearly equal to the tower T3. We replace the tower T37 (in the list of subtowers)
with the tower T34. The tower T2 is a supertower of the tower T34 (and thus of the tower T37).
We replace the tower T32 with a recursive tower deﬁned by the equation (x2 + 2x + 1)y2 + (5x2 +
5x + 1)y + x2 + 6x + 2 = 0. Although the tower T4 is not isomorphic to a recursive (modular) tower
deﬁned by the equation y2 − (x2 −4x+1)y− x2, it is isomorphic to a recursive (modular) tower given
by the equation y2 − (x2 − 4x+ 1)y + x2.
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