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Standardni pristop k primerjanju zmogljivosti dveh ali ve£ algoritmov za strojno
u£enje na ve£ podatkovnih mnoºicah [9] sloni na predpostavki, da primerjava vedno
poteka na osnovi ene, vnaprej dolo£ene mere zmogljivosti, pogosto kar to£nost
dobljenega klasikacijskega modela. A ker je vidikov to£nosti klasikacijskega mod-
ela ve£, kot je tudi ve£ razli£nih mer zmogljivosti algoritmov za u£enje (npr. kom-
pleksnost dobljenih modelov ali pa ra£unski £as potreben za u£enje modela), pogosto
se sre£ujemo s situacijami, ko je treba primerjati algoritme na osnovi ve£ mer
zmogljivosti hkrati. Cilj naloge je nadgraditi pristop iz [9] v smeri primerjave algorit-
mov glede na ve£ mer zmogljivosti hkrati ter empiri£no preveriti delovanje pristopa
na konkretnem primeru primerjave algoritmov za u£enje klasikacijskih modelov.
Work plan
The standard approach to comparing the performance of two or more machine learn-
ing algorithms on multiple data sets [9] is based upon the assumption that the com-
parison is made with respect to a single performance measure, often the accuracy
of the obtained classication model. However, in machine learning, there are more
aspects of the accuracy of a classication model as there are also dierent measures
of performance of learning algorithms (e.g., the complexity of the obtained models,
or the computational time required to train the model). Thus, we often encounter
situations where it is necessary to compare learning algorithms with respect to mul-
tiple performance measures simultaneously. Therefore, the aim of the thesis is to
address this problem by upgrading the approach used in [9] for the case of algo-
rithm comparison with respect to multiple performance measures simultaneously
and empirically assess the approach on a specic problem of comparing algorithms
for learning classication models.
Osnovna literatura (Basic references)
[9] J. Dem²ar, Statistical Comparisons of Classiers over Multiple Data Sets, J.





Statisti£na primerjava algoritmov strojnega u£enja glede na ve£ mer
zmogljivosti
Povzetek
Na podro£ju strojnega u£enja se pogosto soo£amo z nalogo primerjave zmogljivosti
u£nih algoritmov na ve£ podatkovnih mnoºicah. Na eni strani razvojne ²tudije, ki
predstavljajo nove ali izbolj²ave obstoje£ih algoritmov, primerjajo razvite algoritme
z obstoje£imi, na drugi strani pa empiri£ne ²tudije uporabe strojnega u£enja pogosto
primerjajo zmogljivost u£nih algoritmov na razli£nih instancah prakti£nih proble-
mov. V vsakem primeru je za ugotavljanje pomena rezultatov primerjave klju£na
primerna statisti£na analiza, ki je predmet prou£evanja tega magistrskega dela.
Magistrsko delo ima dva glavna cilja. Prvi je temeljita predstavitev najpogosteje
uporabljenih neparametri£nih statisti£nih testov, ki jih uporabljamo pri primerjavi
zmogljivosti algoritmov strojnega u£enja, Wilcoxonovega testa predzna£enih rangov
in Friedmanovega testa. Drugi cilj magistrskega dela je preseganje omejitve obsto-
je£ih pristopov na primerjavo algoritmov glede na eno samo, vnaprej izbrano mero
zmogljivosti. V delu predstavimo novi pristop za primerjavo algoritmov strojnega
u£enja glede na ve£ mer zmogljivosti hkrati. V ta namen uporabimo koncept Pareto
front, ki izhaja iz podro£ja ve£kriterijske optimizacije in nam omogo£i, da algoritme
razvr²£amo glede na ve£ mer zmogljivosti. Tako lahko tudi novi pristop uporablja
zgoraj omenjene neparametri£ne statisti£ne teste.
Uporabo novo razvitega pristopa ponazorimo na primeru primerjave zmogljivosti
²tirih algoritmov za u£enje klasikacijskih modelov na desetih javno dostopnih po-
datkovnih mnoºicah. Primerjavo izvajamo glede na dve meri zmogljivosti algorit-
mov, ki se nana²ajo na to£nost nau£enih klasikacijskih modelov. Rezultati primer-
jave kaºejo, da novo razviti pristop zavrne ni£elno hipotezo za primerjavo algoritmov
glede na obe meri zmogljivosti hkrati, £e obstoje£i pristop zavrne vsaj eno izmed
obeh ni£elnih hipotez za posamezno mero.
Statistical Comparison of Machine Learning Algorithms with respect to
Multiple Performance Measures
Abstract
In the theory and practice of machine learning, we often face the task of com-
paring the performance of learning algorithms on multiple data sets. On the one
hand, theoretical studies that propose new algorithms or improvements of the ex-
isting ones, compare the newly proposed algorithms to the existing ones. On the
other hand, empirical studies on the application of machine learning methods often
compare the performance of learning algorithms on various instances of a practi-
cal real-world problem. In both cases, an appropriate statistical analysis, which is
the subject of this master's thesis, is crucial to determine the signicance of the
xiii
comparison's results.
This thesis has two main goals. The rst is a thorough presentation of the most
commonly used nonparametric statistical tests used for comparing machine learn-
ing algorithms with respect to a single performance measure, namely, the Wilcoxon
signed-rank test and the Friedman test. The second goal of the master's thesis is to
overcome the limitations of existing approaches for comparison of algorithms with
respect to a single, pre-selected performance measure. We present a new approach
for the comparison of machine learning algorithms with respect to multiple perfor-
mance measures simultaneously. To this end, the concept of Pareto fronts, used
in the eld of multi-objective optimization, will be utilized to rank the algorithms
according to multiple performance measures. Thus, the above-mentioned nonpara-
metric statistical tests may also be used in the context of the new approach.
We illustrate the use of the newly developed approach on an example of com-
paring the performance of four learning algorithms for classication on ten publicly
available data sets. We compare the algorithms with respect to two performance
measures that assess two aspects of the accuracy of the trained classication models.
The results of the comparison show that in most cases, the new approach rejects
the null hypothesis for comparison of algorithms with respect to both performance
measures simultaneously, if the existing approach rejects at least one of the two null
hypotheses for a single performance measure.
Math. Subj. Class. (2010): 68T05, 90C29
Klju£ne besede: primerjava algoritmov strojnega u£enja, primerjalna ²tudija,
parna primerjava, mere zmogljivosti, Wilcoxonov test predzna£enih rangov, Fried-
manov test, Pareto fronta
Keywords: comparison of machine learning algorithms, pairwise comparison, com-
parative studies, multiple performance measures, Wilcoxon signed-rank test, Fried-
man test, Pareto front
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Raz²irjeni povzetek v sloven²£ini
0.1 Motivacija in pregled literature
Statisti£na primerjava algoritmov strojnega u£enja na ve£ podatkovnih mnoºicah
predstavlja pomemben del raziskav na podro£ju strojnega u£enja. Klju£na je za
validacijo rezultatov primerjalnih raziskav, kjer primerjamo zmogljivost algoritmov
strojnega u£enja na ²ir²em razredu problemov glede na izbrano mero zmogljivosti.
Prav tako primerjamo algoritme na ve£ podatkovnih mnoºicah, ko ºelimo predstaviti
izbolj²avo algoritma ali pa predstaviti novega.
Potrebo po vzpostavitvi standardiziranega statisti£nega postopka za primerjavo
algoritmov strojnega u£enja na ve£ podatkovnih mnoºicah je prvi izpostavil in pred-
stavil Dem²ar [9] ter predstavlja osrednjo temo te magistrske naloge. V £lanku je
skozi pregled objavljene literature pokazal, da raziskovalci uporabljajo razli£ne, tudi
neprimerne metode za primerjavo algoritmov in predstavil dva statisti£na postopka,
prvega za primerjavo dveh in drugega za primerjavo ve£ algoritmov. Predlaga upo-
rabo neparametri£nih statisti£nih testov, in sicer Wilcoxonov test predzna£enih ran-
gov za primerjavo dveh algoritmov in Friedmanov test z nadaljnjimi post-hoc parnimi
primerjavami za ve£ algoritmov.
Postopke za primerjavo ve£ algoritmov so kasneje raz²irili v [48] in povzeli v [10].
Kljub temu, da se omenjeni £lanki osredoto£ajo na algoritme, ki jih uporabljamo
za klasikacijo, so vse predstavljene metode uporabne bolj splo²no. Primerne so,
denimo, za primerjavo algoritmov z nalogo regresije oziroma optimizacijskih algorit-
mov, ki jih primerjamo na podlagi mere zmogljivosti na ve£ podatkovnih mnoºicah.
Ve£ina literature s podro£ja strojnega u£enja, vklju£no z [9], posve£a le malo
pozornost predstavitvi statisti£nih testov. Nadalje, St. Laurent (2013) opozarja na
pomanjkljivo in tudi napa£no predstavitev Friedmanovega testa v statisti£ni lite-
raturi. Ta je pogosto neustrezno postavljen v kontekst, ali pa so nejasno dolo£ene
predpostavke ter ni£elna hipoteza. Prvi cilj magistrske naloge je zato podrobno
predstaviti neparametri£na statisti£na testa, ki ju uporabljamo za primerjavo algo-
ritmov. Naloga tako sluºi kot referen£ni u£benik na podro£ju strojnega u£enja.
Dosedaj omenjena obravnava problema primerjave algoritmov omogo£a primer-
javo glede na eno mero zmogljivosti. Zato mora raziskovalec vedno dolo£iti mero
zmogljivosti, na podlagi katere bo algoritme primerjal. V praksi je to lahko zelo ome-
jujo£e, saj algoritme ºelimo primerjati glede na ve£ mer zmogljivosti hkrati [28,38].
Pogosto denimo ºelimo algoritme primerjati glede na natan£nost in ra£unski £as.
Drugi in glavni cilj magistrske naloge je predstavitev nove metode za razvr²£anje
algoritmov glede na ve£ mer zmogljivosti hkrati. V ta namen si izposodimo koncept
Pareto front, ki jih uporabljamo v ve£kriterijski optimizaciji. Metoda nam omogo£a
uporabo obstoje£ega statisti£nega okvira, predstavljenega v [9].
Uporaba Pareto front za primerjavo ve£ algoritmov glede na ve£ mer zmogljivosti
je bila prvi£ uporabljena v [28]. Vendar pa £lanek ne naslavlja problema statisti£ne
validacije dobljenih rezultatov.
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0.2 Ve£kriterijska optimizacija in Pareto fronta
Predstavimo nekaj osnovnih pojmov s podro£ja ve£kriterijske optimizacije, ki jih
povzemamo po [8]. Predstavimo le na majhen podro£ja ve£kriterijske optimizacije,
ki zado²£a potrebam te magistrske naloge.
Glavna naloga optimizacije je poiskati optimalno re²itev (ali mnoºico re²itev)
optimizacijskega problema, ki ga lahko opi²emo s tako imenovano kriterijsko funk-
cijo ve£ spremenljivk. Pogosto ºelimo kriterijsko funkcijo optimizirati tudi glede na
dodatne omejitve spremenljivk. Te omejitve imenujemo pogoji (ne)enakosti. Op-
timalna re²itev problema je minimalna oziroma maksimalna vrednost objektivne
funkcije  odvisno od dane naloge optimizacije. Vse moºne re²itve, vklju£no z opti-
malno, sestavljajo mnoºico dopustnih re²itev S.
V ve£kriterijski optimizaciji ºelimo poiskati re²itev optimizacijskega problema
glede na ve£ kriterijskih funkcij hkrati. Formalno deniramo:
Denicija 0.1. Naj bodo fk za k = 1, 2, . . . , K kriterijske funkcije, gi za i =





nja ter spodnja meja spremenljivke xl za l = 1, 2, . . . n. Ve£kriterijski optimizacijski
problem v splo²nem deniramo kot
min /max fk(x), k = 1, 2, . . . , K;
pri pogojih gi(x),≥ 0, i = 1, 2, . . . , I;
hj(x) = 0, j = 1, 2, . . . , J ;
x
(L)
l ≤ xl ≤ x
(U)
l , l = 1, 2, . . . , n.
kjer je re²itev x = (x1, x2, . . . xn) vektor n spremenljivk.
Zadnjo mnoºico omejitev zgornje denicije sestavljajo zgornje in spodnje meje in-




l ] za vrednosti spremenljivke xl, l = 1, 2, . . . , n. Intervali
dolo£ajo prostor moºnih re²itev D = I1 × I2 × . . .× In.
Vse moºne re²itve niso tudi vedno dopustne. Dopustna re²itev je re²itev iz pro-
stora D, ki zado²£a vsem dodatnim pogojem (ne)enakosti. Dopustne re²itve sesta-
vljajo prostor dopustnih re²itev S.
Pri enokriterijski optimizaciji je kriterijski prostor, dolo£en s kriterijsko funkcijo,
mnoºica realnih ²tevil R. Ta je linearno urejena za relacijo '≤'. Tako za vsak par
re²itev x(1) in x(2) velja natanko ena od izjav: "x(1) je bolj²a kot x(2) ","x(1) je
slab²a kot x(2) " ali "x(1) in x(2) sta si enakovredni".
Za problem ve£kriterijske optimizacije ºelimo primerjati re²itvi x(1) in x(2) glede
na ve£ kriterijskih funkcij hkrati. V tem primeru je kriterijski prostor, ki ga dolo£a
ve£ kriterijskih funkcij, ve£dimenzionalen in le delno urejen prostor RM . Re²itvi
sta pogosto neprimerljivi. Za primerjavo re²itev deniramo pojem dominacije, ki
nam pove, katera od dveh re²itev je "bolj²a" glede na vse kriterijske funkcije. S
'◃' ozna£imo operator dominacije, ki ga uporabljamo tako za minimizacijske, kot
maksimizacijske probleme. Za minimizacijske probleme lahko torej operator '◃' v
naslednji deniciji nadomestimo z operatorjem '<', z '>' pa za maksimizacijske.
Formalno deniramo:
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Denicija 0.2. Naj bosta x(1), x(2) ∈ S dopustni re²itvi ve£kriterijskega optimiza-
cijskega problema. Potem x(1) dominira x(2), £e sta izpolnjeni naslednji zahtevi:
i) re²itev x(1) ni slab²a od re²itve x(2) po vseh kriterijih, tj. fk(x(1)) 7 fk(x(2)) za
vsak k = 1, 2, . . . , K,
ii) re²itev x(1) je strogo bolj²a od re²itve x(2) po vsaj enem kriteriju, tj. ∃ k ∈
{1, 2, . . . , K}, da velja fk(x(1)) ◃ fk(x(2)).
Denirana relacija ni reeksivna, saj re²itev ne dominira sama sebe, prav tako
tudi ni simetri£na. Je pa tranzitivna.
Opozorimo: £e velja x(1) 7 x(2), od tod ne sledi nujno x(2) ◃ x(1). e re²itev ne
moremo primerjati, torej £e x(1) 7 x(2) in x(2) 7 x(1), pravimo, da so re²itve med
seboj nedominirane. Nedominiranost je posledica tega, da kriterijskim funkcijam
pripisujemo enak pomen in se zato ne moremo odlo£iti med dvema re²itvama, kjer
je vsaka bolj²a glede na eno kriterijsko funkcijo.
Za kon£no mnoºico re²itev vse vsebovane re²itve primerjamo paroma in tvorimo
podmnoºice re²itev, tako da so elementi podmnoºice med seboj nedominirane re²i-
tve. Podmnoºico nedominiranih re²itev, katere elementov ne dominira druga re²itev
iz katere koli druge podmnoºice, imenujemo nedominirana mnoºica.
Denicija 0.3. Med mnoºicami re²itev P je nedominirana mnoºica re²itev P ′ tista
mnoºica, katere elementov ne dominira noben element mnoºice P . e je P = S, kjer
je S mnoºica dopustnih re²itev, potem P ′ imenujemo Pareto-optimalna mnoºica.
0.3 Primerjava algoritmov glede na eno mero zmogljivosti
Algoritme strojnega u£enja ºelimo primerjati na ve£ podatkovnih mnoºicah. Po za-
snovi raziskave, naj bo to primerjalna ²tudija ali predstavitev novega algoritma, in
izbiri mere zmogljivosti, pri£nemo z u£no fazo, torej algoritme u£imo na izbranih po-
datkovnih mnoºicah. Da zagotovimo primerljivost rezultatov algoritmov, je nujno,
da vse algoritme u£imo na istih u£nih primerih in jih testiramo na isti mnoºici novih
testnih primerov.
Predstavimo neparametri£ne statisti£ne teste, ki jih uporabljamo za statisti£no
primerjavo dveh ali ve£ algoritmov [9].
0.3.1 Primerjava dveh algoritmov  Wilcoxonov test predzna£enih ran-
gov
Primerjati ºelimo zmogljivost dveh algoritmov, in sicer algoritma a1 in algoritma
a2 glede na eno mero zmogljivosti, ki jo ozna£imo s p. Algoritma primerjamo na n
podatkovnih mnoºicah, S1, S2, . . . , Sn. Naj bosta pi1 in pi2 meri zmogljivosti p na
mnoºici podatkov Si za algoritma a1 in a2.
Naj bo di = pi1−pi2 razlika zmogljivosti algoritmov a1 in a2 na podatkovni mno-
ºici Si. Predznak di pove, kateri od obeh algoritmov je zmogljivej²i na posamezni
podatkovni mnoºici.
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Denicija 0.4. Algoritem a1 premaga algoritem a2 na podatkovni mnoºici Si glede
na mero zmogljivosti p, £e je sgn(di) = 1. Algoritmi a1 in a2 sta enako zmogljiva, £e
je sgn(di) = 0. Algoritem a2 premaga algoritem a1, £e je sgn(di) = −1, kjer sgn(·)
ozna£uje funkcijo signum.
V deniciji smo predpostavili, da ve£je vrednosti p kaºejo na ve£jo zmogljivost al-
goritma. e v praksi za mero zmogljivosti velja obratno, lahko njeno vrednost le
pomnoºimo s faktorjem -1 in denicija velja.
Za primerjavo dveh algoritmov predstavimo Wilcoxonov test predzna£enih ran-
gov. Predpostavimo:
i) razlike za par vrednosti di so med seboj neodvisne,
ii) porazdelitev vzorca p1j, p2j, . . . , pnj, j = 1, 2 je zvezna,
iii) porazdelitev razlik je simetri£na okoli mediane.
Predno predstavimo statisti£ni testa navedimo naslednjo denicijo:
Denicija 0.5. Naj bo X1, X2, . . . Xn slu£ajni vzorec zvezne spremenljivke. Rang
naklju£nega vzorca, ozna£enega s r(X1), r(X2), . . . r(Xn), je permutacija prvih n
naravnih ²tevil, tako da r(Xi) ≤ r(Xi′) velja, kadar je Xi ≤ Xi′ .
Glavna ideja Wilcoxonovega testa predzna£enih rangov je, da vrednosti di nadome-
stimo z rangi.
Vsaki razliki di pripi²emo rang glede na absolutno vrednost, torej di nadome-
stimo z r(|di|). Z R+ ozna£imo vsoto rangov, ki pripadajo podatkovnim mnoºicam,
na katerih algoritem a1 premaga algoritem a2 ali pa sta enako zmogljiva. Nadalje, z
R− ozna£imo vsoto rangov, ki ustrezajo tistim podatkovnim mnoºicam, na katerih
algoritem a2 premaga algoritem a1.
Denicija 0.6. Naj r(·) ozna£uje rang slu£ajne spremenljivke. Statistika vsota











1, if di ≥ 0,
0, if di < 0.
Radi bi pokazali, da so razlike v zmogljivosti algoritmov statisti£no zna£ilno raz-
li£ne. Splo²no lahko ni£elno hipotezo Wilcoxonovega testa deniramo kot: algoritma
a1 in a2 sta enako zmogljiva.
Testna statistika Wilcoxonovega testa je odvisna od izbire alternativne hipoteze.
Denimo, da uporabimo enostranski test z alternativno hipotezo, da algoritem a1
premaga algoritem a2. Formalno, mediana razlike θd je ve£ja od ni£, torej
HA : θd > 0.
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Pod alternativno hipotezo pri£akujemo, da bodo vi²je rangirane vrednosti ustre-
zale pozitivno predzna£enim razlikam di. Nadalje, pri£akujemo, da bo R− blizu ni£
in R+ blizu njene najve£je vrednosti n(n+1)
2
. Ker sta R+ in R− linearno odvisni
zadostuje, da za testno statistiko uporabimo le eno.
Ni£elna hipoteza je zavrnjena za R− ≤ tα, kjer je tα najve£je naravno ²tevilo, za
katerega P (R− ≤ tα|H0) ≤ α in α stopnjo zna£ilnosti.
Za dvostranski test testiramo ni£elno hipotezo proti alternativi, da se zmogljivo-
sti algoritmov a1 in a2 razlikujeta. Formalno, mediana razlik θd je razli£na od ni£,
torej
HA : θd ̸= 0.
Pod alternativno hipotezo pri£akujemo, da bo R− zavzela vrednosti blizu ni£le
oziroma blizu najve£je prednosti n(n+1)
2
. Ni£elno hipotezo zavrnemo za skrajne vre-
dnosti R−. Pokaºemo lahko, da sta R− in R+ enako porazdeljeni in simetri£ni okoli
pri£akovane vrednosti. Ni£elno hipotezo torej zavrnemo, £e min{R−, R+} ≤ tα/2,
kjer je tα/2 najve£je naravno ²tevilo, za katerega P (min{R−, R+} ≤ tα/2|H0) ≤ α/2
Eksaktno porazdelitev Wilcoxonove testne statistike lahko izra£unamo z uporabo
rekurzivne formule. Za velike vrednosti n se zana²amo na centralni limitni izrek.







Pod ni£elno hipotezo Z v porazdelitvi konvergira proti standardni normalni po-
razdelitvi N(0, 1), ko n → ∞.
Do tu smo predpostavljali, da so mere zmogljivosti porazdeljene zvezno. V praksi to
pogosto ne drºi, zato je potrebno dolo£iti, kako obravnavamo izena£ene vrednosti.
Upo²tevati moramo dve vrsti izena£enj. Prvi£, ko sta algoritma a1 in a2 enako
zmogljiva na podatkovni mnoºici Si, torej di = 0. Moºnosti za obravnavo je ve£:
vrednosti lahko izpustimo pred rangiranjem in ustrezno popravimo velikost vzorca
n [13], vrednosti lahko izpustimo, vendar ²ele po rangiranju [29, 40] in nazadnje,
range razdelimo med med R+ in R− enako [9].
Drugi£, obravnavati moramo o izena£enja, ko dve absolutni razliki zavzameta
enako vrednost, tj. |di| = |dj| za vsaj en par i ̸= j. V tem primeru je najpogostej²a
uporabljena metoda metoda povpre£nega rangiranja, kjer vsem elementom, ki zavza-
mejo enako, vrednost pripi²emo povpre£ni rang, ki bi jim pripadal, £e do izena£enja
ne bi pri²lo.
0.3.2 Primerjava ve£ algoritmov  Friedmanov test
Primerjati ºelimo ve£ algoritmov glede na mero zmogljivosti p. S pij ozna£imo
mero zmogljivosti p algoritma aj na podatkovnih mnoºicah Si, za i = 1, 2, . . . , n in
j = 1, 2, . . . ,m. Mere zmogljivosti predstavimo v n × m matriki (Figure 9), kjer
vrstice ustrezajo podatkovnim mnoºicam, stolpci pa algoritmom.
Statisti£na primerjava zmogljivosti ve£ algoritmov poteka v dveh korakih. V
prvem koraku z uporabo neparametri£nega Friemanovega testa testiramo globalno
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ni£elno hipotezo, da se zmogljivosti algoritmov med seboj ne razlikujejo. Zavrnjena
ni£elna hipoteza ne daje odgovora na to, kateri izmed algoritmov se od ostalih
razlikuje.
Ta ugotovitev pogosto ne zado²£a, zato v drugem koraku nadaljujemo s t.i. post-
hoc testi parnih primerjav. Algoritme primerjajmo po parih, da bi odgovorili na
vpra²anje, kaj je povzro£ilo zavrnitev ni£elne hipoteze v prvem koraku. Pri ve£kra-
tnem testiranju, kjer hkrati testiramo ve£ hipotez, je potrebno nadzorovati skupno
napako tipa I (family-wise error rate) in ne le napake vsakega testa posebej.
V splo²nem je poskusna zasnova Friedmanovega testa zasnova slu£ajnih blokov,
kjer primerjamo m obravnav na n blokih. V na²em primeru primerjamo m algorit-
mov (obravnav) na n podatkovnih mnoºicah (posameznikih), torej vsak posameznik
predstavlja svoj blok. Tak²no obliko zasnove imenujemo zasnova ponovljenih meri-
tev (angl. repeated measures design). Vrednosti, ki so izmerjene na istem subjektu,
so med seboj seveda odvisne. Predpostavljamo, da:
i) meritve v razli£nih blokih so neodvisne,
ii) odvisna spremenljivka, ki jo pozneje rangiramo, je zvezno porazdeljena.
Glede na zastavljeno ni£elno in alternativno hipotezo, je v£asih potrebno predpo-
staviti tudi:
iii) Znotraj posameznega bloka obravnave izhajajo iz slu£ajnih porazdelitev, ki se
lahko razlikujejo le glede na lokacijski parameter [51].
Kot pri statisti£ni primerjavi dveh algoritmov pri£nemo z rangiranjem zmoglji-
vosti algoritmov a1, a2, . . . , am, tako, da rangiramo mere zmogljivosti pi1, pi2, . . . , pim
za vsako podatkovno moºico Si, t. j. za vsako vrstico n × m matrike. Algoritmu
z najve£jo izmerjeno zmogljivostjo dodelimo rang ena, vse do ranga m, ki pripada
najmanj zmogljivemu algoritmu. Range rij lahko zopet zapi²emo v matri£ni obliki.
Matri£ni reprezentaciji zmogljivosti in rangov sta predstavljeni na Sliki 1.
Si Algoritem
a1 a2 . . . am
S1 p11 p12 · · · p1m





Sn pn1 pn2 · · · pnm
(a) Matrika opazovanj.
Si Algoritem
a1 a2 . . . am
S1 r11 r12 · · · r1m




Sn rn1 rn2 · · · rnm
Vsota rangov r1 r2 · · · rm
(b) Matrix rangov.
Slika 1: Matri£na predstavitev zmogljivosti p za m algoritmov (stoplci) na n podat-
kovnih mnoºicah (vrstice).
Stolpec j-te matrike rangov nam pove, kako zmogljiv je algoritem aj na m po-
datkovnih mnoºicah. Naj rij ozna£uje rank algoritma aj za podatkovno mnoºico Si.
Z rj ozna£imo vsoto rangov algoritma aj, tj. vsoto j-tega stolpca matrike rangov
rj = r1j + r2j + . . .+ rnj, (0.3)
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in naj r̄j ozna£uje povpre£ni rang algoritma aj, deniranega kot
r̄j =
r1j + r2j + . . .+ rnj
n
. (0.4)
Deniramo ²e povpre£ni rang po vseh algoritmih in vseh podatkovnih mnoºicah r̄
kot
r̄ =











Z uporabo Friedmanovega testa testiramo ni£elno hipotezo, da je porazdelitev m
obravnav (zmogljivosti algoritmov), ki jih testiramo, enaka. Naj boGi(x1, x2, . . . , xm)
skupna porazdelitvena funkcija za i-tega posameznika (podatkovno mnoºico).
e so obravnave enake, potem porazdelitve ostanejo nespremenjene za poljubno
permutacijo obravnav. Ni£elno hipotezo lahko zapi²emo kot
H0 : Gi(x1, x2, . . . , xm) = Gi(xσ(1), xσ(2), . . . , xσ(m)) za vsak i = 1, 2, . . . , n, (0.6)
kjer je σ(1), σ(2), . . . , σ(n) poljubna permutacija m algoritmov [54].
Za testno statistiko Friedman [17] predlaga vsoto kvadriranih razlik med pov-
pre£nim rangom r̄j vsakega algoritma in povpre£nim rangom po vseh algoritmih in













Pod ni£elno hipotezo pri£akujemo, da razlik v zmogljivosti m algoritmov na
poljubni podatkovni mnoºici Si ne bo. Tako bo povpre£ni rang r̄j blizu r̄, za vsak
algoritem aj. Vrednost χ2r bo pod ni£elno domnevo blizu ni£.
Ni£elno hipotezo zavra£amo za velike vrednosti
χ2r ≥ cα.
Eksaktno porazdelitev χ2r pod ni£elno domnevo lahko izpeljemo z na²tevanjem vseh
moºnih kombinacij. Kriti£ne vredosti χ2r, zam = 3 inm = 4 so podane v Dodatku B.
Trditev 0.8. Pod ni£elno hipotezo, χ2r v porazdelitvi konvergira proti porazdelitvi χ
2
z m− 1 stopinjami prostosti, ko n → ∞.
e je globalna ni£elna hipoteza Friedmanovega testa zavrnjena, lahko trdimo, da je
razlika med zmogljivostjo algoritmov statisti£no zna£ilna. Nadaljujemo s post-hoc
parno primerjavo algoritmov. V obeh primerih moramo nadzorovati skupno napako
tipa I.
V splo²nem lahko parne primerjave razdelimo v dve skupini  primerjava vsi-
proti-enemu, in primerjava vsi-proti-vsem.
Primerjava vsi-proti-enemu je podrobno opisana v [9] in je primerna, ko rezultate
algoritmov primerjamo s kontrolnim algoritmom. V tem primeru izvedemo m − 1
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parnih primerjav. Algoritem aj primerjamo s kontrolnim algoritmom aj′ , j ̸= j′,
tako, da izra£unamo





Vrednost z primerjamo z vrednostmi v tabeli za standardno normalno porazdelitev
in tako dolo£imo verjetnost p∗, da smo opazili bolj ekstremno vrednost od z, t.j.
p∗ = 2P (N(0, 1) > |z|). e je p∗ manj²a od vrednosti α, kjer smo upo²tevali skupno
napako tipa I, ni£elno hipotezo zavrnemo.
Za omejevanje velikosti napake prve vrste lahko uporabimo enega izmed ²tirih
postopkov [9]: Bonferroni-Dunnov test, postopek korakanja navzol (angl. Step-Down
procedure), postopek korakanja navzgor (angl. Step-Up procedure) in Hommelov
postopek.
Primerjava vsi-proti-vsem je primerna za primerjalne raziskave, kjer ºelimo pri-





primerjav. V ta namen uporabimo
Nemenyi test [37].
0.4 Primerjava algoritmov glede na ve£ mer zmogljivosti
Primerjava algoritmov glede na eno samo mero zmogljivosti je v praksi pogosto ome-
jujo£a, saj nas ponavadi zanima zmogljivost algoritma merjena z ve£ kot eno mero.
Denimo, algoritme za nalogo klasikacije bi radi primerjali glede na natan£nost in
£asovno zmogljivost hkrati.
V ta namen predlagamo metodo za razvr²£anje algoritmov glede na ve£ mer zmo-
gljivosti hkrati, ki nam omogo£a uporabo statisti£nega okvira, ki smo ga predstavili
za primerjavo algoritmov glede na eno mero zmogljivosti.
0.4.1 Primerjava dveh algoritmov
Radi bi posplo²ili statisti£ni postopek, ki smo ga uporabili v prej²njem delu in
primerjali dva algoritma strojnega u£enja glede na ve£ mer zmogljivosti hkrati.
Naj p(k)i1 in p
(k)
i2 ozna£ujeta k-to mero zmogljivosti algoritmov a1 in a2 na podat-
kovni mnoºici Si, kjer je i = 1, 2, . . . , n in k = 1, 2, . . . , K. Razliko med k-tim parom







Kot v primeru ene mere nam predznak d(k)i pove, kateri izmed obeh algoritmov
je bolj²i na podatkovni noºici Si, glede na k-to mero zmogljivosti. Razlike v zmo-
gljivosti algoritmov na podatkovni mnoºici Si po vseh parih k = 1, 2, . . . , K lahko




i , . . . , d
(K)
i ).
Denicija 0.9. Algoritem a1 premaga algoritem a2 na podatkovni mnoºici Si glede
na mere zmogljivosti p(1), p(2), . . . , p(K) , £e d(k)i ≥ 0 za vsak k = 1, 2, . . . , K in obstaja
tak k′ ∈ {1, 2, . . . K}, da velja d(k
′)
i > 0. Algoritma a1 in a2 sta enako zmogljiva na
podatkovni mnoºici Si glede na mere zmogljivosti p(1), p(2), . . . , p(K), £e obstaja vsaj











(b) Dve meri zmogljivosti.
Slika 2: Prekletstvo dimenzionalnosti in obmo£je enake zmogljivosti (siva).
Raz²iritev na ve£ dimenzij je poseben primer prekletstva dimenzionalnosti. Ob-
mo£je enake zmogljivosti, kjer sta algoritma a1 in a2 enako zmogljiva, v eni dimenziji
ustreza to£ki. e v dveh dimenzijah obmo£je enake zmogljivosti predstavlja polo-
vico celotnega prostora, kot prikazuje Slika 2. V splo²nem, deleº obmo£ja enake







Za primerjavo zopet ºelimo uporabiti Wilcoxonov test. K dimenzionalne vektorje
zmogljivosti zato rangiramo, kot prikazuje Slika 3 za primer K = 2. Postopek
rangiranja poteka v treh korakih, natan£neje:
i) nadome²£anje razlik z absolutnimi vrednostmi razlik,
ii) Pareto razvr²£anje,
iii) rangiranje.
V prvem koraku razlike nadomestimo z absolutnimi vrednostmi. Za vsako podat-
kovno mnoºico deniramo vektor absolutnih razlik kot
|di| = (|d(1)i |, |d
(2)
i |, . . . , |d
(K)
i |).
V drugem koraku si pomagamo s teorijo ve£kriterijske optimizacije. Vsako iz-
med K absolutnih razlik mer zmogljivosti obravnavno kot kriterijsko funkcijo, ki jo
ºelimo minimizirati. Nadalje poi²£emo Pareto-optimalno mnoºico to£k |di| in jim
pripi²emo ²tevilo 1. Postopek nadaljujemo tako, da odstranimo ozna£ene to£ke in
med preostalimi to£kami ponovno poi²£emo Pareto-optimalno mnoºico. Novi mno-
ºici to£k pripi²emo ²tevilo 2. Postopek ponavljamo, kot da bi lu²£ili Pareto fronte,
dokler vsaki izmed n to£k ne dolo£imo oznake glede na Pareto-optimalno mnoºico,
ki ji pripada. Postopek imenujemo Pareto razvr²£anje.
V tretjem in zadnjem koraku vsakemu vektorju dodelimo rang z razvr²£anjem
oznak, ki smo jih dobili v prej²njem koraku. To£kam, ki pripadajo isti Pareto-


































































(c) To£ke d v originalnem prostoru s povpre£nim
rangom.
Slika 3: Gra£na predstavitev Pareto razvr²£anja v prvem kvadrantu in originalnem
prostoru: (a) in (b) rezultati Pareto rangiranja v prvem kvadrantu, (c) vrednosti















S1 0.72 0.66 0.06 0.78 0.69 0.10 5 10.0 (+)
S2 0.65 0.69 -0.04 0.66 0.69 -0.04 3 6.5 ()
S3 0.71 0.73 -0.02 0.65 0.63 0.01 1 2.0 (0)
S4 0.98 0.98 0.00 0.95 0.90 0.05 3 6.0 (+)
S5 0.85 0.88 -0.03 0.91 0.91 0.00 1 2.0 ()
S6 0.54 0.56 -0.02 0.55 0.60 -0.05 4 8.5 ()
S7 0.81 0.78 0.04 0.88 0.86 0.01 2 4.5 (+)
S8 0.97 0.98 -0.01 0.89 0.95 -0.05 4 8.5 ()
S9 0.99 0.99 0.00 0.54 0.56 -0.03 2 4.5 ()
S10 0.96 0.96 0.00 0.75 0.73 0.01 1 2.0 (+)
Tabela 1: Pareto razvr²£anje in rangiranje za primerjavo dveh algoritmov glede na
dve meri zmogljivosti p(1) in p(2).
Postopek opisan v treh korakih predstavimo na Sliki 3 za podatke, predstavljene
v Tabeli 1. Primerjamo dva algoritma glede na dve meri zmogljivosti  p(1) in p(2) 
na desetih podatkovnih mnoºicah. Slika 3a prikazuje absolutne razlike |di|, z oznako
dodeljeno v postopku Pareto razvr²£anja na drugem koraku. Slika 3b prikazuje
rangirane vrednosti absolutnih razlik in nazadnje, Slika 3c prikazuje rangirane razlike
di v prvotnem prostoru.
S pove£anjem ²tevila mer zmogljivosti bo vedno ve£ to£k di vsebovanih v obmo-
£ju enake zmogljivosti. Teh to£k ne ºelimo zanemariti, zato njihove range razdelimo
med R+ in R−.














1, £e a1 premaga a2 na Si,
1/2, £e sta a1 in a2 enako zmogljiva na Si,
0, £e a2 premaga a1 on Si.
Od tu dalje so zaklju£ki in uporaba Wilcoxonovega testa enaki kot pri primerjavi
glede na eno mero zmogljivosti.
0.4.2 Primerjava ve£ algoritmov
Radi bi posplo²ili postopek za primerjavo ve£ algoritmov tako, da algortime lahko
primerjamo glede na K mer zmogljivosti hkrati.
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S p(k)ij ozna£imo k-to mero zmogljivosti algoritma aj na podatkovni mnoºici Si,




ij , . . . , p
(K)
ij )
ozna£imo vektor K mer zmogljivosti algoritma aj na podatkovni mnoºici Si in naj
bo P = [p(1)min, p
(1)
max] × . . . × [p(K)min, p
(K)





ozna£ujeta najmanj²o in najve£jo vrednost, ki jo lahko doseºe mera zmogljivosti p(k).
Kot pri primerjavi ve£ algoritmov glede na eno mero zmogljivosti bi ºeleli upora-
biti Friedmanov test in post-hoc teste za parno primerjavo. S tem namenom vsakemu
vektorju pij dodelimo rang rij in ga preslikamo v enodimenzionalni prostor. Zopet
si pomagamo s teorijo ve£kriterijske optimizacije in postopkom Pareto razvr²£anja.
Natan£neje, postopek izvedemo v dveh korakih, za vsako podatkovno mnoºico Si:
i) Pareto razvr²£anje,
ii) rangiranje.
Kot za primerjavo algoritma glede na eno mero zmogljivosti algoritme rangiramo
za vsako podatkovno mnoºico Si. Za ksno mnoºico Si lahko predstavimom to£k, ki
ustrezajo m algoritmom v K -dimenzionalnem prostoru P . Vsaka mera zmogljivost
predstavlja objektivno funkcijo, ki jo ºelimo minimizirati. Poi²£emo nedominirane
to£ke v Pareto-optimalni mnoºici, t.j. P ⊆ {pi1,pi2, . . . ,pim}, in jih ozna£imo s
²tevilko 1. Postopek razvr²£anja in dodeljevanja oznak ponavljamo, kot smo opisali
v prej²njem poglavju.
V drugem koraku vektorje pi1,pi2, . . . ,pim rangiramo glede na oznako Pareto
razvr²£anja. Vektorju z najve£jo oznako dodelimo rang 1, vektorju z najmanj²o
pa rang m. e ima ve£ vektorjev isto oznako Pareto razvr²£anja,jim pripi²emo
povpre£ni rang. Postopek za tri algoritme in dve meri zmogljivosti, ki jih merimo
na ²tirih podatkovnih mnoºicah, je prikazan na Sliki 4. Po rangiranju nadaljujemo
s Friedmanovim testom in post-hoc testi.
0.5 Prakti£ni primer
Uporabo metode ponazorimo skozi primerjavo ²tirih algoritmov, in sicer odlo£itvena
drevesa, algoritem 5-najbljiºjih sosedov, logisti£na regresija in naklju£ni gozdovi.
Algoritme u£imo na desetih javno dostopnih podatkovnih mnoºicah in jih primer-
jamo glede na mero natan£nosti in mere AUROC. Rezultati kaºejo, da ni£elno hi-
potezo  za primerjavo algoritmov glede na ve£ mer zmogljivosti hkrati  zavrnemo,


























Pareto: a a a1 2 3 Alg: a1 a2 a3
Slika 4: Gra£na predstavitev Pareto razvr²£anja in rangiranja za primerjavo treh




1.1 Motivation and related work
In the fairly young and booming eld of machine learning, the comparison of two or
more algorithms based on their performance is crucial when addressing a variety of
research questions. It is, for instance, an essential part of research when introducing
a new algorithm, an improvement of existing algorithms, or when comparing multiple
algorithms on a single set or a broader class of problems. An appropriate statistical
analysis over algorithms' performances is therefore necessary to validate these new-
found results.
The comparison of algorithms with respect to a chosen performance measure has
been the topic of many studies so far. Authors such as Dietterich (1998) introduced
and researched the importance of statistical comparison of two machine learning
algorithms on a given data set [14]. By examining ve statistical tests, he suggests
the 5×2cv t-test, which was later improved by Alpaydin (1999), that have suggested
5x2cv F-test due to the lower type I error and higher power [1].
The comparison of algorithms over a single data set is not always appropriate.
When introducing a new algorithm or an improvement of the old one, the results
should be veried over multiple data sets. Comparison over multiple data sets is also
appropriate in comparative studies, where the objective is to compare performance
measures of multiple algorithms on a class of problems. Despite the previous use
of nonparametric tests for algorithm comparison [23], the need for a standardized
statistical procedure for comparing machine learning algorithms over multiple data
sets was rst discussed and set in [9] by Dem²ar and is the focus of this master
thesis.
In his article [9], Dem²ar shows that no established procedure exists, through
the literature review of published machine learning articles. He introduces statistical
tests for comparison of two and multiple algorithms. In both cases he proposes para-
metric statistical tests, as well as their nonparametric alternatives, namely Wilcoxon
sign-rank test for comparison of two, and Friedman test for comparison of multiple
algorithms. He argues and shows by simulation, that the use of parametric tests
may be inappropriate, since some of the tests' assumptions are violated due to the
case specic characteristics.
The comparison of multiple algorithms on multiple data sets was later discussed
in [48], extending methods introduced by Dem²ar. Although most listed articles
focus on algorithms for classication task [9, 10, 48], it is important to note that
this procedure can be used for regression algorithms as well. Moreover, it may be
generally used for a comparison of any optimization algorithms we wish to compare
over multiple data sets. An example of such use beyond machine learning is pre-
sented in [10], where the framework is used for evolutionary and swarm intelligence
algorithms.
In recent years, novel approaches to comparing performance of machine learning
algorithms based on Bayesian statistics have been proposed [2]. We decided not to
consider them in the thesis due to the fact that the frequentest approach is widely
used, with the methods introduced by Dem²ar [9] still being a reference point for
algorithm comparison.
1
The rst goal of this thesis is to give a thorough presentation of the two rank-
based nonparametric tests, the Wilcoxon signed-rank test for the comparison of two
algorithms and the Friedman test with post-hoc tests for the comparison of multiple
algorithms, as used in [9]. Most machine learning literature, including [9], gives
limited attention to the presentation of the used statistical test. Moreover, as noted
by St. Laurent [51] for the case of Friedman's test, many statistical textbooks,
regardless of its level, inadequately or unclearly state the context, the assumptions
or the null hypothesis. The aim of this thesis is therefore to serve as a reference
textbook in machine learning literature.
So far, all of the literature mentioned above considers the comparison of machine
learning algorithms with respect to a single performance measure. This means that
in order to perform the comparison, the researcher needs to choose one performance
measure, with respect to which the algorithms are compared. This can be very
limiting in practice (e.g., [28, 38]). We often wish to compare the algorithms on
more than one performance measure  typically accuracy and learning time.
The second and the main goal of this thesis is to introduce a novel method for
ranking algorithms with respect to multiple performance measures simultaneously.
To this extent we employ a concept of Pareto fronts which is normally used in
Multi-Objective Optimization. The use of Pareto fronts for comparison of multi-
ple algorithms with respect to multiple performance measures was rst addressed
in [28]. However, the article does not address the issue of statistical validation of
the obtained results.
The use of Pareto fronts oers a straight-forward approach which does not require
a choice of a performance measure. It also allows us to use of the existing statistical
framework for comparing machine algorithms with respect to multiple performance
measures.
1.2 Outline
This thesis is divided into six sections. In the second section we dene some basic
terms and concepts of machine learning, that provide a broad overview of the eld.
We introduce the topic of Multi-Objective optimization only as much as necessarily
to dene Pareto fronts, which are an essential tool in algorithm comparison with
respect to multiple performance measures in the subsequent chapters.
The third and the fourth section comprise the core of the thesis. In the third
section we introduce the existing statistical framework for the algorithm comparison
with respect to a single performance measure, where we begin the tests used for the
comparison of two algorithms and continue with statistical tests for comparison of
multiple algorithms. We begin each subsection with a brief introduction of para-
metric tests. One of the main goals of the thesis is the introduction of rank based
nonparametric tests, with which we do not wish to only shortly introduce the tests
used in the following experiments, but also give a detailed and formal description.
In the fourth section we introduce a new method for ranking algorithms with
respect to multiple performance measures simultaneously. This allows us to extend
the use of the statistical framework introduced in the third section, when comparing
algorithms with respect to multiple performance measures.
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In the fth section we apply the method and the statistical framework for compar-
ing four algorithms, namely Recursive Partitioning and Regression Trees, Logistic
Regression, Five Nearest Neighbor algorithm and Random Forest algorithm. We
compare the algorithms performance on ten data sets using two dierent aspects of
classication accuracy as performance measures.
We nish by giving some possible cues for continuing and extending the work of
this thesis, in section six.
2 Background
In this section we give a brief background overview and the theoretical foundation
that is used throughout the thesis. We begin with an introduction of the machine
learning eld, its task, and list a few of commonly used performance measures.
We nish this section with a short introduction of the multi-objective optimization,
that leads to an introduction of the Pareto fronts we need for the comparison of
algorithms with respect to multiple performance measures in Section 4.
2.1 Machine learning
Despite the increasing popularity throughout the last couple of decades, the begin-
nings of machine learning reach back to 1940s and the rst attempts at building
machines emulating human thinking and learning. The term "Machine Learning"
was rst used in 1959, when the eld was still intertwined with articial intelligence.
It was recognized as a separate eld in 1990s, when it shifted further toward data-
driven approaches, borrowing methods and models from statistics and the probabil-
ity theory. Thanks to the boosted computing power, the availability of "Big Data",
and the interest of companies such as Google enabled signicant development of
deep learning with its numerous applications, further increasing the popularity of
machine learning in the 21st century.
The goal of machine learning is constructing and applying algorithms, that learn
from data and use the gained knowledge for predictions on new, unseen data sam-
ples. For a formal denition, we turn to Tom M. Mitchell's denition of learning
algorithms: "A computer program is said to learn from experience E with respect to
some class of tasks T and performance measure P if its performance at tasks in T ,
as measured by P , improves with experience E" [35, p. 2]. We will dene the main
building blocks of machine learning during the remains of this section, i.e. data, task
and performance, referring to the stated denition.
The input of machine learning algorithm is data or a training set, denoted by E
in given denition. During the training phase for a predictive task T, the training
data is used to tune the parameters of an adaptive model. Once the model has
been trained, we need to evaluate its eciency. To ensure the algorithm is able to
generalize to the problem at hand, and not just memorize the given set, we test it
on a new set of examples the algorithm did not learn on. These examples comprise a
so-called test set. The eciency of the algorithm is then evaluated by an appropriate
choice of the performance measure, denoted by P in denition above.
Machine learning tasks can be broadly classied in two categories of unsupervised
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and supervised learning tasks. They dier based on the input data and the goals.
For the unsupervised learning tasks, the input data have no labels and the machine
learning algorithm has a goal to discover patterns and underlying structure of the
input data. In contrast, the algorithms for supervised learning tasks are given labeled
data, where each training example consists of input and output variables, the value
of the later being the example label. The aim of the learning algorithm is then to
learn a general rule that can be used as a mapping from the input variables to the
output. This mapping is then typically used as a predictive model, able to predict
the example label (value of the output variable) given the values of the inputs for
new, previously unseen examples. The performance of the predictive model can
be then assessed using a number of predictive measures that we will introduce in
Section 2.1.2.
Based on the type of the output, we can separate machine learning tasks into
classication and regression problems. We speak of classication problems, when the
output is a discrete variable with two or more categories or classes, and of regression
problems, when the output is a continuous variable. The results of the tasks are
either regression model or classication model, commonly referred to as classier.
Both regression and classication problems are examples of supervised learning.
2.1.1 A note on generality
Throughout this thesis, we focus our attention on algorithms for the classication
task. More specically, we focus on two-class classication problems which we use
in a practical example in Section 5.
The aim of classication is to assign each input feature vector x to one of a nite
number of categories or classes [3]. Each input vector x is therefore assigned a class
label y, where the set of possible labels Dy is nite. We refer to problems where
Dy has two elements, i.e. |Dy| = 2, as two-class (or binary) classication problems.
The two class labels for y ∈ {0, 1} are usually labeled as the negative () and the
positive (+) class.
Despite focusing on a specic class of problems, all of the theoretical derivations
are applicable to algorithms for regression task, using the appropriate performance
measures, as well as multi-class classication problems. Moreover, it may be used
for comparison of any optimization algorithms we wish to compare over multiple
data sets.
2.1.2 Performance measures of classication algorithms
Following the training phase we need to evaluate the algorithm's eciency. To this
extend we need to dene a performance measure, quantifying the correctness of
predictions for a given test set. There are numerous performance measures used,
diering on the type of output variable, the complexity of the algorithm or any other
characteristics.
In this thesis we present a few of the most used and known performance measures,
dened for a two-class classication problem. To this purpose, we assume a two-
class classication problem, where the the two classes of the outcome variable are











Table 2: Confusion matrix.
The number of examples, depending on their class predictions and the actual
classes, can be presented in a two-by-two confusion matrix or contingency table,
as shown in Table 2. Note that the confusion matrix can be easily extended for a
multi-class classication problem.
The test set predictions can be divided into one of the four categories, based on
the actual class of each example and the predicted class. These categories are:
− True Positives (TP): The actual class is + and the predicted class is +,
− True Negatives (TN): The actual class is  and the predicted class is ,
− False Positives (FP): The actual class is  and the predicted class is +,
− False Negatives (FN): The actual class is + and the predicted class is .
An algorithm making no mistakes would leave us without falsely classied cases.
As this is generally not the case, we would like to minimize the error of algorithm
predictions. There are many performance measures derived form confusion matrix.
Which false categories to minimize, false positives or false negatives, is a question
that leads to the denition of four metrics.
We begin this overview with the most commonly used performance measure.




TP + FP + FN + TN
.
Following the denition, a small miss-classication rate corresponds to a high value
of accuracy, close to one. Since accuracy measures the performance of a classier
solely on the correctly classied examples, it will be equal for all classiers with
the same number of FP and FN examples. This is especially problematic for highly
unbalanced data sets (e.g. 10% or less of positive examples), where the number of
TP examples is proportionally smaller than the number of TN examples. In results
in a high value of accuracy, even if we do not correctly identify the few positive
examples. Choosing a classier based on its accuracy will lead to the choice of a
biased classier, which tends to predict the majority class for all examples. Accuracy
is therefore an appropriate measure only if the class representation in a data set is
nearly balanced.
The confusion matrix can be further used to dene the three metrics listed bellow.
We dene:
i) Precision as a ratio of accurately classied positive examples to all examples,






The high precision values relate to a low rate of false positive examples.






Recall is also referred to as the Sensitivity or the True positive rate (TPR).
iii) False Positive Rate as a ratio of inaccurately classied positive cases to all cases





We often use the False Positive Rate in its relation to the True Positive Rate
or Specicity.
The predictive ability of an algorithm for a two class-classication problem can be
presented in a Receiver Operating Characteristic (ROC) space, where performance
of an algorithm is presented by plotting False Positive Rate (1−Specificity) on the
x-axis and True Positive Rate (Sensitivity) on the y-axis. Alternatively, we may
present the performance of algorithm by plotting Recall on the x-axis and Precision
on the y-axis, giving a point in Precision-Recall (PR) space.
Instead of directly returning a class prediction for each of the examples contained
in the test data set, the algorithms may return the probability of an example coming
from either positive or negative class. Since we only have two classes, the probability
x that a test example comes from class + equals to one minus the probability it
comes from class , i.e. P (example is of class +) = 1−P (example is of class −) = x.
Fixing a threshold value of xt, each example is assigned a class prediction, so that
examples with class probability x < xt are classied as negative (), and examples
with class probability x ≥ xt are classied as positive (+).
Each classication model, belonging to a xed threshold value xt, corresponds
to a point in the ROC (or PR) space. A model with the best possible prediction
method, without FP or FN examples, yields a point (0,1) in the ROC space. Con-
trary, guessing the class of each example at random would give a point along the
diagonal line, running from the point (0,0) to the point (1,1). The diagonal also
divides the ROC space, with the good classication models corresponding to the
points above the diagonal, and the bad classication models corresponding to the
points below the diagonal.
Setting the threshold value xt to a xed value may oer limited evaluation of an
algorithm's performance. We gain more insight by shifting the threshold value xt ∈
[0, 1] for class predictions to each possible value resulting in a changed classication
of test examples. For each of the values, a new contingency table may be constructed,
resulting in changed values of measures Precision, Recall and TNR.
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By treating the threshold xt as a variable, and plotting each point in ROC and
PR space, we outline a continuous curve in each of the spaces. The obtained curves,
called the ROC curve and the PR curve, correspond to a model without a xed
threshold value, and are presented in Figure 5 and Figure 6 respectively.
A perfect classier, making no mistakes with 100% sensitivity (no false negatives)
and 100% specicity (no false positives), outlines a full ROC curve beginning in
point (0, 0), continuing vertically to point (0, 1), and nishing in (1, 1). In contrast,
an algorithm giving probabilities completely at random, would outline a linear line,
starting in (0,0) and nishing in (1,1), as shown in Figure 5.
Figure 5: Comparison of ROC curves.
While the ROC curves remain unchanged for data sets with rare event and
balanced data sets, the same does not hold for the PR curve [47]. For balanced
data sets, the perfect classier outlines a curve beginning in point (1, 0), continuing
horizontally to point (1, 1) and nishing in (1, 0.5). A classier assigning classes
completely at random would outline a linear line, parallel to the x-axis, starting in
(0,0.5) and nishing in (1,0.5), as shown in Figure 6a. However, for an imbalanced
data set the precision is lower, moving the PR curve of a random classier further
down the y-axis, as shown in Figure 6b.
Since it is not possible to compare the performance of dierent algorithms graphi-
cally, we compare the areas under both curves instead, resulting in two performance
measures: the Area Under ROC curve (AUROC) and the Area Under Precision-
Recall curve (AUPRC). The values of both measures are contained in the interval
[0, 1]. Although the zero value is achievable, the worst possible algorithm i.e. an
algorithm assigning classes completely at random, results in a score of 0.5.
Performance of a classication algorithm can be also measured independently
from its predictions. Following the principle of Occam's razor, researchers often
prefer a simpler models to a more complex ones. To this end, algorithm perfor-
mance can be also measured in terms of the complexity of the learned models.
While the measures of predictive performance are general and can be applied to
dierent types of classication models (e.g., decision trees or nearest neighbors), the
performance metrics measuring the model complexity are often model specic (e.g.,
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(a) PR curves for balanced data set.
(b) PR curves for imbalanced data set.
Figure 6: Comparison of PR curves.
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number of leaves in the decision tree). Another general performance metrics is the
computational complexity of learning algorithms: it can be empirically measured as
a computational time needed to learn a model from a given data set.
2.2 Multi-objective optimization and Pareto front
Let us introduce some basic concepts from the eld of multi-objective optimization
adapted from [8] which we will utilize through the subsequent sections. Before
summarizing the key notations and denitions, the reader should be aware that the
optimization alone is a great eld this thesis does not wish to tackle. We merely
wish to dene the concepts that will be used in the following sections.
The task of optimization is nding an optimal solution (or a set of optimal
solutions) of a problem which we can describe with a so-called objective function
with respect to some variables. Often the objective function needs to be optimized
in the presence of constraints on these variables. The optimal solution is a solution
minimizing or maximizing the value of the objective function, depending on the
optimization task at hand.
The multi-objective optimization problem as opposed to the single-objective op-
timization problem consists of optimizing multiple objective functions at once. Using
notation and denitions form [8], we can mathematically dene it in the following
way.
Denition 2.1. Let fk for k = 1, 2, . . . , K denote the objective functions, gi for i =
1, 2, . . . , I the inequality constraints, hj for j = 1, 2, . . . , J the equality constraints
and x(L)l , x
(U)
l the lower and the upper bound of variable xl for l = 1, 2, . . . n. The
multi-objective optimization problem is in its general form
min /max fk(x), k = 1, 2, . . . , K,
subject to gi(x) ≥ 0, i = 1, 2, . . . , I,
hj(x) = 0, j = 1, 2, . . . , J,
x
(L)
l ≤ xl ≤ x
(U)
l , l = 1, 2, . . . , n,
where a solution x = (x1, x2, . . . xn) is a vector of n decision variables.
The last set of constraints in Denition 2.1 are the so called variable bounds, re-





These bounds comprise a decision variable space D = I1 × I2 × . . .× In. Some parts
of decision variable space D may not be reachable, since it contains a solution which
does not necessarily satisfy all constrains and all variable bounds. The set of all
feasible solutions S is called the feasible region.
In the case of a single-objective optimization problem, the criteria space dened
by the objective function, is the set of real numbers R. The set of real numbers R
is a totally ordered set (order for relation '≤'). Thus, for any pair of solutions x(1)
and x(2), exactly one of the statements "x(1) is better than x(2)", "x(1) is less than
x(2)" or "x(1) and x(2) are equivalent" holds.
For the multi-objective optimization problem, we wish to compare two solutions,
x(1) and x(2), with respect to multiple objective functions. In this case, the criteria
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space, dened by multiple objective functions, is multidimensional (RM), which is a
partially ordered space. Two solutions a are often incomparable, which means that
the relation '≤' cannot be used as before. For comparing the solutions, we dene the
concept of domination, which tells us which one of the two solutions is 'better'. We
use ◃ to denote the domination operator. The symbol is added for simplicity since
we need to address both minimization and maximization problems. This means that
for minimization of an objective operator ◃ can be substituted by operator '<' and
conversely by operator '>' when dealing with maximizing an objective. We formally
dene:
Denition 2.2. Let x(1), x(2) ∈ S be feasible solutions of a multi-objective opti-
mization problem. Then x(1) dominates x(2) if the following conditions hold:
i) solution x(1) is no worse than x(2) in all objectives, i.e. fk(x(1)) 7 fk(x(2)) for
all k = 1, 2, . . . , K,
ii) solution x(1) is strictly better than x(2) in at least one objective, i.e. ∃ k ∈
{1, 2, . . . , K}, such that fk(x(1)) ◃ fk(x(2)).
Figure 7: Pareto-optimal solutions depending on the combination of objectives [8, p.
32].
We see that the dominance relation is not reexive, since a solution does not
dominate itself, nor it is symmetric. It is, however, transitive. All of the properties
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follow directly from the denition. It should be noted that if x(1) 7 x(2), it does
not necessary hold that x(2) ◃ x(1). In this case we say that the solutions are non-
dominated with respect to one another. This follows from the fact that when having
multiple objective functions with the same importance, we cannot decide between
the two solutions.
For a nite set of solutions, we can perform pair-wise comparisons of its ele-
ments. We can form such subsets of solutions, so that elements of a subset are
non-dominated solutions with respect to one another. A subset of which elements
are additionally not dominated by any other solution from any other subset, form a
so called non-dominated set.
Denition 2.3. Among a set of solutions P , the non-dominated set of solutions P ′
are those that are not dominated by any member of the set P . In the case where
P represents the entire feasible region S, the set of non-dominated solutions P ′ is
called the Pareto-optimal set.
The Pareto-optimal set can be referred to as Pareto front, Pareto frontier or simply
Pareto set. In this thesis, the terms are used interchangeably. Consider an optimiza-
tion problem with respect to two objective functions f1 and f2 with a set of feasible
solution space S, shown in Figure 7. Depending on our optimization task, maxi-
mization or minimization, we obtain dierent Pareto-optimal sets within the same
feasible solution space S. In order to prevent a possible confusion, it is wise to limit
oneself to either minimization or maximization over all objective functions. Since
every minimization problem can be turned into a maximization problem by multi-
plying the objective function by factor −1, we can limit ourselves to maximization
problems.
2.3 Curse of dimensionality
When dealing with a high dimensional feature space and a nite number of data
examples, we encounter a phenomenon called curse of dimensionality. The problem
occurs during training of a learning algorithm, since more dimensions of the future
space demand more learning examples on which the algorithm can learn. The re-
quirement is to have such samples in a high-dimensional space that the whole range
of possible values for each feature is covered. This may require an enormous num-
ber of training examples. As the multi-dimensional space becomes vaster, the data
samples spread out to the edge of the feature space.
To illustrate the curse of dimensionality and the vastness of multi-dimensional
space, we borrow the following example from [3].
Example 2.4. Consider a unit sphere in a D dimensional space. What is the
fraction of the volume of the sphere that lies between radius 1− ϵ and 1? Using the




where KD represents a constant depending solely on D, we compute the fraction as
VD(1)− VD(1− ϵ)
VD(1)
= 1− (1− ϵ)D.
The fraction is graphically presented in Figure 8 for ϵ ∈ {0.1, 0.05, 0.01} and various
D.
For D = 1 and ϵ = 0.1, only ten percent of the volume fraction lies between
1− ϵ and 1. For D = 2 it represents already one quarter of volume, while it rises to




















Figure 8: Fraction of the volume of sphere lying between r = 1− α and 1.
In the case of algorithm comparison with respect to multiple performance mea-
sures, the curse of dimensionality arises when the number of measures, with respect
to which we want to compare, increases. We explain the case specic problem in
Section 4.1. The lesson the curse of dimensionality gives in our case is that the
number of performance measures should be reduced to as few measures as possible
if such a decision is reasonable.
3 Comparison of algorithms with respect to a single
performance measure
We turn our attention to the main topic of this thesis, statistical comparison of
machine learning algorithms on multiple data sets, starting with the comparison
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with respect to a single performance measure. Algorithm comparison on multiple
data sets has always been indispensable in the eld of machine learning, however the
statistical procedure and validation of results has always been left to the researcher's
judgment. A standardized statistical framework for validating results was, to the
best of our knowledge, rst introduced by Dem²ar [9].
Considering the purpose of our research experiment, we wish to compare the
performance of algorithms a1, a2, . . . , am, let it be a comparative study or an intro-
duction of a new algorithm. We compare the algorithms on n independent data
sets S1, S2, . . . , Sn, with respect to a single pre-selected performance measure p. To
ensure the comparability of measured performances, the train and the test set have
to be held the same for all algorithms.
Let pij denote the observed performance measure p of an algorithm aj on data
set Si, for i = 1, 2, . . . , n and j = 1, 2, . . . ,m. The measured performances can be
presented in n×m matrix, given in Figure 9, where the rows correspond to the data
sets S1, S2, . . . Sn and the columns to the algorithms a1, a2, . . . , am.
Data set Algorithm
a1 a2 . . . am
S1 p11 p12 · · · p1m





Sn pn1 pn2 · · · pnm
Figure 9: Matrix presentation of measured performances pij, i-th row corresponding
to the data set Si and j-th column corresponding to the algorithm aj.
Finally, we wish to compare the measured performances and determine if the
dierences between the measured performances are statistically signicant. To this
extent we need a suitable statistical analysis, which diers for comparison of two or
multiple algorithms. The remainder of this section discusses the statistical tests for
comparison of two algorithms, where m = 2, and later the tests for comparison of
multiple algorithms, where n > 2, following the procedure in [9].
3.1 Comparison of two algorithms
While comparing two algorithms, we typically want to show that an improved al-
gorithm yields better results than a benchmark algorithm. To prove this we expect
to see the improved algorithm performing better on the majority of data sets. The
measured algorithm performances are dependent for a xed data set. The commonly
used test for two dependent samples is the parametric paired t-test. We are briey
introducing the test before focusing on its nonparametric alternativethe Wilcoxon
signed-rank test. To apply the Wilcoxon test, we must rst rank the measured
performances. This means that we ignore the magnitude of the performance and
use only the ranks, making the nonparametric test less susceptible to outliers, and
more robust. Furthermore, it makes less assumptions on the distribution form of
the underlying sample.
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Formally, we wish to compare performances of two algorithms, namely algorithm
a1 and algorithm a2 with respect to a single performance measure p on data sets
S1, S2, . . . , Sn. Each data sets Si is a random sample of independent observations of
a statistical population.
Using the notation dened above, let pi1 and pi2 denote the performance measure
p on a data set Si of algorithms a1 and a2 respectively. To compare the performance
of algorithms a1 and a2, we dene the dierence between the two paired performance
measures on each data set Si as di = pi1 − pi2. The sign of di denotes which of the
two algorithms performed better on a particular data set.
Denition 3.1. Algorithm a1 outperforms algorithm a2 on data set Si with re-
spect to the performance measure p, if sgn(di) = 1. Algorithms a1 and a2 perform
equally well on data set Si if sgn(di) = 0. Algorithm a2 outperforms algorithm a1 if
sgn(di) = −1, where sgn(·) marks the signum function.
The denition presumes that the larger values of performance measure p indicate
a better performance of an algorithm. In some cases, we might wish to compare
algorithms based on performance measures where the opposite holds true. For these
performance measures (for example, learning time) we multiply each value by a
factor of −1.
Note that the measured performances pi1 and pi2 are dependent, since they are
performance results on the same data set. The series of tests presented in this section
are tests, which are generally used for two dependent samples, i.e. samples obtained
by exposing subjects to two dierent treatments.
3.1.1 Parametric tests
We wish to compare the performance of algorithms a1 and a2 with respect to a single
performance measure, utilizing the paired-sample t-test. Let di denote the dierence
in performance of algorithms a1 and a2 on data set Si, measured by the performance
measure p. The test assumes
i) the paired dierences are independent,
ii) the distribution of dierences di follows a normal distribution.
The general null hypothesis of pairwise t-test assumes that there is no dierence
in performance between a1 and a2, measured by performance metric p over all data
sets S1, S2, . . . , Sn. Under the null hypothesis, we thus expect the algorithms to
perform equally well on every data set, resulting in zero values of the corresponding
dierences di.
Let d̄ denote the the mean of dierences, d̄ = 1
n
∑n
i=1 di. Under the null hypoth-
esis, the mean value d̄ equals to zero. Formally, we test the null hypothesis
H0 : d̄ = 0 against the alternative HA : d̄ ̸= 0.
The hypothesis is tested by computing the t-statistic dened as
t = d̄/σd,
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which is distributed according to the Student's t-distribution. Here, d̄ denotes the
mean of dierences over all data sets, and σd is the population standard deviation








In the context of comparison of the machine learning algorithms, the test has
three major weaknesses: the commensurablility, the assumption of normality, when
the number of samples is smaller that 30, and nally, the sensibility of the test to
the presence of outliers [9]. If the distribution of each of the algorithm's perfor-
mance measures p11, p21, . . . , pn1, p12, p22, . . . , pn2 over independent data sets follows
a Gaussian distribution, so does the dierence between the two, and the normality
assumption of the t-test is satised. However, we have no reason to believe that
the dierences on actual data sets are in fact normally distributed. Generally, the
violation of normality assumption in paired samples t-test maintains type I error
robustness for a range of nonnormal distributions, especially when a sample size is
large enough, following from the central limit theorem.
In our setting, the number of data sets is usually too low to rely upon the central
limit theorem. For the same reason the visual inspection of the distribution shape
using histogram along side Q-Q plot are uninformative. Finally, as discussed in [36],
the tests of normality, such as ShapiroWilk or KolmogrovSmirnov test, have little
power for small sample sizes.
The eects of outliers on the paired-sample t-test are studied in [11], showing by
simulations that in comparison to the parametric t-test, the nonparametric Wilcoxon
signed rank sum test has a robust behavior in the presence of a single outlying
observation.
3.1.2 Nonparametric tests
As an alternative to the parametric t-test, the nonparametric Wilcoxon signed-rank
test for paired samples [55] is utilized. In contrast to the paired t-test, the Wilcoxon
test makes fewer and less stringent assumptions about the shape of the distribution.
It is assumed that:
i) the paired dierences are independent,
ii) sample values come from a continuous distribution,
iii) the distribution of the dierences between paired samples is symmetric around
the populations median.
Before deriving the statistical test, we need to dene the following:
Denition 3.2. Let X1, X2, . . . Xn be a random sample from a continuous-type
distribution. Ranks of a random sample, denoted by r(X1), r(X2), . . . r(Xn), are
1The estimator σd is an unbiased estimator for the value of the population standard deviation.
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a permutation of rst n natural numbers, so that r(Xi) ≤ r(Xi′) holds, whenever
Xi ≤ Xi′ .2
Recall that di is the dierence between performances of two algorithms on data set
Si, where algorithm a1 outperforms algorithm a2 if sgn(di) = 1. The idea behind
the Wilcoxon signed-rank test is that we ignore the magnitudes of di and instead
rank them by their absolute values, r(|di|). Replacing the values di with the rank
r(di) makes the Wilcoxon test less susceptible to outliers.
Due to the continuity assumption, the probability that algorithms a1 and a2
perform equally well on some data set Si is zero. Moreover, the probability that any
two (absolute) dierences di and dj, i ̸= j, are equals is zero. Since di follows a sym-
metric distribution, the rank of the absolute dierence r(|di|), and the sign of the
dierence di are independent. This result follows form a more general proposition
stated and proven below. We will use the results of this proposition for deriving the
distribution of the test statistic under the null hypothesis.
Proposition 3.3. Let X be a continuous-type random variable, symmetrically dis-
tributed around zero. Random variables |X| and Z are independent, where
Z =
{
1 if X ≥ 0,
0 if X < 0.
Proof. Our proposition states, that the magnitude of a symmetric variable with the
mean value equal to zero is independent of its sign value. This holds, since
P (|X| ≥ c|Z = 1) = P ({|X| ≥ c} ∩ {Z = 1})











fX(x) dx = P (|X| ≥ c),
where we have used the symmetry of X in the third step. Following the same steps
for the case when Z = 0 gives the desired result.
After assigning ranks to the absolute dierences and therefore data sets, we de-
note by R+ the sum of ranks corresponding to those data sets, on which algorithm
a1 outperforms algorithm a2. Further on, we denote by R− the sum of ranks cor-
responding to those data sets on which algorithm a2 outperforms a1. This leads to
the following denition.
2In general, rank-order statistics can be dened as permutation of an arbitrary set of n numbers
for an order preserving function r. For further reading and properties of rank-order statistics the
reader is referred to [13].
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Denition 3.4. Let r(·) denote the rank of a random variable. The sums of ranks











1 if di ≥ 0,
0 if di < 0.
From the initial sequence of dierences d1, d2, . . . dn, we acquire the corresponding
sequence of ranks. The information given by the initial sample d1, d2 . . . , dn is now
contained in the permutation of a set of the rst n natural numbers {1, 2, . . . , n}
and a corresponding set of plus and minus signs. Since Zi is independent of r(|di|)
for all i = 1, 2, . . . , n by Proposition 3.3, R+ and R− are completely character-
ized by the sequence Z1, Z2, . . . , Zn, imposed respectively by the signs of dierences
d1, d2, . . . , dn. Dependent only on the number of data sets n, the sum of R+ and R−





Since their sum is a constant, R+ and R− are linearly dependent. The smallest
value either R+ or R− can achieve is zero. At the same time, the other sum of ranks
will be equal to the maximal possible value, i.e. n(n+1)
2
. In this particular case, all
dierences are either positive or negative.
Our goal remains to determine whether the performance of the two algorithms
with respect to a single performance measure dier statistically signicantly. The
general null hypothesis of the Wilcoxon test is that algorithms a1 and a2 perform
equally well. Recall, the Wilcoxon test assumes that the sampled population of di's
is symmetrical around the population median θd, as opposed to the sample's mean
value in t-test. This is the consequence of using rank values of dierences instead
of the dierences themselves. If the algorithms a1 and a2 perform equally well, the
median θd equals to zero. Formally, the null hypothesis is dened as
H0 : θd = 0.
The Wilcoxon test statistic is dependent on the choice of the alternative hy-
pothesis. Let's assume we wish to perform one-sided test, where we test against
alternative hypothesis that algorithm a1 outperforms a2. Formally, the alternative
hypothesis states, that the median of dierences θd exceeds zero, giving
HA : θd > 0.
Under the alternative hypothesis, we expect higher rank values to correspond to
positively signed dierences di. Further, we expect R− to be close to zero and R+
close to its maximal value n(n+1)
2
. Since R+ and R− are linearly dependent, it is
sucient to take only one of them as a test statistic.
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To conclude, the null hypothesis is rejected for R− ≤ tα, where tα is the largest
such natural number for which P (R− ≤ tα|H0) ≤ α holds for a given signicance
level α.
For a two-sided test, the null hypothesis is tested against the alternative that
the performances of algorithm a1 and algorithm a2 dier. Formally, the alternative
hypothesis states that the median of dierences θd is not equal to zero, giving
HA : θd ̸= 0.
Under the alternative, we expect R− to be either close to zero or close to its maximal
value n(n+1)
2
. The null hypothesis can therefore be rejected for extreme values of
R−. Since by Proposition 3.5, stated and proven below, R+ and R− are identically
distributed, where large values of R+ correspond to small values of R− and vice
versa, the null hypothesis is rejected for small values of either R− or R+. This gives
us the Wilcoxon test statistic min{R−, R+}.
To conclude, the null hypothesis is rejected for min{R−, R+} ≤ tα/2, where tα/2
is the largest such natural number for which P (min{R−, R+} ≤ tα/2|H0) ≤ α/2
holds, for a given signicance level α.
Proposition 3.5. Under the null hypothesis, the following claims hold:
i) E[R+|H0] = n(n+1)4 ,
ii) statistic R+ is symmetric around its mean value,
iii) statistics R+ and R− are identically distributed.
Proof. Suppose the null hypothesis holds.
i) Under the null hypothesis, Z1, Z2, . . . Zn are independent Bernoulli distributed
random variables with the parameter p = 1/2. It can be easily shown that
the expectation of Bernoulli distributed random variable equals to p. Using





















ii) Recall that R+ is exactly characterized by a sequence Z1, Z2, . . . Zn. Under
the null hypothesis, where Z1, Z2, . . . Zn are independent Bernoulli distributed
random variables with parameter p = 1/2, every assignment (z1, z2, . . . zn) is
equally likely as its conjugate assignment (1− z1, 1− z2, . . . 1− zn). Since both















iii) Using ii) in the second step, we show that
P (R+ ≤ c) = P
[
R+ − n(n+ 1)
4
















= P (R− ≤ c).
Summarizing, the null hypothesis
H0 : θd = 0 or algorithms a1 and a2 perform equally well
is rejected for R− ≤ tα, in favor of the alternative
HA : θd > 0 or algorithm a1 outperforms algorithm a2
and is rejected for min{R−, R+} ≤ tα/2, in favor of the alternative
HA : θd ̸= 0 or algorithms a1 and a2 do not perform equally well,
where α is the level of signicance.
Next, we wish to derive an exact distribution for R+ (or equivalently R−) under
the null hypothesis. Recall that R+ is completely characterized by a random vector
(Z1, Z2, . . . , Zn). Each of its realizations (z1, z2, . . . zn) ∈ {0, 1}n is equally likely
to occur under the null hypothesis. The probability mass function of Wilcoxon
signed-rank statistic under the null hypothesis is given by




where un(k) denotes the number of n-tuples (z1, z2, . . . zn), such that the correspond-
ing sum of ranks R+ results in t. The value of un(k) can be obtained using a recursion
adopted from [13], stated and proven in the following theorem.
Theorem 3.6. Let n denote a sample size and let un(k) mark the number of tuples
(z1, z2, . . . , zn) ∈ {0, 1}n such that the corresponding R+ results in k. The null
distribution of Wilcoxon statistic R+ can be recursively expressed as








Proof. Consider a set of n− 1 dierences d1, d2, . . . dn−1 with associated rank values
1, 2, . . . n − 1 for which the null distribution of R+ is known. Let dn be a new
observation. Without the loss of generality, assume that |dn| > |di| for all i =
1, 2, . . . , n− 1. In this case, r(|dn|) = n. Consider the following events:
i) if dn < 0, then R+n will be equal to R
+
n−1,
ii) if dn > 0, then R+n will exceed R
+
n−1 by n.
Under the null hypothesis, i) and ii) are equally likely, giving




un−1(k)P (dn > 0) + un−1(k − n)P (dn < 0)
2n−1
=
un−1(k − n) + un−1(k)
2n
The exact distribution of Wilcoxon's test statistics can be computed, using the
recursion form Theorem 3.6. A table of critical values is given Appendix B. For a








Under the null hypothesis, Z converges in distribution to the standard normal vari-
able, as n → ∞.
Proof. Assume the null hypothesis holds. In Proposition 3.5 we have already de-
rived the expectation of R+. Next, we wish to calculate the variance. Following
from the assumption of independence and Proposition 3.3, the random variables
Z1, r(|d1|), Z2, r(|d2|), . . . , Zn, r(|dn|) are mutually independent. Since Zi is a
Bernoulli distributed random variable with the parameter p = 1/2, its variance
equals to 1/4, i.e. V ar(Zj) = 1/4. Without loss of generality set r(|di|) = i. Thus

























Figure 10: Graphical comparison cumulative distribution function of exact distribu-
tion of R+ in red and the density of N(n(n+1)/4, n(n+1)(2n+1)/24) in blue for
dierent values of n.
So far we have assumed that the measured performance and consequently the
distribution of dierences follow a continuous-type distribution. This means that, at
least in theory, ties cannot occur. This assumption is unrealistic in practice, either
because the underlying distribution is discrete or because the performance cannot be
measured precisely. For the exact same reason, the measured dierences di should
not be rounded (rounding the dierences could result in high number of ties and in
decreased power of the test [9]).
There are two kinds of tied values we need to consider. Firstly, the ties where
algorithms a1 and a2 perform equally well on a data set Si, resulting in di = 0.
Secondly, tied values, where two or more absolute dierences take on the same
value, i.e. |di| = |dj|, for at least one pair i ̸= j.
In the rst case, where di = 0, the literature suggests dierent approaches.
In [13], omitting the zero values and correcting the value n is suggested. Simi-
larly, [29, 40] suggest zeros should be omitted, but only after assigning rank values.
The argumentation behind this is that zeros do not add an element of randomness.
Finally, [9] suggests dividing the ranks of data sets, on which both algorithms per-
form equally well, between R+ and R−. Note that introducing these procedures
results in changed properties of test statistics, giving dierent statistical tests. The
tests dier from each other as well as the Wilcoxon test described above. It turns
out that among a large class of such tests, the test omitting zero dierences results
in the highest statistical power [29]. In the light of our problem, this treatment
may lead to optimistic results. For determining whether a new algorithm brings
improvements, it is crucial to know the number of data sets on which the algorithm
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performs equally well as the current benchmark. However, if a decision between the
two algorithms needs to be made, omitting the zeros is appropriate.
The second type of tied values are ties among the absolute dierences that are
dierent from zero, i.e. |di| = |dj| ≠ 0 for i ̸= j. In dealing with this type of ties, [13]
describes multiple approaches:
− Omission: Perhaps the easiest way of handling the ties is removing them from
a sample, and appropriately adjust the sample size n. If these comprise only
a small part relative to the sample size, the amount of information lost should
not be worrying.
− Randomization: In case of one (or multiple) ties, we order the tied absolute
values at random, giving equal probability to all possible orders. After estab-
lishing the order, we proceed with ranking as we would do in the case where
no ties occur. Since all of the orders occur equally likely, we preserve the
theoretical properties of the test statistics, specically the exact distribution.
However, adding an additional random component might aect the probability
distribution under alternatives.
− Midranks : In order to retain the sample size and avoid introducing an addi-
tional random component, we assign to each member of tied observations an
average of rank values the members would have, if they were distinguishable.
The average rank is commonly referred to as midrank.
In statistical literature [29, 50], the commonly suggested method is the midrank
method, which is in accordance with [9, 10] for the comparison of machine learning
algorithms. When ties are handled by using the midrank method, neither the exact
distribution nor the asymptotic distribution remain unchanged. The recursive rela-
tion, given in Equation (3.4) cannot be used anymore, since we are not dealing with
integer values alone. An exact distribution can be calculated through enumeration
of all possible sign combinations and listing all possible values of R+, together with
the probabilities of occurrence. This procedure is demonstrated by an example in
Section 5. According to [13], the distribution of R+ does not need correcting as the
eect of midranks is mostly small, unless the number of ties is extensive. Example
in Section 5, mentioned above, empirically conrms this claim.
Along with the exact distribution, the correction for the asymptotic, normal dis-
tribution needs to be considered, when the midrank method is adopted. Since we
are assigning the midrank, which is the mean of the ranks of tied values, the mean
of R+ will remain unchanged. We only need to correct for reduced variability as
stated and proposed in the next proposition.
Proposition 3.8. Let R+ be the sum of ranks statistics, where the midrank method











where s denotes the number of sets of ties and ti the number of tied values within
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Under the null hypothesis, Z∗ converges in distribution to N(0, 1), as n → ∞.
Proof. Assume t out of n observations are tied. Without the loss of generality, let
j + 1 be the rst rank to be assigned to the group. This gives us the sequence of
ranks j + 1, j + 2, . . . , j + t belonging to the group of tied values. Computing an
average of the ranks, each tied value is assigned a midrank of j + t+1
2
. As shown
in the proof of Theorem 3.7, we compute the variance by summing the squares of
ranks. In the case where these ranks would not have been tied, the contribution
(disregarding the factor 1/4) would equal to
t∑
r=1




























The result is obtained by repeating the procedure for groups of tied values.
By the central limit theorem, the distribution of Z∗ tends to the standard normal
distribution N(0, 1), as n → ∞.
As an alternative to the Willcoxon test, we may use another parametric testthe
Sign test. It is a simple and popular test to compare machine learning algorithms,
since very few assumptions need to be made. It assumes
i) the data sets Si are independent,
ii) the performance dierences di are identically distributed and follow a continuous
distribution.
Since it does not require any assumptions on the shape of the underlying distri-
bution, it serves as a valid alternative, if the assumption of symmetry of dierences
di about the population median θd is violated. Instead of ranking the dierences
d1, d2, . . . , dn, it considers only their sign values and counts the number of times al-
gorithm a1 outperforms algorithm a2, the number of times the converse holds true,
and nally, the number of times the algorithms are tied. The general null hypothesis
assumes the algorithms perform equally well, which results in each algorithm out-
performing the other on n/2 out of n data sets. The hypothesis is tested against the
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alternative that the algorithms do not perform equally well. Formally, we denote





where Zi is dened in Denition 3.4.
We know that a sum of independent identically distributed Bernoulli random
variables follows a binomial distribution. Therefore, under the null hypothesis, W
follows a binomial distribution Bin(n, 1/2). Here, the probability parameter equals
to 1/2, since algorithm a1 outperforms algorithm a2 with a probability of 1/2.
Under the alternative hypothesis we expect W to assume either high or low
values, arising the two-tailed binomial test. The table of critical values can be found
in any statistics book. Summarizing
H0 : W = 0 or algorithms a1 and a2 perform equally well
is rejected for suciently small valuesW ≤ t−α/2, or suciently large valuesW ≥ t
+
α/2
in favor of the alternative
HA : W ̸= 0 or algorithms a1 and a2 do not perform equally well,
where α is the level of signicance.
In case variables di do not follow a continuous distribution, ties may occur.
Since tie values support the null hypothesis, they should not be omitted, but split
between the two algorithms [9]. For a large value of n, we again rely on the central




Although the sign test is substantially simpler then the previously proposed
Wilcoxon test, it is substantially weaker and may not be a favorable substitute. In
order to reject the null hypothesis, one of the algorithms must outperform the other
on almost all data sets [9]. For the level of signicance α = 0.05 and n = 10, an
algorithm would have to win 9 out of 10 times. For n = 20, the necessary number
of wins is 15.
A detailed comparison of the t-test, the Wilcoxon test and the sign test, sup-
ported by practical examples, is given in [29]. The parametric t-test is more likely to
rejects the null hypothesis, if its assumptions are met. Simulations run in [9] show
that the Wilcoxon signed-rank test gives a lower p-value in almost all cases than its
parametric alternative, where the performances of two algorithms are compared on
1000 random selections of ten data sets. The general guideline therefore is to use
the Wilcoxon test unless we are certain the t-test assumptions are met. The sign
test does not represent a valid alternative, as its power is too low to be generally
used.
3.2 Comparison of multiple algorithms
Suppose we wish to compare multiple algorithms with respect to a single perfor-
mance measure p. Using the dened notation, let pij denote the observed per-
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formance measure p of an algorithm aj on data set Si, for i = 1, 2, . . . , n and
j = 1, 2, . . . ,m.
To measure the performance of all algorithms, we train the algorithms on mul-
tiple data sets and compare the measured performances. With a suitable statistical
analysis we wish to determine if their performances statistically signicantly dier,
and which of the algorithms performs better than the others.
Both comparisons, using parametric and nonparametric tests, are conducted in
two steps. In the rst step, a general test is performedthe Repeated Measures
ANOVA for the parametric tests, and the Friedman test as the non-parametric
alternative.
The experiment design for the more general parametric One-Way ANOVA test
and the nonparametric Wilcoxon test is the so-called randomized complete block
design3, where our aim is to compare m treatments across n blocks. Each of the n
blocks is comprised of m independent subjects (as many as there are treatments),
giving in total n × m subjects. Each of the subjects within a block is randomly
assigned to a treatment.
In comparison of algorithms, we compare the m treatments on n subject, where
each of the subjects receives all m treatments and constitutes a block on its own.
This is the so-called repeated measures design. In our case the treatments correspond
to the algorithms a1, a2, . . . , am, while the subjects to the data set S1, S2, . . . , Sn.
The Repeated Measures ANOVA is the equivalent of the One-Way ANOVA for
the repeated measures design, and is the extension of the dependent t-test.
In the repeated measures design, the measured values of one subject (i.e., data
set) are of course correlated. However, conditionally on the subject, they are inde-
pendent. In other words, there is no carry-over eect, an eect resulting from one
experimental condition carried over to another experimental condition.
When the global null hypothesis of parametric or nonparametric test in the rst
step is rejected, we can conclude only that there is a dierence between algorithm
performances.
In practice, we wish to be more specic and therefore continue with the so-called
post-hoc tests. In the second step, the algorithms are compared pairwise with the
goal of determining what might have caused the rejection of the null hypothesis
in the preliminary test. Note that rejecting the null hypothesis and not rejecting
the null hypothesis of the post-hoc tests does not mean that the performances of
algorithms do not dier. It may only be a consequence of a lower statistical power
of the post-hoc tests.
Generally speaking, the post-hoc pairwise comparisons can be divided into all-
to-one and all-to-all comparisons. All-to-one comparison is used when comparing
algorithms to a benchmark, and all-to-all comparison is used for comparative studies,
where our goal is solely to compare algorithms based on their performance and do
not wish to introduce a new algorithm. In either all-to-one comparison or all-to-all
comparison, multiple tests are performed simultaneously.
3In randomized complete block design, the similar experimental subjects are grouped into
blocks, which creates a more homogeneous subgroups. The blocking factor is a source of variability
that is not of our primary interest. Within each group, the subjects are assigned to treatments at
random [41].
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When comparing multiple algorithms simultaneously, we should not resort to the
use of tests described in the previous section. Conducting multiple comparisons of
either the t-test or Wilcoxon test for each pair of algorithms is not a suitable.
Namely, conducting multiple tests can result in a raised type I error. The proba-
bility of making more than one type I error is called the family-wise error rate. The
family wise error needs to be taken into account when conducting pairwise analysis.
To demonstrate this problem, suppose we are comparing m machine learning algo-
rithms, where one of the algorithms serves as a control algorithm. We would like to
compare the rest m− 1 algorithms to the control, by conducting m− 1 tests, each
with signicance α. The probability of not making a type I error in one comparison
is 1− α. Multiplying for all of the m− 1 comparisons, we compute the probability
of not making a type I error in any of the comparisons as (1 − α)m−1. Thus, the
probability of making a type I error in at least one of the tests is 1 − (1 − α)m−1.
For α = 0.05 and m = 4, as for the case we have considered in Section 5, this is
approximately 0.14, which is almost triple to the size of α.
As in the comparison of two algorithms, we again shortly present parametric
tests, and then focus on the nonparametric alternatives. Considering the nature of
our problem, the parametric analysis is not optimal. We give a thorough presenta-
tion of the Friedman test, which was recommended in [9] for comparison of machine
learning algorithms. Additional methods, such as Friedman aligned ranks test and
Quade test, are described in [10].
3.2.1 Parametric tests
When comparing m ≥ 2 dependent treatments, the commonly used test is the
so-called Repeated Measures ANOVA, also known as Within-Subject ANOVA. For
m = 2 it gives the same results as paired-sample t-test, described in Section 3.1.1.
It is used in longitudinal studies when a value is measured repeatedly on the same
subjects over time, or when the same subjects are exposed to dierent treatments.
The experiment design for the Repeated-Measures ANOVA is the complete block
design, where the treatments correspond to algorithms a1, a2, . . . , am, and blocks to
data set S1, S2, . . . , Sn. Referring back to the matrix presentation inf gure 9), the
rows correspond to the blocks and the columns to the treatments. From here on we
use the terms interchangeably.
Conducting the test, we wish to determine if there is a dierence among the m
mean values of measured performances of the m treatments. We make the following
assumptions:
i) randomnessmeasured values of dierent subjects are independent,
ii) normalitythe underlying distribution of the measured values for a xed treat-
ment is normal,
iii) sphericityvariances and covariances of dierences for all pairs of treatments
are all equal.
The last assumption deserves a more detailed explanation. An assumption on
sphericity has to be made since the measured values of dierent treatments (in
26
our case algorithms) are related. To simplify, we assume the relationship between
all pairs of treatments is the same. Specically, calculating the dierences djj
′
i =




2 , . . . , d
jj′
n are the same for all
possible pairs, j, j′ ∈ {1, 2, . . . ,m}, j ̸= j′.
By conducting the repeated measures ANOVA, we test the null hypothesis that
all treatments (algorithms) represent a population with the same mean value. For-
mally we test
H0 : µ1 = µ2 = . . . = µm
against the alternative
HA : at least one mean value diers from the rest.
Rejecting the null hypothesis, we may conclude that there is a statistically sig-
nicant dierence between at least two means, but we do not have any additional
information on which treatment has caused the rejection of the hypothesis. For
this purpose we conduct the post-hoc tests; Tukey test for comparing for all-to-all
comparison and Dunett test for all-to-one.
Similarly as in the case of two algorithms, we have no reason to believe that the
underlying distribution of measured performances p on a single data set Si is normal.
As noted in [9], the violation of normality assumption is a minor problem. However,
taking into account the nature of our problem, the assumption of sphericity may
also be violated. For this purpose, we again turn our attention to the parametric
tests.
3.2.2 Nonparametric tests
We wish to introduce the nonparametric Friedman test4 as an alternative to the
parametric repeated measures ANOVA test. As discussed later, this has to be
done with caution, if we assume the sphericity assumption is violated. The test
introduced in [17] proposes the use of ranks in place of the independent variables,
when the assumption of normality is violated. Moreover, no parametric form of the
underlying distribution of responses is assumed [51].
In the case of algorithm comparison, the experiment design of the Friedman test
is the repeated measures design, where the treatments correspond to the algorithms
a1, a2, . . . , am, while the blocks to the data set S1, S2, . . . , Sn.
We assume that:
i) observations in dierent blocks are independent,
ii) the dependent variable which is later ranked, comes from a continuous distri-
bution.
However, depending on the null and alternative hypothesis, a third assumption has
to be made;
4In literature, the test is also referred to as Friedman Two-Way Analysis of Variance by Ranks
27
iii) Within a block, the treatment distributions come from identical population
distributions, but may dier only on the location parameter 5 [51].
Data set Algorithm
a1 a2 . . . am
S1 p11 p12 · · · p1m





Sn pn1 pn2 · · · pnm
(a) Matrix of observations.
Data set Algorithm
a1 a2 . . . am
S1 r11 r12 · · · r1m




Sn rn1 rn2 · · · rnm
Rank-sum r1 r2 · · · rm
(b) Matrix of ranks.
Figure 11: Matrix representation of performance p for m algorithms (columns) on
n data sets (rows). Observations (a), ranks (b).
Let pij denote the observed performance measure p of algorithm aj on the data
set Si. Measured performances are presented in an n × m matrix, where rows
correspond to data sets S1, S2, . . . Sn, and columns to algorithms a1, a2, . . . , am, as
shown in Figure 11a. Due to the continuity assumption, the probability that pij =
pij′ for any two algorithms aj, aj′ on a data set Si is zero. For each data set Si we
rank the algorithms a1, a2, . . . , am as shown in Figure 11 by ranking the measured
performances pi1, pi2, . . . , pim within each row. We do so by assigning the rank
of 1 to the best performing algorithm, increasing to the rank of m to the worst
performing algorithm. The j-th column of the newly obtained matrix tells us how
well the algorithm aj has performed over the m data sets. Let rij denote the rank of
algorithm aj on the data set Si. As an indication of performance we can calculate
the rank-sum for algorithm aj as the sum of j-th column
rj = r1j + r2j + . . .+ rnj, (3.8)
and the average rank-sum for algorithm aj as
r̄j =
r1j + r2j + . . .+ rnj
n
. (3.9)
Calculating the average rank-sum across all algorithms and all data sets, we get
r̄ =











We continue by stating the hypothesis for a more general case, before continuing
with our particular case, following [16,51,54].
In general, the Friedman test's null hypothesis states that all m blocked samples
come from an identical distribution, without specically dening its parametric form.
5Let ψ be a probability density function. A location family of distributions has densities of the
form f(x|∆) = ψ(x−∆), where −∞ < ∆ <∞ is the location parameter [31].
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Formally, we assume xed blocks where the n × m measured values are mutually
independent. Let Fij denote the continuous cumulative distribution function of j-th
treatment on i-th block, then the null hypothesis can be stated as
H0 : Fi1(x) = Fi2(x) = . . . = Fit(x) = Fi(x) for all i = 1, 2, . . . n, (3.11)
assuming that, within each block, all the observations coming from dierent group
have the same distribution function. The commonly assumed alternative hypothe-
sis is that in at least one group, the equality of cumulative distribution functions
assumed in (3.11) does not hold across all blocks [51]. We state the hypothesis as
HA : Fij(x) ̸= Fij′(x) for some j ̸= j′ and for all i = 1, 2, . . . n. (3.12)
Friedman in his original article [17, p. 680] states that no assumption on the
parametric distribution of the raw sample has to be made, and does not assume
the assumption iii). This claim holds only in the case, where we test the null
hypothesis (3.11) against the alternative (3.12) [51].
In some cases a more restrictive null hypothesis on the location parameter (me-
dian or mean) of m treatments is stated [10, 50]. If so, the assumption iii) has to
be met. Consider a location family of distributions, where each of the blocks has an
underlying block specic distribution Fi. Assume Fij(x) = Fi(x−∆j), where ∆j is
a location parameter corresponding to a j-th treatment, by which assumption iii) is
naturally met. The null hypothesis (3.11) can be restated as
H0 : ∆1 = ∆2 = . . . = ∆m, (3.13)
where we again assume no dierences among the treatments. We test it against the
alternative hypothesis
HA : ∆j ̸= ∆j′ for some j ̸= j′, wherej, j′ ∈ {1, 2, . . . ,m}. (3.14)
When the blocks are random eects, measurements in the same block are not in-
dependent. This is also the case when they are corresponding to the same subject, as
in the case of repeated measures design, bringing us to our particular case of compar-
ison of m algorithms (treatments) on n data sets (subjects). Let Gi(x1, x2, . . . , xm)
denote the joint distribution function of treatments within the i-th block. The
assumption of no treatment eect translates to the changeability of treatments,
restating the null hypothesis as
H0 : Gi(x1, x2, . . . , xm) = Gi(xσ(1), xσ(2), . . . , xσ(m)) for all i = 1, 2, . . . , n, (3.15)
where σ(1), σ(2), . . . , σ(n) is an arbitrary permutation of treatment indices [54]. A
dierence in treatments, or in our case algorithm performances, would mean that
there exists such a permutation of column indices σ(1), σ(2), . . . , σ(n), so that the
resulting joint distribution diers from the original one on at least one data set,
H0 : Gi(x1, x2, . . . , xm) ̸= Gi(xσ(1), xσ(2), . . . , xσ(m)) for some i = 1, 2, . . . , n. (3.16)
Many statistical literature, regardless of its level, inadequately or unclearly states
the context, the assumptions or the null hypothesis of the Friedman test, as it has
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been pointed out in [51]. The test is sometimes used to draw conclusions based on
the median of the treatments eects, despite one not having assumed heterogeneity
of variance or skewness within each block. The lack of detail and attention to null
hypothesis formulation is also present in machine learning literature. Neither [9]
nor [10] list the assumptions or state the null hypothesis clearly, which may lead
to misuse and misinterpretation. The null hypothesis stated in the rst article is
all the algorithms are equivalent [9, p. 11]. Moreover, the assumptions are not
listed clearly. However, since the test is introduced as an alternative to ANOVA,
based on the realization that the sphericity assumption may be violated, an attentive
reader may assume that only assumptions i) and ii) hold. On the other hand, the
null hypothesis clearly states, that the null hypothesis for Friedman's test states
equality of medians between the populations [10, p. 8], but does not support the
hypothesis with necessary assumptions. Moreover, it begins the introduction of
parametric tests as "a tool a researcher can use, when the previous assumptions
(independence, normality, and homoscedasticity) cannot be satised [10, p. 3].
To reject or accept the null hypothesis, a suitable test statistic needs to be













which is the sum of square dierences between the average rank-sum r̄j and the
average rank-sums and data sets r̄, across all algorithms dened in (3.9) and (3.10),
respectfully. The formula above tells more of the nature of the statistics, but for






r2j − 3n(m+ 1), (3.18)
where rj represents the rank-sum dened in Equation (3.9). All the information on
the performance of algorithms is contained in the values of rj or r̄j. With subtraction
and multiplication we assure a nice asymptotic distribution, which we will discuss
shortly.
Under the null hypothesis, we assume there is no dierence in performances of
the m algorithms on a xed data set Si. This means that within each data set, the
dierences in ranking will be merely the consequence of randomness. Computing
the average rank-sum r̄j for each algorithm aj, the value should equal to (or be very
close to) the overall average r̄, which nally means that the value of χ2r equals to
zero. Conversely, under the alternative hypothesis, the dierences in performance
of algorithms lead to greater dierence between the average rank-sum values r̄j to
the overall average. Summing the dierences leads to a large value of χ2r, thus the
null hypothesis is rejected for
χ2r ≥ cα.
Next, we wish to discuss the exact distribution under the null hypothesis. Recall
that under the null hypothesis, χ2r is invariant under column-wise permutations. This
means that for a xed data set Si, all the orderings of m algorithm performances,
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or equivalently each of the m! permutations of ranks 1, . . . ,m, are equally likely.
Since this argument holds for an arbitrary data sets Si, we have (m!)n possible rank
congurations in the n×m matrix.




r(p11) = r11, . . . , r(pn1) = rn1; . . . ; r(p1m
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Following this conclusion, the exact null distribution can be computed by enumer-
ation. The critical values for the exact distribution of χ2r, for m = 3 and m = 4 are
given in Appendix B. For values of m up to 18 and n up to 14, tables of critical
values are available in [32].
As previously mentioned, the functional form of the test statistic χ2r is con-
structed in such a way that it assures us with a nice, known asymptotic distribution.
If the values of n and m are large enough, the null distribution can be approximated
with asymptotic χ2 distribution. According to [9], the approximation is used for
values n > 10 and m > 5. The asymptotic distribution is also used when computing
the exact values becomes computationally too demanding, and the exact tables of
critical values are not available.
Proposition 3.9. Under the null hypothesis, χ2r converges in distribution to χ
2 with
m− 1 degrees of freedom, as n → ∞.
Proof. The proof is given in [17, p.196 - 198].
When one needs to turn to an approximation, as opposed to exact distribu-
tions, many alternative approximations have been proposed in [24]. Among other





and compare its values to the F distribution with m− 1 and (m− 1)(n− 1) degrees
of freedom. They point out that approximating FF by F instead of χ2 results in
larger rejection intervals and a liberal test, as opposed to smaller critical regions of
conservative test proposed in [17].
So far we have assumed that the underlying distribution is continuous and there-
fore no ties can occur. In real-world applications, this is usually not the case since
the variable being measured is discrete, or the measured values are rounded. When
conducting a Friedman test, the ties between values corresponding to dierent data
sets are not problematic, since we only rank the performances of algorithms for
each data set Si, independently of others. However, ties may also occur between
measured performance within a singe data set Si. The suggested method by most
authors [9, 19, 29] for dealing with ties is again the midrank method, discussed in
Section 3.1.2. When multiple ties are present, we introduce a correction C the test









where s denots the number of sets of ties and ti the number of tied values within





As before, the null hypothesis is rejected for
χ2rC ≥ cα.
Note that exact tables of critical values for distributions with ties are generally
not available, since they are dicult to compute. For small values of n and m the
null distribution can be calculated by enumeration. In practice, however, these will
again be approximated by the χ2 distribution with m− 1 degrees of freedom [29].
It holds that the Friedman's test is less powerful then the parametric ANOVA, if
the assumptions of normality are met. However if this is not the case, experimental
results show that the two tests agree in most of the cases [18].
When the global null hypothesis is rejected, we can conclude only that there is
a dierence between algorithm performances. In practice however, we wish to be
more specic and continue with the post-hoc tests, where algorithms are compared
pairwise. The goal of conducting these additional statistical tests is to determine
what might have caused the rejection of the null hypothesis in the preliminary test.
Note that rejecting the null hypothesis and not rejecting the null hypothesis of the
post-hoc tests does not mean that the dierences do not exist, it may only be a
consequence of a lower statistical power of the post-hoc tests.
Generally, the pairwise comparisons can be divided into all-to-one comparisons,
that can be used when comparing algorithms to a current benchmark, and all-to-
all comparison, used when a statistical analysis of multiple algorithms, with the
goal of comparing algorithms and not proposing a new method, is conducted. In
either all-to-one comparison or all-to-all comparison, multiple test are performed
simultaneously. As noted, when conducting multiple tests, we have to account for
the family-wise error rate, i.e. the probability of making more than one type I error.
All-to-one comparisons are thoroughly presented in [9]. We consider a group
of m algorithms, one of which being the control algorithm. To compare all of the
algorithms to the control algorithm, we need to perform m−1 pairwise comparisons.
Algorithm aj is compared to a control aj′ , j ̸= j′, by computing the test statistic





The value of z is compared to the standard normal distribution, values giving the
probability p∗ = 2P (N(0, 1) > |z|), or in words: the probability that we observe a
more extreme value of the standard normal than the value z. The value p∗ is then
compared with an appropriate value of α. If p∗ is smaller than α, the hypothesis
can be rejected. By appropriate we mean that a procedure for controlling the
family-wise error should be used. To this extent, [9] proposes one of four general
procedures:
− The Bonferroni-Dunn test [15] simply divides α by the number of the test
conducted. This means that in each of the pairwise tests α/(m− 1) is used.
32
− Conducting step-up procedure [20], p-values of pairwise comparison tests are
ordered increasingly, p1 ≤ p2 ≤ . . . ≤ pm−1, with H1, H2, . . . , Hm−1 being
the corresponding null hypotheses. The null hypotheses H1, H2, . . . , Hi are
rejected for the largest such i ≤ m− 1, so that pi ≤ α/(m− i)
− The idea of the step-down procedure [21] remains the same, but starts with the
largest p-value pm−1. The null hypotheses Hm−1, Hm−2, . . . , Hm−i are rejected
for the largest such i, so that pi < α/(m− i).
− Hommel's procedure [22] nds the largest such j for which pn−j+k > kα/j for
all k = 1, 2, . . . , j6. The null hypothesis Hi is rejected for all pi ≤ α/j, where
i, j = 1, . . . ,m− 1. If no such j exists, all hypotheses are rejected.
The step-down procedure is more powerful than Bonferroni-Dunn procedure and
does not require any additional assumptions about the hypotheses tested, while
experimental results show, that Hommel's procedure is the most powerful out of the







statistical test are performed, for which [9] pro-
poses the use of Nemenyi test [37]. The performance of two algorithms aj and aj′ ,
j ̸= j′, statistically signicantly dier for a large enough dierence between the








where qα denotes the critical value of the Studentized range distribution given in
Table 11. Note that computing critical dierence CD could also be used for all-to-
one comparison with the corrected signicance value α/(m− 1).
The Nemenyi test turns out to be rather conservative and experimental result
presented in [9, p. 12] show no promise, since none of the null hypotheses are
rejected. For that reason statistically more powerful tests are introduced in [48].
Other possible critical dierences, for all-to-one or all-to-all pairwise comparison,
proposed by dierent authors of statistical textbooks are summarized in a table,
given in [16].
4 Comparison of algorithms with respect to multi-
ple performance measures
Comparing algorithms with respect to a single performance measure can be limit-
ing in real-world applications, since we are usually interested in the performance
measured by multiple performance measures. Typically, we would like to compare
machine learning algorithms by accuracy as well as by their learning time. Another
common problem is choosing the performance measure, when dealing with compar-
ison of classication algorithms on unbalanced data sets, where we do not wish to
6This is usually denoted as pm−1−j+k, where n is the number of hypothesis.
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decide between AUPRC (area under the precision-recall curve) or AUROC (area
under the receiver-operating-characteristic curve).
To address this problem, we wish to present a generalization of the statistical
framework for the algorithm comparison by a single performance measure, presented
in the previous section, to the comparison by multiple performance measures. Con-
sidering the nature of our problem and violation of normality assumptions, as well as
other assumptions of the parametric tests discussed in Chapter 3, we generalize the
statistical framework for algorithm comparison only for the non-parametric tests.
4.1 Comparison of two algorithms
We wish to set up a statistical framework for comparing two machine learning al-
gorithms with respect to multiple performance measures. As in the case of a single
performance measure, we rst need to specify how to compare two algorithms with
respect to K performance measures, which means that we need to generalize De-
nition 3.1 to a multidimensional case.
Let p(k)i1 and p
(k)
i2 denote the k-th performance measure of algorithms a1 and a2
on data set Si, respectfully, for i = 1, 2, . . . , n and k = 1, 2, . . . , K. The dierence







As in the single-measure case, the sign of d(k)i tells us which of the two algo-
rithms performs better with respect to k-th performance measure on data set Si.




i , . . . , d
(K)
i ), a vector of the
performance measure dierences on data set Si.
d(1)0




(b) Two performance measures.
Figure 12: Curse of dimensionality and equal performance regions marked in gray.
For dening the term outperformance (Denition 3.1) for a multidimensional
case, we take the advantage of the graphical presentation in Figure 12. Consider a
comparison of algorithms, at rst only with respect to a single performance measure
p(1). The dierences d(1)i can be represented on a real line as illustrated in Figure
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12a. Points on the positive real line correspond to data sets, where algorithm a1
outperforms algorithm a2 and, conversely, points on the negative real line correspond
to the sets, where algorithm a2 outperforms algorithm a1. The possible outcomes
divide the real line into two half-lines, depending on the sign of the dierence. We
see that there is only one point for which the algorithms perform equally well, i.e.
for d(1)i = 0. Under the assumption of continuity, the probability of this event equals
to zero, that means that, at least in theory, the two algorithms will not perform
equally well on any data set.
Next, we add the second performance measure p(2) and generalize the problem
to a two-dimensional space, as illustrated in Figure 12b. If in this case the dier-
ences with respect to performance measures p(1) and p(2), d(1)i and d
(2)
i , both assume
positive values, algorithm a1 outperforms algorithm a2 on the data set Si with re-
spect to both performance measures. We can simply state that a1 outperforms a2.
Conversely, if d(1)i and d
(2)
i both assume negative values, algorithm a2 outperforms
algorithm a1 on data set Si, with respect to both performance measures. Note that
the denition can be naturally extended to the points that fall into rst and third
quadrant.
It is less clear, however, how to interpret the points that fall into second or fourth
quadrant, i.e. when d(1)i and d
(2)
i assume opposite signs. Since our motivation for
generalizing to multiple measures was, that we cannot decide between performance
measures p(1) and p(2), we therefore cannot place greater importance on either of
them. In such cases, the winner cannot be declared. Referring back to Figure 12b,
as soon as we have a point within the second or the fourth quadrant, algorithms a1
and a2 perform equally well. The region, where the winner cannot be declared is
called the equal performance region. For the comparison of algorithms with respect
toK performance measures, we formally state the generalization of Denition 3.1 as:
Denition 4.1. Algorithm a1 outperforms algorithm a2 on data set Si with respect
to performance measures p(1), p(2), . . . , p(K) if d(k)i ≥ 0 for all k = 1, 2, . . . , K, and
there exists at least one index k′ ∈ {1, 2, . . . , K} for which d(k
′)
i > 0. Algorithms a1
and a2 perform equally well on data set Si with respect to performance measures






When moving from one-dimensional to two-dimensional space, the so-called equal
performance region, marked gray in Figure 12, extends from a single point to two
quadrants, which represent one half of the outcome space. Moving to an even
higher dimensional space, the equal performance region increases at the expense of
the region, where one of the algorithms outperforms another. The proportion of
equal performance region increases exponentially, as shown in Figure 13. In a K
dimensional space with 2K orthants, there exist only two such orthants, where one
algorithm outperforms the other. These are the two orthants, where the dierences
are either all positive or all negative. The proportion of equal performance region for






. In particular, for K = 3 that
represent already 3/4 of the dierence space, and increases to nearly 1 for K = 8.




























Figure 13: Curse of dimensionality for increasing the number of performance mea-
sures K.
Wilcoxon test as in the case of a single performance measure. To do so, we need to
convert the vectors of dierences to ranks as shown in Figure 14 for the case of two
performance measures. We do this in three steps, specically
i) taking the absolute values,
ii) Pareto ordering,
iii) ranking.
Similarly to the case of a single performance measure, we begin by taking the ab-
solute values of vector of dierences, giving |di| = (|d(1)i |, |d
(2)
i |, . . . , |d
(K)
i |) for each
data set Si. In our two dimensional example that would mean that all of the points
are mapped into the rst quadrant.
For performing the second step, we utilize the theory of multi-objective opti-
mization presented in Section 2.2. As in the multi-objective optimization problem,
we treat each of the absolute dierences of a performance measure as an objective
function with respect to which we want to minimize. Note that minimization, as
opposed to maximization, is used to support the null hypothesis. As in solving a
minimization problem, we nd the Pareto set of the non-dominated absolute dier-
ences |di| in the K-dimensional space, and assign them a label 1. We then remove
the labeled points and again search for the non-dominated set among the remaining
points. The second set of non-dominated points, contained in the new Pareto front,
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are now labeled with the number 2. This procedure is repeated, as if we were peel-
ing the fronts, until each of the n points are assigned to a non-dominated set and
labeled. The procedure is repeated at most n times. By labeling the points, we map















S1 0.72 0.66 0.06 0.78 0.69 0.10 5 10.0 (+)
S2 0.65 0.69 -0.04 0.66 0.69 -0.04 3 6.5 ()
S3 0.71 0.73 -0.02 0.65 0.63 0.01 1 2.0 (0)
S4 0.98 0.98 0.00 0.95 0.90 0.05 3 6.5 (+)
S5 0.85 0.88 -0.03 0.91 0.91 0.00 1 2.0 ()
S6 0.54 0.56 -0.02 0.55 0.60 -0.05 4 8.5 ()
S7 0.81 0.78 0.04 0.88 0.86 0.01 2 4.5 (+)
S8 0.97 0.98 -0.01 0.89 0.95 -0.05 4 8.5 ()
S9 0.99 0.99 0.00 0.54 0.56 -0.03 2 4.5 ()
S10 0.96 0.96 0.00 0.75 0.73 0.01 1 2.0 (+)
Table 3: Pareto ordering and rank assignment for comparison of two algorithms
with respect to two performance measures p(1) and p(2).
On the third and nal step, each of the points is assigned a rank value by ranking
the labels obtained on the previous step. Note that multiple points may have been
labeled with the same value in the second step. This results in ranking tied values on
the nal step, for which we use the midrank method. Other possible approaches for
handling ties have already been discussed in Section 3.1.2 and will not be repeated
in this section.
We illustrate the three-step procedure in Figure 14 for the data presented in
Table 3. We compare two algorithms with respect to two performance measures,
p(1) and p(2), on ten data sets. In Figure 14a we show the absolute dierences |di|,
with the label assigned by Pareto ordering in the second step. In Figure 14b we show
the assigned midrank of each absolute dierence, and present the ranked dierences
di in the original space in Figure 14c.
Discussing the treatment of ties in the case of single measure comparison, we
have introduced possible solutions for ties, where both algorithms perform equally
well on a data set Si. This matter becomes even more important when generalizing
to multiple dimensions, since we encounter the curse of dimensionality: the equal
performance region extends from a point in one-dimensional, to the majority of the
result space in K-dimensional case, as shown in Figure 12. Increasing the number
of dimensions, we can expect more points di contained in the equal performance
region, and so we do not want to simply disregard them. We therefore split the
ranks evenly among the generalized sum of ranks statistics R+ and R−, as proposed
by [9] for the case of the single performance measure.




















(a) Pareto fronts of absolute points |d|























(b) Pareto fronts of absolute points |d| with





















(c) Points d in original space with corresponding
midranks.
Figure 14: Graphical display of Pareto ordering and rank assignment: (a) and (b)
visualize the results of the Pareto ordering in the rst quadrant, and (c) the assigned
ranks in the original space.
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1, if a1 outperforms a2 on Si,
1/2, if a1 and a2 perform equally well on Si,
0, if a2 outperforms a1 on Si.
From this point onward, the conclusions and conduction of the Wilcoxon test remains
the same as for comparison of two machine learning algorithms with respect to a
single performance measure in Section 3.1.2.
4.2 Comparison of multiple algorithms
We wish to generalize the procedure introduced in Section 3.2.2 and compare m
algorithms over multiple data sets with respect to K performance measures simul-
taneously.
Let p(k)ij denote the k-th performance measure of algorithm aj on data set Si,
for i = 1, 2, . . . , n, j = 1, 2, . . . ,m, and k = 1, 2, . . . , K. While combining the K




ij , . . . , p
(K)
ij ), a vector of measured
performances of algorithm aj on data set Si. Additionally, let P = [p(1)min, p
(1)
max] ×
. . .× [p(K)min, p
(K)





denote the minimal and maximal possible values of performance measure p(k).
When comparing multiple algorithms with respect to a single performance mea-
sure, we have represented the data in a matrix formation. Raising the number of
performance measures by which the algorithms are compared, we can present values
p
(k)
ij in (n × m × K)-dimensional array or alternatively as K (n × m)-dimensional
matrices presented in Figure 15.
Following the procedure described for comparison of multiple algorithms by a
single performance measure, we wish to utilize the Friedman test. To do so, we wish
to assign each vector pij a rank value rij and map the K-dimensional vector into a
single dimensional space. We again help ourselves with the theory of multi-objective
optimization and the procedure of Pareto ordering, presented in Section 4.1. Specif-



























































a1 a2 . . . am
S1 r11 r12 · · · r1m




Sn rn1 rn2 · · · rnm
Rank-sum r1 r2 · · · rm
Figure 15: Matrix representation of the multiple data for comparison ofm algorithms
on n data sets by K performance measures and corresponding matrix of ranks.
Fixing the data set Si, we represent the m points corresponding to the m algo-
rithms in a K-dimensional performance space P , treating each performance measure
as an objective function with respect to which we want to minimize. Next we look
for the non-dominated points, elements of the Pareto set P ⊆ {pi1,pi2, . . . ,pim} and
label them with number one. We continue peeling the Pareto fronts. The procedure
of peeling and assigning Pareto labels has been described in the previous section.
In the second step, rank values 1 tom are assigned to each point pi1,pi2, . . . ,pim,
depending on the label obtained on the previous step. The rank of one is assigned to
the algorithm with the largest Pareto label, up to rank m assigned to the algorithm
with the lowest Pareto label. In case of tie values, the algorithms are assigned
midrank values. The procedure is repeated for every data set Si.
The procedure for three algorithms compared by two performance measures over
four data sets is shown in Figure 16. Once each algorithm has been assigned a rank
value, we can continue with the comparison by conducting the Friedman test and
post-hoc tests described in Section 3.2.2.
In some cases, for instance when comparing algorithms with respect to perfor-
mance measures AUPRC and Accuracy, all of the measured performances p(k)ij will
be positive by denition. This is not necessarily the case, for instance when consid-
ering the opposite value of computational time, measured in minutes or seconds7.
If, however, we wish to present all points in the rst orthant, so that p(k)ij ≥ 0 for all
k = 1, 2, . . . , K, we can do that by transforming the performance space P , leaving
the Pareto fronts unchanged.
7When comparing algorithms with respect to measured computational time, we prefer the
algorithm with a smaller computational time. To transform the minimization problem into max-
imization problem, we multiply the value by factor −1. Thus, minimizing with respect to the


























Pareto: a a a1 2 3 Alg: a1 a2 a3
Figure 16: Graphical presentation of Pareto ordering and ranking for comparison of
three algorithms by two performance measures over four data sets.
Proposition 4.3. Let P ⊆ P denote a Pareto front, where each element p ∈ P
corresponds to vector of K measured performances of an algorithm ap. Let A be a
K × K dimensional matrix with real positive diagonal elements, akk ∈ R, and let
b ∈ RK be a K-dimensional real vector. Let P denote the transformed measure
space dened as P ′ = {Ap + b | p ∈ P}. Then P ′ = {Ap + b | p ∈ P} is the
Pareto front of the transformed space P ′, i.e. the transformed performance points
of Pareto front P ′ correspond to the same algorithms as the performance points of
Pareto front P .
Proof. Let p ∈ P be an element of Pareto front, corresponding to algorithm ap. By
denition, p is not dominated by any other element of P . To prove the proposition,
we need to show that p′ = Ap+b = (akkp(k)+bk)Kk=1 remains non-dominated by any
other element of P ′. Without a loss of generality, we treat this as a minimization
problem, specic to our case.
Let r ∈ P\P correspond to algorithm ar, and let p dominate r. By denition of
dominance for a multi-objective minimization problem, this means that
i) the measured performance of ap is at least as small as the measured performance
of ar with respect to all performance measures, i.e. p(k) ≤ r(k)∀k ∈ {1, 2, . . . , K},
ii) the performance of algorithm ap is smaller than measured performance of ar
with respect to at least one performance measure, i.e. ∃k ∈ {1, 2, . . . , K}, such
that p(k) < r(k).
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Starting from i): ∀k
p(k) ≤ r(k)
/






(k) + bk ≤ akkr(k) + bk
p′(k) ≤ r′(k)
and similarly starting from ii): ∃k ∈ {1, 2, . . . , K}
p(k) < r(k)
/







(k) + bk ≤ akkr(k) + bk
p′(k) < r′(k)
by which we have proven that p′ dominates r′.
Remark 4.4. The proposition above also holds in the case of comparison of two
algorithms, where instead of performance space, we take the absolute dierence
space.
The practical use of Proposition 4.3 is, that no matter the chosen performance





















In this section, we illustrate the use of the presented statistical framework for com-
parison of machine learning algorithms with respect to a single and multiple perfor-
mance measures. We begin with a comparison of two algorithms: we conduct the
procedure described in Section 4.1, which is followed by the statistical analysis using
nonparametric Wilcoxon test we described in Section 3.1.2. Similarly, for compar-
ing multiple algorithms we used the generalization presented in Section 4.2,which is
followed by the statistical analysis using nonparametric Friedman test and post-hoc
tests we described in Section 3.2.2. The experiments and analysis were conduct in R.
5.1 Experiment set up and data sets
We observe the performance of four algorithms for classication over ten data sets,
where we measure performance by two metrics: the area under ROC curve (AUROC)
and the accuracy, both dened in Section 2.1.2.
The algorithms used are Recursive Partitioning and Regression Trees (rpart) as
a representative of tree models [53], Logistic Regression (glm) as a representative of
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linear models [43], Five Nearest Neighbor algorithm (5-NN ) as a representative of
nonparametric methods [27], and nally Random Forest (rf ) as a representative of
ensemble methods [30]. All the parameter values (if any) were set to their default
values.
For two of the algorithms, we have used parameter settings dierent from the
default ones. For the nearest neighbors algorithm, we set the number of neighbors
to 5, and for the random forest algorithm, the number of trees is set to 500, trying
3 variables at each split.
The data sets were collected from the UCI machine learning repository [12] with
the main criteria being that none of the data sets contain missing values. The
data sets represent real-life data with the output either originally being a two-class
variable or, in some cases, transformed into a two-class variable. The data sets have
either numerical features, categorical features, or a combination of both. The data
sets were preprocessed by converting the categorical features into dummy variables
and normalizing the numeric features. The basic characteristics of the data sets, i.e.
the number and the type of features, the number of cases and the distribution of
the output, are presented in Appendix A.
As a resampling method we use 5-fold cross validation. The splits to train and
validation sets are the same across all algorithms. The probabilities that any given
example comes from a positive or negative class, required for the computation of
AUROC, are calculated as a side product of cross validationusing the predicted
class probabilities of each fold, when it is used as a validation set.
5.2 Comparison of two algorithms
We wish to compare two algorithms, namely cart and glm, with respect to two
performance measures. We train the algorithms on all ten data set, measuring
accuracy and AUROC. The results are presented in Table 4.
For each of the data sets Si, i = 1, 2, . . . , 10, we compute the vector di =
(dacci , d
AUROC
i ) of paired dierences. Dierences are rounded to three decimal places.
If the absolute dierence is smaller than 0.005, it is treated as a zero value, meaning
that the algorithms perform equally well8. We proceed with Pareto ordering. To
order the sets, we rst take the absolute values of each point. With that the points
are mapped to the rst quadrant. We continue by peeling the Pareto fronts. To this
extent we use R package emoa [34], a package for evolutionary multiobjective opti-
mization. After each point has been labeled, we rank the points assigning midrank
values. Finally, we determine a sign value to each of the points: "+" if rpart out-
performs glm according to Denition 4.1, "" if glm outperforms rpart, and "0" if
algorithms perform equally well. Note that in this case, the sign does not refer to
the one dimensional signum function, but denotes the corresponding sum of ranks
statistics R+ or R− dened in Denition 4.2. The ordering procedure is shown in
Figure 17 and the results are listed in Table 4.
In the experiment we compare two dierent approaches for treating the points
8As suggested in [9] we round the result at the third decimal place. In order to support the























































(b) Pareto ordering and assigned midranks in the original space.
Figure 17: Pareto ordering and ranking for comparison of algorithm rpart (a1) and





i rpart glm d
(AUROC)
i pareto r(sgn)
breastc 0.655 0.716 -0.060 0.687 0.784 -0.096 6 10 ()
cmc 0.687 0.678 0.010 0.692 0.700 -0.008 1 1.5 (0)
haberman 0.729 0.745 -0.016 0.633 0.683 -0.050 3 6.5 ()
htru 0.978 0.979 0.000 0.904 0.976 -0.071 2 4 ()
ionosphere 0.880 0.875 0.006 0.909 0.859 0.050 2 4 (+)
liver 0.562 0.612 -0.049 0.605 0.654 -0.050 4 8 ()
vertebral 0.777 0.835 -0.058 0.860 0.929 -0.070 5 9 ()
wilt 0.980 0.968 0.012 0.946 0.977 -0.031 2 4 (0)
wine1 0.987 0.988 0.000 0.562 0.877 -0.315 3 6.5 ()
wine2 0.962 0.963 0.000 0.731 0.775 -0.045 1 1.5 ()
Omitting points of equal performance: R+ = 4
R− = 45.5
Splitting points of equal performance: R+ = 6.75
R− = 48.25
Table 4: Measured performance and the dierence between performances for Recur-
sive Partitioning and Regression Trees algorithm and Logistic Regression. The last
two columns represent the label assigned by Pareto ordering and midrank value.
falling into the equal performance region. We rst consider omitting the points
after the rank values have been assigned. The sum of ranks corresponding to out-
performance of rpart, equals to R+ = 4, and the sum of ranks corresponding to the
outperformance of glm equals to R− = 10+6.5+4+8+9+6.5+1.5 = 45.5. Conduct-
ing the two-sided test with α = 0.05, we compare the test statistic min{R+, R−}
to the critical value tα/2. Since the midranks method for tied values is used in
addition of omitting the cases of equal performance, we cannot use the values in
Table 12 for either n = 10 or corrected n = 8, as it would not give an appropriate
critical value. Therefore we must compute the exact distribution and subsequently
the critical value by enumerating all possible sign combinations for the set of rank
values {1.5, 4, 6.5, 6.5, 8, 9, 10}, following the procedure in [29]. We demonstrate the
procedure for a smaller set in Example 5.1.
Example 5.1. Consider the following rank values {1.5, 1.5, 3.5, 3.5}. We wish to
compute an exact null distribution of R+. We do that by considering 24 = 16
possible combinations of signs
±1.5,±1.5,±3.5,±3.5,
and compute the corresponding values that R+ can obtain with the corresponding
probabilities, presented in the table bellow.
Consider a two sided test. For a given α, we wish to nd the largest value tα/2,
such that P (R+ ≤ tα/2) ≤ 0.05, by examining the left tail of R+ (or equivalently
R−). For small values of α, for instance 0.05 or even 0.1, the critical value is not
achievable, since 1
16
= 0.0625 > 0.05. For α = 0.15, this can be achieved only for
R+ = 0, since P (R+ = 0) < 0.075 < P (R+ ≤ 1.5).
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sgn(si) > 0 None 1.5 1.5, 1.5 3.5 1.5, 3.5 1.5, 1.5, 3.5













sgn(si) > 0 3.5, 3.5 1.5, 3.5, 3.5 1.5, 1.5, 3.5, 3.5







Returning to our example, we compute the probability P (R+ ≤ 5.5) = 0.0234 by
enumerating all possible combinations of ranks. The critical value is t0.025 = 5.5.
Since min{R+, R−} = 4, we may reject the null hypothesis, θ1 = θ2.
With increasing the dimensionality of the problem, or equivalently the num-
ber of performance measures, the equal performance region represents, proportion-
ally, a greater and greater part of dierence space. Since the points in the equal
performance region support the null hypothesis, we do not want to exclude them.
Therefore we consider a statistical analysis where the points from equal performance
region are included.
We conduct the two-sided Wilcoxon signed rank test with α = 0.05 by computing
R+ = 4+0.5(1.5+4) = 6.75 and R− = 10+6.5+4+8+9+6.5+1.5+0.5(1.5+4) =
48.25, where we divide the ranks of equal performance points between R+ and R−.
We can reject the null hypothesis for small values of min{R+, R−}, or equivalently
for extreme values of R+. Since we divide the ranks of equal performance points,
we cannot use the critical values in Table 12. Instead we compare the value of
R+ = 6.75 to an approximation, N(µ, σ2), where µ and σ2 are the mean and the
variance of the R+ statistic.
The mean is computed by Equation (3.2) as




where n is the number of data sets. To compute the variance, we need to take into
account the repeated rank values, which leads to the reduced variance dened in
Equation (3.6)










where ti represents the number of tied values in the i-th set of ties. The 2.5 percentile
point of N(27.5, 95.5) is approximately 8.35. Since 6.75 is smaller than 8.35, the













and reject the null hypothesis, since Z∗ is smaller than -1.96, the 2.5 percentile point
of the standard normal distribution.
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A naturally occurring question when comparing the algorithms by multiple per-
formance measures, as opposed to comparing them by a single performance measure,
is: In how many cases are the dierences signicant in one dimensional case, but
not signicant in a multi-dimensional case? To answer this question at least partly,
we construct a table of computed statistics R+, R− and test statistic min{R+, R−}
for all possible pairs of four algorithms, presented in Table 5. We compute these
values for comparison of two algorithms with respect to each of the two performance
measures (accuracy and AUROC) separately as well as simultaneously. Note that
this treatment is not appropriate for multiple hypothesis testing.
Accuracy AUROC Both
a1 vs. a2 R+ R− min R+ R− min R+ R− min
rpart vs. glm 18.0 37.0 18.0 5.0 50.0 5.0∗ 6.8 48.2 6.8∗
5-NN vs. glm 7.5 47.5 7.5∗ 6.5 48.5 6.5∗ 4.8 50.2 4.8∗
rf vs. glm 37.0 18.0 18.0 39.5 15.5 15.5 37.5 17.5 17.5
5-NN vs. rpart 21.5 33.5 21.5 26.5 28.5 26.5 24.0 31.0 24.0
rf vs. rpart 48.0 7.0 7.0∗ 55.0 0.0 0.0∗ 52.0 3.0 3.0∗
rf vs. 5-NN 53.5 1.5 1.5∗ 55.0 0.0 0.0∗ 55.0 0.0 0.0∗
∗ the null hypothesis for the two-sided Wilcoxon test, α = 0.05, is rejected
Table 5: Values of R+, R− and min{R+, R−} statistics for all possible pairs of
algorithms rpart, glm, 5-NN and rf.
All test statistics presented in columns labeled min of Table 5 are compared
to the critical value, corresponding to the 2.5 percentile point of the appropriate,
variance reduced, normal distribution. Since the midrank method does not have an
eect on the mean value, all of the mean values are the same and again equal to
27.5. The computed variances and critical values are presented in Table 6. We can
observe that the variances do not dier much, even when considering the extreme
case of comparing knn vs. glm with respect to the accuracy, where the algorithms
perform equally well on ve out of ten data sets. In this case we compute a large
value of t(t2 − 1) = 120, giving the reduced variance of 93.75. The dierence to
96.25, the variance where all of the rank values dier, is not substantial.
To answer our question, we again focus our attention to Table 5, and compare the
values of min{R+, R−} in all three of the cases by the corresponding critical value
and denote by ∗ the cases in which the null hypothesis of the two-sided Wilcoxon
signed-rank test with α = 0.05 is rejected. We see that the null hypothesis of two-
measure comparison remains rejected in all of the cases, if it was rejected for at least
one of the single measure comparisons. We can assume this would not be the case,
if the values in the one dimensional case were borderline statistically signicant.
To fully and thoroughly explore this matter, extensive simulations should be
conducted, as well as simulations for comparing the algorithms with respect to three
or more performance measures.
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Accuracy AUROC Both
a1 vs. a2 V ar CV V ar CV V ar CV
rpart vs. glm 95.75 8.32 95.75 8.32 95.50 8.35
5-NN vs. glm 93.75 8.52 96.25 8.27 94.88 8.41
rf vs. glm 95.75 8.32 96.13 8.28 95.50 8.35
5-NN vs. rpart 95.50 8.35 96.13 8.28 95.375 8.36
rf vs. rpart 95.75 8.32 96.25 8.27 95.38 8.36
rf vs. 5-NN 96.13 8.28 96.13 8.28 94.38 8.46
Table 6: A table of reduced variances and critical values of a two sided Wilcoxon test
for α = 0.05 for all pairs of algorithms, where the points from the equal performance
space are included.
5.3 Comparison of multiple algorithms
We wish to compare four algorithms, namely rpart, glm, 5-NN and rf, with respect to
two performance measures. Parameter values of all algorithms (if any) were again set
to the default value. We train the algorithms on all ten data sets, measuring accuracy
and AUROC. The measured performances, rounded to three decimal places, are
presented in Table 7. The tests in the previous sections were not designed for the
comparison of multiple algorithms simultaneously, so we turn our attention to the
generalization of Friedman test and its posthoc comparisons.
We begin the comparison with the Pareto ranking. On each of the data sets Si,
i = 1, 2, . . . , 10, we peel the Pareto fronts, treating the problem as a multi-objective
minimization problem to support the null hypothesis. The process is repeated until
all algorithms have been assigned a label. We continue by converting the labels
into midrank values, assigning the lowest rank value to the algorithms with the
highest Pareto label and the highest rank value to the algorithm with the lowest
Pareto label. Note that this is the reverse order compared to the comparison of two
algorithms using Wilcoxon test, described in previous section. The midrank values
are given in Table 7 and presented graphically in Figure 18.
To gain an initial insight, we can compare the algorithms by their average ranks
r̄j. Averaging over ten data sets, the best performing algorithm is rf with a rank of
1.35, followed by glm with the rank of 1.9. The cart algorithm nishes as third with
the average rank of 3.25, followed by knn algorithm with the average rank of 3.5.
The overall mean rank r̄ equals to 2.5. We conduct the Friedman test for α = 0.05,
where we test the null hypothesis (3.16), stating that the performances of algorithms
dier.
Computing the Friedman corrected test statistic for tied values χ2rC , given by






10 · 4 · 5
(192 + 32.52 + 352 + 13.52)− 3 · 10 · 5
)
= 21.396,
where C equals to



























































Pareto: a a a a1 2 3 4 Alg: 5-NN glm rf rpart
Figure 18: Pareto ranking and assigned midrank values by dataset.
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The computed value is compared to the the critical value of χ2 distribution with
(m − 1) = 3 degrees of freedom. The critical value for χ23,α for α = 0.005 is 12.87.
The null hypothesis is rejected since χ2rC exceeds 12.87. Additionally, we compute
the FF statistic given in Equation (3.19) as
FF =
9 · 21.396
10 · 3− 21.396
= 16.641,
and compare it to the F distribution with (m− 1) = 3, (n− 1)(m− 1) = 27 degrees
of freedom. The critical value of F (3, 27), where we set α = 0.001, is 7.272. The
null hypothesis is rejected since FF exceeds 12.87.
glm rpart
Accuracy AUROC rank Accuracy AUROC rank
breastc 0.716 (2.5) 0.784 (2) 2.0 0.655 (4) 0.687 (4) 4.0
cmc 0.678 (3) 0.700 (2) 2.5 0.687 (2) 0.692 (3) 2.5
haberman 0.745 (1) 0.683 (2) 1.5 0.729 (2) 0.633 (4) 3.5
htru 0.979 (2.5) 0.976 (1) 1.5 0.978 (4) 0.904 (4) 4.0
ionosphere 0.875 (3) 0.859 (4) 3.5 0.88 (2) 0.909 (2) 2.0
liver 0.612 (1) 0.654 (1) 1.0 0.562 (3) 0.605 (3) 3.0
vertebral 0.835 (1) 0.929 (1) 1.0 0.777 (4) 0.860 (4) 4.0
wilt 0.968 (4) 0.977 (2) 2.5 0.98 (2) 0.946 (3) 2.5
wine1 0.988 (3) 0.877 (1) 1.5 0.987 (4) 0.562 (3) 3.5
wine2 0.963 (2) 0.775 (2) 2.0 0.962 (3) 0.731 (4) 3.5
Avg: 2.3 1.8 1.9 3.0 3.4 3.25
5-NN rf
Accuracy AUROC rank Accuracy AUROC rank
breastc 0.716 (2.5) 0.782 (3) 3.0 0.750 (1) 0.805 (1) 1.0
cmc 0.652 (4) 0.657 (4) 4.0 0.706 (1) 0.740 (1) 1.0
haberman 0.709 (4) 0.646 (3) 3.5 0.722 (3) 0.708 (1) 1.5
htru 0.979 (2.5) 0.950 (3) 3.0 0.98 (1) 0.973 (2) 1.5
ionosphere 0.849 (4) 0.908 (3) 3.5 0.937 (1) 0.981 (1) 1.0
liver 0.542 (4) 0.553 (4) 4.0 0.571 (2) 0.624 (2) 2.0
vertebral 0.813 (3) 0.875 (3) 3.0 0.832 (2) 0.924 (2) 2.0
wilt 0.968 (3) 0.893 (4) 4.0 0.982 (1) 0.990 (1) 1.0
wine1 0.989 (1.5) 0.535 (4) 3.5 0.989 (1.5) 0.847 (2) 1.5
wine2 0.958 (4) 0.746 (3) 3.5 0.975 (1) 0.904 (1) 1.0
Avg: 3.25 3.4 3.5 1.45 1.4 1.35
Table 7: Measured performances of each algorithm over all data sets. Columns from
left to right: accuracy with its corresponding rank, AUROC with its corresponding
rank, rank based on both metrics simultaneously.
We repeat the tests for the comparison with respect to one performance measure
only. The rank values for the single performance measure comparison are again





We reject the null hypothesis by comparing the value χ2rC to 11.34, the critical value
of χ2 distribution with (m − 1) = 3 degrees of freedom for α = 0.01. Similarly, FF
exceeds the critical value 4.601 of F (3, 27) for α = 0.01, thus the null hypothesis is
rejected.




The null hypothesis is rejected for both statistic. The value χ2rC is compared to
12.87, the critical value of χ2 distribution with (m − 1) = 3 degrees of freedom for
α = 0.005. The value of FF is compared to the critical value 7.272 of F (3, 27) for
α = 0.001.
When the null hypothesis of the Friedman test is rejected, we continue with the
post-hoc tests, trying to determine why the hypothesis was rejected.
We rst conduct the all-to-all comparison, using the Nemenyi test for all pairs.












where 2.569 is critical value q0.05/
√
2 for four classiers, given in Table 11.
The dierences of average ranks for all pairs are given in Table 8. We see that
rf statistically signicantly diers from 5-NN and rpart when comparing them by
either of the single performance measures, or both of them simultaneously. The al-
gorithm with the second best average rank statistically signicantly diers from the
two inferior algorithms 5-NN and rpart when comparing them by AUROC. Gener-
alizing to the comparison with respect to two performance measures, the dierence
between glm and 5-NN remains statistically signicant, however the dierence be-
tween glm and rpart does not.
In Figure 19 we present the results of Nemenyi test graphically using the average
rank diagrams, proposed by [9]. The top line marks the minimal critical dierence
that needs to be surpassed, so that the performances of the algorithms will dier
statistically signicantly. The average ranks are then plotted on the axis with the
better performing algorithms on the left side. The dierences that are not statisti-
cally signicant are connected by a line.
To conduct an all-to-one comparison, a sensible null hypothesis should be made
before tting all the algorithms and measuring their performances, i.e. before the
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(a) All-to-all comparison of algorithms with respect to accuracy, using the Ne-
menyi test.






(b) All-to-all comparison of algorithms with respect to AUROC, using the Ne-
menyi test.






(c) All-to-all comparison of algorithms with respect to accuracy and AUROC,
using Nemenyi test.
Figure 19: Average rank diagrams for the Nemenyi test (CD = 1.483). Lines connect
groups of algorithms that are not signicantly dierent (α = 0.05).
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Accuracy AUROC Both
rpart vs. glm 0.7 1.6∗ 1.35
5-NN vs. glm 0.95 1.6∗ 1.6∗
rf vs. glm 0.85 0.4 0.55
5-NN vs. rpart 0.25 0 0.25
rf vs. rpart 1.55∗ 2∗ 2∗
rf vs. 5-NN 1.8∗ 2∗ 2.15∗
∗ the pair statistically signicantly diers for Nemenyi test, α = 0.05
Table 8: All-to-all comparison: Absolute dierences of average ranks for all algo-
rithm pairs.
beginning of the experiment. Such a hypothesis could be, that the random forest
algorithm (rf ) as a representative of ensemble methods, performs signicantly better
than the rest of the simpler machine learning algorithms.
To conduct the statistical test, we compute the test statistic z, given in Equation
(3.21). The test statistic z is computed for pairwise comparison of the rf algorithm
with the rest of the algorithms, i.e. 5-NN, rpart and glm. The standard error equals
to SE =
√
20/60 = 0.577. The computed results with p-values are given in Table 9.
i algorithm z = |r̄j − r̄j′|/SE p-value α/(m− i− 1) Perf. measure
1 5-NN 2.15/0.577= 3.724 0.0002∗ 0.017 Both
2 rpart 2/0.577= 3.464 0.0005∗ 0.025 Both
3 glm 0.55/0.577= 0.953 0.5634 0.050 Both
1 5-NN 1.8/0.577= 3.120 0.0018∗ 0.017 Accuracy
2 rpart 1.55/0.577=2.686 0.0072∗ 0.025 Accuacy
3 glm 0.85/0.577= 1.473 0.1408 0.050 Accuracy
1 5-NN 2/0.577=3.466 0.00053∗ 0.017 AUROC
2 rpart 2/0.577=3.466 0.00053∗ 0.025 AUROC
3 glm 0.4/0.577= 0.693 0.4883 0.050 AUROC
∗ the pair statistically signicantly diers
Table 9: Absolute dierences of average ranks for all-to-one comparison of algorithm
pairs, with respect to Accuracy, AUROC and both performance measures.
The three comparisons are ordered increasingly by their p-value. We can reject
the null hypothesis in all-to-one test by one of the described procedures: Bonferroni-
Dunn, step-up, step-down and Hommel's procedure. Let α = 0.05, then the cor-
rected value for controlling the family-wise error using Bonferroni-Dunn test is
α
m−1 = 0.0167. By comparing the p-value of each test, we can reject the rst two
hypothesis and state that performance of rf statistically signicantly diers from
5-NN and rpart.
Starting from the smallest p-value, the Step-Up procedure rejects the null hy-
pothesis which claims, that rf performs as good as rpart or 5-NN. From the third
hypothesis on, the test does not reject, since the p-value exceeds α/(m − i). The
Step-Down procedure shows the same, starting from the largest p-value. Follow-
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for all k = 1, 2, . . . , j. This holds for j = 1 but does not hold for
j = 2 and k = 1 since p2 < 0.052 . We therefore again reject the hypothesis H1 and
H2. All three methods give the same results.
Conducting the tests for comparison with respect to a single performance mea-
sure leads to the same results. Following the Bonferroni-Dunn test, Step-Up or
Step-Down procedures, the null hypothesis can be rejected for comparing rf with
5-NN or rpart, with respect to either AUROC or accuracy. Following the Hommel's
procedure: the largest such j so that p3−j+k > 0.05kj is j = 1. Thus, we can reject H1
and H2 for comparisons with respect to either of the single performance measures.
6 Conclusion and future research
The thesis thoroughly presents nonparametric statistical tests used for comparing
performance of machine learning algorithms on multiple data sets and introduces a
novel approach for comparison with respect to multiple performance measures.
We present the advantages of nonparametric rank-based tests over the parametric
tests and focus on the Wilcoxon signed-rank test for comparison of two algorithms
in Section 3.1.2. To test the null hypothesis, we derive the sum of rank statistics
R+, and show that its exact distribution under the null hypothesis can be computed
by a recursive formula given in Theorem 3.6. We discuss the possible treatments of
ties, which become even more important when comparing algorithms with respect
to multiple performance measures in Section 4. The commonly used method is the
midrank method. When using midranks, the recursive formula no longer holds.
In this case the exact distribution can be derived by enumeration, as shown in
Example 5.1 of Section 5. Finally, we show that for a large enough number of
data sets we may rely on the central limit theorem and use the standard normal
distribution as an approximation.
For the comparison of multiple algorithms we present the Friedman test in Sec-
tion 3.2.2, and call attention to the misrepresentation of the assumptions and the
null hypothesis in machine learning, as well as in the statistics literature. We de-
rive the test statistic χ2r, which can be approximated by either the χ
2 distribution
or the F distribution. Rejecting the global null hypothesis of the Friedman test,
we continue by post-hoc pairwise tests. We discuss the appropriateness of all-to-all
pair wise analysis using the Nemenyi test, and all-to-one pairwise analysis using four
procedures for correcting the family-wise error.
A novel method for comparing machine learning algorithms with respect to mul-
tiple performance measures based on the procedure of Pareto ordering is presented
in Section 4. The Pareto ordering only slightly diers for comparisons of two or
multiple algorithms. It allows us to rank the vectors of performance measures, so
that the statistical framework, derived in Section 3, may be used. However, the
method must be used with caution, since moving to a higher dimensional space, we
cannot bypass the curse of dimesionality. By increasing the number of performance
measures, the proportion of equal performance measures grows exponentially, as
shown in Figure 13. For this reason, the general guideline should be to choose as
few performance measures as possible.
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We conclude the thesis by demonstrating the procedures for algorithm com-
parisons through an example in Section 5. We rst compare two and later four
algorithms over ten publicly available data sets. The algorithms are compared with
respect to accuracy, AUROC, and nally, with respect to both measures simultane-
ously.
We conduct the Wilcoxon test for all combinations of two algorithms. In all
cases, where the dierence between algorithm performances is statistically signicant
with respect to either accuracy or AUROC, it remains statistically signicant when
comparing to both performance measures at the same time.
Continuing with the comparison of multiple algorithms, the global null hypoth-
esis of Friedman's test is rejected. We conduct the pairwise all-to-all comparison
using Nemenyi test and present the results graphically in Figure 19. In all but one
case, where the dierence is statistically signicant with respect to either AUROC
or accuracy, the dierence remains statistically signicant when comparing to both
performance measures. By conducting the all-to-one pairwise comparison, where we
take the rf algorithm as the benchmark algorithm, all four approaches for controlling
the family-wise error yield the same results.
This thesis is introducing a promising method, which may be useful to many
machine learning researchers. Despite some questions being answered, there are
many that require further investigation. Firstly, this master thesis leaves the unan-
swered questions regarding the assumptions of Wilcoxon and Friedman test, when
considering the comparison with respect to multiple performance measures.
For the Wilcoxon signed rank test we have assumed that the dierences follow
a symmetric distribution around zero. However, the univariate symmetry has many
diverse generalizations in the multivariate case [49]. We would therefore need to
determine which generalization is appropriate.
A promising way to address this issue is to consider multivariate spherical sym-
metry as given in Denition 6.1, then the Proposition 6.2 is a multivariate general-
ization of Proposition 3.3. The Proposition 3.3 was essential for deriving the null
distribution of the test statistic. The denition and proposition stated below are
taken from [26].
Denition 6.1. Let X = (X1, X2, . . . , Xn) be a random n-vector with spherical
symmetry, that is, a random variable taking values in Euclidean n-space Rn with
the property that, if A is any measurable subset of Rn, and A′ is obtained from A
by rotation about the origin, then
P (X ∈ A) = P (X ∈ A′).
Then the distribution of X is determined by that of its length






and in particular the characteristic function of X is given by
Φ(t) = E(eit·X) = E(eitX cos θ),
where t = |t|, and θ is the angle between vectors t and X.
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Using the denition and notation of spherical symmetry, the following proposition
holds.
Proposition 6.2. Let X = (X1, X2, . . . , Xn) be a random n-vector with spherical
symmetry, as deed above. Then the lenght X and angle θ are independent.
Despite providing some practical examples in this thesis, further work exploring this
subject should include exhaustive simulations over a larger number of data sets. In
depth investigation on the eect of dierent approaches treating points of equal
performance region is needed.
When comparing two algorithms with respect to multiple performance regions,
we have treated the problem as an minimization problem during the procedure of
Pareto ordering, as it naturally supported the null hypothesis of the Wilcoxon test.
It is less clear, however, if the problem should be treated as minimization or maxi-
mization problem when comparing multiple algorithms. Treating it as maximization
problem, as opposed to minimization, would result in dierent labels and therefore




We wish to present the basic characteristics of the publicly available data sets used
in Section refexperiment. The data sets chosen do not contain any missing values.
In the table below, each data set is described by the number and type of features,
number of cases and the distribution of the output. Seven out of ten data sets
are originally data sets with two-class variables as outputs. In the cases where the
output of the original data set was not a two-class variable, we have binarized it.
All the transformations are denoted in the table.
Data set Feature (num:cat) n (pos:neg) Source
Breast Cancer Coimbra 5 (5:0) 116 (55:45) [39]
Contraceptive Method Choice∗ 9 (2:7) 1473 (57:43) [12]
Haberman's Survival 3 (3:0) 306 (26:74) [12]
HTRU2 8 (8:0) 17898 (9:91) [33]
Ionosphere 34 (34:0) 351 (36:64) [12]
Liver Disorders∗∗ 5 (5:0) 345 (51:49) [12]
Wilt 5 (5:0) 4839 (5:95) [25]
Wine Quality  Red∗∗∗ 11 (11:0) 1599 (1:99) [5]
Wine Quality  White∗∗∗ 11 (11:0) 4898 (4:96) [5]
Vertebral Column 6 (6:0) 310 (68:32) [12]
∗ Transforming the output to two-class variable: y ∈ {2, 3}
∗∗ Transforming the output to two-class variable: y ≥ 8
∗∗∗ Transforming the output to two-class variable: y ≥ 8
Table 10: Basic characteristics of data sets used in the experiments in Section 5.
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Appendix B
Tables of critical values
no. of algorithms 2 3 4 5 6 7 8 9
q0.01/
√
2 2.576 2.913 3.113 3.255 3.364 3.452 3.526 3.590
q0.05/
√
2 1.960 2.344 2.569 2.728 2.850 2.948 3.031 3.102
q0.10/
√
2 1.645 2.052 2.291 2.460 2.589 2.693 2.780 2.855
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