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Abstract
We establish a set of necessary conditions and a set of sufficient conditions
for boundedness of a family of Brascamp-Lieb forms in Lorentz spaces and
L
p-spaces with power weights. The conditions are close to optimal.
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1 Introduction
We consider a family of Brascamp-Lieb forms in Lp-spaces with power weights. We
will give conditions on the boundedness of these forms that are close to optimal. This
paper is a continuation of work of Brown [4], Brown and Nie [9] and Brown, Ott and
Perry (with an appendix by Serpico) [5], where techniques were developed to study
certain Brascamp-Lieb forms on Lp-spaces and weighted Lp-spaces. Also of interest is
the work of Valdimarsson [13], who gives information about the families of Lp-spaces
where a Brascamp-Lieb form is bounded. We do not, however, appeal directly to his
results in this note.
The techniques that we use can be traced back at least to O’Neil [10], who studied
fractional integration on Lp-spaces by observing that the kernel of the Riesz potential,
|x|−λ, lies in a weak Lp-space, or Lorentz space. Our work also depends heavily on
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work of Barthe [1], Carlen, Lieb and Loss [6] and Bennett, Carbery, Christ and Tao
[2] who give a nice characterization of the families of Lp-spaces where Brascamp-Lieb
forms are bounded.
Recall that a result of Stein and Weiss [11, Theorem B∗] gives mapping properties
of fractional integrals on weighted Lp-spaces in the special case when the weights are
a power of |x|. As an illustration of our results, we show that this theorem of Stein
and Weiss follows easily from our result.
To introduce the forms that we will consider, let {v1, . . . , vN} be a collection of
vectors in R2 so that no two are co-linear, or, equivalently, so that any pair form a basis
in R2. If x = (x1, x2) ∈ R2k, where xj ∈ Rk for j = 1, 2, let vj · x = v
1
jx
1 + v2jx
2 ∈ Rk.
Then define
Λ(f1, . . . , fN) =
∫
R2k
f1(v1 · x) . . . fN(vN · x) dx, (1.1)
where f1, . . . , fN are non-negative measurable functions on R
k. We want to bound
the form (1.1) using the L
pj
λj
-norms of the function fj . The space L
p
λ is the collection
Lpλ = {f : | · |
λf ∈ Lp} (1.2)
where we allow 1/p ∈ [0, 1] and λ ∈ R. The norm in Lpλ is given by
‖f‖Lp
λ
= ‖| · |λf‖Lp. (1.3)
All norms will be over Rk.
Our aim is to determine the collection of indices ( 1
pj
, λj | j = 1, . . . , N) for which
the estimate
Λ(f1, . . . , fN) ≤ C
N∏
j=1
‖fj‖Lpj
λj
, (1.4)
holds for a finite constant C. Note that we use the notation (αj | j = 1, . . . , N) to
denote an N -tuple.
We initially assume that the functions fj are non-negative, but once we establish
the estimate (1.4) for non-negative functions in some N -tuple of Lpλ-spaces, then (1.4)
will also hold for real- or complex-valued functions.
Let P denote the set of indices where (1.4) holds,
P = {(
1
pj
, λj | j = 1, . . . , N) : (1.4) holds } ⊂ ([0, 1]× R)
N , (1.5)
and we begin with the following observation.
Proposition 1.6. The set P is convex.
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Proof. According to a result in Bergh and Lo¨fstro¨m [3, Theorem 5.5.3], the spaces Lpλ
form a complex interpolation scale. Thus, the proposition follows from a multi-linear
version of the Riesz-Thorin interpolation theorem in Bergh and Lo¨fstro¨m [3, Theorem
4.4.1].
We will see in Theorem 1.13 below that P lies in the hyperplane{
(
1
pj
, λj | j = 1, . . . , N) :
N∑
j=1
(
1
pj
+
λj
k
) = 2
}
. (1.7)
The goal of this note is to characterize the closure of P in this hyperplane.
The main results of this paper are now stated. Theorem 1.8 gives conditions
that imply the estimate (1.4). Theorem 1.13 gives necessary conditions for (1.4).
Except for allowing equality in the condition (1.10) and the inclusion of the endpoints
1/pj ∈ [0, 1], the conditions of Theorem 1.13 are identical to those of Theorem 1.8.
Theorem 1.8. Suppose that (1/pj, λj | j = 1, . . . , N) ∈ ((0, 1) × R)
N and that the
following list of conditions are true:
N∑
j=1
(
1
pj
+
λj
k
) = 2, (1.9)
∑
j 6=ℓ
(
1
pj
+
λj
k
) > 1, ℓ = 1, . . . , N, (1.10)
∑
j 6=ℓ
λj ≥ 0, ℓ = 1, . . . , N, (1.11)
N∑
j=1
1
pj
≥ 1. (1.12)
Then the estimate (1.4) holds.
Theorem 1.13. Suppose that (1.4) holds. Then the indices (1/pj, λj | j = 1, . . . , N) ∈
([0, 1]× R)N satisfy (1.9), (1.11), (1.12), and the inequalities
∑
j 6=ℓ
(
1
pj
+
λj
k
) ≥ 1, ℓ = 1, . . . , N. (1.14)
The conditions of Theorem 1.13 are minor extensions of results from Bennett,
Carbery, Christ, and Tao [2]. The proofs proceed by making appropriate choices for
(f1, . . . , fN). However, due to the singular nature of the weights we consider, we
cannot follow [2] directly and test using characteristic functions of balls centered at
the origin. Instead, we replace the balls centered at the origin by sets where the
weight is more or less constant on the set. The proofs of Theorems 1.8 and 1.13 are
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presented in the following two sections of the paper, respectively. In the last section,
we show how to obtain the result of Stein and Weiss on fractional integration in
weighted Lp-spaces and we discuss a few examples illustrating the limitations of our
results.
2 Proof of Theorem 1.8
In this section, we obtain estimates for the form (1.1) and give the proof of Theorem
1.8. Given the ad-hoc nature of our arguments, it is perhaps surprising that they come
close to giving a complete characterization of the families of Lpλ-spaces for which the
form (1.1) is finite.
We begin by using the main result of Bennett, Carbery, Christ and Tao [2] to
study (1.4) on unweighted Lp-spaces, that is, in the case when all of the λj are 0.
Their result gives a characterization of the set
P0 ⊂ ([0, 1])
N = {(
1
pj
| j = 1, . . . , N) : 0 ≤ 1/pj ≤ 1},
so that there exists a finite constant C such that
Λ(f1, . . . , fN) ≤ C
N∏
j=1
‖fj‖Lpj . (2.1)
Proposition 2.2. The set P0 is defined by the following equation and inequalities:
N∑
j=1
1
pj
= 2, (2.3)
∑
j 6=ℓ
1
pj
≥ 1, ℓ = 1, . . . , N. (2.4)
Proof. We first observe that the inequality (2.1) for k = 1 is equivalent to the case
k ≥ 1. Thus it suffices to consider the case k = 1. According to Theorem 2.1 of [2],
we have the estimate (2.1) precisely when the indices (1/pj | j = 1, . . . , N) satisfy
(2.3) and the inequalities
N∑
j=1
dim(vj · V )
pj
≥ dim(V ), (2.5)
for all subspaces V ⊂ R2. Here we use vj · V = {vj · x : x ∈ V }.
5
It is easy to see that the family of inequalities (2.5) are in fact a finite set. First
note that since we assume that any pair of distinct vectors from {v1, . . . , vN} form
a basis of R2, it follows that if V 6= {0}, then at most one of the spaces vj · V is
trivial. Thus we need to consider three cases: a) dim(V ) = 2, b) dim(V ) = 1 and
dim(vj ·V ) = 0 for exactly one j, and c) dim(vj ·V ) = 1 for j = 1, . . . , N . Cases a) and
c) give us an inequality implied by (2.3). Finally, case b) gives one of the inequalities
(2.4). Thus we see that the family of conditions (2.3) and (2.4) are equivalent to (2.3)
and (2.5).
Our next step requires us to consider Lorentz spaces Lp,r, for 1 ≤ p, r ≤ ∞,
as defined in [3]. We will also utilize weighted Lorentz spaces, Lp,rλ , with the norm
‖f‖Lp,r
λ
= ‖| · |λf‖Lp,r . As is well-known, Lorentz spaces arise naturally with real
interpolation and the following multi-linear interpolation theorem will be important
for our argument. See Christ [7, pp. 227–228] or Janson [8] for the result on multi-
linear interpolation.
Corollary 2.6. Suppose that (1/rj | j = 1, . . . , N) ∈ [0, 1]
N with
∑N
j=1
1
rj
≥ 1 and
(1/pj | j = 1, . . . , N) ∈ int(P0). Then there exists a finite constant C such that
Λ(f1, . . . , fN) ≤ C
N∏
j=1
‖fj‖Lpj,rj .
Here, int(P0) is the interior of P0 in the hyperplane
{(
1
pj
| j = 1, . . . , N) :
N∑
j=1
1
pj
= 2}.
Now we turn to the study of the form (1.1) in weighted Lp-spaces. To this end we
will need a version of Ho¨lder’s inequality in Lorentz spaces. One proof of this result
may be found in O’Neil [10, Theorem 3.4].
Proposition 2.7. Let f1 and f2 be measurable. Then
‖f1f2‖Lp,r ≤ C‖f1‖Lp1,r1‖f2‖Lp2,r2 , (2.8)
provided 1
p
= 1
p1
+ 1
p2
< 1, 1
r
≤ 1
r1
+ 1
r2
, and 1
r1
, 1
r2
, and 1
r
lie in [0, 1].
We also need the easily verified fact that if λ/k = 1/r, then for 1
r
∈ [0, 1],
‖| · |−λ‖Lr,∞(Rk) ≤ C. (2.9)
Combining (2.9) with the Ho¨lder inequality gives
‖f‖Lr,q(Rk) ≤ C‖f‖Lp,q
λ
(Rk), provided
λ
k
+ 1
p
= 1
r
, k > λ > 0, 0 < 1
p
+ λ
k
< 1, 1 ≤ q ≤ ∞.
(2.10)
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The next Lemma is rather technical, so we will try to explain its role in the proof
of Theorem 1.8. Using Corollary 2.6 and (2.10), we will be able to establish (1.4)
in the case where the weights satisfy λj ≥ 0 for j = 1, . . . , N . Lemma 2.11 is what
allows us to make the reduction to positive exponents. In the case where one or more
of the exponents λj is negative, we will use linear relations among the vectors vj to
relate an instance of our estimate (1.4) in spaces where the weight has a negative
exponent to a family of estimates in spaces with positive exponents.
In the next Lemma and throughout this paper, we will denote the support of a
vector by supp(λj | j = 1, . . . , N) = {j : λj 6= 0}. We also use λ
+ to denote the
positive part of a real number λ.
Lemma 2.11. Suppose that the indices (λj | j = 1, . . . , N) satisfy (1.11). Then there
exists a family of indices {αℓ} = {(αℓj | j = 1, . . . , N) | ℓ = 1, . . . , L} so that
Λ(f1, . . . , fN) ≤ C
N∑
ℓ=1
Λ(| · |α
ℓ
1f1, . . . , | · |
αℓ
NfN ), (2.12)
0 ≤ λj − α
ℓ
j ≤ λ
+
j , j = 1, . . . , N, ℓ = 1, . . . , L, (2.13)
N∑
j=1
αℓj = 0, ℓ = 1, . . . , L. (2.14)
Proof. We begin with the collection consisting of one element, α1 = (0, . . . , 0) and
observe that the conditions (2.12) and (2.14) are clear. We also note that since
(λj | j = 1, . . . , N) satisfies (1.11), then∑
j 6=m
(λj − α
ℓ
j) ≥ 0, m = 1, . . . , N, ℓ = 1, . . . , L (2.15)
holds for this collection. However, the condition (2.13) will fail if some λj < 0.
If the condition (2.13) fails and we have λj0 − α
ℓ
j0
< 0 for some j0 and ℓ, we will
replace αℓ with two vectors β and γ so that (2.12) and (2.14) continue to hold for
the new family. We will also have that the sets supp(λ − β) and supp(λ − γ) are
proper subsets of supp(λ− α). This guarantees that the substitution procedure will
eventually terminate and we will obtain a collection which satisfies (2.13).
To describe the substitution step, let α = (αj | j = 1, . . . , N) satisfy (2.15) and
(2.14), but suppose that there is an index j0 so that αj0 > λj0. We claim that: (1)
We may find two indices j1 and j2 so that αjm < λjm, m = 1, 2; (2) We may replace
α by two vectors β and γ so that
Λ(| · |α1f1, . . . , | · |
αNfN ) ≤ C(Λ(| · |
β1f1, . . . , | · |
βNfN )+Λ(| · |
γ1f1, . . . , | · |
γNfN)) (2.16)
with supp(λj − βj | j = 1, . . . , N), supp(λj − γj | j = 1, . . . , N) ⊂ supp(λj − αj | j =
1, . . . , N) \ {j0}. In addition, the vectors β and γ satisfy (2.14) and (2.15).
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To establish (1), we take the average of the N inequalities in (2.15) and obtain
that
∑N
j=1(λj −αj) ≥ 0. Thus, if there is one index j0 with λj0 − αj0 < 0, then there
must be an index j1 with λj1 − αj1 > 0. Now, we may use the condition (2.15) with
m = j1 to find j2 with j2 6= j1 and λj2 − αj2 > 0. Since we assume that {vj1, vj2}
form a basis for R2, we may write vj0 = c1vj1 + c2vj2 . Since the index αj0 − λj0 > 0,
we have
|vj0 · x|
αj0−λj0 ≤ C(|vj1 · x|
αj0−λj0 + |vj2 · x|
αj0−λj0 ).
Substituting this inequality into the form Λ quickly gives (2.16) with β and γ defined
by
βj = αj, if j 6= j0, j1
βj0 = λj0 = αj0 + λj0 − αj0
βj1 = αj1 + αj0 − λj0,
and
γj = αj , if j 6= j0, j2
γj0 = λj0 = αj0 + λj0 − αj0
γj2 = αj2 + αj0 − λj0.
As λj0 − βj0 = λj0 − γj0 = 0 and j1, j2 are in supp(λ − α), we have that λ − β and
λ − γ have strictly smaller support than λ − α. Finally, we observe that if λj < 0,
then this procedure will eventually produce vectors with αℓj = λj.
We verify that the new vectors β and γ satisfy (2.15). From the definition of β,
it follows that ∑
j 6=j0
(λj − βj) =
N∑
j=1
(λj − αj) ≥ 0
since we have already observed that
∑N
j=1(λj − αj) ≥ 0. Next we observe that the
definition of β and (2.15) give∑
j 6=j1
(λj − βj) = (αj0 − λj0) +
∑
j 6=j1
(λj − αj) ≥ 0.
Finally, if ℓ is not j0 or j1, we have∑
j 6=ℓ
(λj − βj) =
∑
j 6=ℓ
(λj − αj) ≥ 0.
The argument to show (2.15) for γ is identical.
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Thanks to Lemma 2.11, we have reduced estimating the form Λ(f1, . . . , fN) to
estimating expressions of the form
Λ(| · |α1f1, . . . , | · |
αNfN)
where the indices (αj | j = 1, . . . , N) satisfy (2.14) and (2.13).
Lemma 2.17. Suppose that (1/pj, λj | j = 1, . . . , N) satisfy the conditions (1.9),
(1.10), (1.11), and the vector (αj | j = 1, . . . , N) satisfies (2.13) and (2.14). Then
we have
N∑
j=1
(
1
pj
+
λj − αj
k
) = 2, (2.18)
∑
j 6=ℓ
(
1
pj
+
λj − αj
k
) > 1, ℓ = 1, . . . , N. (2.19)
Proof. The identity (2.18) follows from (1.9) and (2.14). To establish (2.19), observe
that using (1.14) and (2.14), we obtain
∑
j 6=ℓ
(
1
pj
+
λj − αj
k
) =
αℓ
k
+
∑
j 6=ℓ
(
1
pj
+
λj
k
).
If we have λℓ ≥ 0, then (2.13) implies αℓ ≥ 0 and (2.19) follows for such ℓ. In the
case that λℓ < 0, we use (1.9) to obtain
αℓ
k
+
∑
j 6=ℓ
(
1
pj
+
λj
k
) = 2− (
1
pℓ
+
λℓ − αℓ
k
) = 2−
1
pℓ
.
Where the second equality follows from (2.13) which gives λℓ − αℓ = 0. Now (2.19)
follows since 1/pℓ ∈ (0, 1).
With these preliminaries out of the way, we are ready to begin the proof of The-
orem 1.8. We will first prove a more general theorem in Lorentz spaces – Theorem
2.20 below – and then Theorem 1.8 will follow by setting pj = rj .
Theorem 2.20. Suppose that the indices (1/pj, λj | j = 1, . . . , N) lie in ((0, 1)×R)
N
and satisfy (1.9), (1.10), and (1.11). Also, let the vector of indices (1/rj | j =
1, . . . , N) ∈ [0, 1]N satisfy
N∑
j=1
1
rj
≥ 1.
Then we have
Λ(f1, . . . , fN) ≤ C
N∏
j=1
‖fj‖Lpj ,rj
λj
(Rk)
.
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Proof. According to Lemma 2.11, it suffices to consider expressions of the form
I = Λ(| · |α1f1, . . . , | · |
αNfN)
with (αj | j = 1, . . . , N) satisfying (2.13) and (2.14).
We define exponents
1
qj
=
1
pj
+
λj − αj
k
, j = 1, . . . , N. (2.21)
We claim that this vector of exponents (1/qj | j = 1, . . . , N) lies in the set int(P0)
where P0 is the polytope from Corollary 2.6.
We first show that 1/qj ∈ (0, 1) for all j. Since we assume that 1/pj ∈ (0, 1) and
1/qj = 1/pj if λj ≤ 0, we have 1/qj ∈ (0, 1) in this case. Thus it remains to show
that 1/qj ∈ (0, 1) if λj > 0. If λj ≥ 0, we claim that
0 <
1
pj
+
λj − αj
k
≤
1
pj
+
λj
k
< 1.
The first two inequalities follow from (2.13) and our assumption that 1/pj > 0. The
last follows by subtracting (1.14) from (1.9). Thus we may use Corollary 2.6 to
conclude that
I ≤ C
∏
j∈M
‖fj‖Lpj,rj
λj
·
∏
j∈P
‖fj‖Lqj ,rjαj
.
Finally, the observation (2.10) gives
‖fj‖Lqj ,rjαj
≤ C‖fj‖Lpj,rj
λj
,
which completes the proof.
3 Proof of Theorem 1.13
To establish (1.9), choose a unit vector w1 ∈ R
2 with w1 ·vj 6= 0 for j = 1, . . . , N , and
let w2 ∈ R
2 be orthogonal to w1. We let ε > 0 to be fixed and define a set S ⊂ R
2k
by
S = {yw1 + εy
′w2 : 1 ≤ |y| ≤ 2, 1 ≤ |y
′| ≤ 2, y, y′ ∈ Rk}.
Above, we use the notation yw = (yw1, yw2) ∈ Rk × Rk, where y ∈ Rk and w =
(w1, w2) ∈ R2.
Since w1 · vj is non-zero for each j = 1, . . . , N , we may choose ε small and c0 such
that
1/c0 ≤ |vj · x| ≤ c0, x ∈ S, 1 ≤ j ≤ N.
10
Recall that vj · x = v
1
jx
1 + v2jx
2 where vj = (v
1
j , v
2
j ) ∈ R
2 and x = (x1, x2) ∈ Rk ×Rk.
Now let ϕj(t) = χ[R/c0,Rc0](|t|) and observe that if x ∈ RS, where
RS := {Rx : x ∈ S}, R > 0, (3.1)
then we have that
N∏
j=1
ϕj(vj · x) = 1, x ∈ RS.
A simple calculation shows that ‖φj‖Lpj
λj
≤ CRk/pj+λj for all R > 0. Thus if we
assume that estimate (1.4) holds, we will have
cR2k = |RS| ≤ Λ(ϕ1, . . . , ϕN)
≤ C
N∏
j=1
‖ϕj‖Lpj
λj
= CR
∑N
j=1(
k
pj
+λj)
.
Since this holds for 0 < R <∞, we obtain (1.9).
To establish the estimate (1.14), we fix ℓ and let w be a unit vector that is
perpendicular to vℓ. We define a set SR ⊂ R
2k by
SR = {yvℓ +Ry
′w : 1 ≤ |y| ≤ 2, 1 ≤ |y′| ≤ 2, y, y′ ∈ Rk}. (3.2)
We observe that |SR| ≥ cR
k and for R large, we have
R/c0 ≤ |vj · x| ≤ c0R, j 6= ℓ, x ∈ SR,
and
|vℓ|
2 ≤ |vℓ · x| ≤ 2|vℓ|
2, x ∈ SR.
Thus, if we define ϕj by
ϕj(t) = χ[R/c0,Rc0](|t|), j 6= ℓ,
and
ϕℓ(t) = χ[|vℓ|2,2|vℓ|2](|t|), j 6= ℓ,
we will have
cRk ≤ |SR| ≤ Λ(ϕ1, . . . , ϕN) ≤ cR
∑
j 6=ℓ
k
pj
+λj
, R large. (3.3)
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This implies (1.14).
Next, we turn to the condition (1.11). The proof is similar to that of (1.14),
except that we test on a set of unit size, rather than a set of diameter comparable
to R. As in the proof of (1.14), we begin by fixing a vector vℓ and then let w be a
vector perpendicular to vℓ. We choose y0 ∈ R
k with |y0| = 1 and define
SR = {yvℓ + (Ry0 + y
′)w : y′ ∈ B1(0), y ∈ B2(0) \B1(0), y, y
′ ∈ Rk}, 0 < R <∞.
Note that the 2k-dimensional measure of SR satisfies |SR| ≈ 1.
From the definition of SR, we have that there is a constant c0 so that
|vj · x− R(vj · w)y0| ≤ c0, x ∈ SR and j 6= ℓ.
Thus if we set ϕj(t) = χ[0,c0](|t−R(vj ·w)y0|) we have ϕj(vj · x) = 1 if x ∈ SR. Since
we assume that vj is not parallel with vℓ, we have vj · w 6= 0 and it follows that for
some R0
‖ϕj‖Lpj
λj
≈ Rλj , R > R0.
For j = ℓ, we have |vℓ|
2 ≤ |vℓ · x| ≤ 2|vℓ|
2, x ∈ SR. Thus if we put ϕℓ(t) =
χ[|vℓ|2,2|vℓ|2](|t|), then we have ϕℓ(vℓ · x) = 1, x ∈ SR and ‖ϕℓ‖Lpℓλℓ
≈ 1. Altogether, we
obtain
c ≤ |SR| ≤ Λ(ϕ1, . . . , ϕN) ≤ CR
∑
j 6=ℓ λj . (3.4)
Letting R→∞ then we obtain (1.11).
Finally, we consider the condition (1.12). To begin, we define a function ϕj by
ϕj(t) =
∑
m≥1
aj,m2
−m( k
pj
+λj)
χ[2m,2m+1](|t|).
A calculation shows that ∫
Rk
ϕj(t)
pj |t|pjλj dt = c
∑
m≥1
a
pj
j,m.
Thus if we let aj,m = m
−
(1+ε)
pj for some ε > 0, we have ϕj ∈ L
pj .
We choose w1 ∈ R
2 a unit vector with w1 · vj 6= 0 for j = 1, . . . , N and let w2 be
perpendicular to w1. Fix ε > 0 and define
S1 = {w1y + εw2y
′ : y, y′ ∈ R2 and 1 ≤ |y| ≤ 2, 1 ≤ |y′| ≤ 2}.
Since w1 · vj 6= 0, j = 1, . . . , N , we may choose ε small and find c0 so that
1/c0 ≤ |vj · x| ≤ c0.
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Finally, we set Sm = 2
m · S. If we have the estimate (1.4), then we will have
∞ > Λ(ϕ1, . . . , ϕN) ≥
∑
m≥1
∫
Sm
m∏
j=1
ϕj(vj · x) dx
≥ c
∑
m≥1
m
−(1+ε)
∑N
j=1
1
pj .
Since this estimate holds for all ε > 0, it follows that we must have
∑N
j=1
1
pj
≥ 1. 
4 Application and Examples
In this section, we show how to obtain a result of Stein and Weiss [11] on fractional
integration in weighted Lp-spaces using our results and give a few examples pertaining
to the behavior of the form on the boundary of P.
We recall that Theorem B∗ of [11] can be rewritten as an estimate involving a
simple example of a form covered by Theorem 1.8:∫
R2k
f1(x)|x− y|
−λf3(y) dx dy ≤ C‖f1‖Lp1
λ1
‖f3‖Lp3
λ3
(4.1)
provided
1
p1
∈ (0, 1),
1
p3
∈ (0, 1),
1
p1
+
1
p3
≥ 1,
λ1
k
+
1
p1
< 1,
λ3
k
+
1
p3
< 1,
1
p1
+
1
p3
+
λ1 + λ+ λ3
k
= 2,
λ
k
∈ (0, 1), λ1 + λ3 ≥ 0.
Using the scaling equality and the conditions that
λj
k
+ 1
pj
< 1, j = 1, 3, we may
conclude that λ+λ1
k
> 1
p′1
and λ+λ3
k
> 1
p′3
. If we choose p2 so that 0 <
1
p2
≤ min{ 1
p′1
, 1
p′3
}
and put λ2 = λ −
k
p2
, we have λ2 + λ3 ≥ 0 and λ1 + λ2 ≥ 0. Thus, we may apply
Theorem 2.20 to conclude∫
R2k
f1(x)f2(x− y)f3(y) dx dy ≤ C‖f1‖Lp1,p1
λ1
· ‖f2‖Lp2,∞
λ2
· ‖f3‖Lp3,p3
λ3
.
Finally, if we let f2(x) = |x|
−λ2, then ‖f2‖Lp2,∞
λ2
= C. This leads to the estimate (4.1).
Next, we give a few examples that indicate that there is more work to do to
determine the behavior of the form on the boundary of the set detemined by the
inequalities in Theorems 1.13 and 1.8. These examples are for the form used to study
(4.1), where it is easy to make calculations.
We consider the estimate∫
R2k
f1(x)f2(x− y)f3(y) dx dy ≤ C
3∏
j=1
‖fj‖Lpj
λj
. (4.2)
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For our first example, fix (1/p1, λ1) = (1, 0), (1/p2, λ2) = (0, λ2), and (1/p3, λ3) =
(1− λ2/k, 0). Noting that
|f(x)| ≤ ‖f‖L∞
λ
|x|−λ, (4.3)
the failure of (4.2) for this family of exponents can be found, for example, in [12,
p. 119]. However, if we consider the family of exponents, (1/p1, λ1) = (1, k−λ2−λ3),
(1/p2, λ2) = (0, λ2) and (1/p3, λ3) = (0, λ3) with 0 < λ2, λ3 < k and λ2 + λ3 > k, the
outcome is positive. Under this scenario, using the estimate (4.3) for f2 and f3 and
the identity for the k-dimensional Beta function as in Stein [12, p. 118], we have∫
Rk
f2(x− y)f3(y) dy ≤ C‖f2‖L∞
λ2
‖f3‖L∞
λ3
|x|k−λ2−λ3 .
Given this, the estimate (4.2) follows easily for this set of exponents.
We close by listing a few avenues for further investigation.
1. Systematically study estimates for the forms treated in this paper on the bound-
ary of P as defined in (1.5).
2. Study estimates for more general Brascamp-Lieb forms in Lp-spaces with power
weights.
3. Consider estimates in weighted Lp-spaces with more general weights.
14
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