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Let p(t, D), q(t, D) be two ordinary differential operators of orders m and n 
respectively, and let 4 contain no zero-order term. Let A be a self-adjoint 
operator in a Hilbert space H, unbounded in general. Consider the differential 
svstems 
’ p(t, D) x -$- Ax = 0 
I 
(0 < t < q, 
Djx(0) = aj (0: j<m,-l), (0.1) 
Dqr) = bj (0 :+I j :C mp - l), 
i 
q(t, CD) Dn’x + p(t, D) x + Ax =~ 0 (0 < t < T), 
f 
Djx(0) = aj (0 .$j -< m, -1 7z1 - l), (0.2) 
D%(T) = bj (0 s: j -< m2 + e2 - l), 
for 0 < E < 1 and for some 7’ > 0, where m, + m2 ~_ m, n, + n2 =-~ TZ. In 
the present paper we prove, under appropriate conditions on p, 4, m, , n, 
that if all the data a, , bj belong to some subspace r, of H then there exist 
unique solutions x,(t) and x,(t) of (0.1) and (0.2) respectively, and, as E + 0, 
Djx,(t) - D$,(t) uniformly in t, for 0 :%I j <z m*, (0.3) 
where m* -=: min(m, - 1, m, - I ). r,, consists of all x E H for which (1.13) 
holds. 
In Part I we deal with the special case of the Cauchy problem, i.e., 
m, = m, n, = n. In this case we obtain more precise results. Thus, the 
assumptions on p, p are weaker than in the cases where m, > 0, m2 > 0 or 
n, > 0, n2 > 0, and the assertion (0.3) holds with m* = m - 1. 
In Part II we deal with the general boundary-value problems (0.1) (0.2). 
We shall actually obtain results more precise than (0.3). 
1 This work was supported by the Guggenheim Fellowship and by the National 
Science Foundation NSF GP-5558. 
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PART I. THE CAUCHY PROBLEM 
1. The Main Results 
Consider two ordinary differential operators 
p(t, D) = c p,(t) D’J,-f, 
i=O 
n-1 
q(t, D) = c qi(t) D-i, 
i-=0 
where D = djdt and t > 0. We assume throughout this paper that PO(t) f 0, 
qo(t) f 0 for all t > 0, and that all the coefficients p,(t), qj(t) are sufficiently 
smooth for t > 0, say, for simplicity, infinitely differentiable. 
Let A be a self-adjoint operator (not bounded in general) in a Hilbert space 
H and consider, for 0 < E < I,0 < T < co, the Cauchy problem 
q(t, ED) DTnx + p(t, D) s + -4x = 0 (0 < t < T), (1.1) 
D%(O) = q (0 -< i ,< III $ n - l), (1.2) 
where x(t) E H, xi E H. We also consider the corresponding limit problem 
(as E+ 0): 
p(t, D) x + ~4kc = 0 (0 < t < T), (1.3) 
Dix(0) = xi (0 :, i -< m - 1). (1.4) 
We are interested in the question of convergence of the solution x,(t) of 
(l.l), (1.2) to the solution x,,(t) of (I .3), (1.4). Our main assumptions are the 
following: 
Assumption (A). Denote by p;(t) (1 ~1 i < 72) the zeros of the polynomial 
q(t, z) + p,(t). Then for all 0 :< t <-( T, p!(t) # pJ(t) if i +; and 
Re pi(t) 5; Re pn(t) < ... :< Re pv(t) <. 0. 
Assumption (B). Consider the differential equation 
q(t, cD)(cD)“’ x + c p,(t) ci(~D)~p~ x -1 yx :-= 0 
id) 
(y = PA, X real). (1.5) 
There exist l a > 0, y,, > 0 sufficiently small and /I,, > 0 sufficiently large 
such that if 0 < E < c0 , 1 y ! < y,, , 1 X j 3 fl,, then (1.5) has a fundamental 
set of solutions Xj(t, E, /1) (1 < j < m + n) for 0 < t .< T, satisfying: 
DkXj(t, E, A) = DL [exp I$J” Wj(u) drrjl . [uj(t, Y)+ O(e)1 
0 
(0 < k < m + a) (1.6) 
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where j O(E)! < CE, C being independent of E, I,, A. Here 
1 
$w&) = lP,(W 1.‘~ 1 X ml.irn Hj( 1 + “(1 jj if 1 -,. i -i m, 
iI .7) 
wn;. j(f) y Pj(t)( 1 $ O( 1 j) of I . . .j -.. n. 
where the Qj are the m m-th roots of sgn(- A/pa), and o(l) --f 0 if E -+ 0, 
y - 0, ; A --f co. Finally, ~,(t, y) -+ 0 for 0 “: t T, / y 1 I%. yO. 
LEMM.4 1. The assumption (A) implies the assumption (B) if one of the 
following tzo conditions hold: 
(i) the coeflcients of p, q are constants; 
(ii) m m= 1 andfor each E, y (0 < E < c0 , 1 7 .< l/,J the roots pLj(t, t, y) 
of the polynomial q(t, 5) 5 + pa(t) 5 + y can be so enumerated that 
Re pl(r, c, y) -< Iie p2(t, 6, y) **a -< Re I.L,,+~(~, E, y) (0 < t .sg T). 
Proof. Suppose (i) holds. To construct the Sj , consider the characteristic 
equation of (1.5) (divided by E”‘): 
q&z) z”’ + p(z) $ A = 0. 
Setting EZ = 5, (1.8) becomes 
(1.8) 
P”[q(1) -t PC,] i- c Pi4m--i + y = 0. 
i=l 
(1.9) 
Denote by lj(c, y) the zeros of (I .9) for 0 :< E < Ed , / y j ,< y0 , / h j > A, ; 
they depend continuously on E, y. We enumerate them in such a way that, as 
E-+0, y-0, 
ij(E, Y) + 0 if 1 <j<m, 
5jCE7 Y) + PLj-tn if m+l <j<m+n. 
If 1 < j < m then &(E, y) = o(l), where o(1) --f 0 if E + 0, 
q(&) = o(l). It follows from (1.9) that 5 = i$(e, y) satisfies 
(PO f o(1)) 5” + 5 pi&“- + y = 0. 
i=l 
Thus, the zj (1 ,( j < m) satisfy: 
y + 0. Hence, 
(p, + o( 1)) iP -f- g p+z”-i + A = 0. 
i=l 
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Hence, if 1 h j 3 (1,) 
zj = Ip, 1-m j h ~‘Tlj(l + o(1)) (1 <j < 4, (1.10) 
whereo(l)+OifE+O,y+O,I++cO. 
Next substitute 5 = &(c, y) (m + 1 < j L< m + n) into (1.9) for E > 0 
and for E = 0, and substract the resulting equations. Using the mean value 
theorem and the fact that d{p[q(LJ + pa]}/& f 0 at 5 = cj(O, 0), we obtain 
j <j(P, y) - pj-,,r j < CC, 
provided cc, , y,, are sufficiently small. Hence, 
1 Zj(C, y) - y 1 < c (m+l <j<m+n). (1.11) 
The results of (l.lO), (1.11) p rove the assertions of the lemma in case (i) 
holds. 
Suppose now that (ii) holds. Then, by (A) and the fact that /h?(t) # 0 for 
1 < j < n, 0 < t < Tit follows that the zeros tj(t, E, r) of the polynomial 
4k 5) 5 + PII@) t; + Y (1.12) 
are simple for 0 f 1 y 1 < y0 . We can therefore use the results of Birkhoff [O] 
for each y, 0 < 1 y 1 < y0 . We then obtain an asymptotic expansion for a 
basis of solutions. The calculation in [O] shows that the coefficients of the 
expansions and any number of their derivatives are bounded independently 
of the parameter y. We thus obtain (1.6) with Wj(u) replaced by x,(t, E, y) = 
Mt, E9 rb. 
Finally, to obtain (1.7), we evaluate the zeros xj in the same manner as in 
case (i) (see (l.lO), (1.11)). 
Denote by {I$) the spectral resolution of the identity corresponding to ,4 
and denote by r, (b > 0) the linear subspace of H consisting of all elements x 
for which 
s 
m exp(b j h illrn} d 11 E,x I2 < co. (1.13) 
-co 
We can now state the following theorem. 
THEOREM 1. Let the assumptions (A), (B) hold. Then there exists a constant 
b = b(T) > 0 such that ;fxi E r, for i = 0, l,..., m + n - 1 then there exists 
a unique solution x,(t) of (l.l), (1.2) for 0 < E < 1, and a unique solution x,(t) 
of (1.3), (1.4); furthermore, as E + 0, 
DX<( t) -+ Djx,( t) (O<j<m-1) (1.14) 
uniformly in t, 0 < t < T. 
Remark. If inf,;;, / (r,,(t)! 0, inf, o I P,,(t), 0, irif, o p,(I) /I,, 0 
for 1 < ;,j -< n, i ;F-j, if all the derivatives of y,(t), p,(t) up to a certain order 
are uniformly bounded in 0 t 7x1, and if (B) holds for any 7’ witk 
o(l) + 0 and O(E)/< bounded uniformly with respect to 7’, and with E(, , y;, , /I,, 
independent of T, then one can take 6(T) = h,( T ~-I I ) where 2,,, is a positive 
constant independent of T. Indeed, this follows by looking at the manner in 
which 6(T) is obtained in the proof of Theorem 1. 
The proof of Theorem I depends on two theorems concerning singular 
perturbations for ordinary differential equations in one-dimensional Euclidean 
space RI. We consider the Cauchy problem (with 0 < E < 1) 
q(t, ED) D’lLx -1 p(t, D) ‘Y + Ax ~~~ 0 (0 < t < T), (1.15) 
D3x(O) := uj (0 cj k m $ n - l), (1.16) 
and the limit problem (as E + 0) 
Pk D) x + xx -E 0 (0 < t < T), (1.17) 
D%(O) = uj (0 <j G m - I), (1.18) 
where x(t) E R1, uj E R2’ and h is a real parameter. We denote by xJt, X) and 
x,,(t, h) the solutions of (1.15), (1.16) and (I. 17), (1.18) respectively. The first 
theorem we shall need is the following: 
THEOREM 2. Let the assumption (A) hold. Then, for any fixed real X and 
$xed t, 0 -<. t -- T, 
Djxt(t, A) -+ Djx&t, A) as c--f 0 (0 :< j < m - 1). (1.19) 
Furthermore, the convergence is uniform in t, X if 0 -=[ t S; T and X varies in 
a bounded set. 
Theorem 2 was proved by Gradstein ([Z]; Theorem III); the proof depends 
on asymptotic formulas of Xoaillon [7] f or a basis of solutions of (1.15). 
Actually, in ([2]; Theorem III) the author assumes, in addition to (A), that 
Re p,(t) < 0 and then proves (1.19) and also that DjxJt, A) - D’x,,(t, A) if 
0 < t < T, m -< j ; m + n ~ 1. However his proof of (1.19) does not 
make use of the assumption: Re p,{(t) < 0. 
The second theorem we shall need is the following: 
THEOREM 3. Let the assumptions (A), (B) hold. There exist constants C, c 
independent of E, h (but dependent onp, q, T) such that 
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Remark. From the proof of Theorem 3 it will be clear that under the 
assumptions made in the remark following Theorem 1, the constant c is 
independent of T. 
The condition Re &t) < 0 appearing in (A) is essential for the validity of 
both Theorem 1 and Theorem 2. In fact, we shall prove: 
THEOREM 4. Assume that qi(t), p?(t) are real constants, that the zeros pj of 
q(z) + p, are simple and that either 
OY 
Repj <Rep, if 1 <j<n-1, Re pn > 0, (1.21) 
Repj <Rep, if l<j<n-2, p,-i=p,, Rep,>O. (1.22) 
Then, for any jixed h, the set U of points (uO , u1 ,..., u,+.,& in Rnr+n for which 
(1.19) holds is nowhere dense in R”+“. 
The methods of the present paper extend to more general equations than 
(1.1) (1.3). In particular, to non-homogeneous equations and to equations 
where Ax is replaced by a(t) Ax for some sufficiently smooth function 01. 
In Section 2 we assume that Theorem 3 is known and prove Theorem 1. 
In Section 3 we prove Theorem 3. Finally, in Section 4 we prove Theorem 4. 
We conclude this section with some remarks on the literature. Kisynski [IS] 
has treated the special case of cD2x + Dx + Ax = 0 with A positive. In this 
case one can also derive an energy inequality (by multiplying the 
equation (1.15) by x and integrating) and thus obtain a sharper result whereby 
r, is replaced by the domain of AZ. Smoller [8], [9] has treated the equation 
ED~X + Dx + Ax = 0 for p = 2, 3 and obtained a counter-example (as in 
Theorem 4) for p > 4. The proofs of the special cases of Theorem 1 in [6], 
[8], [9] are based on explicit calculations of solutions of (1.15) and thus cannot 
be extended to general equations. Our proof of Theorem 4 is much simpler 
than the proof (of the special case p(z) = z, q(z) = ZP, p 3 4) given in [9]. 
This proof, specialized to the casep(z) = z, q(z) = z4 is a variant of the proof 
given in [8] for this case. 
B. Latil has recently (Notices Amer. Math. Sot., vol. 14, No. 6 (loo), 1967, 
p. 826) announced a generalization of Smoller’s results to the equation 
~D”f”x + D”x + h,-,Dk-lx + ... + h,Dx $ Ax = 0 where the hi are real 
numbers and p = 1, 2. 
2. Proof of Theorem 1 
Denote by x,i(t, A) the solution of (1.15), (1.16) when uj = 0 ifj # i and 
ui = 1. Consider the function, with values in H, 
x<(t) = “;$;’ j-ym x,i(t, A) dEhx, . (2.1) 
505/s/2-2 
232 FRIEDMAN 
Noting that 
and using (1.13) (f or x = XJ and (1.20) (withj = 0) we find that the integrals 
in (2.1) are convergent. Furthermore, using (1.20) with anyj = I,..., m +- n, 
we find, by a standard argument (c.f. [a], [9]), that 
oixe(t) = C j Djx,i(t, A) dEAxi. 
ice --o 
(2.2) 
It readily follows that x,(t) is a solution of (1. l), (1.2). 
To prove uniqueness we follow the procedure of [6], [8] and apply 
F, = E, - E-, to both sides of (I. 1). We find that y = F,x satisfies (1.1) with 
A replaced by the bounded operator A, = AF, . We then introduce variables 
zi = y, aa = Dy,..., z,,, = Dm++ly and rewrite (1.1) in the form 
Dz = B(t) z 
where z is the column-vector (zi ,..., z,+,) and B(t) is an (m + n) x (m + n) 
matrix whose elements are bounded operators depending continuously on t 
(for each fixed t > 0). Hence 
11 x(t)11 < const. it /j z(t)/1 dt. 
YO 
(2.3) 
If now the initial conditions in (1.2) are zero then x(O) = 0. From this and 
(2.3) it follows that z(t) = 0, i.e., F,x = 0. Taking OL -+ 00 we get x = 0. 
Analogously to (2.1) we introduce the function 
x,(t) = ‘I’!; lrn xoi(t, h) dE,xd (2.4) -m 
where xoi(t, /\) is the solution of (1.17) (1.18) when tlj = 0 ifj # i and ui = 1. 
From (1.19), (1.20) we see that (1.20) for j = 0, 1 ,..., m - 1 remains true for 
e = 0. Using (1.17) we conclude that (1.20) remains true also for E = 0, 
j = m, with ~-j-i replaced by 1. We can now proceed as in the case of e > 0 
and show that 
Djxo(t) = wfl fin Djx,,i(t, h) dE,xf 
<=o * -cc 
(2.5) 
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forj = 1, 2,..., m. Hence, x,(t) is a solution of (1.3), (1.4). Furthermore, this 
is the unique solution of (1.3), (1.4). 
In order to complete the proof of Theorem 1 we have to show that, as E - 0, 
s cD [Dixci(t, A) - Px,i(t, A)] dE,xi + 0 (0 < i < m - I), (2.6) --m 
i 
m Dx,i(t, A) d&x, + 0 
-cc 
(m < i < m + n -- 1) (2.7) 
forj = 0, I,..., m - 1 and uniformly with respect to t. 
Now, if h varies in a bounded set then, by Theorem 2, the integrand in (2.6) 
converges to zero as E -+ 0, uniformly with respect to t. The same is true of 
the integrand in (2.7) since xoi(t, A) = 0 if i 2 m (as the initial conditions in 
(1.18)arezero). Using(l.13)forx = xiand(l.20)forj = 0, I,..., m - 1 and 
c > 0, we then conclude, by a standard argument, that (2.6), (2.7) are valid. 
Remark. Denote by r.+ the linear subspace of H spanned by (E, - E-J x, 
where 0 < (Y < co, x E H. r.+ is dense in H and is contained in I’, . If 
xi l r* for i = 0, l,..., m + n - 1, then the assertions of Theorem 1 can be 
proved without employing Theorem 3 (but using Theorem 2). 
3. Proof of Theorem 3 
For X in a fixed bounded set, say 1 A / < A, the assertion of Theorem 3 
becomes: 
/ Dk(t, v B i &&, 
if O<j<m, 
if m+l <j<m+f, (3.1) 
where C depends on A, T but not on E. The inequalities (3.1) follow imme- 
diately from ([2]; Theorem II) and the asymptotic formulas for a basis of 
solutions of (1.15), proved in [7] and also in [IO] (and quoted in [2]). 
We thus have to consider only the case where j A j > A. We take A = A, 
where A, is the constant which appears in the assumption (B). 
Let y = Ph. We consider two cases: 1 y j > yr and ) y ] < yl, where 
yi < y,, and y0 is the constant which appears in the assumption (B); yr will be 
determined later on, when we consider the case 1 y 1 < yr . 
Case I. / y I > y1 . 
Set for brevity x(t) = x,(t, A). 
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We perform a transformation t =mm ET in (I. 15), (1.16). Setting h’ m= ci/&-, 
so that ED = E, we get 
n-1 i! , 
qO(w) E”““y + c qi(u) E”i”-t y -f- c pi(u) E’E”“~’ -+- ~JY?’ = 0, (3.2) 
i=l i=O 
ETy(O) = ciuj (0 zg j zg< fl1 --L n --- I), (3.3) 
whereY(~) = x(t). 
Denote by wi (i = I,..., 111 + n) the (m + n)-th roots of unity, and introduce 
S,(T) = [ - --$-JwL+n’,i , (3.4) 
with some fixed determination of the (m + n)-th root of -Y/~,,(ET). We shall 
construct Y(T) in the form 
(3.5) 
where the vi are to be determined in such a way that &‘P~(T) is a solution of 
(3.2). 
We begin by evaluating EkeaT, where 6 = Sj for some j. 
From (3.4) we see that 
I S(T)1 = / gq ll’(m+n: (3.6) 
/ E~S(T)I < C 1 y I1’(m+n’P; (3.7) 
here and throughout this section we use C to denote various different constants 
independent of E, A; the same for c. 
Now, 
Eke%7 = [Sk + . ..I e6r 
where each of the terms in the brackets, except for 6”, has the form 
&o(E$j)k, . . . (,?&)“rt (I a I G Cl 
with K,, + j,k, + -*a + jhkh < k,jl + ‘0. +jn > 0. Using (3.6), (3.7) and the 
fact that 1 y ) > yI > 0, we conclude that 
Ekes7 = a”(1 + O(E)) esr (3.8) 
where ( O(c)1 < CE. Hence 
I Ekes7 1 < C 1 y Ikl(m+n) I es7 /. (3.9) 
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We next substitute es7g, in (3.2) and use (3.8) with k = m -j- n and (3.4). 
We obtain 
+ 5’ qj(ET) mzi’ (” + ;” -‘j Eie6r . ,lp+a-i-ip 
j=l 
After dividing by ear, we can write the equation in the form 
q0(cr) E”+ng, + 1 &(T) E”+‘+$ = 0 
i=l 
where, in view of (3.9), 
j b,(T)l < c / y pm+%). 
Next we set 
(3.10) 
(3.11) 
so that E = 1 y jll(m+n)F. (3.10) takes form (after dividing by 1 y I) 
qO(c (,J (-l’(m+‘%~)F~+~lC, + 2 &(u)F”+“-j$ = 0 
j=l 
(3.12) 
where #(CT) = T(T) and 
&s,(u) = b,(T) / y l-j(‘m+n). 
Using (3.11) we conclude that 
I /%+J>l G c. (3.13) 
We have thus proved that the functiony(T), given by (3.5), is a solution of (3.2) 
if each pli(T) is such that the function &(u) = vi(~) satisfies (3.12); the 
coefficients &(a) depend on the index i and satisfy (3.13). 
We next impose the initial conditions (3.3) on the function Y(T). We get 
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Employing (3.8) we get 
We can express these conditions in terms of the #j(u) as follows: 
z go cj (4 %k(l -I O(E)) I Y lI~-k)lim+n)~li--h~j(0) = & . (3.15) 
If we choose #j(u) such that 
PI/j(O) = 1; if hfj-1, 
if h=j-1, 
(3.16) 
then (3.15) takes the form 
y tk -f i l) 8;-jr1 1 y j(‘-l)‘(m+a)(l + O(E)) cj = AL,< .
3=1 
In view of (3.4), these relations become 
k+l 
zl (i ” 1) (UZUj)“-“‘(1 + O(E)) Cj = El’ j y l-k”‘n+n)Uk 
(O<K<m+n-1) (3.17) 
where a = [ -sgn ~)/cJ-,(ET)]~/(~+~). 
Taking E such that 1 O(E)/ < l/2, we can solve (3.17) successively with 
respect to K. Noting that 
E Em~+n li(rn,-n) 
1 y ~ll~m+n) = H IYI 
= ($jl"'n'-a) < (zr,"'"""' $(:',18) 
we find that 
ICjI <c (1 <<j ,< m +4. (3.19) 
Before we can estimate the T-derivatives of Y(T), we still have to estimate 
the corresponding derivatives of vi(~). We begin by estimating the 
u-derivatives of I,$(u). 
z&(o) satisfies an equation of the form (3.12) with coefficients /3j = /3ji 
which depend on the parameters E, y but satisfy (3.13). The initial conditions 
for #j(o) are given by (3.16). By a standard argument (using, for instance, 
a matrix notation dY/do = AY, where Y = (#, F$J,..., Fm+‘+l#), /) A // < C) 
we find that 
1 FhyGj(u)l < Cecq (0 ,< h < m + 72). (3.20) 
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Hence 
1 Ehvj(~)l < C / y Ih’(m+n) exp(c 1 y J1’(m+n)~} (0 < h < m -I- n). (3.21) 
Using (3.9), (3.19), (3.21) we now have, for k = 0, l,..., m $- n, 
j Ek(cjeSjTvj)l < C to (;) I Ek-‘eaf7 . E’&j 
< C 1 7 jk’(m+n) exp(c 1 y jll(m+n)~}. 
(3.22) 
Setting p = j y jll(m+n)/~ we conclude that 
Now, 
We also have 
(3.23) 
f = ( t jl’m < p.y*. 
Hence, 
PGClhl ll(m+n) I jj lnlhfnh = c I x Ilirn. 
Substituting this into (3.23), we get 
/ Dkx(t)l < C exp{c 1 X I1lm(t + 1)) (0 < k < m + n). (3.24) 
This completes the proof of (1.20) in case ( y / > y1 . 
Case II. I y 1 < y1 . 
We write 
where the Xi are defined in the assumption (B). The conditions (1.16) become 
By Cramer’s rule we can write 
Aj cj = - 
A 
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where d is the determinant of the matrix (Dh’Xj) and A, is obtained from A hy 
replacing thej-th column by (~a ,..., u,+,-i). 
Since 
l/e majorizes / h / llrn if yr is small. Developing A with respect to the first m 
columns, it is easily seen that, if yr is sufficiently small, then 
1 
i ) 
m+**- t(mi-n-1) 
IAl 3clhl l+...+(m-l) _ . 
E, 
Next, if 1 < j < m then dj =ZukAjk and each Ai, satisfies / dj, ; :< C j A j. 
Hence 
ICjl <c if l,<j<m. (3.26) 
Similarly, if m <j < m + n, A, = .Zu,Aj, and 
, Aj, ( < C ( ,j (l+...+(q,+l) f, (?n+l’+“‘+(“E+‘*-l’. 
f 1 
Hence, 
Writing 
j cj / < CP if m+l <j<m+n. 
‘m+ n
D%,(t, A) = 1 cjD”Xj(t, E, X) 
i=l 
(3.27) 
and using (1.6), (1.7) and (3.26), (3.27), we obtain (1.20) for 0 < j < m + YZ. 
In Case II we have assumed that 0 < E < 6s . Thus, we have actually 
established Theorem 3, so far, only for 0 < E < ~a . If however c0 < 6 < I, 
then 1 y / = l / A j >, csrnfl = 7 > 0, and therefore the proof of Case I can 
be applied. Theorem 3 has thus been proved for all E, 0 < e < 1. 
Remark. Theorem 3 can be extended, with non-essential modifications 
in the proof, to equations where the coefficients pi , qi are analytic functions 
in E. The coefficients pih(t), qjh(t) in the power series expansions 
Pi = c Pi&) EhY 4i = c %hW CA 
are assumed to be sufficiently smooth. The condition (A) is now formulated 
with respect to the polynomial 
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The condition (B) is similarly modified. Theorem 1 can also be extended to 
this case. 
4. Proof of Theorem 4 
Consider the characteristic equation for (1.15): 
t&i?) P + p(z) + h = 0. 
As already shown in Section 1, we can enumerate the zeros zj 
in such a way that 
Xi(E) = vj + o(1) if l<j<m, 
where vj are the zeros of p(z) + h, and 
(4.1) 
Zj(E) of (4.1) 
(4.2) 
/ Xi(‘) - + / < c if m+l <j<m+n. (4.3) 
We consider first the case where (1.22) holds. From (4.2), (4.3) it follows 
that the z~(E), for m + 1 <j < m + n, are simpIe zeros of (4.1) if E is 
sufficiently small. Since the coefficients of (4.1) are real and since 
1,+,-1(0) = 5,+,(O) (where L = q), we conclude that Cm+,-,(c) = L+,(e); 
hence z~++~(E) = X,+,(G). Setting x~+~(E) = (Y + $I, we can now write the 
solution of (1.15), (1.16) in the form 
WC-n-2 
x,(t) = 5 cjtYjeZjt + C cjeZjt + eat(c os /3t + d sin /?t), (4.4) 
i=l j=m+l 
where the yj are non-negative integers. 
The functions cj = c~(E, u), c = C(E, u), d = d(e, u) are rational in 
u = (u,, , ur ,..., unr, +r) for u E Rn’+lz, and algebraic in E for E :> 0. 
For fixed 6 > 0, the closed set Z, of points u in RnL+n for which C(E, U) = 0 
is nowhere dense in R”+?l. Indeed, if this set has interior points then 
C(E, U) = 0 in ZVn. Thus the solution (4.4) of (1.15) (1.16) would depend 
only on m + 71 - 1 parameters, which is impossible. 
By Baire’s Category Theorem it follows that the set Z,, = (Jzz=r Z,,, has no 
interior in R71Lin. Set W = Rm+n - Z,, . If u E W then C(E, u) f 0 for 
E = l/j, j-t a3. Bv the Puiseux series we then have 
C(E, u) = A@(1 + o(l)) 
for some real s and A f 0; s and A depend on U. 
(4.5) 
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Set pn = p + iu. Then p > 0 and (since u # 0) we may assume that 
u > 0. By (4.3), 
++o(l,=g(l +0(e)), 
p=;“+o(l)=q(l +0(E)). 
For fixed, t, t > 0, choose a sequence (Q} such that 
B = E (I + O(Q)) = 27rk/t. (4.6) 
Since O(E) varies continuously with c, we can solve (4.6) for all k sufficiently 
large. 
Taking 6 = Ed in (4.5), we get 
x,(t) = A4 + 41)) exp 1% (1 + 0(4)[ + 1(4, (4.7) 
where 
I &)I < C(E) exp /$I for some 6 < p, 
and where, by the Puiseux expansion of the coefficients cj , C(E) < Cl& for 
some positive constants C, h independent of E. 
From (4.7) it follows that 
I %#)I -+ m as Ed -0. (4.8) 
Since (4.8) is true for any u E Wand since W is dense in Rmin, the assertion 
of the theorem follows in case (1.22) holds. 
If (1.21) holds then the proof is simpler than in the previous case, since 
now the term eat(c cos pt + d sin fit) appearing in (4.4) is replaced by ceUt. 
Instead of (4.8) we now conclude that 1 x,(t)/ -+ co as E -+ 0. 
Remark. The proof of Theorem 4 can be extended to equations with 
complex coefficients as well as to equations where the zeros pj (1 <j < n - 2) 
are not necessarily simple. 
PART II. BOUNDARY VALUE PROBLEMS 
5. The Main Results 
Let p(t, D), q(t, D), A, H be as in Section 1, and assume, for simplicity, 
that the coefficients of p, 4 are real-valued functions (see, however, Section 9). 
Consider, for 0 < E < 1, the boundary value problem 
p(t, ED) Px + p(t, D) x + Ax = 0 (O<t<1), (5.1) 
Dx(0) = aj (0 <cj < ml + n, - I), (5.2) 
Dx(1) = bj (0 ,C j < m2 + n2 - I), (5.3) 
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where x(t), ai, bj belong to H. We also consider a corresponding limit 
problem (as E -+ 0) 
p(t, D) x + Ax = 0 (0 < t < l), (5.4) 
Dix(0) = aj (0 < j < ml - 1), (5.5) 
D%(l) = bj (0 <j < m2 - 1). (5.6) 
Here m, + mz = m, n, + n2 = n. 
Instead of the assumption (A) of Section 1 we now introduce: 
Assumption (A7J. Denote by pi(t) (1 < i < n) the zeros of the polynomial 
q(t, z) + p”(t). Then for all 0 < t < 1, pi(t) # pj(t) if i fj, and 
Re pdt) < Re p&) < --a < Re cLn,(t) < 0 < Re pa,+l(t) 
< a*- < RepJt). (5.7) 
The Assumption (B) will remain unchanged (except that we now take 
T = 1). It should be noted that Lemma 1 remains true (with the same proof) 
if the Assumption (A) is replaced by the Assumption (AnI). 
Assumption (C). If m is even then ml and m2 are odd. If nz is odd and 
PO(t) < 0 then ml is even and mz is odd. If m is odd and PO(t) > 0 then 
ml is odd and ms is even. 
This assumption is equivalent to the following one: 
There exists a real number 6 such that the m-th roots 8, ,..., B,,, of sgn( -ps) 
can be so enumerated that 
Re Bi < 6 if 1 <i<ml, 
Re ei > S if m, + 1 < i < m. 
Analogously to Part I, we introduce, for real /\, the systems 
q(t, ED) Dmx + p(t, D) x + Xx 
Oh(O) = ai 
Dyl) = ,& 
and 
- 0 (0 < t < I), 
(0 <j < ml + n, - 11, 
(OGj<mm,+n2-l), 
p(t, D) x + Xx = 0 
D&(O) = 01~ 
D&(l) = & 
(0 < t < 1), 
(0 <j < m, - I), 
(0 <j ,( m2 - 1). 
(5.8) 
(5.9) 
(5.10) 
(5.11) 
(5.12) 
(5.13) 
(5.14) 
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Assumption (D). The system (5.12)-(5.14) has a unique solution for all h, 
0 < X < A, where A is a constant depending only on bounds on l/p,,(t) and 
on all the derivatives of the p,(t). 
If the pi are constants, then 
fl = C(,f iP,, + l/iP,!) (C a constant). (5.15) 
i=O 
As will be seen later on, the assumption (C) will ensure that the system 
(5.12)-(5.14) has a unique solution for all h > fl. 
As for the system (5.9)-(5.11), we shall prove (Theorem 6) that it has a 
solution for each A, but the interval (0, l O(X)) of the E’S depends on A. To show 
that e,(h) can be taken to be independent of h, we need three assumptions. 
In fact, consider the parameter y = l A. If y is small then the assumption (B) 
of Section 1 will be needed. 
For y large we shall need the following assumption: 
Assumption (E). If m + n is even then m, + n1 and m2 + na are odd. If 
m + n is odd and qO(t) < 0 then m, + n, is even and m2 + n2 is odd. If m + n 
is odd and qo(t) > 0 then m, + n, is odd and m, + n2 is even. 
This assumption is equivalent to the following one: 
There exists a real number 6* such that the (m + n)-th roots wr ,..., w~+~ of 
sgn(--q,) can be so enumerated that 
Re wi < 6* if 1 < i < m, + n, , 
Rewi >6* if m, + n, + 1 6 i < m + n. 
(5.16) 
For intermediate vaues of y, say y1 < y < I’, (with yr , r, defined below) 
we shall need the following assumption: 
Assumption (F). There exists a piecewise continuous real-valued function 
6 = 6(y), defined for yr < y ,< r, , such that the zeros ci(t, y) of the 
polynomial 
PW% 5) + POW1 + Y (5.17) 
can be so enumerated (the enumeration may depend on 7) that for all t, 
O,(t<l, 
Re L(t, Y) < Re <At, Y) < **- < Re Smlfnl(4 r> < %I < Re 5m,+n,+l(4 Y)
(5.18) 
< .-* < Re L+& Y). 
Furthermore, if the coefficients of p, 4 are not constants, then all the roots 
&(t, r) are simple. Here yr is a constant similar to the one which appears in 
SINGULAR PERTURBATIONS 243 
Section 3, and I’, depends on q in the same manner in which A depends on p 
(in the assumption (D)); thus, if the qi are constants, then 
r1 = c (g I Yi I + l/l 90 I) (C a constant). 
Useful criteria for verifying the condition (F) are given in Marden ([23]; 
Section 40). 
It will be seen later on that the assumption (E) implies (F) for all y > pi , 
with 6(y) = 8”. 
As in Part I, r, is defined as the subspace of H consisting of all points x for 
which (1.13) holds, i.e., r,, is the domain of exp{b 1 A illm}. We shall need 
a more convenient characterization of this set. For simplicity we shall assume 
that H is separable. We recall (see, for instance, ([I]; pp. 160-168)) that there 
exists a sequence {et’)} of elements of H (it may occur that the sequence is 
finite) such that the following holds: 
x=f crJ 
i 
&)(A) dE,e(u) for all x E H, 
“=I --m 
where X+)(X) belongs to Lz, and a”(/\) = (EAe(y), ecu)) is a measure on 
-co < h < CO; furthermore, the map 
x + (x”‘(X) ,..., xyx) )...) 
is an isometry between H and the direct product nE1 Lz . Thus, 
(1 x (12 = f 1” 1 &)(/\)I~ da,(h). 
“-1 --m 
The condition x E r, can now be stated in the form: 
f Jrn exp(2b 1 h Il’“} I x@)(X)j” da,(h) <co. (5.19) 
"Cl --m 
We finally make an assumption on A: 
Assumption (G). The spectrum of A lies in the interval 0 < X < co. 
This assumption can be eliminated at the expense of some restrictions on 
m, , n, in addition to those made in (C) and (E) (see Section 9). 
We can now state the following theorem: 
THEOREM 5. Let the assumptions (AnI), (B)-(G) hold. Then there exist 
positive constants 6, E* (c* < 1) such that if ai E r,, (0 < i < ml + n, - I), 
6, E rb (0 < i < m2 + n2 - 1) then there exists a unique solution x,(t) of 
(5.1)-(5.3)forO < E < E* and a uniquesolution x,(t) of(5.4)-(5.6); furthermore, 
as E --f 0, 
Dx,( t) + Dx,( t) (5.20) 
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uniformly in every interval 0 “; t . 1 - 17 (7 > 0) for 0 ..z j *< m, - 1, and 
unz$ormly in every interval q --< t .; 1 (7 1- 0) for 0 .‘- j .-I m2 - I. 
The proof of Theorem 5 will depend upon the following two theorems. 
THEOREM 6. Let the assumptions (A,,), (C), (D) kold. Then for any A .<z 0 
there exists a unique solution xc(t, A) of(5.9)-(5. I I )fo~ 0 .-: E -< E(A) and a unique 
solution x0(& A) of (5.12)-(5.14). If h varies in a bounded interval 0 < X .<; A, 
then inf e(A) :> 0. Finally, as t 4 0, 
D’x,(t, A) 3 D~x,(t, A) (5.21) 
uniformZyint,XforO<t< I--((?l>O),O-~X~.hoandO~jjmm,-- 1, 
anduniformlyint,Aforv :< t 5; 1(7 .> 0),0 -(A < &and0 <j .< mz - 1. 
THEOREM 7. Let the assumptions (A,,), (B)-(F) hold. Then there exists a 
constant 8, 0 < E* < 1, such that there exists a unique solution xc(t, A) of 
(5.9)-(5.1 I)for any h > 0, 0 < E < E* and data ai , & . Furthermore, for any 
17, 0 < 7 < I, there exist constants C, c (independent of A, E and the data) such 
that 
CS2 exp(cA1i71L} ifO<t<l-qO<j,(ml, 
I @X,(4 q -G 
CLknrl-j exp(cP’) if 0 < t < 1- 7, m, + I < j < m + n, 
C.Q exp(cP/“) if 7 < t < 1, O<jGmz, 
CQ$%-i exp{ch”‘“) if 7 < t < 1, m,+l <j<m+n, 
(5.22) 
where 
Note that Theorems 5, 6, 7 are analogous to Theorems 1, 2, 3 respectively. 
In Section 6 we shall assume that Theorems 6, 7 are true and give a proof of 
Theorem 5. In Section 7 we shall prove Theorem 6 and in Section 8 we shall 
prove Theorem 7. 
Various generalizations are mentioned in Section 9. In particular, the 
boundary conditions can be extended to have the form 
(5.23) 
as in Wasow [IZ], or even to have the form 
yjDTjX(0) + 6jD”‘X(l) = aj (5.24) 
as in Harris [3], [4]. 
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We conclude this section by noting that Theorems 6, for A = 0, overlaps 
with the results of [3], [4], [II], [12]. W e s a nevertheless give a detailed h 11 
proof of it since this will be useful in the proof of Theorem 7. 
6. Proof of Theorem 5 
Since ai , bj belong to I’, and A is non-negative, we can write 
ai = 2 lrn a:)(h) dEAec”), 
v=l 0 
(6-l) 
bj = 5 1” b;!)(h) dE,e(V) 
v=l 0 
where the functions a:“, bj”’ satisfy: 
(6.2) 
zl 1: exp(2bPm) 1 bjv)(h)12 da”(X) < 00. 
We now consider the system (5.9)-(5.11) with cq = a:‘(h), & = b:“(X) 
and denote the corresponding solution by $‘)(t, A) (0 < E < E*, 0 < X < 00). 
Set 
x,(t) = “gl 1: xp)(t, A) dEAe(Y). (6.3) 
We claim that the right hand side of (6.3) is convergent and that, if 
O<kbm+n, 
D%c,(t) = $ jm E$J)(t, A) dEAecV). (6.4) 
t-1 0 
Indeed, from the isometry between H and nyLt, and from (5.22) it follows 
that, for any M >, 0, and for any integer s > 1, 
= G&), (6.5) 
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whereh = OifR <m, - 1 and0 :* t *; 1 -~(0 C. 77 c I),h k-m, t I 
if k 2 m, and 0 .< t < 1 - 7, h =: 0 if k Y’ m2 I and 77 5: t 5. I, and 
h=k-mm,+Iifk>m,andT-<t- 1. 
In view of (6.2), if 2b >, c then supoC t. ,i Z,%,(t) can be made arbitrarily 
small if either s = I and M is taken to be sufficiently large or if M = 0 and s 
is taken to be sufficiently large. Since D”x~“‘(t, A) are continuous functions oft, 
uniformly with respect to h in bounded intervals, a standard argument shows 
that the right hand side of (6.4) is convergent (in H) and that (6.4) is valid. 
We now find that 
q(t, l) wa(t) +- p(t, D) .27c(t) ---Axe(t), 
i.e., (5.1) holds. From (6.4), (6.1) and the definition of xy’(t, h) it also follows 
that x,(t) satisfies (5.2), (5.3). 
To prove that x,(t) is the unique solution of (5.1)-(5.3), we apply E, to 
both sides of (5.1), (5.2) and (5.3). We find that y = E,x satisfies (5.1)-(5.3) 
with A replaced by the bounded operator A, = AE, and with ai , b, replaced 
by E,ai , E-b, . Using the spectral decomposition of A, , we can transform this 
system into a finite set of linear ordinary differential equations subject to a 
finite set of two-point boundary conditions. Since this system has at least one 
solution (i.e., E,x,(t)) f or any given boundary data, the solution must be 
unique (see, for instance, [S]). H ence, if all the ai , bj are zero then E,x,(t) = 0. 
Taking N + co we get xc(t) = 0. 
Analogously to (6.3) we introduce the function 
x0(t) = “gl jr x;)(t, A) dEAe’“’ 
where xr)(t, A) is the solution of (5.12)-(5.14) with 01~ = al”(h), pj = b:“(h). 
We can then prove that 
if 0 < k < m, where the right hand side of (6.7) is convergent. Furthermore, 
x,(t) is the unique solution of (5.4)-(5.6). 
It remains to prove the assertions regarding (5.20). Suppose 0 ,( t < 1 - 17 
for some 7 > 0. From (6.5) we see that if either &Z-t CO or s -+ CO then 
Zh8(t) - 0 uniformly with respect to the other variables, provided k < m, - 1. 
The same is true in the case E = 0 (in view of (7.1) below). Since also 
wxryt, A) -+ D%$yt, A) 
uniformly with respect to t, X where 0 < t < 1 - 7 and X in any bounded 
SISGULAR PERTCKBATIONS 247 
interval, a stardard argument shows that (5.20) holds uniformly in t, 
O<t < 1 - 7 if 0 f j .< 1)2r - 1. 
The proof of (5.20) for 7 -:I t < 1, 0 ’ .I j :< WZ* - 1 is similar. 
I. Proof of Theorem 6 
LEMMA 2. Let the ussumptions (c’), (II) hold. Then, for any A 
exists a unique solution x&t, A) of (5.12)-(5.14). Furthermore, 
/ IYxo(t, X)1 -5; CQ,, esp{cP”‘} (O<j,<m) 
where C, c are constants independent of X and the data oii , pj , and 
0 there 
(7.1) 
,,! ,-1 ,1.-l 
Q, =: c ; a, -/- 
,=O 
,cO Ifljl. 
Proof, By (D), the assertion of the lemma is true for 0 < X < A. If X > A, 
we rewrite (5.12) in the form 
where E = 1 /X1/‘“. Bv the results of Birkhoff [O], there exists a basis of solutions i 
Yj of (7.3), having the asymptotic development 
(7.4) 
for any integer h > 1, where the aj(t) are the zeros of the polynomial 
p,(t) .P + 1 = 0, i.e., 
u,(t) = u(t) 0, where u(t) =. [l/i po(t)!]ll’n, a(t) > 0, 
and the Bi are as in (5.8). Furthermore zio(t) f 0 for all t, 0 .< t < 1, 
~~~(0) =-= 1, and 
(1 t D”Y,(t, e) = D7’7j(t, E; h) -I exp ,T 
i 
~~(7) dT/ O(&-‘-‘.ml) (7.5) 
‘0 
for 1 < K S< m. 
The solution x0 of (5.12)-(5.14) must have the form 
l,! 
.xo(t, X) = c C,Yj(t, E), 1=1 (7.6) 
5“5/5/2-3 
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where. in view of (7.4), (7.9, the c, satisfy 
t- O(e)] =- ‘lj, (0 k ’ m, 
-t- O(c)] exp[f*t),/c] = /3!, (0 k I< m2 
I), ! 
I 
) (7.7) 
I), I 
J 
where a = a(O), b = a(l), Z’j = vjr,(l) and p =- f’ ~(7) dr. 
Denote by r the determinant of the matrix of the’coefficients of the linear 
system (7.71, and by PO the determinant obtained from r by suppressing all 
the terms O(E) in the matrix. Then To is given by 
I . . . 
4 - . . . 
E 
> a(j .m,-1 
( ! 
-L . . . 
E 
r4 v1 exp _c I 1 E . . . 
VI ( I bB,, 7”2-’ r-81 E exp - ... [ 1 E 
1 
a&, 
E 
. . . 
. . . 
1 
a0 -2 
E 
-) 
Ye*- 1
rm $ exp __ 
’ I/ t 
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If we develop P,, by the last m2 rows and make use of (.5.8), then we find that 
(7.8) 
for some a: > 0, where F,, is the determinant formed by the first ml rows and 
the first m, columns of r, and r,, is the determinant formed by the last mz 
rows and the last m2 columns of r,, and 
1 l+.~*+h,-l) 
ir,d >,c T ( i I 
] l+~~+(%-l’ 
I To2 I 2 c (7) 
2 , exp [pe:l,i, i, 
(7.10) 
j=l 
for some positive constant c. 
It is obvious that if each element in the matrix of r,, is multiplied by 
1 + O(E), then the results (7.8)-(7.10) remain valid provided E is sufficiently 
small. Thus, in particular, 
l l+...+(m,-1) 
ir/ >c - 
( i 
1 l+...+(Tn-l) IU‘ 
t ) 
- 
E E 
n / exp [*] /. (7.11) 
i=l 
Since r+ 0, there exists a unique solution ci ,..., c, of the system (7.7). 
Hence, there exists a unique solution of (5.12)-(5.14). 
It remains to prove (7.1). By Cramer’s rule, 
r; cj zzz - 
r (7.12) 
where rj is obtained from r by replacing the j-th column in r by the vector 
(% ,*.., G-1 , B" ,..., bL2-l) z= (Xl 9 x2 ,...> “%). 
If 1 < j 5; m, then, as easily seen, rj = Cp=i x,r?, and 
1 r,, 1 G c+l j r / (1 < k < ml), 
1 rj, 1 :g c2-“+ 1 r 1 (ml + 1 < k < m). 
Hence, 1 rj 1 < CQ, 1 r /. On the other hand, if m, + 1 f j 5: m then 
1 rj j < CX?, exp ’ - %I 
! 
for some CL > 0. 
We conclude that 
ICjl <c for l<jjm, (7.13) 
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From (7.6) and (74, (7.13) WC now dduce that. for an! integer k 0, 
for some positive constants C, c, c,, . ‘rhis completes the proof of the lemma. 
Remark. If the coefficientsp, are constants then WC take 1~,(t, l) exp{z,t) 
where the -; are the zeros of the polynomialp(a) ,4. The above proof can be 
carried out for h 1;: A where A has the form (5.15). If the p, arc not constants, 
then A has to be as in the assumption (D) in order to ensure that the results 
of [O] used above are valid with O(C) sufficiently small. 
LEMMA 3. Let the assumptions (A4,1,), (c’), (D) holci. T/zen, for any h .- 0 
there exists a unique solution q(t, A) qf(5.9)-(5. I I) proz’ided 0 < E < c(A). If h 
varies in a bounded interval 0 h A,, ) fhen inf C(h) > 0, and, for any 
Oiq‘C.1, 
whue C is a comtant which may depend on A,, . 
Proof. For fixed A, we employ the fundamental set of solutions Xj(t, 6) 
of (5.9) constructed by Noaillon [7] and Turrittin [/O]. They have the form, 
for any integer h >s I, 
Sj(f, E) I=- exy If i_’ 
. 0 
FCj(U) du[; i Ujs(f) tS -’ O(&$ 
s--o 
(7.15) 
-= [,(t, E; h) esp If I+ zcj(u) do; O(G 1’) 
-0 
where wj(t) = 0 if 1 .:I j L< m and w,,~, i (t) = pj(t) if 1 . .., j :’ n. The ujs(t) 
are determined as solutions of some linear differential equations, z+“(t) f 0 
for 0 :$ t 2.:: I, m + 1 I:< j ~-1 m 1 n, and the functions z+,,(t),..., u,,“(t) 
form a fundamental set of solutions of (5.12). Finally, if 1 :< k < m -t ti, 
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Note that for the validity of the results of [7], [IO] it suffices to assume a 
weaker condition than (A+ namely, the two strict inequalities in (5.7) may 
be replaced by non-strict inequalities. 
1Ve shall construct the asserted solution of (5.9)-(5. I I) in the form 
(7.18) 
The boundary conditions (5.10) (5.1 I) take the form 
where vL = 1’ pi(u) do. For simplicity, one may omit, in what follows, all the 
terms O(e) Which occur in (7.19); it will become clear that this does not 
change any of the estimates given below, provided E is sufficiently small. 
It will be convenient to write the coefficients matrix A of (7.19) in the form 
I (7.20) 
which each Aij is a matrix consisting of u(i) rows and p(j) columns, and 
41) = ml, 42) = n, , a(3) = Tfi2 , o(4) == Tz2 , 
~(1) = ml T p(2) = m2 , f(3) = n1 ? p(4) --= n2 . 
Observe that the coefficients matrix which one analogously obtains for the 
system (5.12)-(5.14) is given by 
In view of Lemma 2, we consequently have 
det A, # 0. (7.21) 
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If we develop the d G det rZ by the last mz 7- II~ columns and use (5.7), 
(7.21) we easily find that 
1 A 1 = j det A, det -4, ( j det A,, 1 [I + O(E)] 
(7.22) 
for some c > 0. 
Since A f 0, there exists a unique solution ~~(t, A) of (5.9~(5.11), provided 
E is sufficiently small, say 0 < e < e(X). 
In order to establish (7.14) we have to estimate the coefficients ci . By 
Cramer’s rule, 
4 cj = - A (7.23) 
where Aj is obtained from A by replacing the j-th column by the vector 
bo >..*> &nz+nZ-l ). Proceeding analogously to the calculations following (7.12) 
and using (7.20), (7.22), one finds, without difficulty, that 
1 cj j < CQ if l<j<m, (7.24) 
/ cj j < CLP if m+l <j<m+n,, (7.25) 
if m+n,+l <j<m++. (7.26) 
Writing 
and using (7.16), (7.17) and (7.24)-(7.26) the inequalities of (7.14) follow. 
Finally, the assertions that if 0 < h < Aa then inf e(A) > 0 and the constant C 
in (7.14) can be taken to be independent of A, follow from the fact that, in 
(7.16), (7.17), O(@+l) and O(&&+l) are bounded by CY+l and C’E~-~+~ 
respectively, where C is independent of h (but not independent of A,). 
In order to complete the proof of Theorem 6, it remains to prove the 
following lemma. 
LEMMA 4. Let the assumptions (Anx), (C), (D) hold. Then the solution 
x,(t, A) satisfies the assertion of (5.21). 
Proof. We need to analyze, more closely than before, the coefficients 
ci = cj(e) which occur in (7.18), for 1 ,( j < m. Setting (01~ ,..., /3,na+lll-l) = 
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(x1 >..., %+?J we can write cj(c) = 1 xkckj(e). It is easily seen that if either 
ml + 1 < k < m, + rrl or m + rzi + 1 < k .< m + n then 
for some (Y > 0. 
On the other hand, if either 1 < k < m, or ml + n, .$ k :z: m + n, then 
We conclude that 
G(C) - 43 if c-+0 (1 <j<m). (7.28) 
From (7.16), (7.28) we get, for any integer k > 0, 
D” [f q(c) Xj(t, c)] -+Dk [f q(O) ujo(t)] as e--+0 (7.29) 
j=l i=l 
uniformly in t, X (0 < t < 1,O f h < A,). 
Set i&(t, A) = xzl c?(O) ujo(t). Then, from (7.29) and from (7.25), (7.26), 
(7.17) we obtain the assertion of (5.21) with x,(t, A) replaced by I,(t, A). It 
remains to prove that %Jt, A) = q,(t, A). In view of the uniqueness of the 
solution of (5.12)-(5.14) it suffices to show that So(t, A) satisfies (5.12)-(5.14). 
Now, from the form of Zo(t, A) it follows that it satisfies (5.12). The 
conditions (5.13), (5.14) f o 11 ow from (5.21) with x,,(t, A) replaced by go(t, A). 
8. Proof of Theorem 7. 
Introducing the parameter 
y = PA (8.I) 
we shall consider three cases: (i) y is small, (ii) y is large, and (iii) y is inter- 
mediate. We shall prove the assertion of Theorem 7 in each case separately. 
LEMMA 5. Let the assumptions (A& (B)-(D) hold. If 0 -2 y < y1 then 
the assertions of Theorem 7 are valid. 
Proof. We shall construct the solution of (5.9)-(5.11) in the form 
(8.2) 
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where the -Yj are defined in the assumption (H). ‘J’t ~t’conditions (j.lO), (5.1 I) 
take the form 
?,L 
c cj ( A ),!“L 
I P”(l)1 
Bj”uj(l, y) exp{hli%dj[I -m- o(l)]}{ I t o(I)) 
j- 1 
where v = [’ IP&~))-~,“‘~ do, V, :- J’ pj-J~) dT. 
(8.3) 
The syste& (8.3) has a structurl somewhat similar to the system (7.19), 
provided 1 /c majorizes A1jm, i.e., provided y is sufficiently small. Denoting the 
coefficients matrix by Q, we write 
(8.4) 
where Qij is a matrix consisting of u(i) rows and p(j) columns. The matrix 
Q” = (p p) 
31 32 
(8.5) 
is non-singuiar if E is sufficiently small (independently of y). In fact, except 
for some trivial changes, Q,, coincides with the coefficients matrix of the 
system (7.7) if l/c = A~“I~. Hence (by (7.1 I)) 
, detQ,) / > C(j,l'm)ll "'l (rn,-l) (,,l>,,i)l I ".+(nL,-l) exp[+.hl;r,~] G3.6) 
for some positive constants C, c. 
Using (5.7), (5.8) we find (compare (7.22)) that 
detQ 1 =y 1 detQ, I 1 detQ,, ~ / detQ,, [I + o(l)] 
;-/ C(X l/T71 I+.., th-1) 1/m 1T...+bri2-l) 
m,+~..+(m,+lL,-l) 
) (A ) 
1 
t j 
_ 
E /
x (fl 
,,i,+...,(,n,-i-n,~l) IL 
jzJl 1 exp F? ( 
1 + o(l)) 1 exp[Pchl’““]. 
1 
(8.7) 
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Since this inequality (which implies that det Q f 0) holds umformly with 
respect to y, provided 0 < y < y1 , it follows that (5.9)-(5.11) has a unique 
solution if 0 < E < E(y) for some E(y) > 0. From the above derivation of (8.7) 
we also conclude that E* = inf T(y) > 0. 
It remains to prove (5.22). Using Cramer’s rule we find that the cj satisfy 
the inequalities (7.24)-(7.26) p rovided v~-,,~ is replaced by J’ pj(7)( I + o(l)) d7, 
the integrand being as in the Assumption (B). Using th&e inequalities and 
(8.2) (1.6), (I .7), the inequalities of (5.22) follow. 
LEMMA 6. Let the assumption (E) hold. Then there exists a constant I’, 
suficiently large (determined as in Assumption (F)) such that if r, < y < CO 
then the assertions of Theorem 7 are aalid. 
Proof. Dividing both sides of the equation (5.9) by h and setting 
s =: Ey -l/(nt 111J) we get 
,,--I 
c q;(t) y-il(mi~n)(s~)m+lz-i .L' + p,(t) y-71/(lll ~nJ(sq?x x 
,=O 
(8.8) 
Introducing the parameter p = y-ll(m+n) we see that for each p, 0 < p < 1 /r, 
the equation (8.8) is of the type considered by Birkhoff [0], i.e., the zeros 
,zj(t, p) of the polynomial 
12-l 
can be indexed in such a way that for all t, 0 S: t < I, 
Re z+(t, p) S Re z2(t, p) <’ ..* < Re zm+Jt, p) 
and ,q(t, p) f zj(t, p) if i f j. In fact, we have (with a suitable enumeration 
of the wi which appear in (5.16)) 
zj(t3 P) = b(t) wj(l + O(l)) (1 < j < nz +- 72) 
where b(t) = i go(t)/-l’(“+n) > 0 and o(l) ---f 0 if p ---f 0. 
Using [0], we can now introduce a basis of solutions of (8.8) given by 
Z,(t,S, p) = exp /y 1’ b(~)(l -t o(l))dr[/ f fj,5(t,p)Ss + O(Sh+l)/ 
0 S=O 
(8.9) 
-G [j(t, 8, p; h) t + o(1)) dT( O(@+l) 
256 FRIEDhlAS 
for any integer h > 1, and fro(t) $ 0 for all 1, 0 f I. Furthermore, if 
I <k<m+n, 
Note that 1 0(6h+l)j < GYP+‘, / 0(&h-“” 1); ., C’s”--“’ 1 where C can be 
taken to be independent of p. 
Comparing the formulas (7.4) (7.5) with (8.9) (8.10) and employing the 
condition (5.16) (which is the analog of (5.8)), we see that the proof of 
Lemma 2 can be applied to the present case with obvious changes. We thus 
derive the existence of a unique solution x,(t, h) of (5.9)-(5.11) for 0 < c < E* 
(c* being independent of p and, consequently, of h). Furthermore, if 
0 3; k < m -, n, 
the inequalities of (5.22) follow. This completes the proof of the lemma. 
LEMMA 7. Let the Assumption (F) hold. If y1 < y < r, then the assertions 
of Theorem 7 are valid. 
Proof. We may assume that the function 6(y) is continuous. For otherwise, 
we break the interval yr < y <l P, into a finite number of subintervals such 
that 6(y) is continuous in each of them, and then prove the lemma for each 
interval separately. 
Consider first the case where all the zeros &(t, y) are simple for all 
y, yr < y < r, . Multiplying both sides of (5.9) by l , we obtain 
n-1 
z. qi(t)(rD)m+n-i x + p,(t)(eD)‘% + iI p,(t) G(ED)+% $ ys = 0. (8.11) 
In view of the Assumption (F), the results of Birkhoff can be applied. Thus, 
there exists a fundamental set of solutions Wj(t, E, y), satisfying 
D”Wj(t, E, y) = Dk [exp 1; J: &(T, Y) dr! 1 i gj,(t, Y) cs[] 
s=o 
(8.12) 
+ exp If 1’ &(T, y) dr/ O(+“+‘), 
0 
for any integer h > 0 and k = 0, I ,..., m + II. 
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Since the & are all distinct and satisfy 
Re WY r> < W if 1 <j<m,+n,, 
Re Uh Y) > 64 if m,+n,+l <j<m+?z, 
we can proceed analogously to the proof of Lemmas 6 and 2. We thus derive 
both the existence of a unique solution ~,(t, A) (0 < E < 6”) of (5.9)-(5.11) 
and the bounds 
(0 < k < m + 12). (8.13) 
Since l/c = hl!in/yllm < cX1lm, the inequalities of (5.22) hold. We finally have 
to note that all the constants appearing in the previous calculations can be 
taken to be independent of y (the continuity of S(y) is hereby used). 
Consider now the case where some of the roots & have multiplicity. By the 
Assumption (F), this can only occur if the coefficients of p, q are constants. 
There is only a finite number of y’s for which not all &(r) are simple. It is 
clearly sufficient then to consider what happens in a y-interval containing 
just one such y, say y*. If y f y* then a fundamental set of solutions is given 
bY 
For simplicity we shall first consider the case where &(r*) = *** = &Jr*) 
whereas <,+l(r*),..., [,+,(r*) are simple zeros. Representing the solution 
Q, 4 (for Y 1 Y *) in the form x cJ, , we arrive at the equations 
We write the coefficients matrix B in the form 
B=B ( 
4, B,, B,, 
21 B22 B, 1 
where Bij consists of a(i) rows and p(j) columns, and 
(8.15) 
41) = ml + 4, a(2) = m2 + n2 , 
P(l) = r, P(2) = ml + n1 - r, /3(3) = m2 + tz2. 
We have to estimate det El and the cj in such a way that the bounds remain 
fimte as y --, y*. Suppose first that Y =-. 2. Before estimating det B we subtract 
the first column of B from the second column of H. \I’c find that, if 1’ is 
sufficiently close to y*, then 
where 
We)1 
I. 
We easily conclude that det B f 0 if 0 < E < E*, where E* is independent 
of y. 
Next, by Cramer’s rule, 
det B, 
"=detB- 
Ifj 3 3 then before estimating det B, we subtract the first column of Bj from 
the second column. We then obtain a bound on 
det Bj 1. 
From this we get the bounds: 
Next we write 
+ c2 
[ 
csp i 52t 1 ---- 
1 E I 
exp \ Lt 1 __ -I-i-J. 
I E I 1 
J can be estimated by first estimating c,~/([a - &), whereas in estimating 1 we 
notice that cl I ca == det B,/det B where B, is obtained from B, by 
subtracting from its second column the first column of B. Combining all the 
previous remarks one obtains (8.13) f or all y in some neighborhood of 
y* (y f y*), and the constants C, c are independent of y. 
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If r > 2 then we have to take in B finite differences of orders 1, 2,..., r - 1 
of the columns 2, 3,..., r - 1 respectively. The estimates of the c, are obtained 
similarly to the case Y = 2. 
If there is another multiplicity, say of order s, among the remaining roots 
&.,.r(r*),..., <,,,+&*), then we rewrite the matrix in a more detailed form than 
(8.15), by separating out the s-columns which correspond to these roots. \1?e 
then evaluate det B and det B, in a manner similar to the one above. The 
general case of any number of multiplicities can be treated in the same way. 
Remark. In proving Theorem 7 (and therefore also Theorem 5) we have 
not used the full power of the assumption (B), i.e., we used the assertions of 
(B) only for y >- 0. 
9. Generalizations 
(I) Theorems 5 and 6, 7 can obviously be extended to the case where A and 
h respectively are non-positive. The only difference occurs in slightly 
modifying the definitions (C)-(F). In (D) and (F) vve simply have to take A 
and y to vary in intervals of the form -A < h s< 0, -I’, :< y < -yi . 
In (C) we make the change that if m is odd and p,(t) < 0 (>O) then m, is odd 
(even). (E) is changed in a similar way. Denote these modified assumptions 
by (C’), (D’), (E’), (F’). 
If the spectrum of A extends from -03 to + co, and if we assume that 
(Avll), (B), (C)-(F) and (C’)-(F’) hold, then Theorem 5 remains true. 
(II) Theorems 5-7 extend to the case where the boundary conditions have 
the more general form (5.23). Some arithmetic relations between the numbers 
m, n and the numbers rr , rz ,..., sr , sa ,... are then required (see [1J]). 
Conditions of the form (5.24), under restrictions as in [3], [4] can also be 
treated. 
(III) If the coefficients of p, 4 are not real, then Theorems 5-6 remain true 
provided the assumptions (C), (E) are slightly modified. The modified 
assumptions are such that the relations (5.8) (5.16) remain true. 
(IV) By minor changes one can see that Theorems 5-7 extend to non- 
homogeneous differential equations. 
(V) Theorems 5-7 can be extended to more general p, (I, as in the remark 
at the end of Section 3. 
(VI) Vishik and Lyusternik [II] have derived for the system 
q(t, ED) D”v + p(t, D) ZJ = f(t) (0 < t < l), (9.1) 
D%(O) = 0 (0 < j < m, + n, - l), (9.2) 
Da(l) := 0 (0 <j < mg + n2 - l), (9.3) 
260 FRIEDMAN 
a coercive inequality of the Garding’s inequality type, under very sevcrc 
conditions on p, q, m, , n, . We shall describe below their basic results in their 
relation to the present paper. 
Assume thatp, q have real coefficients, that m = 2m, , n : 2n, and that the 
characteristic polynomial of q(t, ED) D”’ has a positive real part (upon 
substituting D -+ if, 5 real), i.e., 
Assume also that p(t, D) is positive, i.e., 
(p(t, D) u, u) > y(;~ D% Ii2 + lj u ii”) (Y > 0) (9.5) 
for any smooth function u satisfying D%(O) = D%(l) = 0 for 0 <j < m, - 1, 
where lifl12 = J’ If(t dt. 
One then easily deduces from [!I] that, for anyf,(t) EL~(O, I), there exists 
a unique solution ~,(t, X) to the equation 
q(t, 4 D”v + p(t) D) v + Ax = h(t) (A > 0) (9.6) 
satisfying the boundary conditions (9.2), (9.3), and 
F !‘l j Djv,(t, /\)I” dt < C .rt IfA( dt. 
j-0 0 
(9.7) 
Consider now the systems (in H) 
q(t, ED) Dnrx + p(t, D) x + Ax = r(t), 
D&(O) = Djx( 1) = 0 (0 < j & m, + n, - I), 
(9.8) 
p(t, D) x + .4x = f(t), 
D&(O) = D&(l) = 0 (O<j<m,--1). 1 (9.9) 
We claim that there exists a unique solution x,(t) of (9.8) (0 < E < co for 
some co > 0) and a unique solution x,(t) of (9.9), provided A is non-negative, 
and, furthermore, 
‘k’ ( 1 D%<(t) - 7Yxo(t)j2 dt --f 0 if c + 0. (9.10) 
The assumption onf(t) is thatfELa(0, 1); H). 
The proof of the above claim is similar to the proof of Theorem 5 if one 
makes use of the inequality (9.7) instead of the inequalities of (5.22). 
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Note that the problem (9.8) is not trivially reducible to the problem 
(5.1)-(5.3). On the other hand, the methods of Section 5-8 extend to problems 
of the form (9.8) (cf. (IV)). Note also that the assumptions of [II] quoted 
above are very severe, but on the other hand, the assumption onfis very weak. 
We finally mention that coercive inequalities were obtained in [!I] also is 
case m + n is odd and m -+ n = 2(m, + rzr) $- 1. In this case one requires 
that the first m1 + n, - 1 derivatives of z(t) vanish at one end-point and that 
the first m, -i- n, derivatives of z.(t) vanish at the other end-point. 
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