Abstract-In this paper, we propose a novel linear physicallayer network coding scheme over hybrid finite ring (HFR-LPNC) for Rayleigh fading two-way relay channels. The relay maps the superimposed signal of the two users to a linear network coded combination (LNCC) in hybrid finite ring, rather than using the simple bit-wise eXclusive-OR mapping. The optimal linear coefficients are selected to generate the LNCC, aiming to: 1) maximize the sum-rate in the MAC phase; and 2) ensure unambiguous decoding. To avoid the performance degradation caused by high-order irregular mappings, properly designed source coding is used for compressing the LNCC alphabet over the hybrid finite ring into the unifying 4-ary alphabet. We derive the constellation constrained sum-rates for HFR-LPNC in comparison with 5QAM denoise-and-forward (5QAM-DNF), which we use as a reference scheme. Furthermore, we explicitly characterize the rate difference between HFR-LPNC and 5QAM-DNF. Our analysis and simulation show that: 1) HFR-LPNC has a superior ability to mitigate the singular fading compared with 5QAM-DNF; and 2) HFR-LPNC is superior to 5QAM-DNF over a wide range of SNRs.
I. INTRODUCTION
P HYSICAL-LAYER NETWORK CODING (PNC) [1] - [3] in two-way relay channels (TWRC) exhibits a significant throughput enhancement over the conventional three-phase network coding scheme, requiring only two transmission phases: the multiple access channel (MAC) and the broadcast channel (BC) phases. The constellation constrained capacity regions for PNC in TWRC were established in [4] . The authors in [4] , [5] pointed out that some specific fade states in the MAC phase (which we refer to as singular fading) inevitably reduce the minimum distance between different network coded symbols, and hence significantly degrades the performance. As such, dealing with the fading in the MAC phase poses a fundamental challenge for PNC. The authors of [5] proposed a novel, non-linear 5QAM denoise-and-forward (5QAM-DNF) scheme, which can mitigate these singular fade states by extending the mapping from 4-ary to 5-ary. The authors in [6] , [7] proposed a new non-linear PNC constructed from the latin square, which has similar capability to mitigate the singular fading. However, the drawbacks of 5QAM-DNF and latin square based PNC are also clear: both the nonlinear mapping and the 5QAM constellation used on the BC phase introduce irregularities in the communication system which mean that they cannot readily be implemented in conventional systems. Moreover, the selection criterion of their non-linear mapping is based on the maximization of minimum Euclidean distance which cannot guarantee the maximum sum-rate in the MAC phase. The algebraic approach to network coding proposed in [8] , [9] , namely, the so-called compute-and-forward (CPF), has extended the PNC beyond the TWRC to general Gaussian multiple access channels (GMAC). However, we note that their scheme requires a high dimensional lattice construction which may not be practical. The degrees of freedom (DoF) of CPF was investigated in [10] , in which the authors proved that the DoF of CPF using lattice codes for a K transmitters and K relays network is at most 2/(1 + 1/K). In [11] , the authors proposed a novel distributed space-time coding for two-way relay channels, which mitigates the singular fading at the user side without any channel state information at the transmitter (CSIT) and only adopts simple XOR mapping at the relay. The authors in [12] , [13] proposed a combined PNC approach with interference alignment for multi-antenna base stations and relays. In [14] , the authors proposed a novel decoding algorithm for PNC which can deal with the symbol and phase synchronization. The authors in [15] proposed a joint design of channel coding and PNC for frequency selective channels. The authors in [16] proposed a precoding based PNC for the generalized MIMO Y channels, where the precoding at each user and the relay is carefully constructed to ensure that the users are grouped in pairs and the interference among user pairs can be canceled. The authors in [17] investigated the error probability bound at the relay which uses a punctured codebook method for explicitly computing the distance spectrum of the PNC. The symbol error rate (SER) of PNC with BPSK and QPSK modulation in non-fading TWRC was studied in [18] . The author in [19] analyzed the SER for QAM modulated PNC This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ with the phase error. An exact bit error rate (BER) performance of the PNC for the fading TWRC was derived in [20] . The concept of linear network coding in the switching networks was originally proposed in [21] , [22] and further extended to the wireless TWRC in [23] , namely, linear physical-layer network coding (LPNC). However, their designed LPNC can only be optimized for the prime q-ary modulation (e.g., 5PAM in [23] ) at sources. This restricts its application with common modulation schemes such as QPSK, 16QAM and etc. Moreover, their LPNC design is based on the maximization of minimum Euclidean distance which cannot guarantee the maximum sumrate in the MAC phase.
To tackle the aforementioned challenge of singular fading for PNC, we propose a new linear physical-layer network coding scheme using a hybrid finite ring (HFR-LPNC). Unlike using the 5PAM modulation in [23] , we restrict the two users of TWRC to employ simple QPSK signalling. By properly selecting the linear coefficients belonging to the hybrid finite ring, the relay directly maps the superimposed signal of the two users into the linear network coded combination (LNCC) over these finite rings. The selection criterion ensures unambiguous decodablility and maximizes the sum-rate in the MAC phase. We explicitly characterize the sum-rates of LPNC and 5QAM-DNF. Based on our analysis and numerical results, we demonstrate that: 1) HFR-LPNC has a superior ability to mitigate the singular fading compared with 5QAM-DNF [5] ; and 2) HFR-LPNC is superior to 5QAM-DNF over a wide range of SNRs. The four major contributions of this paper are summarized as follows:
1) We design a new linear mapping over the hybrid finite ring for the superimposed signal of two users. This makes the decoding of neighboring network coded combinations more reliable, as the hybrid finite ring offers multiple decoding choices for a specific superimposed signal. 2) We optimize the designed linear mapping using the criterion of maximizing the sum-rate in the MAC phase. We also redesign 5QAM-DNF based on rate maximization rather than maximizing the minimum Euclidean distance [5] . 3) We introduce source coding (SC) for compressing the LNCC alphabet over the hybrid finite ring into the unifying 4-ary alphabet. This avoids performance degradation for the BC phase transmission. 4) We derive the constellation constrained sum-rate for HFR-LPNC and 5QAM-DNF [5] (as the benchmark) and explicitly characterize the rate difference between them.
Notations: we use upper case characters to denote random variables, e.g., X, and lower case characters to denote its numerical value, e.g., x. We use capital and small bold fonts to denote matrices and vectors, respectively. E{·} denotes the statistical expectation operator.
II. PRELIMINARIES, SYSTEM MODEL AND DESIGN
In this section, we first provide some preliminary definitions of modern algebra; then, we describe the system model and the design of the proposed scheme in detail.
A. Algebraic Preliminaries
Let S(q) Δ = {0, 1, 2, . . . , q − 1} denote a finite set of the consecutive integers from 0 to q − 1. The cardinality of S(q) is denoted by |S(q)| = q. Clearly, the finite set S(q) is closed under modulo-q addition and multiplication [26] [27] : A semigroup is a set with an associative binary operation * defined on it.
Definition 2 [27] : A monoid is a semigroup G that contains an element e such that for any element a in G,
Then e is called an identity element of G with respect to the operation * .
Definition 3 [27] : A group is a monoid G in which for any element a of G, there exists an element a in G such that
where a is called an inverse of a, and vice versa, with respect to the operation * . A group G is said to be commutative if the binary operation * defined on it is commutative. Definition 4 [27] : A set R with two binary operations + and · forms an algebraic structure (R, +, ·), which is called a ring if and only if the following axioms for a, b, c ∈ R are satisfied: 1) (R, +) forms a commutative group; 2) (R, ·) forms a monoid; 3) the operation + distributes over the operation ·:
4)
If the operation · also satisfies the commutative law, then the ring is called commutative. Definition 5 [27] : A bijection is a function that defines an exact one-to-one correspondence between members of two sets of the same size.
Remark 1: (S(q), , ) forms a finite commutative ring since: 1) (S(q), ) forms a commutative group, in which the identity element with respect to is 0; 2) (S(q), ) forms a monoid since is associative and the identity element is 1; and 3) it is easy to verify that the operation distributes over .
Remark 2: (S(q), ) for non-prime q is not a group, since not all elements have inverses. For example, in S(6) = {0, 1, 2, 3, 4, 5} neither the even elements (2, 4) nor 3 have inverses, since no multiple of these numbers, taken modulo-6, can be 1. However the subset {1,5} forms a group under , again with 1 as the identity, since 5 is then its own inverse. In general, the non-zero elements in S(q) which are relatively prime to q form a group under .
Remark 3: Multiplication (using ) by a member a of S(q) constitutes a bijection of S(q) to itself if and only if a has an inverse under (a multiplicative inverse), since a bijective function is reversible, and clearly multiplication by the inverse must reverse the multiplication. Hence multiplication by any non-zero element in S(q) which is relatively prime to q constitutes a bijection. Similarly addition ( ) of any member of S(q) constitutes a bijection, since all elements have an additive inverse (under ). 
}, is called a hybrid finite ring.
B. MAC Phase
The TWRC involves two users (A and B) and one relay (R). It is assumed that both users adopt the Gray coded QPSK constellation with unity energy constraint. The constellation mapper is denoted as M S (·). In the MAC phase, the PNC allows A and B to simultaneously transmit signals. The electromagnetic signals are superimposed and received by the relay, given by
where
is the modulated symbol of user i, i ∈ {A, B} and s i represents the user data, which serves as the complementary side information (C-SI) for user i. Let h i , i ∈ {A, B} denote the channel gain between user i and R. We assume that two channels experience the independent and identically distributed (i.i.d.) frequency-flat Rayleigh fading with unit variance. The ratio h re Δ = h B /h A is referred to as the relative fading factor. The received signal is corrupted by complex Additive White Gaussian Noise (AWGN) n R with variance σ 2 w per complex dimension. {For simplicity, each user adopts the same transmission power of one unit. We define the average signal-to-noise-ratio (SNR) per information symbol as 1/2σ 2 w . We refer to
as the noiseless superimposed signal (SS).
C. Linear Mapping at Relay
The authors in [5] pointed out that if both users employ QPSK modulation, the original PNC [1] using bit-wise eXclusive-OR (XOR) mapping has a significant performance degradation when h re takes the values: ±j, ±(1/2)(1 ± j) and ±1 ± j, which are referred to as the singular points. In addition, when h re → 0 or ∞, performance is necessarily degraded, since one of the source-relay channels is severely faded.
Around these singular points, the bit-wise XOR mapping cannot distinguish the nearest neighboring SSs associated with different network coded combinations. Because of this backdrop, we propose to extend the linear mapping for PNC over the hybrid finite ring, which provides multiple decoding choices to distinguish the nearest neighboring SSs. Each SS is mapped into an element of the finite ring S(q). Note that the cardinality q may lie in the range 4 (described in [5] as a minimal mapping) to 16 (a full mapping). Hence, the initial hybrid finite ring is then given as S H (4, . . . , 16) =
{S(4), S(5), S(6), S(7), S(8), S(9), S(10), S(11), S(12), S(13), S(14), S(15), S(16)}.
In the proposed design, the relay R performs the linear mapping L to generate a linear network coded combination (LNCC) (where linearity is in the finite ring sense), taking the form
where α q and β q represent the linear coefficients of LNCC and
Given the received signal y R at the relay, the relay estimates the LNCC s
L based on the maximal likelihood (ML) rule. Integrating the designed linear mapping in (3) into the ML detection, we havê
where the summation includes all transmitted symbol pairs
The proposed HFR-LPNC generates several LNCCs in different finite rings and selects the one which can (in order of priority) 1) ensure the unambiguous decodability; 2) maximize the sum-rate in the MAC phase and 3) minimize the cardinality q of the ring (so as to minimize the required capacity in the BC phase). The details of the selection criteria for the coefficients of (3) are described in the following subsections.
D. Unambiguous Decodability of Linear Mapping
Each user should be able to decode the desired signal from the other user by exploiting the received LNCC and its C-SI.
This requires the linear mapping in (3) to be unambiguously decodable, that is:
which is called the exclusive law in [5] . For given s B , it defines a bijection from
, and similarly for given s A , a bijection from
Clearly, the unambiguous decoding is possible if and only if the pair (α q , β q ) is properly selected such that the linear mapping in (3) satisfies (7). Recall from Remark 3 above and the domain of α q and β q , that multiplication by α q or β q constitutes a bijection (and therefore satisfies (7)) if and only if the coefficient has a multiplicative inverse with respect to . This applies only to the non-zero elements of S(q) which are also relatively prime to q. Hence, the updated valid domain of α q and β q , denoted by Z q , is given by
Since the addition of any given element from S(q) also constitutes a bijection, then if α q and β q are selected from the above domain, (7) is automatically satisfied.
E. Search Space of Linear Coefficients
For a given q, we have (α q , β q ) ∈ Z q × Z q , where Z q × Z q indicates the search space of pair (α q , β q ). However, searching (α q , β q ) over such large search space requires a high computational complexity. The following Theorem 1 shows that the size of the search space can be reduced from |Z q | 2 to |Z q |. Theorem 1: The linear coefficient pairs (α q , β q ) ∈ 1 × Z q and (α q , β q ) ∈ Z q × Z q yield the same LNCC alphabet.
Proof: Let α q = 1 and β q ∈ Z q , ∀q ∈ {4, 5, 6, 7, 8}, we generate the following LNCC alphabet
Multiplying s
The algebraic associative law indicates that
where we define α q
where (α q , β q ) ∈ Z q × Z q . From Section II-A above, we know that S q in (10) is closed under the multiplication operation.
L and the proof of Theorem 1 is complete.
F. LPNC for Maximizing the Sum-Rate in MAC Phase
Recall from the rate region of PNC established in [3] , [4] that for HFR-LPNC, the sum-rate in the MAC phase strongly depends on the rate of LNCC, i.e., the mutual information between y R and s
The entropy H(Y R ) of the received signal is given by
The PDF of y R in (14) is calculated as
where (13) can be calculated as (17) , which is shown on the top of the next page, where (17) can be written in closed form. Hence, we use Monte-Carlo integration instead for computing (14) and (17) . As such, the mutual information in (13) is computed as
where M i , i ∈ {A, B}, is the cardinality of the user alphabet assuming that the channel input is uniformly distributed, a common assumption for current communication systems.
Based on the calculated I(Y R ; S (q) L ), the following Theorem 2 provides the rate region of the two users in the MAC phase given that HFR-LPNC is decoded at R. Note that unlike the conventional multiple access channels, the sum-rate or individual rate in the MAC phase of TWRC is in fact the rate achieved by the two users assuming that the BC phase is free from error. Similarly, the sum-rate or individual rate in the BC phase is in fact the rate achieved by the two users assuming that decoding at the relay is error-free. The
individual achievable rate of user i, i ∈ {A, B} in the MAC phase is denoted by R (1) i and the sum-rate in the MAC phase is denoted by R (1) AB . The proof of Theorem 2 is detailed in the Appendix. Theorem 2: For the proposed HFR-LPNC, the rate region in the MAC phase is given by
where we note the entropy of 4-bit binary tuple
L . The quantityŝ i denotes the recovered user symbol.
For a given channel state, the objective of the proposed design is to find an optimal linear mapping such that the sumrate bound of Theorem 2 is maximized. The results of (3) and (16) 
L ) depends on different LNCC, which in turn depends on the linear coefficient pair (α q , β q ). Therefore, we re-express the mutual information I(Y R ; S (q) L ) in terms of the linear coefficient pair (α q , β q ), which we write as
. Based on these, our final selection criterion to maximize the sum-rate is given by
where (α q ,β q ) is the returned linear coefficient pair. The objective function for optimization, defined as Δ(α q , β q ), is in fact the scaled (doubled) bound of sum-rate as given in (18) .
G. The Size-Reduced HFR-LPNC
In this subsection, we provide an approach which can reduce the size of the initial hybrid finite ring S H (4, . . . , 16) and hence results in a lower computational complexity. Here, we use the 5QAM-DNF as the performance benchmark. The sum rate of 5QAM-DNF in the MAC phase is denoted as R for all Re(h re ) = −2 : 2 do 4:
for all Im(h re ) = −2 : 2 do 5:
Make a set empty:
Compute R
AB (q) and R
AB,DNF ; 8:
if R
(1)
AB,DNF for a given q then; 9:
Include this q in the set: Q ← {Q ∪ q}; 10:
end if 11:
end for 12: end for 13: end for 14: end for 15: Let Q ← unique(Q), which corresponds to the selected finite rings.
We note that the above algorithm only selects those finite rings that could result in a superior performance for HFR-LPNC relative to 5QAM-DNF. Algorithm 1 returns a size-reduced hybrid finite ring, given as S H (4, 5, 8) = {S(4), S(5), S(8)} and excludes other finite rings in the initial hybrid finite ring S H (4, . . . , 16). We refer to the LPNC using hybrid finite ring S H (4, 5, 8) as the size-reduced HFR-LPNC. We plot the scaled sum-rate bound of the size-reduced HFR-LPNC in the MAC phase as shown in Fig. 1 , over the complex plane of h re when SNR = 10 dB. We are interested especially in singular fading points as discussed in Section II-C above, which tend to result in local minima of the sum-rate. Based on Fig. 1 , we have the following observations: 1) LPNC in S(4) cannot mitigate any singular fading points mentioned in Section II-C above. However, we note that it has a higher sum-rate bound (a scaled version in fact) around |h re | = 0 compared with that in S(5). 2) LPNC in S(5) mitigates the singular points around h re = ±j, h re = ±(1/2)(1 ± j) and h re = ±1 ± j. However, the sum-rate bound for S(5) is lower than those in other finite rings around |h re | = 0. It is interesting to note that despite causing exclusive law failure, singular fading does not reduce the sum-rate to zero. This is because typically only some symbol combinations are affected, resulting effectively in erasures of those symbols only. Note also that the sum-rate of the MAC phase is non-zero for h re = 0. In this case R (1)
A is nonzero; similarly for h A = 0.
Based on Theorem 2, the size-reduced HFR-LPNC only needs to search over q=4, 5, 8 |Z q | = 10 pairs of linear coefficients to select the optimal one. The computation complexity is thus reduced.
H. The Selection Algorithm for HFR-LPNC
In this subsection, we provide a selection algorithm for HFR-LPNC based on the selection criterion in (19) and Theorem 2. We note that after scaling by 1/h A , the SS in (2) can be reexpressed in terms of h re , and given as x * AB (h re ) = x A + h re x B . This indicates that the objective function in (19) is also a function of h re , and can be re-expressed as Δ(α q , β q , h re ).
Given a specific relative fading factor h re , the Algorithm 2 is proposed to determine the optimal HFR-LPNC to: 1) satisfy the unambiguous decoding in (7); 2) maximize the sum-rate in the MAC phase; and 3) minimize the cardinality q.
Algorithm 2 Optimal LPNC over Hybrid Finite Ring S H (4, 5, 8)
1: Given h re ; 2: for all q ∈ {4, 5, 8} do 3:
Make the rate set empty:
Compute Δ(α q , β q , h re ); 7:
Include it in the rate set:
end for 9: end for 10: Let Δ(α q , β q , h re ) max be the maximum value among all the rates: Δ(α q , β q , h re ) max = max(F I ); 11: Select (α q , β q ) ∈ 1 × Z q whose rate corresponds to Δ(α q , β q , h re ) max and with the smallest q (for minimal cardinality). 
I. BC Phase and Decoding of the Desired Signal
In the BC phase, transmitting HFR-LPNC poses a challenge as the linear mapping in hybrid finite ring requires irregular modulation and sacrifices spectral efficiency. This is similar to 5QAM in [5] . To tackle this challenge, we propose to use source coding (SC) to compress the LNCC alphabet over the hybrid finite ring into an unifying 4-ary alphabet. In this subsection, we firstly systematically describe the joint design of SC and HFR-LPNC; and then we determine the compression efficiency using SC; finally, we discuss the decoding procedure of the desired signal for each user.
The block diagram of the jointly designed HFR-LPNC and SC is shown in Fig. 2 . Based on different channel conditions, the HFR-LPNC detector generates the LNCC that maximizes the sum-rate in the MAC phase and also outputs the a priori probability of each LNCC. The conditional probability of LNCC over different S(q) is denoted as p(s (q)
L |q). Since S(4) and S(5) are subsets of S(8), the source encoder treats the hybrid finite ring S H (4, 5, 8) as a general S(8).
We can obtain the a priori probability of the unified LNCC as follows
where P (q) denotes the probability of the ring S(q) being selected, which can be obtained by a Monte-Carlo method averaging over a large number of channel realizations for Rayleigh fading TWRC. Note that the entropy of s (q) L obtained from its distribution for each channel and averaged over all channels is the same as that obtained from the distribution averaged over all channels.
In the proposed design, we apply classical Huffman coding to compress the LNCC alphabet into a unifying 4-ary alphabet using the above a priori probability. The output sequence of source encoder, namely, the compressed LNCC, is denoted ass
The entropy of LNCC provides a bound on the compressed length for jointly designed HFR-LPNC and SC. Based on the a priori probability in (20), we simulate the entropy and average length of compressed LNCC, as shown in Fig. 3 , which shows that the average length of compressed LNCC is very close to the entropy of LNCC and they both strongly depend on the SNR: they vary inversely with the SNR. This can also be confirmed by the distribution of LNCC s (q) L , as illustrated in Fig. 4 . From  Fig. 4 , we can observe that when SNR is high, LNCC s (q) L is more uniformly distributed over S (4) .
We note that for rings other than S(4) and S(8) the distribution of s (q)
L over the elements is not uniform, and that this non-uniformity increases with SNR, thus reducing entropy. We note also that the minimum cardinality constraint in Algorithm 2 causes S(4) to be selected more often at higher SNR, and hence entropy tends to 2 bits/symbol as SNR increases. On the other hand at low SNR the larger rings S(5) and S(8) result in less 'quantization error', which offers a superior denoise performance and hence higher mutual information, and hence they are more frequently selected and entropy is increased.
For comparison, the entropy per network coded symbol of 5QAM-DNF [5] is also shown in Fig. 3 , in which the selection criterion of the mapping is the minimum-distance algorithm. For this algorithm, the mapping depends only on the channel, and is not affected by the SNR, and hence the average entropy is constant with SNR. In contrast, our HFR-LPNC scheme using the mutual information criterion is able to adapt the network coded entropy, and hence the required information rate on the relay-user link, according to the SNR.
The relay R maps the compressed LNCC onto the modulated symbol, given as
, where M R (·) is the relay constellation mapper using QPSK modulation. The relay then broadcasts x R to A and B. The received signal at each user is given by
where n i is the complex AWGN at user i, i ∈ {A, B}. Each user decompresses the received unified 4-ary LNCC to recover the original LNCC s (q) L over the hybrid finite ring S H (4, 5, 8) . Thanks to the unambiguous decodability in (7), user A decodes its desired signal s B by exploiting s (q) L and its C-SI s A according tô
where d H (X, Y ) denotes the Hamming distance between the quantities X and Y andŝ B represents the decoded version of s B . User B applies the same decoding pattern to recover its desired signal s A .
J. HFR-LPNC With Diversity Reception
In this subsection, we investigate diversity reception for HFR-LPNC, where the relay can observe multiple replicas of the transmitted signals. Regarding frequency-selective multipath fading scenarios, we consider the same scenario as in [5] where a perfect equalizer is assumed. In such circumstance, the proposed HFR-LPNC should have the capability of diversity reception. Given that the relay uses D-branch diversity, the received signal is expressed as
T . The metric of the mapping selection of the proposed HFR-LPNC in (19) , is rewritten as
where the mutual information
K. HFR-LPNC With 16QAM
In this subsection, we investigate the HFR-LPNC using 16QAM. We adopt the Algorithm 1 to check the finite ring with size q = 16 to 32, where those finite rings which can provide a superior sum-rate compared with the 29QAM-DNF in [5] are picked out. Based on this and the algebraic preliminaries in Section II, we list valid domain as Z q of α q and β q of selected finite rings, given by 
where we note that the proposed HFR-LPNC with 16QAM would need to search over 30 q=16 |Z q | = 230 codes while the 29QAM-DNF needs to search over 400 codes.
III. BENCHMARKS
In this section, we introduce several schemes in existing literature to use as the benchmarks.
A. Benchmark 1: Rate Based 5QAM-DNF
The selection criterion for the original 5QAM-DNF in [5] , namely, the minimum-distance algorithm, is intended to maximize the minimum Euclidean distance (MED). The pros and cons of HFR-LPNC and 5QAM-DNF can be summarized as: 1) the proposed HFR-LPNC requires selection of coefficients for the linear (3), based on the ring while 5QAM-DNF requires an exhaustive search over a wider range of possible mappings; 2) the mapping selection method of HFR-LPNC is based on sum-rate maximization while that of 5QAM-DNF is based on distance profile; and 3) the joint design of HFR-LPNC and source coding can avoid the irregular mapping, e.g., 5QAM.
However, we note that the MED based mapping selection approach for 5QAM-DNF cannot guarantee the maximum sumrate in the MAC phase. To this end, we improve the selection criterion of 5QAM-DNF. Algorithm 3 is the improved selection algorithm. Using this improved selection criterion, we obtain a rate based 5QAM-DNF, which is used as a benchmark.
Algorithm 3 Rate based 5QAM-DNF Mapping Selection
1: Obtain possible best codes by using the design method based on the Closest-neighbour clustering [5] : C 0 , . . . , C 9 , where C q (q ∈ Z 10 ) is the mapping function of 5QAM-DNF, which is shown in the Make the rate set empty:
Compute the I(Y R ; S C q ).
7:
: end for 9: end for; 10: Let I(Y R ; S C q ) max be the maximum value among all the rates. 11: Select C q whose rate corresponds to I(Y R ; S C q ) max . 12: Select one of such codes with the minimum cardinality.
B. Benchmark 2: DSTC Based PNC
The novel DSTC-PNC proposed by Muralidharan and Rajan in [11] is also considered as a benchmark. Clearly, the DSTC-PNC scheme has several advantages: 1) the relay only employs the bit-wise XOR mapping which does not need to adapt to the channels; 2) both users do not necessarily know the CSI; and 3) DSTC based PNC exploits the distance profile to avoid the singular fade states.
We note that the DSTC-PNC based on constructions 1 and 2 in [11] achieve the almost equal performance in Rayleigh fading TWRC. Therefore we only choose construction 2 for simplicity.
C. Benchmark 3: Precoding Based PNC
In [16] , Wang, Ding, Dai and Vasilakos proposed a precoding based PNC for the generalized MIMO Y channels. We also use this precoding based PNC as a benchmark. Similar to DSTC-PNC, the precoding based PNC resolves the singular fade states when two user transmit their signals. Hence, the relay only needs to employ the simple XOR mapping. However, such a precoding based PNC scheme requires CSIT.
D. Benchmark 4: CPF
The CPF is a promising technique which can 'harness' the interference over multiple access relay network. In this subsection, we introduce CPF as the benchmark and provide some details of CPF.
Assuming that there is a discrete subring of C, denoted by R, forming a principal ideal domain (PID). The most widely- The decoding algorithm at the relay is the same as that in [24] and [25] , where the authors measured the the mutual information between received signal at the relay and network coded symbol, which is referred to as the achievable computation rate.
IV. SUM-RATE ANALYSIS AND EVALUATION
In this section, we analyze and evaluate the sum-rate of the proposed HFR-LPNC in TWRC.
A. Sum-Rate Analysis for HFR-LPNC
Based on Theorem 2 and the returned linear coefficients for maximizing the sum-rate in (19) , the rate region of HFR-LPNC in the MAC phase is given by
Due to the nature of network coding, the individual achievable rates of users A and B in the BC phase are in fact bounded by the point-to-point channel capacities, given by
B ≤
where I(Y i ; X R ) is the mutual information between received signal at user i and the transmitted signal from R. The quantity R (2) i denotes the individual achievable rate of user i in the BC phase.
The sum-rate in the BC phase, denoted by R
AB , is then given by
Based on the results of (27)- (29), the rate region (in terms of end-to-end transmission) of HFR-LPNC in TWRC yields
where the mutual information is determined using the MonteCarlo integration. The quantity R i represents the end-to-end achievable rate of user i and R AB is the overall sum-rate.
B. Sum-Rate Comparison
In this subsection, we evaluate and compare the average sum-rates (in terms of end-to-end transmission) for the jointly designed HFR-LPNC and SC, the original and improved 5QAM-DNF schemes in the TWRC. We assume that all channel links in TWRC experience quasi-static i.i.d. frequencyflat Rayleigh fading, i.e., each channel coefficient is modelled as a zero-mean complex Gaussian random variable with unit variance. Fig. 5 shows the average sum-rates against SNR for all schemes on the Rayleigh fading TWRC. Based on Fig. 5 , we have the following observations: 1) the joint HFR-LPNC/SC scheme outperforms the others; and 2) the improved 5QAM-DNF is superior to the original design in the low SNR regime. The sum-rate of the joint design of HFR-LPNC and SC is higher than that of the original 5QAM-DNF by about 0.3 bits/symbol at best (where SNR ≈ 0 dB). We can see that the HFR-LPNC achieves a performance equal to DSTC-PNC over a wide range of SNRs. However, it is difficult to say which of HFR-LPNC and DSTC-PNC is to be preferred. This is because: 1) HFR-LPNC needs to adapt to the channels while DSTC-PNC does not; 2) DSTC-PNC would require four phases to form a whole data exchange; 3) DSTC-PNC requires the channel coefficients in the first two MAC phases to remain static (although it can split a MAC phase into two sub-MAC phases this requires precise network synchronization); and 4) it is not known whether or not the DSTC-PNC is delay-robust. The precoding based PNC definitely provides the best performance as it completely eliminates the singular fading at each user. However, it requires CSIT. We know that when the compression is not employed, the relay might choose QPSK, 5QAM or 8PSK to transmit the LNCC in the BC phase, depending on the selected linear mapping. We can observe that the HFR-LPNC without compression is slightly degraded compared with that with the compression. This implies that the BC might be a bottleneck in the low SNR regime. However, in the moderate-to-high SNR regime, the degradation of the HFR-LPNC without the compression reduces. This is because in the moderate-to-high SNR regime, the ring S(4) is more frequently selected such that even though the compression is not employed, the performance degradation is not too great. Fig. 6 depicts the end-to-end average sum-rate against SNR in flat-fading Rayleigh fading channels where 16QAM is used in the MAC phase. The simulation results show that when the 16QAM is adopted by both users, the proposed HFR-LPNC still outperforms both the rate based 5QAM-DNF and the original 5QAM-DNF. Clearly, the proposed design has the capability to accommodate in a higher-order modulation system. Fig. 7 shows the end-to-end average sum-rate against SNR in frequency-selective 3-path Rayleigh fading channels with different exponential decaying (ED) profiles. As in [5] , we assume that all the nodes employ the optimum equalizer to deal with the delayed waves. The simulation results show that the proposed HFR-LPNC still outperforms the 5QAM-DNF in the frequency-selective fading scenario, which confirms that our proposed HFR-LPNC has the capability of diversity reception. Fig. 8 shows the end-to-end average sum-rate against SNR in Rayleigh fading channels with the estimation error of noise variance (EENV), denoted by Δσ 2 . We observe that if the EENV is not too large (Δσ 2 < 0.015), the performance degradation due to the EENV is negligible. We also observe that in the low-to-moderate SNR regime, the proposed HFR-LPNC still outperforms 5QAM-DNF which is based on the MED selection criterion, even for larger EENV. Note that because the mapping selection criterion depends on noise variance, it is sensitive to EENV. However we have shown that the performance degradation in HFR-LPNC due to this is negligible for EENV < 0.015, and the scheme still outperforms 5QAM-DNF for low to medium SNR, even with larger EENV. Fig. 9 shows the sum-rate comparison between HFR-LPNC and CPF. We can observe that the proposed HFR-LPNC is superior to CPF. This is because that for the CPF with Z[ω]-lattice over F 4 , each dimension of the quotient Z[ω]-module Λ/Λ , i.e., Z[ω]/2Z[ω], is not optimized for power constraint. We also simulate the sum-rate in the MAC phase against the relative fading h re when SNR = 10 dB, for both schemes, as seen in Fig. 10 . We can clearly see that CPF over F 4 has severe performance degradation if |h re | ≤ 0.5. We can see that on the whole complex plane of h re , the area of rate degradation for CPF over F 4 is larger than that for HFR-LPNC.
V. CONCLUDING REMARKS
We have proposed a novel linear physical-layer network coding scheme in hybrid finite ring (HFR-LPNC) for Rayleigh fading two-way relay channels. The relay node generates linear network coded combinations over a hybrid finite ring by properly selecting the linear coefficients. The selection criterion ensures unambiguous decoding and maximizes the sum-rate in the MAC phase. To prevent the performance degradation caused by high-order mapping employed in the BC phase, jointly designed HFR-LPNC and source coding is used to compress the LNCC alphabet over the hybrid finite ring into a unified 4-ary alphabet. We have derived constellation constrained sumrates for HFR-LPNC and 5QAM denoise-and-forward (5QAM-DNF) [5] and further explicitly characterized the rate difference between HFR-LPNC and 5QAM-DNF. Our analysis and simulation show that our HFR-LPNC is superior to the 5QAM-DNF scheme over a wide range of SNRs.
Significant further work is required on the joint design of channel coding and HFR-LPNC. In particular, such a joint design should aim to: 1) achieve the derived sum-rate; 2) deal with the amplitude, phase and symbol synchronization; and 3) deal with the multi-path fading.
APPENDIX PROOF OF THEOREM 2
Proof: Assume that the MAC phase is free from errors. Then the mapping procedure for s L is not uniformly distributed.
The sequence of 16-ary symbols s AB is denoted as s AB whose length is also equal to N . We note that s AB is uniformly distributed with the probability of 1/16 as it is drawn from two QPSK alphabets. Let b AB denote the binary representation of s AB , where the length of b AB is L = log 2 (16) × N = 4N . An element of b AB is denoted as b AB . Clearly, b AB is uniformly distributed since s AB is uniformly distributed. Hence we have H(B AB ) = log 2 (2) = 1.
We note that the entropy of s (q) L is constant during the whole mapping procedure. According to Shannon's variable-length source coding theorem, we have
where ε = (1/L) → 0 as L = 4N → ∞. Hence (31) can be further written asK Based on this, we know that when N → ∞ the average code rate of the equivalent source encoder, denoted byR, is then given asR = H(S (q) L )/4. Now we consider a distorted MAC phase. We note that the relay can receive up to R 
Based on (33), the input rate with respect to s AB , namely, the sum-rate in the MAC phase, R (1) AB , should be bounded by
Let P e,i {s
L } denote the error rate of the BC phase at user i, wheres 
Here R i , i ∈ {A, B} denotes the end-to-end achievable rate. The results of (35) and (36) can be used to measure the individual achievable rate of each user in the MAC phase. We understand that if the BC phase is error-free, the end-toend achievable rate of B can be calculated as 
This completes the proof of Theorem 2.
