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Résumé
La recherche d’une borne supérieure au temps d’exécution d’un programme est
une partie essentielle du processus de vérification de systèmes temps-réel critiques. Les
programmes de tels systèmes ont généralement des temps d’exécution variables et il
est difficile, voire impossible, de prédire l’ensemble de ces temps possibles. Au lieu de
cela, il est préférable de rechercher une approximation du temps d’exécution pire-cas
ou Worst-Case Execution Time (WCET).
Une propriété cruciale de cette approximation est qu’elle doit être sûre, c’est-à-dire
qu’elle doit être garantie de majorer le WCET. Parce que nous cherchons à prouver
que le système en question se termine en un temps raisonnable, une surapproximation
est le seul type d’approximation acceptable.
La garantie de cette propriété de sûreté ne saurait raisonnablement se faire sans
analyse statique, un résultat se basant sur une série de tests ne pouvant être sûr sans
un traitement exhaustif des cas d’exécution. De plus, en l’absence de certification du
processus de compilation (et de transfert des propriétés vers le binaire), l’extraction de
propriétés doit se faire directement sur le code binaire pour garantir leur fiabilité.
Toutefois, cette approximation a un coût : un pessimisme – écart entre le WCET
estimé et le WCET réel – important entraîne des surcoûts superflus de matériel pour
que le système respecte les contraintes temporelles qui lui sont imposées. Il s’agit donc
ensuite, tout en maintenant la garantie de sécurité de l’estimation du WCET, d’amé-
liorer sa précision en réduisant cet écart de telle sorte qu’il soit suffisamment faible
pour ne pas entraîner des coûts supplémentaires démesurés.
Un des principaux facteurs de surestimation est la prise en compte de chemins
d’exécution sémantiquement impossibles, dits infaisables, dans le calcul duWCET. Ceci
est dû à l’analyse par énumération implicite des chemins ou Implicit Path Enumeration
Technique (IPET) qui raisonne sur un surensemble des chemins d’exécution. Lorsque
le chemin d’exécution pire-cas ou Worst-Case Execution Path (WCEP), correspondant
au WCET estimé, porte sur un chemin infaisable, la précision de cette estimation est
négativement affectée.
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Afin de parer à cette perte de précision, cette thèse propose une technique de
détection de chemins infaisables, permettant l’amélioration de la précision des analyses
statiques (dont celles pour le WCET) en les informant de l’infaisabilité de certains
chemins du programme. Cette information est passée sous la forme de propriétés de
flot de données formatées dans un langage d’annotation portable, FFX, permettant
la communication des résultats de notre analyse de chemins infaisables vers d’autres
analyses.
Les méthodes présentées dans cette thèse sont inclues dans le framework OTAWA,
développé au sein de l’équipe TRACES à l’IRIT. Elles usent elles-mêmes d’approxi-
mations pour représenter les états possibles de la machine en différents points du pro-
gramme. Ce sont des abstractions maintenues au fil de l’analyse, et dont la validité est
assurée par des outils de la théorie de l’interprétation abstraite. Ces abstractions per-
mettent de représenter de manière efficace – mais sûre – les ensembles d’états pour une
classe de chemins d’exécution jusqu’à un point du programme, et de détecter d’éven-
tuels points du programme associés à un ensemble d’états possibles vide, traduisant
un (ou plusieurs) chemin(s) infaisable(s).
L’objectif de l’analyse développée, la détection de tels cas, est rendue possible par
l’usage de solveurs SMT (Satisfiabilité Modulo des Théories). Ces solveurs permettent
essentiellement de déterminer la satisfiabilité d’un ensemble de contraintes, déduites à
partir des états abstraits construits. Lorsqu’un ensemble de contraintes, formé à partir
d’une conjonction de prédicats, s’avère insatisfiable, aucune valuation des variables de
la machine ne correspond à un cas d’exécution possible, et la famille de chemins associée
est donc infaisable.
L’efficacité de cette technique est soutenue par une série d’expérimentations sur
divers suites de benchmarks, reconnues dans le domaine du WCET statique et/ou
issues de cas réels de l’industrie. Des heuristiques sont configurées afin d’adoucir la
complexité de l’analyse, en particulier pour les applications de plus grande taille. Les
chemins infaisables détectés sont injectés sous la forme de contraintes de flot linéaires
dans le système de Programmation Linéaire en Nombres Entiers ou Integer Linear
Programming (ILP) pilotant le calcul final de l’analyse WCET d’OTAWA. Selon le
programme analysé, cela peut résulter en une réduction du WCET estimé, et donc une
amélioration de sa précision.
Mots-clés : systèmes temps-réel, WCET, analyse statique, interprétation abstraite,
SMT, chemins infaisables, langage machine.
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Lookup of data flow properties to improve worst-case execution
time estimations
Jordy Ruiz
Abstract
The search for an upper bound of the execution time of a program is an essential part
of the verification of real-time critical systems. The execution times of the programs
of such systems generally vary a lot, and it is difficult, or impossible, to predict the
range of the possible times. Instead, it is better to look for an approximation of the
Worst-Case Execution Time.
A crucial requirement of this estimate is that it must be safe, that is, it must be
guaranteed above the real WCET. Because we are looking to prove that the system in
question terminates reasonably quickly, an overapproximation is the only acceptable
form of approximation.
The guarantee of such a safety property could not sensibly be done without static
analysis, as a result based on a battery of tests could not be safe without an exhaustive
handling of test cases. Furthermore, in the absence of a certified compiler (and tech-
nique for the safe transfer of properties to the binaries), the extraction of properties
must be done directly on binary code to warrant their soundness.
However, this approximation comes with a cost : an important pessimism, the gap
between the estimated WCET and the real WCET, would lead to superfluous extra
costs in hardware in order for the system to respect the imposed timing requirements.
It is therefore important to improve the precision of the WCET by reducing this gap,
while maintaining the safety property, as such that it is low enough to not lead to
immoderate costs.
A major cause of overestimation is the inclusion of semantically impossible paths,
said infeasible paths, in the WCET computation. This is due to the use of the Impli-
cit Path Enumeration Technique (IPET), which works on an superset of the possible
execution paths. When the Worst-Case Execution Path (WCEP), corresponding to the
estimated WCET, is infeasible, the precision of that estimation is negatively affected.
In order to deal with this loss of precision, this thesis proposes an infeasible paths
detection technique, enabling the improvement of the precision of static analyses (na-
mely for WCET estimation) by notifying them of the infeasibility of some paths of
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the program. This information is then passed as data flow properties, formatted in the
FFX portable annotation language, and allowing the communication of the results of
our infeasible path analysis to other analyses.
The methods hereafter presented are included in the OTAWA framework, developed
in TRACES team at the IRIT lab. They themselves make use of approximations in
order to represent the possible states of the machine in various program points. These
approximations are abstractions maintained throughout the analysis, and which validity
is ensured by abstract interpretation tools. They enable us to represent the set of states
for a family of execution paths up to a given program point in an efficient – yet safe –
way, and to detect the potential program points associated to an empty set of possible
states, signalling one (or several) infeasible path(s).
As the end goal of the developed analysis, the detection of such cases is made
possible by the use of Satisfiability Modulo Theory (SMT) solvers. Those solvers are
notably able to determine the satisfiability of a set of contraints, which we deduct from
the abstract states. If a set of constraints, derived from a conjonction of predicates,
is unsatisfiable, then there exists no valuation of the machine variables that match a
possible execution case, and thus the associated infeasible paths are infeasible.
The efficiency of this technique is asserted by a series of experiments on various
benchmarks suites, some of which widely recognized in the domain of static WCET,
some others derived from actual industrial applications. Heuristics are set up in order to
soften the complexity of the analysis, especially for the larger applications. The detected
infeasible paths are injected as Integer Linear Programming (ILP) linear data flow
constraints in the final computation for the WCET estimation in OTAWA. Depending
on the analysed program, this can result in a reduction of the estimated WCET, thereby
improving its precision.
Keywords : real-time systems, WCET, static analysis, abstract interpretation,
SMT, infeasible paths, machine language.
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1
Introduction
Problématique, systèmes temps-réel critiques
Les erreurs, pannes, comportements inattendus ou lenteurs excessives des pro-
grammes informatiques font partie de la vie quotidienne de nombreuses personnes.
Souvent, les conséquences sont bénignes : il suffit d’attendre, de corriger, de relancer
le programme voire le système. Parfois, ces problèmes entraînent des désagréments de
l’ordre de la perte de données, ou de ressources, ou incapacitent un système jusqu’à
l’intervention d’un réparateur.
Toutefois, pour certains systèmes, les conséquences d’un comportement défectueux
peuvent avoir des conséquences humainement et/ou financièrement lourdes, voire ca-
tastrophiques, tel l’échec du vol inaugural de la fusée Ariane 5, qui explosa en vol. De
tels systèmes sont dits critiques. Pour les systèmes embarqués comme des satellites,
c’est parfois la difficulté d’intervention qui justifie la criticité du système. Certaines
applications, dites temps-réel, doivent satisfaire en particulier des contraintes tempo-
relles. Lorsque des dépassements de ces contraintes peuvent conduire à des situations
critiques, elles sont dites de temps-réel strict, comme par exemple pour le système de
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pilotage d’un avion.
Après leur développement, les programmes sont généralement testés afin de minimi-
ser ces risques, souvent par une longue série d’exécutions visant à détecter d’éventuels
problèmes avant le déploiement. Cependant, tous les cas d’utilisation ne peuvent pas
être couverts par ces méthodes expérimentales, qui n’offrent donc aucune garantie.
Les systèmes critiques nécessitent une analyse statique des programmes, de préférence
directement sur leur forme exécutable, pour maximiser la précision et la fiabilité des
résultats obtenus, qui ne devront ainsi pas passer par un difficile processus de transfert
de propriétés depuis un langage de plus haut niveau.
La recherche d’une borne supérieure au temps d’exécution d’un programme est
une partie essentielle du processus de vérification de systèmes temps-réel critiques. Les
programmes de tels systèmes ont généralement des temps d’exécution variables et il
est difficile, voire impossible, de prédire l’ensemble de ces temps possibles. Au lieu de
cela, il est préférable de rechercher une approximation du Temps d’Exécution Pire-Cas
ou Worst-Case Execution Time (WCET).
Une propriété cruciale de cette approximation est qu’elle doit être sûre, c’est-à-
dire qu’elle doit être garantie être une majoration du WCET réel. Parce que nous
cherchons à prouver que le système en question se termine en un temps raisonnable,
une surapproximation est le seul type d’approximation acceptable.
Toutefois, cette approximation a un coût : un pessimisme – l’écart entre le WCET
estimé et le WCET réel – important entraîne des surcoûts superflus de matériel pour
que le système respecte les contraintes temporelles qui lui sont imposées. Il s’agit donc
ensuite, tout en maintenant la garantie de sûreté de l’estimation du WCET, d’améliorer
sa précision en réduisant cet écart de telle sorte qu’il soit suffisamment faible pour ne
pas entraîner des coûts supplémentaires démesurés.
Un des principaux facteurs de surestimation est la prise en compte de chemins
d’exécution sémantiquement impossibles, dits infaisables, dans le calcul duWCET. Ceci
est dû à l’analyse par énumération implicite des chemins ou Implicit Path Enumeration
Technique (IPET) qui raisonne sur un surensemble des chemins d’exécution. Lorsque
le chemin d’exécution pire-cas ou Worst-Case Execution Path (WCEP), correspondant
au WCET estimé, porte sur un chemin infaisable, la précision de cette estimation est
négativement affectée.
Afin de parer à cette perte de précision, ces chemins infaisables doivent être détec-
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tés et cette information passée à d’autres analyses statiques pour le WCET. Afin de
garder une portée large, notre analyse doit être aussi indépendante que possible des
particularités des différents outils de calcul du WCET, de telle sorte que les résultats
obtenus puissent être exploités par toute analyse statique de programmes binaires.
Contributions
Les contributions de cette thèse sont les suivantes.
Nous proposons un domaine abstrait et des outils pour l’interprétation d’un pro-
gramme binaire avec cette abstraction, et l’adaptons pour gérer les difficultés de l’ana-
lyse de code binaire, comme l’adressage des données dans la pile ou l’arithmétique sur
n bits. Les états abstraits définis par ce domaine représentent l’exécution de régions
du programme, en fonction d’un ensemble de paramètres. Nous montrons comment ces
états peuvent être composés pour rendre l’analyse de programme modulaire.
Nous proposons une méthode pour détecter des chemins infaisables par analyse sta-
tique sur un programme binaire, en exploitant des techniques modernes de résolution
de problèmes Satisfiabilité Modulo des Théories (SMT). En particulier, des avancées
récentes dans le domaine des problèmes de satisfiabilité ont permis l’extension des sol-
veurs SMT pour l’extraction efficace de sous-ensembles minimaux insatisfiables (unsat
cores). Nous utiliserons cette fonctionnalité des solveurs pour factoriser et minimiser
des familles de chemins infaisables, facilitant ainsi leur exploitation.
Enfin, nous implémentons l’ensemble de ces techniques dans un outil d’analyse
statique, et testons son efficacité, en termes de découverte de chemins infaisables et
de leur impact sur le WCET, sur des suites de programmes, dont certaines sont issues
d’applications temps-réel pour des systèmes critiques.
Organisation du manuscrit
Ce document est structuré de la façon suivante :
Le Chapitre 2 pose le contexte de la thèse, et détaille le problème ciblé. Nous y dres-
sons un état de l’art des techniques permettant d’effectuer et d’améliorer la précision
d’une évaluation sûre du WCET, en particulier grâce aux techniques d’analyse statique,
d’interprétation par énumération des chemins et d’interprétation abstraite. Nous moti-
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vons le problème des chemins infaisables et détaillons les techniques existantes autour
de leur détection, de leur expression et de leur exploitation pour l’amélioration du
WCET, en soulignant leurs avantages et inconvénients, notamment en terme de sûreté,
de précision et de complexité.
Le Chapitre 3 pose les fondements des travaux de la thèse. Nous y détaillons les
structures utilisées pour représenter le programme et la machine, ainsi que des abstrac-
tions de ces derniers. Le choix et la construction des abstractions est un point crucial
pour l’efficacité d’une telle analyse de programme. Nous procédons alors par raffine-
ments successifs d’abstractions des états de la machine, en partant des états concrets
vers un domaine plus complexe et adapté à nos fins. Enfin, des outils d’interprétation
abstraite sont mis en place pour permettre la vérification de la validité de l’analyse et
de ses résultats, dans une optique de surestimation du WCET.
Le Chapitre 4 développe des méthodes de parcours de programmes binaires, afin
de construire une analyse de flot de données, en se basant sur les structures définies
au Chapitre 3. Nous procédons une fois de plus par raffinements successifs pour définir
l’algorithme de parcours de graphe nous servant à analyser un programme et en extraire
des propriétés. Nous exploitons des propriétés de composabilité des structures définies
au Chapitre 3 pour développer une analyse efficace, capable de détecter des propriétés
dépendantes ou non des contextes d’appels, ou encore valides pour toute itération d’une
boucle.
Le Chapitre 5 utilise les informations de flot de données positionnées sur les points
importants du programmes par l’analyse développée au Chapitre 4 pour détecter des
chemins infaisables. Nous testons pour cela la satisfiabilité des états abstraits issus
de l’interprétation de différents chemins du programme, c’est-à-dire que nous vérifions
qu’ils indiquent au moins un état possible de la machine prenant ce chemin. Nous
transformons ce test en problème de décision, et utilisons un outil de résolution de pro-
blème SMT pour y répondre. Dans le cas où ce solveur SMT signale une insatisfiabilité
de ce problème, un tel état du programme est garanti impossible, et le chemin asso-
cié est par conséquent infaisable. L’usage d’une fonctionnalité particulière à certains
solveurs SMT, l’extraction de sous-ensemble minimaux insatisfiables, nous permet d’ex-
primer les chemins infaisables ainsi obtenus sous la forme de conflits entre arcs. Nous
factorisons ainsi les chemins infaisables obtenus en les représentant sous cette forme
minimale, en incluant aussi peu d’arcs que possible. Nous facilitons ainsi l’exploitation
de ces chemins infaisables, et réduisons le coût de complexité de leur prise en compte
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pour l’amélioration du calcul du WCET.
L’efficacité de l’analyse est ensuite attestée par son implantation dans le frame-
work d’analyse statique de programme OTAWA, et par une série d’expérimentations
sur des benchmarks pertinents au domaine des systèmes temps-réel critiques. Nous
démontrons une complexité d’analyse raisonnable, capable d’analyser des programmes
de bonne taille, ainsi que, malgré une grande variabilité, des gains de précision sur le
WCET estimé après prise en compte des chemins infaisables détectés par injection de
contraintes de flot de contrôle dans le calcul du WCET.
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2.1 Temps d’exécution pire-cas (WCET)
2.1.1 Introduction : systèmes temps-réel critiques
La garantie de fiabilité (ou certification) d’un système critique passe par trois points
majeurs :
• la preuve de correction : il s’agit là de prouver que les fonctions du systèmes
respectent une spécification qui correspond au comportement attendu ;
• la preuve de terminaison : il s’agit là de prouver que le programme termine ;
• la vérification de contraintes non-fonctionnelles : il peut s’agir de prouver que le
programme respecte des limites de consommation de ressources, des contraintes
de disponibilité, des délais d’exécution, etc.
Ce dernier point est critique pour les systèmes temps-réels exécutant des tâches dont
le temps d’exécution doit absolument être inférieur à des normes de sûreté. Un dépas-
sement de ces normes, même extrêmement improbable, mettrait en danger la fiabilité
de certains systèmes, comme par exemple le système de freinage d’une voiture. C’est
sur ce type de système que les batteries de test sont particulièrement inefficaces : une
anomalie se produisant dans un milliardième des cas d’exécution ne serait probable-
ment pas détectée, mais elle aurait des conséquences sur un système largement répandu
et fréquemment utilisé, comme le système de freinage d’une voiture. Un exemple ré-
cent de telles conséquences est celui d’un accident fatal dû à un dysfonctionnement du
système de freinage de la 2005 Toyota Camry, en Septembre 2007 [92]. Le processus
de certification n’avait pas été intégralement respecté, et la compagnie automobile fut
condamnée.
Ce cas souligne l’importance d’une évaluation fiable du Temps d’Exécution Pire-Cas
ou Worst-Case Execution Time (WCET) pour les systèmes temps-réel critiques.
Remarque. La portée de cette thèse se limitant à cette dernière partie de la certifica-
tion, il sera fait l’hypothèse que les programme analysés sont corrects et se terminent.
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2.1.2 Problème
Le problème de l’évaluation du WCET est un problème beaucoup trop difficile 1
pour qu’une réponse exacte puisse être donnée pour des programmes non-triviaux,
en particulier lorsque l’on doit prendre en compte des effets complexes du matériel
(caches. . .). A défaut d’en connaître la valeur exacte, il s’agit donc de trouver une
surestimation de ce temps d’exécution pire-cas.
Figure 2.1 – Évaluation du WCET
La Figure 2.1 présente ce problème. La courbe délimitant la zone claire représente la
distribution des temps d’exécution, c’est-à-dire les différents temps d’exécution que le
programme peut prendre et leur probabilité sur un ensemble défini de cas d’utilisation
possibles. L’aire de cette courbe délimite à droite le WCET réel, le temps d’exécution le
plus élevé que le programme peut effectivement avoir, et à gauche le plus faible, parfois
appelé Temps d’Exécution Meilleur-Cas ou Best-Case Execution Time (BCET).
L’aire plus sombre désigne les résultats qui pourraient être obtenus pour une série de
tests. Cette série de tests détermine la valeur du temps d’exécution maximum observé :
c’est une sous-estimation expérimentale du WCET.
Une analyse visant à évaluer le WCET pour un système critique doit être :
• sûre, c’est-à-dire que le WCET obtenu doit être garanti supérieur au WCET réel
(cf. Figure 2.2, inspirée de Engblom et al. [39]) ;
1. Sa résolution implique d’ailleurs celle du problème de terminaison, qui est même indécidable
dans le cas général, pour des programmes trop complexes.
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Figure 2.2 – Sûreté de l’estimation du WCET
• précise, c’est-à-dire aussi proche du WCET réel que se peut, tout en restant
toutefois une surapproximation.
Cette approximation a un coût : afin que le système puisse garantir les délais im-
posés, une surestimation importante du WCET peut entraîner une surestimation des
besoins matériels, et des surcoûts superflus. La différence de temps entre le WCET réel
et le WCET surestimé est le pessimisme. L’objectif de l’affinage des analyses WCET
est donc de réduire ce pessimisme tout en garantissant leur validité, c’est-à-dire en four-
nissant la preuve que l’estimation est toujours supérieure au WCET réel. L’efficacité
de ces analyses est liée au pessimisme qu’elles introduisent (idéalement nul).
Ceci rend l’efficacité des analyses de calcul du WCET difficiles à évaluer sur des
programmes non-triviaux : le WCET réel étant inconnu pour de tels programmes,
le pessimisme l’est lui aussi. Il est possible de comparer le WCET obtenu par diffé-
rentes analyses sur un même programme ou encore de comparer le résultat au temps
d’exécution maximum observé, mais une estimation du WCET éloignée des résultats
expérimentaux n’est pas nécessairement due à un pessimisme important. Plutôt que
d’être imputable à une imprécision de l’analyse, un tel écart peut avoir pour cause
un échec des jeux de tests employés à capturer des scénarios entraînant des temps
d’exécution proche du WCET réel.
2.1.3 Approches
Différentes approches existent pour l’estimation du WCET. Wilhem et al. [106]
en donnent en 2008 une large vue d’ensemble, en listant de nombreuses techniques
d’analyses et outils commerciaux.
Certaines méthodes visent à évaluer le WCET à l’aide d’une série extensive de
mesures (techniques dites measurement-based), souvent en cherchant à borner le pessi-
misme à l’aide de calculs probabilistes [28, 16, 35], comme le fait l’outil pWCET [17] (ou
RapiTime [85], sa version commerciale). Il est possible de mesurer des temps d’exécu-
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tion sur un système de plusieurs manières, soit en injectant du code d’instrumentation,
soit de manière non-intrusive en utilisant du matériel externe au système (analyseur
logique). Le WCET ainsi estimé n’étant pas garanti supérieur au WCET réel, il s’agit
ensuite de prouver les temps d’exécution supérieurs au WCET estimé comme étant
d’une probabilité suffisamment faible pour être négligée.
Les limitations de ce type d’analyse viennent de la difficulté de connaître la répar-
tition probabiliste des cas d’utilisation : certaines combinaisons de paramètres peuvent
survenir à des fréquences élevées, parfois de manière inattendue. De plus, il n’est pas
toujours possible d’initialiser le matériel pour tester certaines conditions.
L’analyse statique apparaît ainsi souvent comme la seule solution capable de ga-
rantir une surestimation du WCET.
2.2 Analyse statique pour le WCET
L’analyse statique consiste à obtenir des propriétés d’un programme sans l’exécuter.
Elle nécessite de modéliser sa structure ainsi que le système sur lequel il est exécuté.
Figure 2.3 – Exemple de CFG d’un programme C
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2.2.1 Représentation structurelle d’un programme
En analyse statique, un programme est communément représenté sous la forme d’un
graphe, appelé le Graphe de Flot de Contrôle ou Control Flow Graph (CFG) [5], illustré
sur la Figure 2.3. Le CFG est une abstraction, et une surapproximation dans le sens
où il représente un surensemble des chemins d’exécution réellement possibles dans le
programme. Les conséquences de cette propriété des CFG sur l’évaluation du WCET
sont développées dans la section 2.4 et seront un point central de cette thèse.
Nous définissons d’abord la notion de bloc de base.
Définition 2.1. Un bloc de base (parfois abrégé BB) est une séquence maximale
d’instructions issue du programme respectant les deux conditions suivantes :
(i) Un branchement (saut d’instruction) ne peut se faire qu’à partir de la dernière
instruction (pas de branchement sortant de l’intérieur d’un bloc) ;
(ii) Le programme ne peut entrer dans un bloc de base que par la première
instruction (pas de branchement entrant à intérieur d’un bloc).
Les blocs de base sont ainsi des parties de code composées d’instructions s’exécutant
toujours séquentiellement. Le programme est découpé en blocs de base de manière à
avoir aussi peu de blocs que possible. Nous pouvons maintenant définir un CFG.
Définition 2.2. Le CFG d’un programme est un graphe orienté G = (V,E, , ω),
où
• L’ensemble des sommets V correspond à l’ensemble des blocs de base du
programme ;
• L’ensemble des arêtes E ⊆ V 2 correspond à l’ensemble des transitions pos-
sibles : ∀v1, v2 ∈ V, (v1 → v2) ∈ E si et seulement s’il existe un chemin
d’exécution qui passe dans v2 immédiatement après v1.
•  et ω sont des blocs de base (virtuels, vides d’instructions) correspondant
respectivement à l’entrée et à la sortie du programme. Dans le cas où le
programme a plusieurs points d’entrée ou de sortie possibles, ces sommets
12 J. Ruiz
2.2. ANALYSE STATIQUE POUR LE WCET
sont reliés à chacun de ces points.
Il est généralement admis qu’un CFG ne comporte qu’une seule composante connexe
(c’est-à-dire que tous ses nœuds sont atteignables).
Remarque. Lorsqu’un bloc se termine par un branchement conditionnel, et est donc
relié à plusieurs arcs sortants, l’arc qui correspond à une exécution séquentielle du
programme est dit non pris (la condition du branchement est fausse). Les autres arcs,
représentant le cas où le branchement a eu lieu, sont dits pris.
Dans les CFG de code source, il n’y a pas d’instruction de branchement explicite.
Par notation, l’arc où la condition est fausse est donc annoté par un inverseur : .
Nous définissons enfin les notions de chemins et de chemins d’exécution :
Définition 2.3. Un chemin dans un CFG G = (V,E, , ω) (ou plus généralement
dans un graphe (V,E)) est une séquence d’arêtes e1.e2 . . . en ∈ E? consécutives,
c’est-à-dire telles que
∀i ∈ [1, n− 1], ∃v, v′, v′′ ∈ V,

ei = v → v′
ei+1 = v′ → v′′
Un chemin d’exécution dans un CFGG = (V,E, , ω) est un chemin e1.e2 . . . en ∈
E? tel qui commence par l’entrée de G et finit par sa sortie, c’est-à-dire tel que
∃v, v′ ∈ V,

e1 = → v
en = v′ → ω
Le temps d’exécution pire-cas d’un programme correspond nécessairement à un
chemin d’exécution : c’est le Chemin d’Exécution Pire-Cas ou Worst-Case Execution
Path (WCEP).
La construction de CFG peut poser quelques difficultés, ou résulter en des formes
difficiles à analyser, nous poussant à effectuer des transformations conservatives des
chemins d’exécution. Ce sujet sera traité plus loin en section 3.1.2, en particulier à
propos du problème des boucles irrégulières, des branchements dynamiques ou des
schémas d’appels récursifs
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2.2.2 Niveau de représentation du code
Figure 2.4 – Évalua-
tion en circuit court d’une
condition x && y
L’analyse d’un programme pose la question du choix du
niveau de code analysé.
Plus le code est de haut niveau, plus il est facile d’en
extraire la sémantique du programme. Par exemple, il est
plus aisé d’obtenir les bornes de boucle sur du code source
que sur de l’assembleur ; la structure du programme y
est plus évidente. Certaines opérations simples dans du
code source (C, par exemple) comme la division par une
constante ou des additions flottantes peuvent être traduites
à la compilation en code assembleur très difficile à inter-
préter. Ces obscures transformations peuvent être motivées
par un souci d’optimisation (calcul d’une division par une
constante sans boucle, par exemple) ou une nécessité due à
la pauvreté du jeu d’instructions (absence de calcul flottant
natif sur ARM9, par exemple). Propager des informations
de flot issues du code source vers le binaire peut se révéler
complexe, en particulier en présence d’optimisations [62, 63]. Les effets de ces optimi-
sations ne peuvent pas être ignorés car, si elles améliorent le cas moyen, elles peuvent
parfois aussi dégrader le WCET.
D’un autre côté, l’analyse sur le code binaire est potentiellement plus précise : elle
travaille directement sur la forme du programme qui sera exécutée par le processeur,
est capable d’exploiter toute optimisation du compilateur et peut tracer précisément
l’exécution du programme dans le matériel. Certaines parties du code n’apparaissent
même qu’à la compilation : c’est le cas, par exemple, des fonctions d’émulation. Le code
binaire fait également apparaître les chemins issus de l’évaluation en circuit court des
expressions logiques [2], comme sur la Figure 2.4 qui représente le CFG d’un programme
compilé à partir du code C if(x && y) z = 1; else z = -1;. Cette figure illustre
la décomposition de l’évaluation de l’expression logique x && y en deux tests et deux
branchements conditionnels, faisant apparaître un chemin d’exécution invisible dans le
code source.
Les avantages de cette approche motivent le choix de développer l’intégralité des
travaux de cette thèse sous la forme d’analyse sur le code binaire. Un inconvénient de ce
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choix est que l’analyse devient propre à un jeu d’instructions assembleur en particulier.
Il est toutefois possible de contourner ce problème en raisonnant par l’intermédiaire une
abstraction des jeux d’instructions, comme celle qui sera proposée dans la section 3.1.1.
Figure 2.5 – Vue d’ensemble du procédé de compilation
Enfin, d’autres analyses se basent sur une représentation intermédiaire (parfois
abrégée IR, pour Intermediate Representation) du programme propre à un compilateur
(Figure 2.5). Ce code intermédiaire, généré et utilisé par le compilateur pour relier la
partie front-end (analyse du code source) et back-end (génération du code binaire) de
la compilation, a une structure beaucoup plus proche de celle du binaire que le code
source. Il est indépendant de l’architecture vers laquelle le code est compilé, l’analyse
ne perd donc pas en généralité mais reste dépendante d’un compilateur.
Dans tous les cas, la fiabilité de l’analyse dépendra de celle du compilateur. Ainsi,
l’usage de compilateurs certifiés (comme par exemple Compcert [61], formellement
prouvé avec l’assistant de preuve Coq) peut être requis pour assurer des garanties sur
les résultats obtenus par analyse du programme.
2.2.3 La méthode IPET pour le WCET
L’Énumeration Implicite des Chemins ou Implicit Path Enumeration Technique
(IPET) [64, 84] est une méthode numérique pour estimer le WCET d’un programme à
partir d’un CFG. Chaque bloc de base b ∈ V est annoté par un temps tb correspondant à
son temps d’exécution maximum, et par un entier naturel xb correspondant au nombre
d’exécutions maximum de ce bloc. Le but est d’obtenir dans un premier temps un
système de contraintes numériques entières modélisant le flot du programme, puis de
chercher le maximum possible de la somme des temps d’exécution tb de chaque bloc b
pondérée par leurs nombres d’exécutions respectifs xb. Il s’agit donc de maximiser la
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fonction objectif ∑
b∈V
xbtb
pour obtenir une surestimation du WCET. Si cette technique ne permet pas d’identifier
le WCEP, elle nous permet toutefois d’obtenir un surensemble de chemins le contenant.
2.2.3.1 Évaluation du temps d’exécution d’une instruction
L’estimation du temps maximum pris pour l’exécution de chaque instruction du pro-
gramme est à première vue une tâche assez simple pour des systèmes critiques : nous
pouvons nous appuyer sur les renseignements du manuel d’instruction du constructeur
pour évaluer cette borne supérieure. Il suffirait donc d’extraire ces informations pour
calculer automatiquement le temps d’exécution maximal d’un bloc de base. En pra-
tique, l’architecture d’un système est en beaucoup trop complexe pour être modélisée
fidèlement, en particulier pour des machines modernes. Les processeurs sont souvent
aidés par plusieurs couches de mémoire cache, et les mécanismes qui dictent les po-
litiques d’éviction dans ces caches rendent souvent l’état du système à un point du
programme difficile à prévoir. C’est sans compter les problèmes de pipeline (l’exécu-
tion des instructions se chevauche), de prédiction de branchement, d’ordonnancement,
etc.
De très nombreuses techniques [6, 38, 72, 40] existent pour la modélisation d’archi-
tectures plus ou moins complexes [81]. Plutôt que de chercher à modéliser exactement
l’état du système à tout moment, des approximations conservatives sont faites. Ainsi,
une approche naïve pour prendre en compte les temps d’accès aux caches est de consi-
dérer tous les accès comme des miss. Cette approche, sauf en présence d’anomalies
temporelles 2 [48], ne met pas en danger la validité du WCET obtenu, mais elle produit
un WCET très surestimé. Le sujet des caches est largement traité dans la littérature ;
souvent, afin de modéliser plus précisément les effets de cache, les points d’accès à la
mémoire sont classifiées selon des catégories [40] : always hit, always miss, persistent (la
donnée reste dans le cache une fois chargée, et ne cause donc qu’un seul miss), ou not
classified (on considérera le pire-cas, soit always miss). Il est ensuite aisé de déduire de
cette catégorisation les pénalités de temps d’accès à appliquer.
2. Les anomalies temporelles sont des comportements contre-intuitifs du programme où un scénario
d’exécution peut avoir un temps d’exécution localement faible mais majorer le WCET du programme
entier.
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Une fois le temps d’exécution pire-cas de chaque instruction déterminé (ou plutôt,
surestimé), les contraintes correspondantes sont générées. Par exemple, si le bloc b est
garanti s’exécuter en au plus 140 cycles, la contrainte tb = 140 apparaît.
2.2.3.2 Système de contraintes numériques de flot
La génération du système de contraintes représentant les informations de flot issues
du CFG se base sur le principe de la loi des nœuds. Pour l’énoncer, chaque arc e du
CFG sera également également annoté par un compteur xe.
Théorème 2.1. Pour tout bloc du CFG, le nombre d’exécutions de ce bloc est égal
à la somme du nombre d’exécutions de chaque arc y entrant, et à la somme du
nombre d’exécutions de chaque arc en sortant.
Si G = (V,E, , ω) est un CFG, alors
∀v ∈ V, ∑
v′∈V, (v→v′)∈E
xv→v′ = xv =
∑
v′∈V, (v′→v)∈E
xv′→v
Il est naturel que, pour chaque exécution du programme, le bloc d’entrée  et le
bloc de sortie ω du CFG soient chacun exécutés exactement une fois.
x = xω = 1
Nous cherchons maintenant une technique pour encoder ces contraintes et maximi-
ser le temps d’exécution représenté par la fonction objectif ∑b xb.tb. Ce problème est
efficacement traité par la méthodologie de Programmation Linéaire en Nombres Entiers
(PLNE) ou Integer Linear Programming (ILP) [27]. Différents outils apportent déjà une
solution à ce problème, comme lp-solve [15], opbdp [13], ou encore l’optimiseur com-
mercial d’IBM, CPLEX [33]. Une fois toutes les contraintes injectées, la maximisation
de la fonction objectif donne une surestimation du WCET.
Les contraintes ainsi générées ne suffisent cependant pas pour des programmes avec
boucles ; le WCET ainsi obtenu sera toujours infini, correspondant au cas d’exécution
où le programme reste dans une boucle à l’infini. Il faut donc rajouter des contraintes
correspondant à des bornes de boucles : il s’agit de donner le maximum d’itérations de
chaque boucle du programme.
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La Figure 2.6 illustre cette méthode en faisant la liste des contraintes de flot de
données caractérisant un CFG.
v1
v2
v4
v5 v6
v8
v3
v9
v10
v7
v11
 
ω
(a) CFG
x→1 = x1 = x1→2 + x1→3
x1→2 = x2 = x2→4
x1→3 + x9→3 = x3 = x3→8
x2→4 = x4 = x4→5 + x4→6
x4→5 = x5 = x5→7
x4→6 = x6 = x6→7
x5→7 + x6→7 = x7 = x7→11
x3→8 = x8 = x8→9
x8→9 = x9 = x9→3 + x9→10
x9→10 = x10 = x10→11
x9→10 + x10→11 = x11 = x11→ω
(b) Contraintes d’arc dérivées de la loi des nœuds
x→1 = x = 1
x11→ω = xω = 1
x9→3 ≤ 10
(c) Contraintes de flot supplémentaires
WCET = max
(
x1t1 +x2t2 +x3t3 +x4t4 +x5t5
+ x6t6 + x7t7 + x8t8 + x9t9 + x10t10 + x11t11
)
(d) Fonction objectif
Figure 2.6 – Exemple de système de contraintes extrait d’un CFG
2.2.3.3 Obtention des bornes de boucles
Il est critique dans le cadre de l’évaluation du WCET de pouvoir borner toutes les
boucles d’un programme, sans quoi, le nombre de chemins d’un programme est infini.
Les bornes de boucles peuvent être obtenues de deux manières : manuellement, par
annotation d’un expert, ou automatiquement, par détection à partir du code. Diverses
techniques efficaces permettent la dérivation de bornes de boucles à partir de code
source [19, 66, 88, 69], mais il est difficile de faire la correspondance de manière fiable
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avec le code binaire, en particulier en présence d’optimisations du compilateur [62].
D’autres méthodes peuvent obtenir automatiquement des bornes de boucles sur le
code binaire, comme par exemple celle de Cullmann et Martin [34]. Cette technique,
implémentée dans l’outil aiT [101] et adaptée à de nombreuses architectures, semble
donner de bons résultats sur des programmes de taille raisonnable. L’outil SWEET
permet également la détection de bornes de boucles sur le code binaire [47], mais
s’appuie sur des informations issues du compilateur (et en reste donc dépendant).
Enfin, il existe des approches visant à valider des bornes de boucles obtenues sur le
source sur du code binaire décompilé [97].
2.2.4 Conclusion
Les techniques présentées jusqu’ici suffisent en théorie pour faire l’évaluation sta-
tique et fiable du WCET d’un programme, pour autant que l’architecture du système
ait pu être modélisée. Pourtant, les résultats sont insatisfaisants :
1. les architectures de systèmes temps réel réalistes sont souvent trop complexes
pour être modélisées exactement ;
2. la complexité de l’analyse et de la résolution du (volumineux) système de con-
traintes qui en découle explose rapidement ;
3. le WCET ainsi obtenu peut être très imprécis, avec des surestimations trop éloi-
gnées de la réalité, atteignant parfois le décuple.
La section 2.3 présente les techniques d’interprétation abstraite, qui apportent des
solutions aux deux premiers problèmes, en utilisant une abstraction du système, plus
efficace à manipuler. Une attention particulière sera apportée à la preuve de la cor-
rection de cette abstraction, c’est-à-dire que l’ensemble des états possibles du système
doit toujours être représenté par celle-ci, sans quoi le WCET pourrait être sous-estimé.
Kim, Ha et Min [57] exposent en 1999 les causes de surestimation du WCET,
éclairant ainsi les pistes de résolution du troisième problème. Leur étude, portée sur
un sous-ensemble des benchmarks de Mälardalen [45], compare les résultats obtenus
par analyse statique avec d’autres résultats obtenus par batteries de test, tout en
faisant varier les pénalités de miss dans le cache. Dans le cas d’une architecture sans
pipeline, il est montré que la prise en compte de chemins d’exécution sémantiquement
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impossibles – dits infaisables – lors de l’analyse est fréquemment le principal facteur
de surestimation avec les effets du cache d’instruction et, dans une moindre mesure,
du cache de données.
The impact of infeasible paths is strongly dependent on the charac-
teristics of the benchmark programs. For example, ludcmp has a large
number of infeasible paths in its static trace and thus suffers from up to
564% overestimation due to infeasible paths. On the other hand, for crc,
the static trace is almost identical to the dynamic trace and thus the ove-
restimation is only 12%.
Kim, Ha et Min [57]
En plus d’une modélisation fine des effets des caches d’instructions et de données,
l’évaluation d’un WCET précis nécessite un moyen d’atténuer l’impact de ces che-
mins infaisables, de permettre leur élimination dans le processus d’analyse statique. La
section 2.4 détaille ce problème et les approches de résolution proposées dans la litté-
rature. C’est par l’étude de ce sujet que les travaux de cette thèse visent à améliorer
les techniques statiques d’estimation du WCET.
2.3 Interprétation abstraite
2.3.1 Introduction
Lors de la recherche de propriétés particulières d’éléments dans un ensemble D, il est
parfois utile, voire nécessaire, de s’abstraire d’une partie des informations de D pour
faciliter les calculs. L’abstraction est une technique que nous utilisons fréquemment
sans y penser. Chacun sait avec certitude que le résultat de 3792×−4012 est de signe
négatif 3 (et même pair). Il serait inintelligent de calculer et tester naïvement le signe
de −15213504, ce qu’une machine est susceptible de faire. Pour des calculs complexes,
il est plus simple de ne considérer que le signe de chaque opérande (+, − ou 0 pour
une opérande nulle) comme sur la Figure 2.7. Il suffit ensuite de déduire
(+)× (−) = (−)
3. Pour un calcul dans Z.
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× 0 + −
0 0 0 0
+ 0 + −
− 0 − +
Figure 2.7 – Signe
d’un produit entier
On peut trouver nombre d’exemples de raisonnement simi-
laires : le test de parité, la “preuve par 9”, même le simple fait de
raisonner sur des bits est une abstraction de l’état électronique
d’un système informatique.
La théorie de l’interprétation abstraite, présentée et appliquée
à l’analyse statique par Cousot et Cousot [30] en 1977, formalise
ce type de raisonnement. Cette théorie est utile pour représenter
des propriétés d’un programme et aider à son analyse. Une ex-
cellente introduction pédagogue en est faite par l’ouvrage sur l’analyse de programme
de Nielson et al. [79], ainsi qu’une publication par ses fondateurs en 2004 [31].
Une abstraction n’a d’intérêt que si les résultats obtenus dans le domaine abs-
trait garantissent des propriétés dans le domaine concret. L’abstraction de l’exemple
présenté plus haut est utile parce qu’elle permet de conclure avec certitude que le
résultat de l’opération correspondante dans Z est inférieur, supérieur ou égal à zéro.
Pour permettre cette garantie, la théorie de l’interprétation abstraite établit le concept
d’adjonction.
2.3.2 Correspondance de Galois
Définition 2.4. Une correspondance de Galois, ou adjonction, est un quadruplet
(D, α, γ,D#) constitué de :
• un domaine concret (D,v), muni d’un ordre partiel
• un domaine abstrait (D#,v#), muni d’un ordre partiel
• une fonction croissante d’abstraction α : D → D#
• une fonction croissante de concrétisation γ : D# → D
qui respecte une de ces deux propriétés équivalentes, pour tout x ∈ D et a ∈ D# :
(i) x v γ(α(x)) et α(γ(a)) v# a
(ii) x v γ(a)⇐⇒ α(x) v# a
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Intuitivement, la propriété (i) signifie que l’on peut perdre en précision en faisant
des aller-retours entre les deux domaines, mais que le procédé est toujours correct (on
ne perd pas en terme d’éléments considérés). Les domaines concrets et abstraits sont
souvent des treillis, ou au moins définissent un plus petit élément, noté ⊥, et un plus
grand, noté >.
On cherchera aussi souvent, dans le cadre de l’analyse statique, à définir un opéra-
teur d’union unionsq# : D# × D# → D# pour joindre deux états abstraits, notamment des
états venant de deux traces différentes du programme.
Définition 2.5. Soit (V,v) un ensemble partiellement ordonné. L’opérateur unionsq :
V × V → V est un opérateur d’union si et seulement si il vérifie la propriété
suivante :
∀v, v′ ∈ V, (v v v unionsq v′) ∧ (v′ v v unionsq v′) (2.3.1)
Cette propriété garantit que chacun des opérandes est contenu dans son union.
Celle-ci est
• commutative si elle respecte ∀v, v′ ∈ V, v unionsq v′ = v′ unionsq v ;
• associative si elle respecte ∀v, v′, v′′ ∈ V, v unionsq (v′ unionsq v′′) = (v unionsq v′) unionsq v′′.
Si un opérateur d’union est commutatif et associatif, l’union d’un ensemble non
vide ⊔ : P(V ) \ {∅} → V est uniquement définie comme
⊔{v1, v2, . . ., vn} := v1 unionsq v2 unionsq . . . unionsq vn ∀(v1, v2, . . ., vn) ∈ V n
Idéalement, on souhaiterait également pouvoir vérifier la propriété
(v v w) ∧ (v′ v w) =⇒ v unionsq v′ v w (2.3.2)
Dans ce cas, l’union est dite minimale.
Lorsque le domaine abstrait est un treillis, une union minimale, commutative et
associative, existe canoniquement. Parfois, on pourra prouver qu’une correspondance
de Galois a certaines propriétés plus fortes, qui en font une insertion.
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Définition 2.6. Une insertion de Galois est une correspondance de Galois (D, α,
γ,D]) telle que
∀a ∈ D], α(γ(a)) = a (2.3.3)
Une des conséquences de cette propriété est notamment que γ est nécessairement
injective, et donc que le domaine abstrait ne peut pas contenir d’éléments superflus qui
ne décrivent aucun élément de l’ensemble concret.
Exemple. En s’inspirant de l’exemple précédent sur les signes numériques, on pourrait
établir la correspondance de Galois suivante 4 :
(P(Z), α, γ, {⊥, 0,+,−,>})
ordonnée par l’inclusion ⊆ dans l’ensemble concret, et par v# tel que pour tout a dans
l’ensemble abstrait, ⊥ v# a v# >. Les signes représentent maintenant le signe d’un
ensemble de valeurs, ⊥ signifie “pas de signe” (ensemble vide), > signifie “n’importe
quel signe” (l’ensemble est composé de valeurs aux signes hétérogènes). La fonction de
concrétisation est définie telle que 5 γ(0) = {0}, γ(+) = Z+, γ(−) = Z−, γ(⊥) = ∅,
γ(>) = Z et la fonction d’abstraction comme suit :
α(X) =

⊥ si X = ∅
0 si X = {0}
+ si X ⊆ Z+
− si X ⊆ Z−
> sinon
C’est bien une correspondance de Galois, les démonstrations que α et γ sont crois-
santes, ainsi que de la propriété (i) sont sans difficulté. C’est même une insertion de
Galois, puisque α(γ(a)) = a pour tout a du domaine abstrait.
L’établissement d’une correspondance de Galois permet de garantir la validité des
abstractions et des opérations sur l’état abstrait. Pour cela, il suffit d’utiliser le couple
de fonctions (α, γ) pour prouver qu’une fonction est une abstraction valide.
4. Souvent, on inclut dans le domaine abstrait deux valeurs supplémentaires, représentant les po-
sitifs ou nuls, et les négatifs ou nuls, ce qui permet d’obtenir un meilleur treillis.
5. Z+ := ]0 ; +∞[, Z− := ]−∞ ; 0[.
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Définition 2.7. Soit (D, α, γ,D]) une correspondance de Galois, et f : D → D
une fonction sur le domaine concret. Une fonction f# est une abstraction valide de
f lorsque
∀x# ∈ D], f(γ(x#)) v γ(f#(x#))
D] D]
D D
v
f#
γγ
f
Figure 2.8 – Abstraction d’une fonction
D’un point de vue de l’analyse statique, cela signifie souvent que l’ensemble des états
de la machine considérés par l’abstraction maintenue par l’analyse est un surensemble
des états réellement possibles.
2.3.3 Construction par fonctions de représentation
Nous allons maintenant voir une approche qui utilise une fonction de représentation
pour générer une correspondance de Galois, à partir d’un ensemble concret V , d’un
domaine abstrait (D#,v#,unionsq#) muni d’une relation d’ordre partiel et d’un opérateur
d’union abstraite commutatif et associatif. Cette approche est présentée par Nielson et
al. dans leur ouvrage d’analyse statique [79].
Théorème 2.2. Une fonction de représentation est une application
β : V → D#
qui fait correspondre à une valeur de V sa meilleure représentation dans D]. Cette
fonction de représentation génère la correspondance de Galois
(P(V ), α, γ,D])
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ayant pour domaine concret P(V ) (naturellement ordonné par ⊆) et où les fonc-
tions d’abstraction et de concrétisation sont définies comme suit :
α : P(V ) −→ D] γ : D] −→ P(V )
V ′ 7−→ ⊔#{β(v) | v ∈ V ′} a 7−→ {v ∈ V | β(v) v# a}
Démonstration. La croissance de α découle de la relation 2.3.1, et la croissance de
γ de l’associativité de v#. La propriété (ii) de la Définition 2.4 peut être vérifiée
grâce à l’Équation 2.3.1 de la Définition 2.5, faisant la preuve que (P(V ), α, γ,D])
est une correspondance de Galois :
α(V ′) v# a⇐⇒ ⊔#{β(v) | v ∈ V ′} v# a
⇐⇒ ∀v ∈ V ′, β(v) v# a
⇐⇒ V ′ v# γ(a)
La Figure 2.9 illustre la construction, et met en évidence que α({v}) = β(v) pour
tout v ∈ V .
P(V )
V
D]
{·}
α
γ
β
Figure 2.9 – Construction d’adjonctions à partir de fonctions de représentation [79]
2.3.4 Choix du domaine abstrait
L’analyse statique par interprétation abstraite nécessite le choix d’un domaine abs-
trait approprié. De nombreux domaines sont possibles pour représenter les espaces
de valeurs entières des variables d’un programme, ou pour les adresses des accès en
mémoire. Rival [89] détaille en 2011 plusieurs domaines numériques pour l’analyse sta-
tique par interprétation abstraite. L’implémentation d’une variété de tels domaines
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peut être mise à disposition dans des bibliothèques telles Apron [55]. Nous passons en
revue quelques espaces numériques connus – des treillis – pour représenter des valeurs
entières.
2.3.4.1 Intervalles
Le fonctionnement d’un domaine par intervalles [30] est simple : l’espace de valeurs
de chaque variable est représenté par un couple (m,M) ∈ D#I := (Z ∪ {−∞,+∞})2,
constitué des valeurs minimale et maximale que la variable peut prendre. Les fonctions
d’abstraction et de concrétisation vers le domaine concret P(Z) sont immédiates :
α(A) := [min(A),max(A)], et γ([m,M ]) := [m,M ]. Pour abstraire une fonction f :
Z→ Z dans ce domaine, on construit la fonction f# telle que
∀[m,M ] ∈ D#I , f#([m,M ]) := [min({f(x) |m < x < M}),max({f(x) |m < x < M})]
Par exemple [m,M ] + [m′,M ′] = [m,M ] unionsq# [m′,M ′] = [min(m,m′),max(m,M ′)].
Le domaine des intervalles est convexe, concis et simple à manipuler. Il fait toutefois
de grandes approximations, et manque d’efficacité pour représenter, par exemple, un
couple d’entiers.
2.3.4.2 k-sets
Les k-sets sont des ensembles de valeurs de cardinalité maximale k. Ils sont classi-
quement utilisés dans divers outils d’analyse statique (Jakstab [58] par exemple) pour
leur efficacité à représenter des petits ensembles valeurs éparses (ce que les intervalles ne
font pas efficacement). Le domaine abstrait est défini comme D#k := {A ∈ P(Z) | |A| ≤
k} ∪ >. Lorsqu’un ensemble contient plus de k valeurs, il est représenté par > :
∀A ∈ P(Z), α(A) :=

A si |A| ≤ k
> sinon
∀x ∈ D#k , γ(X) :=

> si X = >
X sinon
∀x, x′ ∈ D#k , x unionsq# x′ :=

x ∪ x′ si x 6= > ∧ x′ 6= > ∧ |x ∪ x′| ≤ k
> sinon
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Les k-sets sont cependant vite limités par leur taille fixe, et leur agrandissement
(l’augmentation de k) s’accompagne d’une rapide augmentation de la complexité.
2.3.4.3 CLP
long t[N];
for(i = 0; i < N; i++)
t[i] = 0;
Figure 2.10 – Accès à un
tableau dans une boucle
Le domaine des Circular-Linear Progressions (CLP)
est une abstraction visant à représenter précisément un
comportement fréquent dans l’évolution des valeurs de va-
riables de programmes.
Un schéma très courant dans les programmes est ce-
lui de l’accès à un tableau dans une boucle, comme dans
l’exemple de la Figure 2.10. L’adresse de cet accès est gé-
néralement compris dans un intervalle entier [t, t + δ.(N − 1)] où t est l’adresse du
premier élément accédé du tableau, δ la taille d’un élément, et N le nombre d’éléments
du (sous-)tableau accédé (égal au nombre d’itérations). Cependant, il est possible de
donner une description plus précise de l’ensemble des accès que cet intervalle. En effet,
si les accès se font par pas de δ comme sur cet exemple (δ = 4 sur la Figure 2.10), leur
domaine concret serait donc {t, t+ δ, t+ 2δ, . . ., t+ (N − 1)δ}.
Les CLP permettent de représenter ce type d’ensemble de valeurs, qui ont tous le
même reste après division par δ. Un CLP est composé d’un triplet (l, δ,m), corres-
pondant (par concrétisation) à l’ensemble {l + δi | 0 ≤ i ≤ m} ⊆ Z. L’abstraction de
fonctions arithmétiques ou bit à bit sur les CLP est assez délicate, mais est largement
traitée et illustrée dans plusieurs publications, dont récemment par Källberg [56].
De multiples travaux sur le calcul du WCET utilisent les CLP pour l’interprétation
abstraite du programme. Sen et Srikant [96, 95] détaillent l’abstraction de quelques
opérations arithmétiques et s’en servent pour faire une analyse d’adresses sur le binaire,
avant d’estimer un WCET par ILP. Le domaine des CLP est également utilisé pour
l’analyse de code machine dans OTAWA ; il est jugé efficace pour la représentation de
variables – notamment d’adresses – par Cassé, Birée et Sainrat [24] qui le démontrent
par des expérimentations sur les benchmarks de Mälardalen. Les CLP sont également
utilisés dans SWEET, leur implémentation est détaillée par Källberg [56] en 2014.
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2.3.4.4 Polyèdres
Cousot et Halbwachs [32] utilisent le modèle d’interprétation abstraite pour détecter
des relations linéaires entre variables d’un programme. Le domaine abstrait choisi pour
représenter l’espace de valeurs des variables du programme est celui des polyèdres, dont
les propriétés sont extensivement utilisées tout au long de l’analyse. Les techniques
de programmation linéaire sont utilisées pour déterminer les sommets des polyèdres
obtenus par conjonction de contraintes issues du programme.
Un polyèdre convexe de Rn peut être caractérisé par un système de contraintes
linéaires (parfois sous forme matricielle) ou par un système générateur, composé d’une
base, d’un ensemble de rayons, et d’un ensemble de sommets. Cette représentation est
plus puissante que celle des intervalles : on peut à tout moment obtenir des intervalles
de valeurs pour une variable à partir de polyèdres, par projection.
Halbwachs développe largement le domaine des polyèdres convexes pour l’analyse
de programmes dans sa thèse [49]. Lisper utilise ces résultats en 2003 pour développer
une analyse de WCET paramétrique [65]. Les bornes de boucles sont dérivées automa-
tiquement, des techniques améliorées par rapport à l’IPET classique sont utilisées pour
permettre la paramétrisation du WCET, c’est-à-dire qu’il devient fonction d’un vec-
teur de paramètres. Le système de contraintes ILP symboliques est résolu en utilisant
une forme d’ILP paramétrique, appelée Parameter Integer Programming. Les poly-
èdres convexes utilisés dans des états abstraits représentant les valeurs des variables
du programme permettent de dériver des contraintes de flot paramétriques.
Une des limites toutefois de ce choix d’abstraction est la nécessité de maintenir
la convexité à tout moment ; certaines techniques exigent même que les arêtes des
polyèdres ne se coupent qu’à certains angles (60°, ...). L’union abstraite (unionsq#) de deux
polyèdres entraînera parfois des surapproximations (en particulier s’ils sont disjoints)
pour obtenir un plus grand polyèdre convexe qui contienne les deux. Les polyèdres ne
sont pas non plus adaptés pour abstraire des ensembles tels ceux représentés par les
CLP. Enfin, connaître l’ensemble des valeurs entières contenues dans un polyèdre sur
un espace vectoriel Rn est un problème non-trivial qui peut accroître la complexité de
l’analyse.
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2.3.4.5 Conclusion
Les possibilités d’abstraction et leurs variations sont infinies. Nous en avons pré-
senté les plus basiques ou classiques, mais nombre d’autres abstractions ont été utilisées
pour l’analyse statique de programmes. Notamment, Bound-T [53], un outil de calcul de
WCET travaillant directement sur le binaire, utilise l’arithmétique de Presburger, un
sous-ensemble décidable de l’arithmétique entière. Plus récemment, en 2007, Antoine
Miné développe le domaine des Matrices de Différence des Bornes, ou Difference-Bound
Matrices (DBM) [70], et Péron et Halbwachs [82] l’étendent et proposent une applica-
tion à l’analyse de programme.
2.3.5 Notre philosophie
Définir une abstraction adaptée aux objectifs d’une analyse de programmes est
crucial pour optimiser son efficacité et sa complexité, et en définit une partie des ca-
ractéristiques. Une abstraction simple et contraignante permet d’accélérer une analyse,
mais les résultats risquent de souffrir des approximations engendrées. Une abstrac-
tion utilisant des représentations plus puissantes, plus fines des valeurs du programme
sera nécessairement plus coûteuse et complexe à manipuler, mais pourra découvrir des
propriétés qui n’auraient pu être découvertes sans cela.
C’est en partant de ce constat que les travaux de cette thèse développeront une
solution hybride, composée d’un domaine abstrait d’abord très général et puissant
– un ensemble de contraintes majoritairement linéaires – mais difficile à manipuler,
ensuite enrichi d’un domaine plus structuré, aisé à maintenir et facilitant l’extraction
de certaines informations nécessaires à l’analyse de programmes, comme la position
d’une donnée adressée dans la pile.
2.4 Chemins infaisables
2.4.1 Problématique
Nous avons vu dans la section 2.2 que l’analyse statique se base sur une représenta-
tion du programme sous la forme d’un graphe, le CFG. Sa construction ne prenant pas
en compte la sémantique du programme, mais seulement sa structure, les CFG repré-
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sentent fréquemment plus de chemins qu’il n’y a réellement de chemins d’exécutions
possibles. Ce phénomène peut être observé peu importe le niveau de représentation du
programme ; il est illustré sur des programmes C sur la Figure 2.11.
(a) Code mort (b) Conflit entre
bloc et condition
(c) Conflit entre
conditions
(d) Chemin contextuelle-
ment infaisable
Figure 2.11 – Exemples de chemins infaisables
Sur chacune des figures, l’ensemble des arcs colorés représentent un chemin présent
dans le CFG qui ne peut exécuté, quel que soit le contexte dans lequel le programme
principal est exécuté. Ces chemins sont dits infaisables.
Définition 2.8. Un chemin infaisable est un chemin de CFG sémantiquement
impossible, autrement dit, une séquence d’arcs contigus qui n’est incluse dans aucun
chemin d’exécution du programme associé.
Nous identifions quatre types de chemins infaisables.
Le cas le plus trivial est celui du code mort (Figure 2.11a) : le chemin infaisable
est composé d’un seul arc, qui ne peut être exécuté dans aucun scénario, quelles que
soient les valeurs d’entrée du programme. Ce type de chemin infaisable témoigne gé-
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néralement d’une programmation médiocre et est souvent supprimé à la compilation
par des optimisations, mais subsiste parfois lorsqu’il est caché par un grand volume de
code (entre le bloc 1 et 2 pour cet exemple).
Plus souvent, les chemins infaisables proviennent d’un conflit entre plusieurs ins-
tructions, mutuellement exclusives, du même contexte. Il peut s’agir d’un conflit entre
affectations et conditions (Figure 2.11b), ou entre conditions (Figure 2.11c). Parfois
ce sont simplement deux conditions en conflit (par exemple, x > 0 et x < 0) ; par-
fois, c’est une série de conditions qui forment un ensemble d’arcs ne pouvant être tous
empruntés, mais qui ne sont pas deux-à-deux exclusifs (comme sur la Figure 2.11c).
Enfin, il existe un dernier type de chemins infaisables, illustré de la Figure 2.11d.
Certains arcs de sous-programmes peuvent ne jamais exécutés dans certains contextes,
pour certaines valeurs d’entrée. C’est un chemin contextuellement infaisable, parfois
appelé code dynamiquement mort. En effet, pour certains cas d’exécutions, comme sur
cet exemple dans le cas d’un appel à sqrt avec une valeur positive, une partie du code
ne s’exécutera jamais.
Par ailleurs, la grande taille d’un programme est un facteur important d’introduc-
tion de chemins infaisables, du fait du potentiel d’apparition d’arcs en conflit “éloignés”,
c’est-à-dire séparés par un grand volume de code. Dans ce cas, il est difficile pour un
programmeur de restructurer le programme de façon à éviter qu’il contienne un tel
chemin infaisable. Ce constat doit motiver les analyses de chemins infaisables à at-
teindre une complexité suffisamment bonne (faible) pour traiter des programmes de
grande taille, où l’on peut avoir fort à gagner : plus un programme est gros, plus il a
de chances d’être sujet à ce facteur d’introduction de chemins infaisables.
Une analyse de WCET par IPET incluant des chemins infaisables comme chemins
d’exécution possibles s’expose à des surapproximations qui peuvent augmenter signi-
ficativement le pessimisme du WCET estimé. En effet, l’évaluation du WCET devra
prendre en compte des chemins potentiellement plus coûteux que le WCEP, chemin
associé au WCET. Le WCEP qui sera considéré dans l’analyse, par exemple celui qui
sera implicitement désigné par la maximisation de la fonction objectif du système ILP,
ne correspondra alors pas au WCEP réel. L’inclusion de chemins infaisables dans le
calcul du WCET ne met pas en danger la garantie de surestimation du WCET, mais
elle peut dégrader la précision de l’analyse.
Il faut donc, en premier lieu, détecter ces chemins infaisables, et en second lieu, les
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exclure de l’analyse, soit en reconstruisant le CFG (difficile et parfois coûteux), soit en
les signalant à l’analyse par le biais d’annotations. Il faut alors convenir d’un moyen
pour exprimer, et transférer les propriétés de flot de contrôle (flow facts en anglais)
que les chemins infaisables représentent, de l’analyse qui les identifie vers l’analyse qui
les exploite.
Bien que l’amélioration des analyses de pire-temps d’exécution soient l’objectif prin-
cipal de cette thèse, le problème des chemins infaisables n’est toutefois pas limité au
domaine du WCET, et leur détection a d’autres applications. Outre le calcul du WCET
par IPET, ce problème affecte la précision de nombreuses autres analyses statiques,
telles que les analyses de cache, ou d’adresses. Nous verrons aussi en 2.4.2.2 que c’est
un problème majeur pour la génération de cas de tests. Le processus de compilation
bénéficie également de la suppression de chemins infaisables, qui est chose courante
dans les phases d’optimisation des compilateurs modernes (bien qu’elle soit souvent
indirecte).
2.4.2 État de l’art
2.4.2.1 Pour le WCET
Altenbernd [7] souligne en 1996 l’importance de la détection de chemins infaisables
pour l’amélioration de la précision de l’analyse du pire-temps d’exécution. Il y est men-
tionné que c’est en 1987 que le premier essai sur ce problème est présenté, par Benkoski
et al. [14]. Il est ensuite prouvé NP-complet pour des systèmes d’états finis en 1991
par McGeer et Brayton [68]. Alternberd extrait le CFG à la compilation, puis applique
une technique d’énumération de chemins combinée avec l’exécution symbolique des
branches, qui peuvent être élaguées (pruning) afin d’améliorer le WCET. Les boucles
y sont déroulées, ce qui implique que les bornes de boucles doivent être connues au
moment de l’analyse. Tous les chemins sont énumérés, la complexité de l’analyse aug-
mente donc exponentiellement avec le nombre de conditions (O(2#if )), et est multipliée
dans chaque boucle par le nombre d’itérations. Cette technique fonctionne sur de petits
benchmarks mais est très vite limitée par sa complexité.
Toujours en 1996, Kontouris [60] fait le point sur l’état de l’art et, bien que plu-
sieurs auteurs aient à l’époque noté que le pessimisme était un facteur majeur de
surestimation, le problème est, d’après Kontouris, souvent remédié par des annotations
de l’utilisateur sur le code source. Kontouris souligne que cette approche n’est pas
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acceptable pour des systèmes temps-réel critiques, et présente une technique d’élimi-
nation automatique de chemins infaisables pour des programmes écrits dans un langage
synchrone particulier, SIGNAL. Le champ d’application est restreint à ce langage, et
bien que du code C puisse être généré à partir de tout programme SIGNAL, l’inverse
n’est pas vrai. De plus, comme souvent avec les analyses entièrement basées sur le code
source, la garantie de correction du transfert de propriétés vers le code binaire est une
question en suspens.
En 2012, Ding et. al [36] donnent une vue d’ensemble des techniques et outils de
détection de chemins infaisables. Ils nomment les différentes approches possibles au
problème (analyse de flot de données, propagation de contraintes...) ainsi que les outils
qui les implémentent. Les auteurs désignent les travaux de Gustafsson, Ermedahl et
Lisper [46] comme les plus matures en termes de recherche de chemins infaisables par
analyse de flot de données. Cette publication de 2006, présente une technique de détec-
tion de chemins infaisables avec trois algorithmes séparés, implémentée dans SWEET.
Cet outil d’analyse suédois supporte alors les processeurs NECV850E et ARM9, et peut
détecter automatiquement des bornes de boucles [47]. Il est intégré à un compilateur
et opère sur la représentation intermédiaire du code dans ce compilateur.
Les auteurs catégorisent les chemins infaisables en deux types, (i) ceux issus de
“dépendances sémantiques”, c’est-à-dire des conflits entre conditions pour toute trace
d’exécution ; (ii) ceux dus à des limitations sur les valeurs en entrée, qui dépendent
donc du contexte d’exécution. Le programme est divisé en plusieurs scopes, analysés
séparément et reliés par une représentation hiérarchique, le scope graph. Les auteurs
utilisent l’exécution abstraite, une forme d’exécution symbolique basée sur l’interpré-
tation abstraite, pour prendre connaissance de l’évolution des valeurs des variables du
programme. L’implémentation de cette analyse permet à l’utilisateur de sélectionner
un ensemble de valeurs d’entrée pour l’exécution abstraite d’un programme. Les états
abstraits étant dupliqués à chaque condition dont le résultat ne peut pas être déterminé
statiquement, les auteurs ont recours à des “points de fusion”, où les différentes valeurs
abstraites sont fusionnées en un seul état, représentant conservativement un chemin
unique, mais perdant en précision. Le domaine abstrait utilisé est celui des intervalles,
décrit dans la sous-section 2.3.4.1. Les expérimentations (sur les benchmarks de Mä-
lardalen) montrent une faible complexité, mais ne font pas état d’une amélioration du
WCET, seulement de la quantité de contraintes de flot, rendant l’efficacité de l’analyse
difficile à juger.
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Sewell, Kam et Heiser [97] publient également en 2016 une analyse de détection
automatique de chemins infaisables et de bornes de boucles, pour l’analyse du WCET.
L’outil opère sur seL4, un noyau de système d’exploitation vérifié par l’assistant de
preuve Isabelle/HOL, en utilisant l’outil Chronos pour l’analyse de WCET (par IPET).
Après compilation d’un programme C, les binaires sont décompilés et validés par rap-
port au programme original. Ce modèle de traduction-validation (TV) est validé par un
solveur SMT. L’analyse de chemins infaisables est une extension d’une analyse de code
mort (analyse d’atteignabilité). Les bornes de boucles sont obtenues depuis le code
source, et transposées sur le binaire. La recherche de chemins infaisables itère de nom-
breuses fois en se concentrant sur le(s) chemin(s) le plus long, seul(s) chemin(s) dont
l’élimination peut augmenter la précision de l’estimation du WCET. Après une dizaine
d’itérations sur le programme étudié, en environ 19 heures pour 9000 lignes de code
et 14000 instructions, le WCET se stabilise avec un gain important (environ −50%).
Toutefois, ce programme est le seul cas étudié par l’analyse de chemins infaisables. La
complexité de l’analyse semble trop explosive pour analyser de plus grandes boucles
comme celles qui peuvent être trouvées dans certains benchmarks de Mälardalen, l’ana-
lyse exploitant, d’après les auteurs, la taille généralement modeste des fonctions dans
seL4.
Trickle [18] est un autre outil de détection de chemins infaisables appliqué sur le
noyau seL4, en plus des benchmarks de Mälardalen. Trickle analyse le code binaire
de programmes qu’il divise en plusieurs scopes individuellement dénués de boucles.
Une particularité intéressante de cet outil est son exploitation du solveur SMT Yices,
pour obtenir des sous-ensembles minimaux de contraintes insatisfiables (“unsat cores”)
lorsqu’un conflit est détecté. L’algorithme de recherche d’unsat cores CAMUS est direc-
tement implémenté afin d’obtenir de légers gains en performance par rapport à Yices
dans l’obtention de ces “unsat cores”. Ces sous-ensembles minimaux permettent de
générer des chemins infaisables plus courts (composés d’un ensemble d’arcs en conflit
minimal), et donc plus expressifs. Nous développerons l’usage de cette technique dans
la section 5.2.4.3.
Zwirchmayr et. al [108] présentent une analyse de conditions de branchements qui
aide également à se concentrer sur des traces proches du WCEP. Les auteurs cherchent
des branchements “déséquilibrées”, issus de conditions dont le résultat affecte considé-
rablement le WCET, en raison d’une différence importante entre les chemins suivant
l’arc pris et ceux suivant l’arc non pris. Il est utile d’identifier ces conditions puisque
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ce sont les points de code les plus pertinents à étudier pour améliorer la précision de
l’analyse de WCET. Ces informations de poids sur les conditions peuvent bénéficier à
une multitude d’analyses, dont toute analyse de chemins infaisables. L’approche n’est
toutefois pas encore complètement automatisée et dépend encore d’annotations utili-
sateur. Les résultats ne nécessitent cependant pas d’être garantis pour être utilisé par
l’analyse de systèmes critiques, l’intérêt de la technique étant de fournir une heuristique
pour améliorer l’efficacité d’autres analyses, en leur indiquant où elles peuvent gagner
en précision.
Chen, Mitra, Roychoudhury et Vivy [26, 99] implémentent une technique de dé-
tection et d’exploitation de chemins infaisables pour l’évaluation du WCET. Seuls des
CFG acycliques (des DAG donc) sont analysés, ce qui sectionne le CFG en plusieurs
parties. Le corps de chaque boucle est analysé séparément, pour une seule itération.
Deux types de conflits peuvent être détectés : entre deux arcs du DAG ou entre un arc
et une instruction d’affectation de variable. La complexité de l’analyse est raisonnable-
ment faible, décrite par les auteurs comme en O((|V |+ |E|)× |E|), ce qui en fait une
bonne analyse pour des chemins infaisables simples. Cependant, la classe de chemins
infaisables détectables est très limitée, en particulier pour les conflits dont deux arcs
seraient suffisamment éloignés l’un de l’autre pour que du code non-acyclique puisse
être exécuté entre eux.
Holsti [51] présente une approche différente du problème, où le temps d’exécution
est modélisé comme une variable du programme. Son outil Bound-T étant basé sur
IPET, il n’y présente pas de résultats expérimentaux. Dans ce papier, Holsti évoque
notamment les limites de l’analyse de Cousot et Halbwachs dans le cadre de l’élimi-
nation de chemins infaisables du calcul du WCET. Il souligne la nécessité, malgré
le problème de complexité engendré (et constaté sur de grands sous-programmes par
Bound-T), de travailler avec des disjonctions pour représenter l’état d’un programme
afin de permettre la détection de différents types de chemins infaisables. Le program
slicing [93] et le join par intersection convexe en des points arbitraires du programme
y sont proposés afin de réduire la complexité de l’analyse.
D’autres techniques existent. Stein et Martin [98] ont publié une tentative d’analyse
du code binaire pour la recherche et l’exclusion de chemins infaisables, en utilisant
l’arithmétique de Presburger. Les résultats sont limités mais comportent des éléments
intéressants, comme la substitution d’opérandes pour gérer les overflow/underflow sur
n bits. D’autres approches cherchent à valider tous les chemins construits, et à ne
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construire que les chemins faisables [4].
2.4.2.2 Pour l’amélioration de la génération de cas de tests
Parfois, des techniques de détection de chemins infaisables sont développées pour
améliorer l’efficacité d’outils de génération de cas de tests. En éliminant la plupart des
chemins infaisables dans les cas de tests générés, autant de calculs inutiles sont évités.
Heldey et Hennel [50] affirment en 1985 qu’il est fréquent qu’une quantité considé-
rable ressources soient gâchées pendant les phases de test pour l’exécution de chemins
infaisables. Les auteurs identifient plusieurs types de chemins infaisables, et soulignent
l’explosivité du ratio de chemins infaisables en présence de séquence de nombreux sauts
conditionnels en séquence. D’après eux, les facteurs principaux de chemins infaisables
sont (i) une surestimation du nombre d’itérations des boucles, (ii) des défauts prove-
nant de l’inadéquation du langage utilisé, et (iii) un piètre style de programmation.
Les auteurs suggèrent de réécrire les jeux de tests dans un langage fonctionnel, qui
permettrait d’écrire des programmes sans chemins infaisables, avec des structures plus
simples et moins de chemins d’exécution.
Plus récemment, Ngo et Tann [78] s’attaquent également au problème en proposant
des heuristiques pour détecter des chemins infaisables pendant la génération dyna-
mique de jeux de tests. Ces techniques sont implémentées dans jTGEN, un générateur
de jeux de tests pour Java basé sur le framework d’optimisation SOOT, qui analyse du
bytecode Java. Ces mêmes auteurs présentent dans [77] une classification de quatre
schémas (patterns) de chemins infaisables : Identical/complement-decision pattern,
Mutually-exclusive-decision pattern, Check-then-do pattern, et Looping-by-flag pat-
tern. Ils présentent ensuite des algorithmes pour détecter ces schémas, et implémentent
ces techniques avec SOOT.
2.4.3 Expression et exploitation
Le transport de propriétés de flot entre les modules (back-end et front-end) de l’ana-
lyse statique pour le WCET nécessite l’utilisation d’un langage d’annotation. Kirner et
al. [59] décrivent en 2007 les caractéristiques d’un langage d’annotation et dressent un
comparatif des langages utilisés par plusieurs outils de calcul de WCET. Ceux-ci (aiT,
Bound-T, SWEET...) utilisent déjà une multitude de langages d’annotations internes.
Si l’usage du modèle d’annotation le plus adapté à chaque outil est avantageux par
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certains côtés, cette approche fait perdre toute portabilité.
<context name="arm">
<function name="f">
<loop maxcount="10"/>
</function>
</context>
Figure 2.12 – Exemple
d’élément FFX décrivant
une borne de boucle
Ainsi, dans une tentative d’unifier ces langages d’an-
notation, Bonenfant et al. [21] développent en 2012 FFX,
un langage XML. Celui-ci peut notamment exprimer des
bornes de boucles, des chemins infaisables – plus générale-
ment des limites de nombre d’exécutions sur une séquence
d’arcs – et le tout peut être restreint dans des contextes
(architecture, points d’appel de fonctions, etc.). L’objectif
de FFX est de supporter la majorité des cas d’utilisation
sans ambiguïté, et d’améliorer la portabilité de ces anno-
tations, qui doivent, en l’état, être adaptées pour chaque outil. Chaque analyse peut
choisir d’utiliser une partie du langage FFX en sortie, ou n’en considérer qu’une partie
en entrée. Les annotations FFX peuvent être produites manuellement par l’utilisateur
ou générées automatiquement. Les auteurs implémentent FFX pour faire communiquer
les différents modules de l’outil d’analyse statique OTAWA.
Les propriétés de flot de contrôle que les travaux de cette thèse s’appliqueront à
identifier seront exprimées dans le format FFX.
Une fois les chemins infaisables détectés et exprimés, se pose le problème de leur
exploitation pour l’amélioration du WCET. S’il est souvent possible de modifier le CFG
pour en enlever les chemins infaisables, cela demande d’isoler au préalable le chemin en
question dans le graphe, ce qui peut largement augmenter sa taille et faire exploser le
nombre de chemins à parcourir lors du calcul de WCET. Pour les calculs de WCET par
IPET, à base de résolution d’un système ILP (cf. 2.2.3), il est plus efficace d’injecter les
informations sur les chemins infaisables sous la forme de contraintes supplémentaires
dans le système ILP. Ainsi, Raymond [86] présente en 2014 une approche générale
pour exprimer des chemins infaisables comme contraintes ILP, que nous utiliserons
nous-mêmes dans nos expérimentations.
Il existe des techniques plus avancées pour exploiter des chemins infaisables. Celles
développées par Mussot et al. [73, 74, 76, 75] pour l’amélioration du WCET statique
transforment des propriétés de flot données en entrée au format FFX en automates.
Cette méthode utilise un formalisme basé sur des automates et des contraintes linéaires
pour représenter ces propriétés. Ce formalisme permet plus d’expressivité que les sys-
tèmes de contraintes classiques pour exprimer des restrictions sur les chemins pouvant
être pris en compte dans l’analyse du WCET, et permet in fine l’amélioration de la
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précision (par rapport à une génération classique de contraintes ILP).
2.5 Conclusion générale
Nous avons dans ce chapitre présenté le problème du calcul d’une borne supérieure
sûre du WCET, et les approches pour sa résolution par analyse statique, le tout dans
un contexte de systèmes temps-réel critiques. Après avoir motivé notre choix d’utiliser
exclusivement le code binaire pour l’analyse de flot de données de systèmes critiques,
nous avons identifié la prise en compte de chemins infaisables comme l’un des facteurs
majeurs d’imprécision dans le calcul du WCET.
Nous avons posé les bases de l’interprétation abstraite, théorie sur laquelle se base
les développements de cette thèse présentés dans le chapitre éponyme. La section 2.3.4
donne un aperçu des abstractions courantes, dont nous devrons nous inspirer pour
définir une abstraction adaptée, point crucial de l’efficacité de notre analyse de flot de
données.
Nous avons passé en revue une variété de techniques et outils existants pour l’iden-
tification de chemins infaisables en section 2.4. Nous avons identifié les difficultés du
développement de telles analyses de programme, en particulier en termes de complexité,
de précision et de généralité. En situant la position des analyses de recherche de chemins
infaisables dans la chaîne du calcul du WCET, nous avons également motivé l’intérêt
d’une analyse portable, dont les résultats soient exprimés de forme à pouvoir être ex-
ploités par d’autres modules faisant partie de l’évaluation d’une borne supérieure au
WCET.
38 J. Ruiz
3
Interprétation abstraite
Sommaire
3.1 Introduction : représentation du programme . . . . . . . . 40
3.2 Représentation de la machine . . . . . . . . . . . . . . . . . 51
3.3 Abstraction de la machine . . . . . . . . . . . . . . . . . . . 57
3.4 Abstraction par prédicats . . . . . . . . . . . . . . . . . . . 62
3.5 Vers une abstraction paramétrée et composable . . . . . . 74
3.6 Conclusion générale . . . . . . . . . . . . . . . . . . . . . . . 90
Ce chapitre présente des méthodes pour représenter l’effet de l’exécution d’un pro-
gramme sur une machine. Nous présentons les abstractions du programme, de la ma-
chine et de l’effet de l’exécution du programme, et garantissons leur correction en nous
appuyant sur les résultats de la théorie de l’interprétation abstraite.
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3.1 Introduction : représentation du programme
L’usage d’un environnement de développement adéquat est indispensable au déve-
loppement efficace d’une analyse de programmes, en particulier lorsqu’il s’agit d’analy-
ser directement du code machine. Le framework C++ OTAWA (Open Tool for Adaptive
WCET Analyses [10]) fournit un cadre pour l’analyse statique de programmes binaires
pour l’évaluation du WCET. Il est composé d’un ensemble de modules interdépen-
dants qui communiquent à l’aide d’annotations internes ou externes (via le langage
FFX). OTAWA permet la génération automatique de CFG, diverses transformations
de CFG (régularisation de boucles, slicing...), l’obtention automatique d’informations
de boucles (identification des têtes de boucles, des arcs de sortie...), ainsi que de nom-
breuses autres propriétés extraites du programme (constantes chargées dans la pile,
propriétés de dominance...).
Les techniques d’analyse statique présentées dans cette thèse ont été implantées sous
la forme d’un plugin OTAWA de recherche de chemins infaisables, nommé PathFinder.
La première étape du développement de l’analyse statique d’un programme est
de définir une représentation de ce programme. Nous avons présenté, dans la sec-
tion 2.2.1, les graphes de flot de contrôle (CFG), un moyen répandu de représenter la
structure d’un programme sous la forme d’un graphe. Chaque sommet du CFG d’un
programme binaire est, par définition, une séquence maximale d’instructions machine
(Définition 2.1). Ces instructions appartiennent à un jeu d’instructions dont il existe
une multitude (ARM, x86, PowerPC, SPARC...) qui présentent de nombreuses varia-
tions : design (RISC/CISC), taille des registres (32 bits, 64 bits...), endianness (gros-
boutiste ou petit-boutiste) ; et plus généralement par la sémantique des instructions
encodées.
3.1.1 Instructions sémantiques
Non seulement l’écriture d’une analyse de programmes pour un jeu d’instructions
spécifique est long, fastidieux, et demande une expertise considérable, mais cela res-
treint aussi fortement le champ d’application des techniques développées et leur intérêt
académique. Il est donc utile pour l’analyse de programmes binaires, en plus d’utiliser
la représentation par CFG, de passer par une représentation intermédiaire pour ana-
lyser les instructions assembleur à l’intérieur de chaque bloc de base. Nous utilisons
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pour ce faire un langage unique, une abstraction des instructions machine construite
à la manière des jeux d’instructions RISC, vers laquelle sont traduits 1 des ensembles
d’instructions issus de diverses architectures 2.
Remarque. Bien que la grande majorité des techniques que nous emploierons pour-
raient être facilement généralisées pour k bits, le framework utilisé est conçu pour
opérer sur des architectures 32 bits, et les travaux de cette thèse se concentreront sur
cette classe de systèmes.
Instruction Sémantique Notes
set d, a d← a
seti d, k d← k
add d, a, b d← a+ b
sub d, a, b d← a− b
mul d, a, b d← a× b
div d, a, b d← a / b
divu d, a, b d← a /+ b /+ : division entière non signée
mod d, a, b d← amod b
modu d, a, b d← amod+ b mod+ : modulo non signé
shl d, a, b d← a b  : décalage logique à gauche
shr d, a, b d← a b  : décalage logique à droite
asr d, a, b d← a+ b + : décalage arithmétique à droite
neg d, a d← −a
not d, a d← ¬a ¬ : négation logique, ¬a = −a− 1
and d, a, b d← a ∧ b ∧ : et logique
or d, a, b d← a ∨ b ∨ : ou logique
cmp d, a, b d← a∼∗ b ∼∗ : comparaison signée
cmpu d, a, b d← a∼+ b ∼+ : comparaison non signée
load d, a, t d←Mt[a] Mt[a] : cellule mémoire de type t à
store d, a, t Mt[a]← d l’adresse a
scratch d d← > > : valeur inconnue
assume c, a assert(c(a)) La relation c est vérifiée par la
comparaison enregistrée dans a
d, a, b ∈ Var , k ∈ Z32, t ∈ {Z8,Z16,Z32,Z64,N8,N16,N32,N64}
c ∈ {=, 6=, <,≤, >,≥, <+,≤+, >+,≥+}
Table 3.1 – Instructions sémantiques d’OTAWA [24]
1. La traduction se fait dans OTAWA à l’aide de l’outil GLISS, qui met à disposition des outils
facilitant le décodage de programmes sous leur forme binaire.
2. Actuellement, ARMv5, Tricore et Sparc sont supportés. Le framework peut cependant être
étendu à d’autres jeux d’instructions, que l’ensemble des analyses incluses, étant définies indépendam-
ment de l’architecture, supporteront alors automatiquement.
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3.1.1.1 Fondamentaux
Les instructions sémantiques définissent un ensemble d’instructions arithmétiques
et logiques élémentaires, avec leurs variantes non signées. Toutes les instructions sé-
mantiques ne sont pas forcément pertinentes pour un jeu d’instructions (par exemple,
certains processeurs ne font pas directement de division) et une instruction machine
peut se traduire en plusieurs instructions sémantiques à interpréter en séquence.
En effet, la sémantique d’une instruction machine pouvant être assez complexe, il
est utile de chercher à traduire de telles instructions machines en suites d’opérations
élémentaires. En ne devant interpréter qu’un ensemble réduit d’instructions séman-
tiques, les analyses gagnent en simplicité de développement. Toujours dans l’objectif
de minimiser le nombre d’instructions à gérer par les analyses, toutes les instructions
sémantiques opèrent sur des variables, sauf seti qui permet d’introduire des valeurs
immédiates.
Définition 3.1. Chaque instruction issue du jeu d’instructions Ia d’une architec-
ture a a pour image par la fonction de traduction ta une séquence d’instructions
sémantiques :
ta : Ia → Isem∗
La séquence obtenue, abstraction d’une instruction machine, est le bloc d’instruc-
tions sémantiques correspondant.
Un bloc de base étant composé d’une séquence d’instructions machine, il peut être
transformé par cette fonction de traduction en une séquence de blocs d’instructions
sémantiques.
Remarque. Le registre pc (program counter), qui indexe chaque instruction machine
par son adresse 3, est un cas particulier de la sémantique des instructions assembleur.
Ce registre est, par convention, systématiquement incrémenté de la taille d’une instruc-
tion assembleur après chaque exécution de celle-ci. Le bloc d’instructions sémantiques
issu de la traduction de toute instruction machine devrait donc commencer par une
instruction sémantique qui incrémente le registre pc. En ARM, par exemple, ce serait
add r15, r15, 4. Afin de minimiser la taille de ces blocs et ainsi réduire le nombre d’ins-
tructions sémantiques à analyser, ce changement n’est pas systématiquement traduit.
3. En réalité, ce registre contient généralement l’adresse de l’instruction suivante.
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À la place, tout bloc d’instructions sémantiques utilisant le registre pc commencera par
une instruction seti définissant la valeur du pc (par exemple, seti r15, 0x8004).
3.1.1.2 Combinaison d’instructions sémantiques
LDR r3, [r11, #-8]
seti t2,−8
add t1, r11, t2
load r3, t1,N32
Figure 3.1 – Bloc d’ins-
tructions sémantiques
La Figure 3.1 offre un exemple d’instruction ARM tra-
duite en un bloc de plusieurs instructions sémantiques.
L’instruction LDR r3, [r11, #-8] charge dans le registre
r3 le mot (valeur sur 4 octets) à l’adresse r11−8. Cette ins-
truction machine est traduite en trois instructions séman-
tiques : les deux premières calculent l’adresse 4, la dernière
fait la lecture mémoire et écrit le mot chargé dans r3.
Remarquons l’introduction de deux variables, t1 et t2, absentes de l’instruction ori-
ginale. Ce sont des variables temporaires, et elles sont nécessaires pour faire le lien
entre les trois instructions du bloc sémantique. Ces variables sont locales à un bloc
d’instructions sémantiques, c’est-à-dire que les valeurs qu’elles contiennent ne sont ja-
mais réutilisées d’un bloc à l’autre. Les variables temporaires servent exclusivement à
permettre la traduction d’instructions machine en plusieurs instructions sémantiques.
Nous définissons ainsi le domaine des variables acceptées par les instructions séman-
tiques :
Définition 3.2. Soit Reg := {r0, . . ., rk−1} l’ensemble des k registres disponibles
sur l’architecture considérée. Soit Tmp := {t1, . . ., tm} l’ensemble des m variables
temporaires nécessaires à la traduction d’instructions. L’ensemble des variables
acceptées par les instructions sémantiques est :
Var := Reg ∪ Tmp
Le maximumm de variables temporaires nécessaires pour traduire toute instruction
est donné par le framework, pour chaque architecture (par exemple,m = 3 pour ARM).
3.1.1.3 Instruction scratch
4. Il est nécessaire ici d’utiliser deux instructions pour le calcul de l’adresse puisque add n’accepte
que des variables – pas de valeur immédiate.
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REV r1, r0
scratch r1
Figure 3.2 – Traduction
d’une instruction com-
plexe
Parfois, les opérations élémentaires du jeu d’instruc-
tions sémantiques ne suffisent pas pour exprimer des ins-
tructions machines particulières ou complexes. C’est le cas
par exemple de REV, une instruction ARM qui inverse
l’ordre des bits dans un mot. Afin d’exprimer conservative-
ment les effets de telles instructions, l’instruction séman-
tique scratch est utilisée (Figure 3.2). Une instruction scratch d indique simplement
qu’une opération a écrit sur le registre d, et donc que sa valeur est désormais incon-
nue. Bien que l’usage de scratch affaiblisse la précision des analyses, cela est fait de
manière contrôlée, de telle sorte à invalider les propriétés d’aussi peu de registres que
nécessaire, tout en permettant la traduction de l’intégralité d’un jeu d’instructions.
3.1.1.4 Traduction des branchements
CMP r4, #9
seti t1, 9
cmp r16, r4, t1
BGE 0x84AC
assume ≥, r16 assume <, r16
Figure 3.3 – Traduction d’un
branchement conditionnel
Les instructions assembleur de branchement sont
particulières dans le sens où elles affectent le flot d’exé-
cution du programme. Les blocs de base étant, par
définition, toujours exécutés séquentiellement, seule la
dernière instruction assembleur d’un bloc peut être une
instruction de branchement.
Le flot de contrôle du programme étant repré-
senté par la structure du CFG, aucune instruction
sémantique n’est nécessaire pour traduire un bran-
chement inconditionnel. Par exemple, le bloc d’ins-
tructions sémantiques traduisant une instruction ARM
“B 0x80C0” est vide. En revanche, les branchements conditionnels donnent lieu à deux
arcs sortants, représentant deux chemins d’exécution possibles en sortie du bloc cou-
rant. Il faut les distinguer en indiquant à quel cas d’exécution ils correspondent (chemin
pris, condition vraie ou chemin non pris, condition fausse).
L’instruction sémantique assume permet d’informer les analyses du résultat d’une
comparaison préalablement effectuée. Cette instruction ne peut pas être simplement
rajoutée en tête des blocs de base pointés par les arcs sortants (conditionnels), car
ceux-ci pourraient également faire partie d’un autre chemin d’exécution (avoir d’autres
arcs en entrée) pour lesquels la propriété exprimée par assume ne serait pas valide.
C’est pourquoi il faut annoter les arcs par cette unique instruction conditionnelle afin
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de traduire l’ensemble de la sémantique d’un branchement conditionnel.
La dernière instruction machine (BGE) de l’exemple de la Figure 3.3 est une ins-
truction de branchement conditionnel. Le bloc d’instructions sémantiques associé est
vide, mais une instruction sémantique assume est ajoutée sur chacun des deux arcs en
sortie. Le chemin d’exécution qui prend l’arc pris, et qui pointera vers le bloc de base
ayant pour adresse 5 0x0x84AC, est annoté par l’instruction sémantique assume ≥ r16,
signifiant que le résultat de la comparaison (ici, signée) enregistrée dans le registre
r16 indique une relation ≥. Ici, cela implique que r4 ≥ t1. À l’inverse, l’autre chemin,
suivant l’arc non pris et continuant en séquence vers le bloc à l’adresse BXGE + 4, est
annoté par une instruction assume < r16 (cas r4 < t1).
Remarque. L’instruction assume informe d’une propriété vraie à un point du pro-
gramme. La plupart des analyses peuvent donc faire le choix conservateur de l’ignorer.
3.1.1.5 Conclusion
Les instructions sémantiques permettent, d’une part, de s’abstraire complètement
des spécificités de l’architecture pour laquelle un programme binaire est écrit, et d’autre
part de faciliter les analyses en minimisant le nombre d’instructions à traiter. L’inter-
prétation de chaque bloc de base se fera par l’intermédiaire de cette représentation sous
la forme de blocs d’instructions sémantiques.
Après avoir précisé les mécanismes d’analyse de blocs de bases, nous présentons
maintenant la nature des CFG générés par les programmes, ainsi que diverses méthodes
de transformation de ceux-ci.
3.1.2 Graphes de flot de contrôle
3.1.2.1 Sous-programmes
Pour chaque programme binaire analysé, le framework produit un CFG par sous-
programme, et les relie entre eux à l’aide de blocs virtuels. Ce mode de fonctionnement
est illustré sur l’Exemple 1 de la Figure 3.4a. Nous considérerons que la fonction ana-
lysée est g. La Figure 3.4b montre ce à quoi le CFG de g devrait ressembler (en faisant
abstraction des particularités de l’assembleur). Les blocs sombres sont les blocs virtuels,
ils représentent une exécution de la fonction en question.
5. L’adresse d’un bloc de base est définie par l’adresse de sa première instruction.
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void g(int a) {
f(a);
if(a % 4 != 0)
compute();
}
void f(int a) {
int x = 0, y = 0, i;
for(i = 0; i < N; i++) {
x = x + 1;
y = y + 2;
}
if(2 * x == y + a)
compute();
}
(a) Exemple 1 : programme C (b) Schéma du CFG de g
entry
BB 1 (00008074)
g:
  stmdb sp!, {r4, lr}
  mov r4, r0
  bl 100008020
BB 4 (f)
BB 2 (00008080)
  tst r4, #3
  blne 100008000
BB 3 (00008088)
  ldmia sp!, {r4, lr}
  bx lr
BB 5 (compute)
exit
(c) CFG de g généré (d) Schéma du CFG de g après aplatissement de f
Figure 3.4 – Construction de CFG illustrée sur l’Exemple 1
Après compilation avec gcc -O1 pour une architecture ARM5, la Figure 3.4c affiche
le CFG de g tel qu’il est généré par le framework. Le bloc de base BB 4 représente
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l’exécution de f, et BB 5 l’exécution de compute. Le bloc BB 1 se charge de sauvegarder
le contexte, d’appeler f et de positionner le paramètre a dans r4. Enfin, le bloc BB 3
rétablit le contexte sauvegardé et exécute le branchement de retour de la fonction g. Les
CFG de f et compute ne sont pas représentés sur la Figure 3.4, mais ils sont également
générés.
Il est par ailleurs possible de choisir une vue aplatie (inline) des CFG, auquel cas le
corps des fonctions appelées est inséré au point d’appel. La Figure 3.4d montre l’effet
de l’application de cette technique sur l’appel de f dans g. Celle-ci permet de calculer
des propriétés dépendantes du contexte d’appel plutôt que de les agglomérer pour
l’ensemble des appels. Cette variation de représentation ne change pas la sémantique
exprimée, elle change simplement la vision du programme par une analyse, et peut
aider à améliorer sa précision.
3.1.2.2 Boucles
Chaque boucle dans un CFG est identifiée par le bloc de base constituant sa tête
(ou loop header). Sa définition se base sur les propriétés de dominance dans un graphe,
dont la définition historique est la suivante :
We say box i dominates box j if every path [...] which passes through
box j must also pass through box i. Thus box i dominates box j if box j is
subordinate to box i in the program.
Prosser [83]
Cette définition est évoquée par Cooper et. al [29], qui présentèrent en 2001 un
algorithme efficace pour l’identification de ces propriétés.
Nous définissons en plus la propriété duale :
Définition 3.3. Dans un CFG (V,E, , ω),
(1) un bloc b1 domine un bloc b2 si et seulement si tous les chemins de  à b2
contiennent b1 ;
(2) un bloc b1 post-domine un bloc b2 si et seulement si tous les chemins de b2 à
ω contiennent b1. Une condition équivalente est que b1 domine b2 sur le CFG
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inverse.
Les mêmes propriétés de dominance et post-dominance peuvent être définies
pour les arcs du CFG.
Nous pouvons maintenant définir quelques propriétés de boucles, dont celle de tête
de boucle :
Définition 3.4. Une boucle L d’un CFG (V,E, , ω) est un sous-ensemble de som-
mets L ⊆ V vérifiant la propriété B suivante :
B(L)⇐⇒ ∀b ∈ L, ∃b1, b2, . . ., bn ∈ L,
(b→ b1 ∈ E) ∧ (bn → b ∈ E) ∧ ∀k ∈ [1, n[, bi → bi+1 ∈ E
Une tête de boucle est un bloc h ∈ L qui domine tous les éléments d’une boucle L.
Une bloc h peut être tête de boucle pour plusieurs boucles du graphe, mais définit
par L une boucle maximale unique comme l’union de toutes les boucles dont h
est la tête :
L (h) :=
⋃ {L ⊆ V |B(L) ∧ ∀b ∈ L, h dom b}
Enfin, b1 → b2 ∈ E est un arc de sortie de la boucle L ssi b1 ∈ L et b2 /∈ L.
Figure 3.5 – Boucle irré-
gulière
Si toute tête de boucle définit une boucle maximale
unique, toute boucle ne définit pas une tête de boucle !
En effet, certains programmes contiennent des boucles qui
ont plusieurs point d’entrée, comme par exemple le CFG
de la Figure 3.5 (la boucle est faite de deux blocs, tous
deux points d’entrée). Ces boucles sont dites irrégulières.
Heureusement, elles peuvent toujours être transformées en
une boucle régulière, contenant une tête de boucle [103].
3.1.2.3 Récursivité
Les appels récursifs sont, du point de vue de l’ensemble
du programme, des boucles. Cependant, la récursivité peut
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poser quelques difficultés aux analyses de programmes, et
demander un traitement particulier. Afin de minimiser ces
problèmes, il est possible de transformer des appels de fonc-
tions récursives en boucles, en aplatissant les fonctions appelées. Après remplacement
des blocs virtuels d’appel à une fonction récursive par le CFG appelé, une boucle
classique apparaît dans le CFG appelant.
Malgré cet effort de transformation, une analyse de programme peut avoir besoin
de reconnaître et de faire des traitements spécifiques pour les fonctions récursives.
Notamment, le pointeur de pile est généralement différent à chaque appel récursif, et
la structure des boucles engendrées par transformation de fonctions récursives est telle
qu’il peut être difficile d’identifier la valeur du pointeur de pile en sortie de boucle.
Un programme correct doit être tel que tout appel de fonction se termine avec le
pointeur de pile à la même valeur qu’au moment de son appel – il est donc possible de
circonvenir ce problème en annotant les boucles concernées avec cette information.
3.1.2.4 CFG sémantique
Il peut être utile de diviser les blocs de base d’un CFG afin de conserver la propriété
de séquentialité des blocs de base après traduction des instructions machine en instruc-
tions sémantiques. En effet, il existe dans certains jeux d’instructions des instructions
gardées (guarded instructions), telles que les instructions ARM portant les suffixes -EQ,
-NE, -GE, -LO... Ces instructions sont exécutées en séquence dans un bloc de base, mais
n’ont d’effet que si une condition (précédemment évaluée) est vérifiée.
Dans ce cas, il est possible de réécrire le CFG en utilisant un branchement condi-
tionnel virtuel, qui n’a pas réellement lieu à l’exécution du programme, mais qui est
exprimé par la sémantique du code assembleur. Le bloc est alors coupé en deux, et les
deux moitiés sont reliées par :
(a) un chemin, annoté par une instruction assume indiquant que la condition a été
évaluée à vrai, traduisant l’instruction gardée par un bloc sémantique contenant la
ou les instruction(s) sémantiques correspondant au code gardé ;
(b) un chemin, annoté par une instruction assume indiquant que la condition a été
évaluée à faux, passant l’instruction gardée.
La Figure 3.6 illustre cette technique, en dédoublant les chemins d’exécution et
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en n’incluant l’instruction MOVEQ sur un seul chemin. Cela permet, en préservant la
propriété de séquentialité des blocs de base, de simplifier les analyses qui n’auront
réellement qu’un seul chemin à traiter par bloc, en leur permettant de ne pas réécrire
les algorithmes de parcours de graphes pour l’intérieur des blocs de bases.
CMP r0, #0
seti t1, 0
cmp r16, r0, t1
MOVEQ r0, #4
if (r16 6= 0)
seti r0, 4
ADD r1, r1, r0
add r1, r1, r0
B 0x8000
(a) Bloc de base assembleur à traduire
CMP r0, #0
seti t1, 0
cmp r16, r0, t1
MOVEQ r0, #4
seti r0, 4
ADD r1, r1, r0
add r1, r1, r0
B 0x8000
assume 6=, r16
assume =, r16
(b) Représentation après division en
blocs sémantiques séquentiels
Figure 3.6 – Séquentialisation des blocs de base par rapport aux blocs sémantiques
3.1.2.5 Branchements dynamiques
Les branchements dynamiques, sont des branchements à des adresses variables –
en pratique restreintes à un certain champ de valeurs – résultant d’un calcul effectué
à l’exécution du programme (branchements indirects). Ce problème apparaît généra-
lement à la traduction de code contenant des switch ou des pointeurs de fonctions.
Il faut dans ce cas identifier les adresses de branchements possibles et construire un
arc sortant pour chacune. Diverses techniques résolvent ce problème directement sur
le code machine, comme celle d’Holsti et. al [52] (pour les switch), ou celle de Sun
et Cassé [100], qui utilisent le slicing pour réduire la complexité et analyser des pro-
grammes de grande taille.
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3.1.2.6 Slicing
Le slicing de programme est une vieille méthode, ayant pour but de réduire un
programme à une forme minimale sans modifier un certain comportement, par exemple
sans affecter son flot dans les conditions et les boucles. Il s’agit de le réduire à un
sous-ensemble du programme original qui contient toutes les informations nécessaires
à un certain usage (analyse statique, mesures, débogage...) tout en le simplifiant par la
suppression d’instructions ou de variables. Le slicing peut donc être utilisé pour alléger
la complexité de certaines analyses de programme.
Cette méthode, présentée à l’origine par Weiser en 1981 [104], a été ensuite dévelop-
pée pour des concepts différents, en de nombreuses variations [102]. L’algorithme, assez
coûteux dans sa version originale, est perfectionné par Horwitz, Reps et al. [54, 87]. En
2006, une équipe de Mälardalen propose une version plus adaptée au code binaire [93],
mais qui souffre d’importantes pertes de précision. Plus récemment, la publication sus-
citée de Sun et Cassé [100] définit une technique de slicing de code binaire plus précise.
Une autre approche, dite d’analyse statique guidée [42], améliore la précision de l’ana-
lyse des boucles en restreignant le comportement du programme à chaque phase d’ana-
lyse.
Après avoir traité de la représentation de programmes assembleur, nous dévelop-
pons une représentation de la machine pertinente à notre analyse. Nous définissons
par incréments successifs des abstractions de la machine à chaque section, ce dont
la Figure 3.7 donne un aperçu. Pour chaque abstraction, nous fournirons les outils
nécessaires à sa validation et à son utilisation pour l’interprétation du programme.
3.2 Représentation de la machine
Nous rappelons que les machines considérées sont des architectures 32 bits, et que
les applications étudiées sont mono-tâches, terminent, et sont considérées correctes
(exemptes de bogue ou d’erreur). Ce dernier point implique entre autres l’absence
d’accès à une mémoire interdite (par exemple à l’adresse nulle), de divisions par zéro
ou de toute autre levée d’exceptions. Cela implique également que les zones de la
mémoire accédées par des adresses relatives au pointeur de pile ou non sont disjointes.
Ainsi, par exemple, nous faisons l’hypothèse qu’une instruction machine d’écriture à
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Var ∪Mem︸ ︷︷ ︸
S = V −→ Z32
Section 3.2 (p. 51–57)
Mem ∪ SPMem︸ ︷︷ ︸
Var ∪ Mem]︸ ︷︷ ︸
Z32 ∪ SPZ32︸ ︷︷ ︸
Z32] ∪ {>}︸ ︷︷ ︸
S] =
(
V] −→ C]︸ ︷︷ ︸ ) ∪ {⊥}
~S
Section 3.3 (p. 57–62)
{=, 6=,≤,<}︸ ︷︷ ︸ 
C]
V]
E× Φ× E
V] → C]︸ ︷︷ ︸ E×Ψ× E︸ ︷︷ ︸ E =
S˜ = ~S × P
(
P
)
Section 3.4 (p. 62–74)
V] → ÊΛ︸ ︷︷ ︸ ÊΛ ×Ψ× ÊΛ︸ ︷︷ ︸ 
C]
V]
Λ = {λ1, λ2, . . .}
ÊΛ × Φ× ÊΛ
Ŝ = Θ × P
(
P̂Λ
)
ÊΛ =
Section 3.5 (p. 74–90)
Abstraction par > et ⊥
Introduction de la constante symbolique SP
Ajout de prédicats
Paramétrisation par valeurs initiales
Introduction de variables abstraites
Figure 3.7 – Plan du Chapitre 3
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l’adresse 0x8004 ne peut pas affecter une lecture à l’adresse SP−8, où SP est le pointeur
de pile 6. Enfin, nous considérons qu’un calcul d’adresse ne peut faire de dépassement
(underflow ou d’overflow), phénomène, à notre connaissance, absent des programmes
corrects.
Les variables (registres et cellules mémoire) dans un programme binaire ne sont
pas typées, seuls les opérateurs le sont. Elles seront donc toutes représentées sur Z32,
le groupe quotient abélien (Z/232,+), isomorphe avec la représentation 32 bits sur
{0, 1}32. C’est au moment de la définition des instructions (par exemple, de décalages
logiques et arithmétiques) que nous aurons recours à des projections vers l’ensemble
des entiers signés et non signés.
Définition 3.5. Nous noterons dans la suite
(1) Intn := J−2n−1, 2n−1 − 1K, l’ensemble des entiers signés sur n bits ;
(2) Int+n := J0, 2n − 1K, l’ensemble des entiers non signés sur n bits.
Remarque. Il est intéressant de remarquer que la définition de l’opération de multipli-
cation sur Z32 ne varie pas selon que l’on considère le domaine des entiers signés ou non
signés – tout comme l’addition et la soustraction. C’est pourquoi les jeux d’instructions
machine (et les instructions sémantiques) ne définissent souvent qu’une instruction in-
dépendante du type considéré.
3.2.1 États concrets
Var ∪Mem︸ ︷︷ ︸
S = V −→ Z32
Nous représentons la mémoire parMem, l’ensemble des cellules mémoire adressables
sur une architecture 32 bits, de la taille d’un mot.
6. Du fait que dans les modèles de programmation prévalents, le programmeur n’a aucune connais-
sance de la position en mémoire où sera placée la pile, ce qui justifie cette hypothèse.
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Définition 3.6. Sur une architecture 32 bits, la mémoire Mem est définie comme
Mem :=
{
ma | a ∈ Int+32 ∼= (Z32)2
32}
L’état de la machine en tout point du programme est représenté par une application
des variables de programme – registres ou mémoire – vers l’ensemble des valeurs sur 32
bits. L’ensemble des états de la machine, dits concrets, peut donc être représenté par
(Reg ∪Mem)→ Z32
Les états concrets évoluent au fur et à mesure de l’exécution de programme, et
seront mis à jour après chaque instruction exécutée. Étant donné que l’interprétation
du programme se fera sur les instructions sémantiques, il est nécessaire de compléter
les états concrets avec les variables temporaires, et définir S :
Définition 3.7. Soit V l’ensemble des variables complété avec les variables tem-
poraires.
V := Var ∪Mem
= Reg ∪ Tmp ∪Mem
Nous enrichissons les états concrets pour considérer également les variables
temporaires :
S := V→ Z32
3.2.2 Fonction d’interprétation concrète
Dans l’objectif de définir l’évolution des états de la machine au fil d’un programme,
nous définissons la fonction d’interprétation concrète I, opérant sur le jeu d’instructions
sémantiques Isem. I associe à chaque instruction sémantique une fonction de S → P(S)
qui met à jour un état concret 7. Cette fonction peut avoir pour image un ensemble de
plusieurs états concrets dans le cas où plusieurs états sont possibles après interprétation
7. L’interprétation du programme se fera en avant, c’est-à-dire dans le sens d’exécution du pro-
gramme.
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d’une instruction (cela n’arrive qu’avec scratch, qui introduit une valeur inconnue).
I peut aussi envoyer sur un ensemble vide, lorsque l’état ne correspond pas à une
condition nécessaire pour emprunter un bloc du CFG (exprimée par assume).
Par exemple, les instructions sémantiques add, sub, mul écrivent dans le premier
registre le résultat de l’opération arithmétique correspondante sur les deux autres re-
gistres. Ainsi, l’interprétation de l’instruction sub r0, r0, t1 se définit par :
I[sub r0, r0, t1](s) := {s[r0 7→ s(r0)− s(t1)]} ∀s ∈ S
où s[x 7→ k] dénote s modifié de façon à ce que l’image de x soit k :
Définition 3.8. Pour tout état concret s ∈ S, pour toute variable x ∈ V, pour
toute valeur k ∈ Z32, nous définissons la notation suivante :
s[x 7→ k] := v 7→

k si v = x
s(v) sinon
La Définition 3.9 (page 56) définit l’interprétation d’un état concret de S sur l’en-
semble des instructions sémantiques. Elle utilise pour cela quelques fonctions intermé-
diaires :
• φInt32 : Z32 → J−2n−1, 2n−1 − 1K et φInt+32 : Z32 → J0, 2n − 1K sont les projections
du groupe quotient Z32 vers, le domaine des entiers sur 32 bits respectivement
signés et non signés. Ces projections permettent d’utiliser des opérations définies
sur Z, avant de les renvoyer sur Z32 par le morphisme canonique φZ32 : Z→ Z32.
• βi : Z32 → {0, 1} est la fonction renvoyant le i-ème bit d’un nombre. Elle peut
être définie numériquement pour tout x par βi(x) := b x2i cmod 2.
La définition de I sur S est une étape intermédiaire qui est trivialement généralisée
pour des ensembles d’états concrets par, ∀s′ ∈ P(S), ∀i ∈ Isem,
I[i](s′) :=
⋃
s∈s′
I[i](s)
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Définition 3.9. L’interprétation d’instructions sémantiques sur les états concrets
est définie comme, ∀s ∈ S, ∀d, a, b ∈ V, ∀k ∈ Z32 ,∀n > 0,
I[set d, a](s) := {s [d 7→ s(a)]}
I[seti d, k](s) := {s [d 7→ k]}
I[add d, a, b](s) := {s [d 7→ s(a) + s(b)]}
I[sub d, a, b](s) := {s [d 7→ s(a)− s(b)]}
I[mul d, a, b](s) := {s [d 7→ s(a)× s(b)]}
I[div d, a, b](s) :=
{
s
[
d 7→ φZ32
(
φInt32(s(a))
φInt32(s(b))
)]}
I[divu d, a, b](s) :=
s
d 7→ φZ32
φInt+32(s(a))
φInt+32
(s(b))

I[mod d, a, b](s) :=
{
s
[
d 7→ φZ32
(
φInt32(s(a)) mod φInt32(s(b))
)]}
I[modu d, a, b](s) :=
{
s
[
d 7→ φZ32
(
φInt+32
(s(a)) mod φInt+32(s(b))
)]}
I[shl d, a, b](s) :=
{
s
[
d 7→ s(a)× 2s(b)
]}
I[shr d, a, b](s) :=
{
s
[
d 7→ φZ32
(
φInt+32
(s(a))
φInt32(2s(b))
)]}
I[asr d, a, b](s) :=
{
s
[
d 7→ φZ32
(
φInt+32
(s(a))
φInt32(2s(b))
)]}
I[neg d, a](s) := {s [d 7→ 0− s(a)]}
I[not d, a](s) := {s [d 7→ −1− s(a)]}
I[and d, a, b](s) :=
s
d 7→ ∑
0≤i<32
βi(s(a))× βi(s(b))

I[or d, a, b](s) :=
s
d 7→ ∑
0≤i<32
max(βi(s(a)), βi(s(b)))

I[cmp d, a, b](s) := {s [d 7→ s(a)∼∗ s(b)]}
I[cmpu d, a, b](s) := {s [d 7→ s(a)∼+ s(b)]}
I[load d, a, t](s) :=
{
s
[
d 7→ ms(a)
]}
I[store d, a, t](s) :=
{
s
[
ms(a) 7→ s(d)
]}
I[scratch d](s) :=
{
s′ ∈ S
∣∣∣ ∀v ∈ V, (v 6= d)⇒ s′(v) = s(v)}
I[assume c, a](s) :=
{s} si c(s(a)), a résultant d’une comparaison∅ sinon
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Lemme 3.1. Si l’interprétation par I (en partant en début de programme de
S ∈ P(S), l’ensemble de tous les états possibles) de la séquence d’instructions
correspondant à un chemin d’exécution du programme résulte en un ensemble vide
∅ ∈ P(S), ce chemin est infaisable : il ne sera emprunté pour aucun état en entrée.
Cette représentation exhaustive des états possibles d’un programme, par l’énumé-
ration des valeurs prises par chacune de ses variables, est un outil théorique utile,
relativement simple à définir, mais une représentation bien trop lourde pour être im-
plémentée telle quelle.
Plutôt que de maintenir au fil du programme l’ensemble exact d’états concrets
possibles en chaque point du programme (représenté par un CFG et des blocs d’ins-
tructions sémantiques), il est plus judicieux de définir et manipuler une abstraction
adéquate.
3.3 Abstraction de la machine
Var ∪Mem︸ ︷︷ ︸
S = V −→ Z32
Mem ∪ SPMem︸ ︷︷ ︸
Var ∪ Mem]︸ ︷︷ ︸
Z32 ∪ SPZ32︸ ︷︷ ︸
Z32] ∪ {>}︸ ︷︷ ︸
S] =
(
V] −→ C]︸ ︷︷ ︸ ) ∪ {⊥}
~S
Abstraction par > et ⊥
Introduction de la constante symbolique SP
Cette section présente une abstraction d’ensemble d’états de la machine. Nous par-
tons d’une structure simple, proche des états concrets, et l’enrichissons au fur et à
mesure pour améliorer son expressivité.
3.3.1 Le domaine S]0
Nous définissons une première abstraction naïve, imitant la structure des états
concrets : S]0. Une valeur sur 32 bits est assignée à chaque variable du programme, ou
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> (représentant une valeur inconnue) si plusieurs valeurs sont possibles. S’il existe une
variable pour laquelle aucune valeur n’est possible, cela implique qu’il n’y a aucun état
possible. Nous notons ⊥ ∈ S]0 l’état abstrait correspondant à ce scénario.
Définition 3.10. Le domaine abstrait S]0 est défini par :
S]0 := (V→ Z32 ∪ {>}) ∪ {⊥}
La fonction d’interprétation abstraite sur S]0 est définie de manière similaire à la
définition de I sur le domaine concret. Il suffit d’étendre l’arithmétique sur Z32 à Z32 ∪
{>}, en définissant toute opération contenant un opérand > comme ayant pour résultat
> : le résultat d’un calcul contenant une inconnue est, dans le cas général, inconnu.
Quelques différences : (a) l’instruction scratch d est traduite par une mise à > de d,
et (b) l’information apportée par l’instruction assume c, a ne peut être utilisée que si
c vaut “=”, ou si la condition dans a contredit les informations portées par l’état (par
exemple, (c, a) = (≤, r1 ∼ 0) et s](r1) = 8), auquel cas l’état obtenu est ⊥.
ldr r2, [fp, #-16]
seti t2,−16
add t1, r11, t2
load r2, t1,N32
Figure 3.8 – Charge-
ment dans le pile
Un défaut majeur immédiat de cette simple représen-
tation est son impuissance à travailler avec des variables
dans la pile (de type mSP+k) sans connaître la valeur du
pointeur de pile, pointeur qui n’est pas forcément connu
avant l’analyse ! La Figure 3.8 illustre ce problème sur un
code de chargement très courant de variable rangée dans la
pile. L’adresse est calculée à partir d’un registre contenant
un pointeur vers la pile 8, décalé d’un déplacement constant (ici k = −16). En l’absence
d’information sur la valeur de ce pointeur de pile, l’adresse sera évaluée à >+ k = >.
Ainsi, ce domaine abstrait peut difficilement travailler avec des données rangées dans
la pile.
3.3.2 Le domaine S]
Nous étendons S]0 pour représenter symboliquement la valeur du pointeur de pile
en début d’analyse. Le registre qui contient cette information est défini par les conven-
8. En réalité, le registre ARM fp (ebp en x86) est le frame pointer, qui indique le début du contexte
de la fonction en cours. C’est par le biais d’adresses relatives à ce pointeur qu’un programme accède
typiquement à des informations rangées dans la pile, à l’intérieur d’une fonction.
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tions de chaque jeu d’instructions (r13 en ARM, r1 en PowerPC...). Cette constante
symbolique, notée SP, correspond à la valeur du pointeur de pile au point où l’analyse
du programme a commencé (entrée d’une fonction ou d’un programme).
Définition 3.11. Nous définissons le domaine des constantes comme l’ensemble
des valeurs sur 32 bits, relatives au pointeur de pile initial SP ou non.
Z32] := Z32 ∪ SPZ32
Toute l’arithmétique de Z32 n’est pas définie sur Z32], par exemple l’addition
de SP + 4 et SP + 0 n’est pas permise. Nous enrichissons donc dans ce domaine
par l’ajout d’un élément > :
C] := Z32] ∪ {>}
On peut ainsi définir toutes les opérations sur C] :
∀k, k′ ∈ Z32,∀c ∈ C], ∀k, k′ ∈ Z32,∀c ∈ C],
(SP + k) + k′ := SP + (k + k′) (SP + k)− k′ := SP + (k − k′)
k + (SP + k′) := SP + (k + k′) k − (SP + k′) := >
(SP + k) + (SP + k′) := > (SP + k)− (SP + k′) := k − k′
c+> = >+ c = > c−> = >− c = >
Et ainsi de suite pour les autres opérateurs arithmétiques. L’application d’opé-
rateurs logiques sur SPZ32 résulte toujours en > : nous n’autorisons pas (conser-
vativement) ce type d’opérateurs pour le calcul d’adresse.
Nous redéfinissons la mémoire, en séparant le tas (heap) et les variables globales,
accessibles par adresses absolues de la forme k, de la pile (stack), accessible uniquement
avec des adresses relatives à un pointeur de pile SP, de la forme SP + k.
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Définition 3.12. Pour une architecture 32 bits, nous redéfinissons la mémoire par
Mem] := {mk, k ∈ Z32} ∪ {mSP+k, k ∈ Z32}
∼= {ma, a ∈ Z32]}
et définissons V], le domaine des variables avec cette mémoire réorganisée :
V] := Reg ∪ Tmp ∪Mem]
Les variables dans la pile (de la formemSP+k ∈ Mem]) sont donc désormais indexées
uniquement par rapport à ce SP initial. Ainsi, par exemple, m8192 est une cellule mé-
moire dans le tas, et mSP−4 est une cellule mémoire dans la pile du programme.
Une fois le domaine des constantes définies, nous pouvons redéfinir le domaine
abstrait :
Définition 3.13. Un état abstrait peut être :
(i) une application de chaque variable vers une constante, dans ~S := V] → C]
(ii) ⊥, l’état impossible
Le domaine abstrait S] est donc défini par
S] := ~S ∪ {⊥} = (V] → C]) ∪ {⊥}
Notons sp ∈ Reg, le registre correspondant au pointeur de pile donné par le jeu
d’instructions. Il suffit maintenant, pour pouvoir traiter des données dans la pile, de
s’assurer que l’état initial s] utilisé en début d’analyse de programme assigne à sp la
constante symbolique SP : s](sp) = SP+0. Cette propriété est, par définition, toujours
valide en début d’analyse.
Afin de permettre la concrétisation de ce domaine abstrait vers S, nous notons κSP
l’adresse de départ de la pile. Cette adresse peut être différente à chaque exécution et est
un paramètre de l’exécution d’un programme inconnu pendant l’analyse statique. Cette
constante κSP ∈ Z32 représente le contexte d’exécution du programme et paramétrise
désormais les fonctions de concrétisation.
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Définition 3.14. Nous définissons la fonction de concrétisation d’une constante
dans un contexte d’exécution :
κSP `
γZ32] : Z32
] −→ Z32
c 7−→

k si c = k, k ∈ Z32
κSP + k si c = SP + k, k ∈ Z32
Nous considérerons par la suite ce contexte d’exécution κSP comme implicite. La
concrétisation de S] se définit simplement :
Définition 3.15. La fonction de concrétisation γS] : S] → P(S) est définie par :
κSP ` ∀s] ∈ S], γS](s]) :=
s ∈ S
∣∣∣∣∣∣ ∀v ∈ Var , s
](v) = s(v) ∨ s](v) = >
∧∀ma ∈ Mem], s](ma) = s(mγZ32] (a)) ∨ s
](ma) = >
 si s] ∈ ~S
∅ si s] = ⊥
void f(const int x) {
if(x > 10) {
/* a */
}
if(x == 2) {
/* b */
}
}
Figure 3.9 – Conflit
indétectable par S]
Bien que ce premier problème de représentation de la pile
soit adressé par le domaine abstrait S], celui-ci reste trop simple
pour trouver des propriétés non triviales sur le programme, no-
tamment celles qui peuvent permettre la détection de chemins
infaisables non triviaux, autres que du code (dynamiquement)
mort. Les seuls ensembles de valeurs considérées pour chaque
variable du programme sont des singletons ou la valeur incon-
nue > – en réalité, ce domaine abstrait s’approche d’un 1-set
(cf. Section 2.3.4.2).
La Figure 3.9 donne un exemple de programme (représenté
en C, pour simplifier) où l’interprétation avec S] souffre du manque d’expressivité de
cette abstraction. Lorsque x est inconnu, le chemin qui passe par a et b est infaisable,
mais l’information x > 10 issue du décodage du code machine, certainement traduit
avec des instructions sémantiques assume, ne pourra pas être représentée dans S].
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3.4 Abstraction par prédicats
Mem ∪ SPMem︸ ︷︷ ︸
Var ∪ Mem]︸ ︷︷ ︸
Z32 ∪ SPZ32︸ ︷︷ ︸
Z32] ∪ {>}︸ ︷︷ ︸
S] =
(
V] −→ C]︸ ︷︷ ︸ ) ∪ {⊥}
~S
{=,6=,≤,<}︸ ︷︷ ︸ 
C]
V]
E× Φ× E
V] → C]︸ ︷︷ ︸ E×Ψ× E︸ ︷︷ ︸ E =
S˜ = ~S × P
(
P
)
Ajout de prédicats
Nous avions présenté dans la Section 2.3 différents domaines abstraits suffisamment
puissants pour détecter le conflit sur cet exemple (intervalles, polyèdres...). Cependant,
d’une part, de telles abstractions peuvent ne pas être adaptées à l’analyse du binaire,
notamment à cause de contraintes dues à la gestion de la mémoire, et d’autre part, que
notre analyse se polarise, pour la recherche de chemins infaisables, sur les propriétés
issues des conditions, et nous ne souhaitons pas nous limiter à l’expression d’une classe
particulière de propriétés (par exemple, se restreindre aux contraintes linéaires). Nous
choisissons donc d’effectuer l’analyse de programme avec une abstraction plus libre et
expressive : une conjonction de prédicats. Si cette liberté de représentation entraîne une
complexité trop élevée (au niveau de l’interprétation du programme, ou de la recherche
de conflits), nous pourrons chercher à restreindre ou adapter cette abstraction pour
rendre l’analyse plus évolutive sans perdre (trop) en termes de découverte de chemins
infaisables. Cette approche nous paraît adaptée à la recherche de chemins infaisables
en raison de l’inconnu qui les entoure généralement, et de la difficulté à anticiper le
type de chemins infaisables qu’un programme peut contenir.
3.4.1 Le domaine S˜
3.4.1.1 Définition
Nous souhaitons étendre S] pour pouvoir inclure dans les états abstraits les in-
formations sur les variables du programme découvertes au fur et à mesure de son
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interprétation, sous la forme d’une liste de prédicats. L’ensemble de ces prédicats (et
donc leur conjonction) sera valide pour tout exécution du programme parcourant le
chemin analysé. Nous définissons d’abord le domaine des prédicats :
Définition 3.16. Un prédicat de P est constitué d’une relation binaire (opérateur
de comparaison) et de deux opérandes :
P := E×Ψ× E
L’ensemble des relations binaires Ψ est défini comme Ψ := {=, 6=,≤, <}. Les
relations binaires ≤ et < étant des relations d’ordre, les relations réciproques ≥ et
> sont superflues. L’ensemble des expressions sur les variables du programme E
est défini inductivement :
E :=
∣∣∣∣∣∣∣∣∣∣
C]
V]
E× Φ× E
où Φ := {+,−,×, /,mod,∼}.
Exemple. r1 > 0, mSP−4 ≤ r3 ou encore 2× t1 = r0 + 1 sont des prédicats.
Nous étendons enfin S] à S˜ pour y inclure un ensemble de prédicats :
Définition 3.17. Le domaine abstrait S˜ est défini par :
S˜ := ~S × P(P ) = (V] → C])× P(P )
Remarque. Il est également possible de raisonner avec seulement P(P ) comme do-
maine abstrait. En effet, l’information portée par une application ~s ∈ ~S peut être
entièrement représentée par un ensemble de prédicats p~s ∈ P(P ) défini comme tel :
p~s :=
⋃
v∈V]
~s(v)6=>
{v = ~s(v)}
Il est toutefois bien plus efficace de représenter les valeurs constantes dans une table.
Nous verrons plus loin (section 3.4.2) que la recherche d’une valeur constante associée à
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une variable est une opération très fréquente lors de l’interprétation d’un programme,
notamment pour l’évaluation d’adresses en mémoire, et ~S fournit la représentation
canonique dont les prédicats manquent. Il faudrait sinon parcourir tous les prédicats à
la recherche d’un élément de la forme v = c, avec c ∈ Z32], une opération coûteuse.
3.4.1.2 Concrétisation
Nous définissons d’abord la concrétisation d’un ensemble de prédicats :
Définition 3.18. La fonction de concrétisation γP : P(P ) → P(S) pour un en-
semble de prédicats est définie par :
∀p ∈ P(P ), γP (p) :=
s ∈ S
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∀(e1,=, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 = x2
∧∀(e1, 6=, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 6= x2
∧∀(e1,≤, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 ≤ x2
∧∀(e1, <, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 < x2
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
X1 := γE(s, e1)
X2 := γE(s, e2)

où γE : Ŝ ×E→ P(Z32) est la fonction de concrétisation d’une expression dans un
état, définie inductivement par :
∀e ∈ E, γE(s, e) :=
Z32 si e = >
{γZ32](e)} si e ∈ Z32]
{s(e)} si e ∈ Var
{s(mγZ32] (a))} si e ∈ Mem
], avec e = ma⋃
a∈γE(s,e1)
⋃
b∈γE(s,e2) φ(a, b) si e = (e1, φ, e2), avec e1, e2 ∈ E, φ ∈ Φ
La concrétisation d’un état abstrait de (~s, p) ∈ S˜ est l’ensemble des états abstraits
respectant à la fois les contraintes de l’application ~s de chaque variable vers un élément
de C] et de l’ensemble des prédicats p (tel une conjonction). C’est donc l’intersection
des états représentés par ~s et p.
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Définition 3.19. La fonction de concrétisation γ
S˜
: S˜ → P(S) se définit par :
∀s˜ = (~s, p) ∈ ~S × P(P ), γ
S˜
(s˜) := γS](~s) ∩ γP (p)
~S étant un sous-ensemble de S], il suffit de réutiliser γS] .
3.4.1.3 Interprétation
La fonction d’interprétation I˜ de S˜ doit à la fois maintenir (a) l’application de ~S et
(b) l’ensemble de prédicats de P(P ). Nous pouvons la décomposer en deux fonctions 9
I˜C] : ~S → ~S et I˜P : ~S × P(P )→ P(P ) :
I˜ : (~s, p) 7→ (I˜C](~s), I˜P (~s, p))
La fonction d’interprétation abstraite sur une telle application (a) a déjà été discutée
dans les sections précédentes (Section 3.3.1, Section 3.3.2), et sera définie de manière
quasi-identique à la fonction d’interprétation concrète (Définition 3.9), étendue sur C].
Voici les instructions qui diffèrent :
∀~s ∈ ~S,
I˜C] [scratch d](~s) := ~s[d 7→ >]
I˜C] [sub d, a, b](~s) :=

~s[d 7→ 0] si a = b
~s[d 7→ ~s(a)−~s(b)] sinon
I˜C] [div d, a, b](~s) :=

~s[d 7→ 1] si a = b
~s[d 7→ ~s(a) /~s(b)] sinon
I˜C] [mod d, a, b](~s) :=

~s[d 7→ 0] si a = b
~s[d 7→ ~s(a) /~s(b)] sinon
I˜C] [assume c, a](~s) := ~s
9. Nous ferons usage d’informations sur les variables identifiées à une valeur constante pour l’in-
terprétation par I˜P (prenant en compte les informations valides avant l’exécution de l’instruction
considérées). À l’opposé, les prédicats de l’état n’ont pas d’utilité pour la fonction d’interprétation
I˜C] .
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Distinguer les cas a = b pour certaines opérations arithmétiques permet de trai-
ter les cas où ~s(a) est inconnu (>) et éviter une perte de précision lorsque possible.
Par exemple, dans le cas d’une l’instruction sub d, a, a, si ~s(a) = >, il est préférable
d’assigner 0 à ~s(d) que >−> = >.
Refléter l’évolution du programme sur un ensemble de prédicats (b) dont la sé-
mantique dépend des valeurs de chaque variable au point actuel de l’analyse est plus
délicat. En effet, cela implique de mettre à jour, pour toute instruction modifiant une
variable x, tous les prédicats relatifs à x.
3.4.2 Interprétation par les prédicats
Nous commençons par introduire un outil utile pour la manipulation de prédicats :
la fonction d’invalidation d’une variable. Cette fonction vise à étendre l’effet d’une
instruction opérant une modification inconnue sur une variable, sur l’ensemble des
prédicats. Une implémentation conservatrice serait simplement de supprimer tous les
prédicats affectés (exprimés en fonction de cette variable donc). Après tout, un prédicat
apportant une information supplémentaire, il est toujours correct de le supprimer : il
n’en résultera qu’une surapproximation (perte de précision mais pas de validité), comme
l’énonce le Lemme 3.2. Nous souhaitons toutefois préserver autant d’information que
se peut.
Lemme 3.2. La suppression d’un prédicat dans un état est sûre : celle-ci entraîne
toujours une surapproximation. Autrement dit, ∀p ∈ P(P ), ∀p0 ∈ P :
γP (p ∪ {p0}) ⊆ γP (p)
Démonstration. Pour tout ensemble de prédicats p, la définition de γP peut s’écrire
comme
γP (p) = {s ∈ S | ∀pi ∈ p, P(s, pi)}
où P est une propriété validant les prédicats de pi par rapport aux valeurs des
variables de V dans l’état s.
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Nous montrons ainsi que
γP (p ∪ {p0}) ⊆ γP (p)
⇔ {s ∈ S | ∀pi ∈ p ∪ {p0}, P(s, pi)} ⊆ {s ∈ S | ∀pi ∈ p, P(s, pi)}
⇔ ∀s ∈ S, ∀pi ∈ p ∪ {p0}, P(s, pi) =⇒ ∀pi ∈ p, P(s, pi)
Or, p ∪ {p0} ⊇ p.
Considérons l’instruction sémantique scratch r1. Si l’état avant son interprétation
contient les prédicats
{r0 = r4, r1 + 1 6= t1}
l’information du deuxième prédicat n’a plus de sens après scratch r1, et nous ne
pouvons pas faire mieux que le supprimer, et ne garder que {r0 = r4}. Supposons
maintenant que l’état avant l’interprétation de l’instruction scratch r1 contienne :
{r0 = r1, r1 + 1 6= t1}
Nous pouvons alors faire mieux, et transformer cet ensemble de prédicats en
{r0 + 1 6= t1}
Définition 3.20. Soit l’ensemble des variables UE utilisées par une expression
et l’ensemble des variables UP utilisées par un prédicat, les sous-ensembles de V]
définis par :
∀p = (e1, ψ, e2) ∈ P, UP (p) := UE(e1) ∪UE(e2)
∀e ∈ E, UE(e) :=

∅ si e ∈ C]
{e} si e ∈ V]
UE(e1) ∪UE(e2) si e = (e1, φ, e2)
Nous définissons alors la fonction d’invalidation d’une variable sur un ensemble
de prédicats :
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ιd(p) :=

{pi[e/d] | pi ∈ p}
si ∃a ∈ V],∃e ∈ E,
(d = e) ∈ p ∨ (e = d) ∈ p
{pi ∈ p | d /∈ UP (pi)} sinon
où pi[e/d] dénote le prédicat pi ∈ P où e remplace toutes les occurrences de d.
Remarque. Cette fonction d’invalidation n’est pas déterministe (plusieurs expressions
e différentes peuvent correspondre), et peut être améliorée en utilisant l’associativité
des relations d’ordre (< et ≤), ou en recherchant des prédicats de la forme (d = e)
impliqués par p, plutôt que directement inclus.
Pour l’ensemble des instructions sémantiques, notre stratégie sera de ne pas rajouter
des informations constantes (du type x = 4, x ∈ V]) dans les prédicats, redondantes
avec l’application de ~S = V] → C] et plus difficilement exploitables, les prédicats
étant plus librement structurés. Nous distinguerons donc les cas où les paramètres de
l’instruction (opérandes en lecture) sont des constantes connues.
Nous commençons par définir l’interprétation des instructions de base set, seti et
scratch. ∀d, a ∈ V] tq d 6= a :
I˜P [set d, d](~s, p) := p
I˜P [set d, a](~s, p) :=

ιd(p) ∪ {d = a} si ~s(a) = >
ιd(p) sinon
I˜P [seti d, k](~s, p) := ιd(p)
I˜P [scratch d](~s, p) := ιd(p)
Pour le reste des instructions, nous chercherons, lorsque possible, à mettre à jour
les prédicats en remplaçant toute occurrence de variable modifiée par cette variable à
laquelle on applique l’opération inverse de l’instruction interprétée.
Pour l’interprétation d’instructions arithmétiques à deux paramètres (en lecture),
du type instφ d, a, b, où d est modifié en fonction de a et b, nous distinguons typiquement
trois cas :
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(a) d 6= a et d 6= b : on invalide les prédicats affectés par d et
(i) si la valeur d’au moins une des deux opérandes a, b est inconnue (~s(a) =
> ∨~s(b) = >) : on rajoute un prédicat du type d = a φ b ;
(ii) si a et b sont des constantes connues (~s(a) 6= > ∧~s(b) 6= >) : on ne fait rien,
cette information sera représentée dans ~s.
(b) d = a = b :
(i) si la fonction f := (d 7→ dφd) ∈ C] → C] est bijective, appliquer le remplace-
ment [d/(d φ d)−1] sur les prédicats, où (d φ d)−1 est l’expression représentant
la fonction f−1 ;
(ii) si la fonction f := (d 7→ d φ d) ∈ C] → C] n’est pas bijective, on invalide les
prédicats affectés par d.
(c) d 6= a et d = b (et de même pour d = a et d 6= b) :
(i) si la fonction f := (d 7→ aφ d) ∈ C] → C] est bijective pour tout a, appliquer
le remplacement [d/(d φ a)−1] sur les prédicats, où (d φ d)−1 est l’expression
représentant la fonction f−1 ;
(ii) si la fonction f := (d 7→ a φ d) ∈ C] → C] n’est pas bijective pour tout a, on
invalide les prédicats affectés par d : on ne peut rien faire.
Des prédicats “collatéraux” peuvent parfois être rajoutées indépendamment : par
exemple, si l’instruction opère d 7→ d + d, on sait que le résultat sera toujours pair et
il est intéressant de garder cette information en rajoutant un prédicat dmod 2 = 0.
Soit j~s(v) :=

~s(v) si ~s(v) 6= >
v si ~s(v) = >
∀~s ∈ ~S, ∀v ∈ V] la fonction faisant correspondre
à une variable v une expression la caractérisant le mieux (sa valeur constante si elle est
connue). Alors pour toutes variables d, a, b ∈ V] telles que d 6= a et d 6= b ,
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I˜P [add d, a, b](~s, p) :=

ιd(p) si ~s(a) 6= > ∧~s(b) 6= >
ιd(p) ∪ {d = j~s(a) + j~s(b)} sinon
I˜P [add d, d, d](~s, p) :=

ιd(p) si ~s(d) 6= >
p[(d / 2) / d] ∪ {dmod 2 = 0} sinon
I˜P [add d, d, b](~s, p) :=

ιd(p) si ~s(d) 6= > ∧~s(b) 6= >
p[(d− j~s(b)) / d] si ~s(d) = >
p ∪ {d = ~s(d) + b} si ~s(d) 6= > ∧~s(b) = >
I˜P [add d, a, d] := I˜P [add d, d, a]
I˜P [sub d, a, b](~s, p) :=

ιd(p) si ~s(a) 6= > ∧~s(b) 6= >
ιd(p) si a = b
ιd(p) ∪ {d = j~s(a)− j~s(b)} sinon
I˜P [sub d, d, d](~s, p) := ιd(p)
I˜P [sub d, d, b](~s, p) :=

ιd(p) si ~s(d) 6= > ∧~s(b) 6= >
p[(d+ j~s(b)) / d] si ~s(d) = >
p ∪ {d = ~s(d)− b} si ~s(d) 6= > ∧~s(b) = >
I˜P [sub d, a, d](~s, p) :=

ιd(p) si ~s(d) 6= > ∧~s(a) 6= >
p[(j~s(a)− d) / d] si ~s(d) = >
p ∪ {d = a−~s(d)} ~s(d) 6= > ∧~s(a) = >
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I˜P [mul d, a, b](~s, p) :=

ιd(p) si ~s(a) 6= > ∧~s(b) 6= >
ιd(p) ∪ {d = j~s(a)× j~s(b)} sinon
I˜P [mul d, d, d](~s, p) := ιd(p)
I˜P [mul d, d, b](~s, p) :=

ιd(p) si
~s(d) 6= > ∧~s(b) 6= > ou
~s(d) = > ∧~s(b) = >
ιd(p) ∪ {dmod 2k = 0} si ~s(d) = > ∧~s(b) 6= > ∧ k =
max{x ∈ N |~s(b) mod 2x = 0}
p ∪ {d = ~s(d)× b} si ~s(d) 6= > ∧~s(d) = >
I˜P [mul d, a, d](~s, p) := I˜P [mul d, d, a](~s, p)
Remarque. Nous n’ajoutons pas de prédicat d ≥ 0 pour une instruction mul d, d, d ni
de prédicat d mod b = 0 pour une instruction mul d, d, b, à cause des risques d’overflow.
Exemple. Soit l’instruction sémantique i := sub r2, r0, t1. Supposons ~s(r0) = > et
~s(t1) = 4. Alors, I˜P (~s, {r0 ≥ 0, r1 > r2 + 1}) = {r0 ≥ 0, r2 = r0 − 4}, le deuxième
prédicat du résultat étant obtenu à partir de la formule d = j~s(a)− j~s(b).
Le processus est légèrement optimisé en considérant que l’appel à ιd est inutile
lorsque d est une constante connue, puisque l’interprétation par prédicats est conçue
de manière à éviter ce type de redondance, c’est-à-dire qu’elle maintient la propriété
∀d ∈ V], ~s(d) 6= > =⇒ ∀pi ∈ p, d /∈ UP (pi) pour tout état (~s, p) : l’information de la
valeur constante de d aura été représentée dans ~s.
Nous pouvons faire la preuve générale de la validité d’une telle technique d’inter-
prétation d’instructions sur les prédicats par substitution de la fonction inverse. Ce
principe est énoncé par le Théorème 3.1.
Théorème 3.1. Soit i ∈ Isem une instruction sémantique. Si
(1) il existe une fonction I[i]−1, inverse de la fonction d’interprétation concrète :
∀s ∈ S, I[i]−1(I[i](s)) = s
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(2) il existe v ∈ V], unique variable modifiée par i :
∀s ∈ S, ∀v′ 6= v, I[i](s)(v) = s(v)
(3) il existe une expression e−1i ∈ E modélisant l’effet de I[i]−1 sur v :
∀s ∈ S, γE(s, e−1i ) = I[i]−1(s)(v)
Alors, le remplacement de v par e−1i dans les prédicats est une abstraction valide
et précise (sans approximation) de I[i], c’est-à-dire
∀p ∈ P(P ), γP (p[v 7→ e−1i ]) = I[i](γP (p))
La preuve complète de ce théorème est détaillée dans l’Annexe C.
3.4.3 Conclusion
LDR r0, [r0]
load r0, r0,N32
Figure 3.10 –
Chargement dans
la variable conte-
nant l’adresse
L’abstraction S˜ se révèlera suffisamment précise et efficace pour
détecter un nombre significatif de chemins infaisables [91], comme
nous le verrons en Section 5.3. Elle souffre toutefois de nombreux
défauts.
Premièrement, l’interprétation par prédicats est sévèrement li-
mitée par sa capacité à trouver une opération inverse à appliquer,
pour chaque instruction interprétée. Beaucoup d’opérations ne sont
pas bijectives, et causent des pertes (partielles ou non) d’informa-
tion sur les variables affectées. Certaines opérations courantes, comme le chargement
dans une variable de la valeur à l’adresse contenue dans cette même variable (Fi-
gure 3.10), sont impossibles à modéliser avec le domaine des prédicats. Les approxi-
mations engendrées peuvent rendre les états abstraits trop imprécis pour détecter des
états impossibles, et donc, des chemins infaisables.
Deuxièmement, l’interprétation est coûteuse. Les prédicats sont des objets cons-
truits inductivement, à taille variable, qui doivent être parcourus de nombreuses fois à
chaque interprétation d’une instruction. Même pour des opérations simples à traduire,
il faut déterminer les prédicats à invalider ou ceux qui nécessitent une substitution de
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variable. L’invalidation doit à nouveau parcourir l’ensemble des prédicats pour chercher
un opérande égal à la variable supprimée, afin de préserver l’information. L’abstrac-
tion par prédicats s’accompagne d’algorithmes d’interprétation (et de manipulation des
prédicats) à complexité quadratique (O(n2)), du fait que le traitement pour chaque pré-
dicat peut demander le parcours de tous les autres prédicats. La taille des états devient
rapidement un problème pour l’analyse de programmes de taille, d’autant que les prédi-
cats tels que ceux décrivant des constantes stockées en mémoire (car trop volumineuses
pour être encodées dans les instructions) ne seront jamais supprimés, sauf en utilisant
une analyse de vivacité (présentée dans [3]).
Figure 3.11 – Pro-
blème de la contextua-
lisation des propriétés
Enfin, certaines parties des programmes – les boucles et les
fonctions – doivent être analysées plusieurs fois. Afin d’éviter
de répéter le travail d’analyse, il est utile de pouvoir repré-
senter l’état de la machine en fin d’exécution d’une région
du programme, en fonction de l’état en entrée. Les prédicats
de P n’expriment que des propriétés par rapport aux valeurs
courantes de chaque variable, et ne permettent donc pas de
morceler l’analyse en plusieurs parties composables.
Cette absence de modularité engendre aussi un problème
de contextualisation (Figure 3.11). Si l’on découvre une pro-
priété (chemin infaisable) dans une fonction g appelée à partir
d’une fonction f , il est difficile, voire impossible de détermi-
ner si cette propriété est particulière à l’appel depuis f , ou si
elle est générale à tout appel de g. Pour le savoir, il faudrait
analyser g deux fois, avec les informations issues du contexte
d’appel (pour chercher une propriété locale), et sans (pour
chercher une propriété plus forte). La Figure 3.11 illustre ce
problème de recherche d’un contexte minimal pour une pro-
priété découverte sur un arc dans le corps de la fonction g.
73
CHAPITRE 3. INTERPRÉTATION ABSTRAITE
{=,6=,≤,<}︸ ︷︷ ︸ 
C]
V]
E× Φ× E
V] → C]︸ ︷︷ ︸ E×Ψ× E︸ ︷︷ ︸ E =
S˜ = ~S × P
(
P
)
V] → ÊΛ︸ ︷︷ ︸ ÊΛ ×Ψ× ÊΛ︸ ︷︷ ︸ 
C]
V]
Λ = {λ1, λ2, . . .}
ÊΛ × Φ× ÊΛ
Ŝ = Θ × P
(
P̂Λ
)
ÊΛ =
Paramétrisation par valeurs initiales
Introduction de variables abstraites
3.5 Vers une abstraction paramétrée et composable
3.5.1 Le domaine Ŝ0
Nous avons jusqu’ici représenté les propriétés des variables du programme dans les
états abstraits sous la forme de relations entre elles, valides en un point du programme
particulier représenté par l’état. Dans un effort de rendre l’analyse du programme
plus modulaire, tout en améliorant sa précision et sa complexité, nous allons désormais
exprimer chaque variable du programme en fonction des valeurs initiales de ces variables
en entrée du (sous-)programme – des paramètres donc – plutôt que de chercher à
maintenir des relations entre leurs valeurs courantes.
3.5.1.1 Définition
Nous noterons Ê l’ensemble des expressions E où l’ensemble des valeurs initiales des
variables V̂ (= V̂ar × M̂em) remplace V]. De manière similaire, P̂ sera l’ensemble des
prédicats modifié pour utiliser Ê. Il s’agit là purement d’une convention : V̂ ∼= V], Ê ∼= E
et P̂ ∼= P , la différence tient dans le fait que les variables dans Ê et P̂ représentent
maintenant leurs valeurs avant la partie de code analysée. Par convention, les variables
de V̂ seront différenciées de celles de V] par un ∗ : par exemple, r∗0 ∈ V̂ représente la
valeur de r0 ∈ V au début de l’analyse.
Nous définissons en premier lieu Ŝ0 :
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Définition 3.21. Soit Θ0 l’ensemble des applications de variables vers des expres-
sions, fonctions de leurs valeurs initiales :
Θ0 := V] → Ê
Les éléments de Θ0 seront appelés des tables de variables. L’état abstrait paramétré
Ŝ0 est défini comme :
Ŝ0 := Θ0 × P(P̂ )
= (V] → Ê)× P(P̂ )
3.5.1.2 Vue fonctionnelle
Cette abstraction est paramétrée par un ensemble de valeurs initiales associées aux
variables de V]. Nous pouvons donc voir Ŝ comme une fonction de (V] → Z32]) → S˜,
c’est-à-dire S → S˜, où les variables de V̂ sont simplement remplacées par la valeur
qu’elles représentent.
Exemple. Ainsi, si θ ∈ Θ est une table de variables telle que
θ(r0) = r∗0, θ(r1) = >, θ(r2) = r∗1 × r∗2
nous pouvons définir la fonction associée à θ qui, prenant en paramètres une valuation
des valeurs initiales s telle que
s(r0) = 10, s(r1) = 20, s(r2) = 30
donnerait l’état
s˜(r0) = 10, s˜(r1) = >, s˜(r2) = 20× 30
Le même raisonnement s’applique pour la transformation de variables dans les pré-
dicats de P̂ : un ensemble de prédicats {r∗0 = 10, r∗2 − r∗1 ≥ 5} deviendrait {10 = 10,
30− 20 ≥ 5}.
Comme l’état obtenu après application d’un ensemble de valeurs initiales ne contient
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pas de variables, nous pouvons évaluer dans l’état de S˜ obtenu toutes les expressions
E vers une constante de Z32] ou >, et l’ensemble des prédicats de P vers > ou ⊥. Par
exemple, dans le cas de l’exemple ci-dessus, s˜(r2) deviendrait simplement 20×30 = 600.
Plutôt que de définir une fonction associée à un état de Ŝ0 sur
S → S˜ = ~S ∪ P(P )
nous pouvons donc la définir sur
S → (V] → C])× {>, ⊥}
Des prédicats tautologiques (>) ne contiennent pas d’information, et des prédicats
indiquant une contradiction (⊥) représentent un état impossible ⊥. Or, S] = (V] →
C]) ∪ {⊥} ; nous pouvons donc simplement définir la fonction associée sur
S → S]
Nous introduisons pour cela le foncteur F0 :
Définition 3.22. Pour tout état abstrait de Ŝ0, nous définissons le foncteur don-
nant sa fonction de valuation associée
F0 : Ŝ0 −→ (S → S])
(θ, p) 7−→ s 7→

v 7→

c tq {c} = γE(s, θ(v)) si θ(v) 6= >
> si θ(v) = >
si γP (p) 6= ∅
⊥ si γP (p) = ∅
Pour rappel, γE est la fonction de valuation d’une expression d’après un état concret
s, donnant sa valeur constante si l’expression en paramètre est dénuée de >, et Z32]
sinon.
La définition de F0 donne ainsi, pour tout ensemble de prédicats p satisfiable, et
pour tout θ, s, v,
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• > si l’expression à évaluer contient un >, c’est-à-dire si
> ∈ UE(θ(v))
• Le résultat de l’expression à valeur où chaque variable est remplacée par sa valeur
dans s, que nous donne γE(s, θ(v)) sous la forme d’un singleton.
Exemple. Le foncteur F0 appliqué à l’exemple ci-dessus donne, pour un ensemble de
prédicats p satisfiable,
F0(θ, p)(s)(r0) = 10
F0(θ, p)(s)(r1) = >
F0(θ, p)(s)(r2) = 600
3.5.1.3 Concrétisation
Cette vue fonctionnelle du domaine Ŝ0 rend la définition d’une fonction de concré-
tisation très simple :
γ′
Ŝ0
: Ŝ0 −→ P(S)
sˆ 7−→ γS](F0(sˆ)(>))
Il suffit d’appliquer le foncteur à > = (v 7→ >) ∈ S et de concrétiser l’état de
S] obtenu selon les règles habituelles pour obtenir l’ensemble des états concrets de S
possibles.
Ce type de concrétisation manque toutefois de précision pour s’appliquer à des
états paramétriques comme ceux de Ŝ0. En effet, les états de Ŝ0 contiennent plus que
de simples relations entre valeurs courantes de variables 10, ils contiennent des relations
entre les valeurs initiales et valeurs courantes de celles-ci. Conserver ces relations lors
de la concrétisation vers P(S) sera crucial pour la validation de l’interprétation par
états paramétriques. Nous définissons en Annexe E une concrétisation plus précise,
concrétisant un état abstrait de Ŝ0 vers une fonction de S 7→ P(S), plutôt qu’un
ensemble d’état concrets de P(S).
10. Certaines relations entre variables sont de plus perdues lors de la concrétisation vers P(S), par
exemple une égalité tacite entre r0 et r1 issue d’un θ tel que θ(r0) = θ(r1) (= r∗2 + 1 par exemple).
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3.5.1.4 Notations
Afin de faciliter la lecture, nous représenterons parfois les tables de variables dans
Θ comme pseudo-prédicats. Ainsi, nous noterons x = x∗ + 1 si la variable x (registre
ou cellule mémoire) a été incrémentée de un depuis l’entrée de la région du programme
analysée, x∗ représentant la valeur de x au début de celle-ci. Pour θ ∈ Θ, θ(x) = x∗+ 1
serait ainsi une notation équivalente à (x = x∗ + 1) ∈ θ. L’opérande de gauche de ces
pseudo-prédicats sera donc toujours une variable de V].
int x, y, z;
void f() {
x = y + 1;
y = 0;
z = z << x;
/* sˆf */
}
(a) La fonction f
sˆf
θ
x y∗ + 1
y 0
z >
. . .
(b) Représentation de sˆf
Figure 3.12 – Notation d’états abstraits paramétrés
Sur la Figure 3.12, l’état sˆf représente l’effet de l’exécution de la fonction f de la
Figure 3.12a, que nous obtenons à la fin de son analyse. La Figure 3.12b montre une
autre représentation, schématique, de l’état abstrait paramétré sˆf , donnant pour toute
variable modifiée par f sa valeur dans θ. On pourrait également écrire
{x = y∗ + 1, y = 0, z = >}
3.5.2 Interprétation abstraite sur Ŝ0
Nous définissons maintenant la fonction d’interprétation Iˆ0 : Isem → Ŝ0 → Ŝ0 pour
chaque instruction sémantique, avec en premier quelques opérations de base :
Iˆ0[seti d, k](θ, p) := (θ[d 7→ k], p)
Iˆ0[set d, a](θ, p) := (θ[d 7→ θ(a)], p)
L’ensemble des prédicats p ∈ P(P ∗) n’est pas modifié, puisque ces prédicats portent
sur les valeurs initiales des variables (V̂) et les propriétés qu’ils décrivent sont donc,
une fois découvertes, vraies pour le reste du programme quoi qu’il arrive. Par exemple,
un prédicat (r∗2 = 0) n’est pas affecté par une instruction seti r2, 4 ; le changement
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de valeur de r2 est représenté par θ(r2) = 4, mais le prédicat porte sur r∗2, la valeur
initiale de r2. Il est donc invariant, c’est-à-dire qu’il reste vrai pour l’intégralité de
l’interprétation de la région analysée.
L’instruction scratch d met simplement la variable d à > dans la table des va-
riables. Une fois de plus, les prédicats ne sont pas affectés avec cette représentation.
Iˆ0[scratch d](θ, p) := (θ[d 7→ >], p)
Le traitement des opérations arithmétiques est trivial :
Iˆ0[add d, a, b](θ, p) := (θ[d 7→ θ(a) + θ(b)], p)
Iˆ0[sub d, a, b](θ, p) := (θ[d 7→ θ(a)− θ(b)], p)
Iˆ0[mul d, a, b](θ, p) := (θ[d 7→ θ(a)× θ(b)], p)
Iˆ0[div d, a, b](θ, p) := (θ[d 7→ θ(a) / θ(b)], p)
Iˆ0[mod d, a, b](θ, p) := (θ[d 7→ θ(a) mod θ(b)], p)
Iˆ0[neg d, a](θ, p) := (θ[d 7→ 0− θ(a)], p)
Iˆ0[cmp d, a, b](θ, p) := (θ[d 7→ θ(a ∼ θ(b)], p)
Les instructions d’accès à la mémoire (load d, a et store d, a) nécessitent de dis-
tinguer deux cas selon que l’adresse a est une constante connue (θ(a) ∈ Z32]) ou non.
Si elle est connue, c’est un simple set entre d et mθ(a), la cellule mémoire à l’adresse
θ(a). Si elle est inconnue, nous utilisons > pour approcher conservativement :
Iˆ0[load d, a, t](θ, p) :=

(θ[d 7→ θ(mθ(a))], p) si θ(a) ∈ Z32]
(θ[d 7→ >], p) sinon
Iˆ0[store d, a, t](θ, p) :=

(θ[mθ(a) 7→ θ(d)], p) si θ(a) ∈ Z32]v 7→

θ(v) si v ∈ Var
> si v ∈ Mem]
, p
 sinon
Le cas du store est le plus délicat, puisqu’une écriture dans une cellule mémoire
inconnue nous fait perdre toute certitude sur le contenu de la mémoire 11, toute cellule
11. Il existe néanmoins de multiples techniques [9, 24, 95] qui permettent de limiter la perte d’in-
formation dans ce scénario.
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mémoire dans la table θ est donc associée à > dans le cas où l’évaluation de l’adresse
échoue.
Les instructions de décalage de bits ne peuvent être traitées qu’avec un décalage
connu (constant), du fait que les expressions de Ê ne supportent pas de variables en
exposant.
Iˆ0[shl d, a, b](θ, p) :=

(θ[d 7→ θ(d)× 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ[d 7→ >], p) sinon
Iˆ0[asr d, a, b](θ, p) :=

(θ[d 7→ θ(d) / 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ[d 7→ >], p) sinon
Ici, 2θ(b) représente la constante résultant d’un calcul constant, et non une expres-
sion.
Les opérations logiques bit à bit, étant donné l’absence d’opérateurs logiques dans
E, entraînent une perte d’information sur le registre de destination, à l’exception du
cas trivial où l’instruction opère sur des constantes entières, et de l’instruction not
qui a une fonction arithmétique équivalente (x 7→ 1− x) pour des variables codées en
complément à deux :
Iˆ0[not d, a](θ, p) := (θ[d 7→ 1− θ(a)], p)
Iˆ0[and d, a, b](θ, p) :=

(θ[d 7→ θ(a) & θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
(θ[d 7→ >], p) sinon
Iˆ0[or d, a, b](θ, p) :=

(θ[d 7→ θ(a) | θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
(θ[d 7→ >], p) sinon
Enfin, l’interprétation de l’instruction sémantique assume ajoute simplement la pro-
priété renseignée par l’instruction en question dans l’ensemble des prédicats :
Iˆ0[assume c, a, b](θ, p) :=

(θ, p ∪ {θ(a) ψc θ(b)}) si c ∈ {=, 6=, <,≤}, ψc := c
(θ, p ∪ {θ(b) ψ−1c θ(a)}) sinon, avec ψ−1> :=<, ψ−1≥ :=≤
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3.5.3 Le domaine Ŝ : Introduction de variables abstraites
void f1(int x, y) {
x = exp(x);
y = x % 2;
/* sˆf1 */
}
(a) La fonction f1
sˆf1
θ
x >
y >
. . .
(b) sˆf1 sans introduction
de variable
sˆf1
θ
x λ1
y λ1 mod 2
. . .
(c) sˆf1 avec introduction
de variable
void f2(unsigned a[4]) {
a[0] = a[0] & 0x1110;
a[1] = a[1] - a[0];
read(a);
a[1] = a[1] + a[0];
/* sˆf2 */
}
(d) La fonction f2
sˆf2
θ
ma >
ma+4 >
ma+8 m
∗
a+8
ma+12 m
∗
a+12
. . .
(e) sˆf2 sans introduction
de variable
sˆf2
θ
ma λ1
ma+4 m
∗
a+4
ma+8 m
∗
a+8
ma+12 m
∗
a+12
. . .
p
λ1 ≤ m∗a
λ1 ≤ 0x1110
(f) sˆf2 avec introduction
de variable
Figure 3.13 – Remède à la perte des relations entre variables après affectation à
>
En contrepartie des multiples avantages que procure une abstraction raisonnant sur
les valeurs initiales des variables du programme plutôt que sur leurs valeurs courantes,
il arrive cependant que le domaine abstrait Ŝ0 échoue à représenter des relations entre
variables au fil de l’exécution d’un programme.
Prenons l’exemple de la fonction f1, décrite sur la Figure 3.13a. Un lien clair existe
entre les variables x et y en fin de fonction, mais une interprétation en avant classique
avec Ŝ0 ne le verrait pas : après l’appel à la fonction complexe exp, l’état abstrait
devient {x = >, y = y∗}, et y reçoit >mod 2 = >. Nous finissons ainsi avec l’état sˆf1
représenté en Figure 3.13b.
Si nous travaillions avec le domaine des prédicats P(P ) (ou S˜), une contrainte
y = xmod2 aurait été facilement découverte et ajoutée à la conjonction de prédicats. Il
s’agit donc là d’un problème propre à notre nouvelle abstraction, auquel nous remédions
en introduisant le concept de variable abstraite.
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Définition 3.23. L’ensemble des variables abstraites est
Λ := {λ1, λ2, λ3, . . .}
Ces variables représentent une valeur inconnue (mais fixe) correspondant au
résultat de l’exécution d’une instruction qui n’a pas pu être représenté par Ê.
Nous enrichissons les expressions avec, et définissons ainsi les états abstraits para-
métrés Ŝ, notre représentation finale du programme.
Définition 3.24. Soit ÊΛ le domaine des expressions Ê enrichi par les variables
abstraites de Λ.
ÊΛ :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
C]
V]
Λ
ÊΛ × Φ× ÊΛ
Soit les tables de variables Θ := V] → ÊΛ. Soient les prédicats P̂Λ := ÊΛ ×
Ψ × ÊΛ. On définit alors les états de Ŝ, plus expressifs que ceux de Ŝ0 grâce à
l’adjonction de ces variables abstraites :
Ŝ := Θ× P(P̂Λ)
Grâce à cette révision des états abstraits, il est désormais possible de mieux repré-
senter l’effet de l’exécution de la fonction f1 de la Figure 3.13a. Si nous représentons
la valeur retournée par l’appel à exp (trop complexe pour être modélisée) par une va-
riable λ1, nous pouvons indirectement exprimer le lien entre x et y en fin de fonction
par {x = λ1, y = λ1 mod 2}. Au même titre que les valeurs initiales des variables de V̂,
les variables abstraites de Λ sont des inconnues de l’analyse.
La Figure 3.13d montre un exemple similaire. À travers l’introduction d’une variable
λ1, nous sommes capables de reconnaître que seul a[0] est modifié par la fonction
(read ne modifie pas le tableau). L’adresse de a dans la mémoire sera connue après
compilation (nous la notons a), et l’interprétation de f2 résulte d’abord en {ma =
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λ1,ma+4 = m∗a+4 − λ1,ma+8 = m∗a+8,ma+12 = m∗a+12}, puis en sˆf2 , représenté sur la
Figure 3.13f. L’introduction de λ1 est également utile pour exprimer des informations
partielles comme λ1 < m∗a et λ1 < 0x1110 : le résultat inconnu du et binaire est plus
petit que chacun de ses opérandes (non signés).
Une bonne stratégie d’interprétation est donc d’introduire une variable abstraite
après chaque instruction dont le résultat est inconnu, pour pouvoir exprimer des pro-
priétés sur ce résultat. Partant de ce constat, nous introduisons la fonction d’invalida-
tion :
Définition 3.25. La fonction d’invalidation ιˆv : Θ −→ Θ est définie pour toute
variable v ∈ V] comme
(ιˆv)
ΓΛ ` θ
ΓΛ ∪ {λ|ΓΛ|+1} ` θ[v 7→ λ|ΓΛ|+1]
pour un contexte ΓΛ ⊂ Λ définissant l’ensemble des variables introduites.
L’algorithme d’introduction de variables dans PathFinder implémente cette tech-
nique sans dégrader sérieusement la complexité de l’analyse (entre 3% et 4% du temps
d’analyse passé dans ce module d’après quelques expériences sur les benchmarks de
Mälardalen), grâce à un mécanisme de suppression des variables inutilisées, et en gé-
rant les invalidations complètes de mémoire (dues à des store à une adresse inconnue)
par l’introduction retardée de variables λ au fil de l’analyse, lorsqu’une valeur inconnue
est chargée de la mémoire.
Nous pouvons maintenant adapter la fonction d’interprétation abstraite pour Ŝ.
3.5.4 Interprétation abstraite sur Ŝ
Une première application immédiate de cette technique est l’introduction d’une
variable abstraite λi à chaque instruction scratch, représentant le résultat inconnu :
Iˆ[scratch d](θ, p) := (ιˆd(θ), p)
De manière similaire, un chargement à une adresse inconnue entraîne l’introduction
d’une variable abstraite représentant la valeur chargée. Selon le même état d’esprit, une
écriture sur une variable inconnue devrait maintenant affecter une variable abstraite
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différente à chaque cellule mémoire :
Iˆ[load d, a, t](θ, p) :=

(θ[d 7→ θ(mθ(a))], p) si θ(a) ∈ Z32]
(ιˆd(θ), p) sinon
Iˆ[store d, a, t](θ, p) :=

(θ[mθ(a) 7→ θ(d)], p) si θ(a) ∈ Z32]
(ιˆv1 ◦ ιˆv2 ◦ . . . ◦ ιˆvk︸ ︷︷ ︸
(v1,v2,...,vk)=Mem]
(θ), p) sinon
Une méthode moins coûteuse et plus réaliste à appliquer pour gérer une écriture à
une adresse inconnue consiste à ne pas assigner de variable abstraite à chaque cellule
mémoire, seulement un >, comme selon la définition de Iˆ0[store d, a, t]. En revanche,
nous modifions alors l’interprétation du load pour introduire cette variable en retard
dans la mémoire lors du chargement d’un >. Ainsi, Iˆ(load d, a, t) devient
(θ, p) 7−→

(θ[d 7→ θ(mθ(a))], p) si θ(a) ∈ Z32] ∧ θ(mθ(a)) 6= >((
ιˆmθ(a)(θ)
)
[d 7→ θ(mθ(a))], p
)
si θ(a) ∈ Z32] ∧ θ(mθ(a)) = >
(ιˆd(θ), p) sinon
L’introduction de variables permettant de représenter le résultat de toute opération,
elle permet l’adjonction de prédicats sur certaines instructions complexes. Par exemple,
sur les instructions de décalage, même avec un facteur inconnu, il peut être utile de noter
que le décalage à gauche (shl) est croissant, et le décalage à droite (asr) décroissant
pour des valeurs positives (et vice-versa pour des valeurs négatives) :
Iˆ[shl d, a, b](θ, p) :=

(θ[d 7→ θ(d)× 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ′, p ∪ {z θ′(d) ≥ z θ(a)}) sinon si θ(a) ∈ Z, avec θ
′ := ιˆd(θ)
et z := signe(θ(a))
(ιˆd(θ), p) sinon
Iˆ[asr d, a, b](θ, p) :=

(θ[d 7→ θ(d) / 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ′, p ∪ {z θ′(d) ≤ z θ(a)}) sinon si θ(a) ∈ Z, avec θ
′ := ιˆd(θ)
et z := signe(θ(a))
(ιˆd(θ), p) sinon
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Notons que la sémantique des instructions de décalage shl et asr n’admet pas de
décalage négatif. Nous pouvons faire de même pour les opérateurs binaires et et ou.
Une autre propriété intéressante du et binaire est celle-ci :
Propriété 3.1.
∀x ∈ Z, x& 1. . .111︸ ︷︷ ︸
k
2 = xmod 2k+1
c’est-à-dire
∀x ∈ Z, ∀k ∈ N, x& (2k+1 − 1) = xmod 2k+1
Cette propriété est souvent utilisée par les compilateurs pour calculer rapidement le
reste d’une division par une puissance de deux. Il est donc utile de définir :
Iˆ[and d, a, b](θ, p) :=

(θ[d 7→ θ(a) & θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
(θ′, p ∪ {θ′(d) = θ(b) mod 2k}) si ∃k ≤ 31, θ(a) = 2
k − 1 ∈ Z32
et avec θ′ := ιˆd(θ)
(θ′, p ∪ {θ′(d) = θ(a) mod 2k}) si ∃k ≤ 31, θ(b) = 2
k − 1 ∈ Z32
et avec θ′ := ιˆd(θ)
θ′, p ∪
 zaθ
′(d) ≤ zaθ(a),
zaθ
′(d) ≤ zbθ(b)

 sinon si (θ(a), θ(b)) ∈ Z
2
avec θ′ := ιˆd(θ), et (za, zb) :=
(signe(θ(a)), signe(θ(b)))
(ιd(θ), p) sinon
Iˆ[or d, a, b](θ, p) :=

(θ[d 7→ θ(a) | θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
θ′, p ∪
 zaθ
′(d) ≥ zaθ(a),
zaθ
′(d) ≥ zbθ(b)

 sinon si (θ(a), θ(b)) ∈ Z
2
avec θ′ := ιˆd(θ), et (za, zb) :=
(signe(θ(a)), signe(θ(b)))
(ιd(θ), p) sinon
La sémantique abstraite complète est donnée par l’Annexe B.
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3.5.5 Composition
sˆ
sˆ′
sˆ ◦ sˆ′
Figure 3.14 – Composition
de deux chemins consécutifs
Nous sommes maintenant en mesure de définir l’opé-
ration de composition d’états. Chaque état de Ŝ re-
présentant l’effet d’une séquence d’instructions séman-
tiques, correspondant aux instructions de chaque bloc
de base successivement emprunté sur un chemin, il est
possible de combiner plusieurs états paramétrés. Ainsi,
si deux états sˆ, sˆ′ ∈ Ŝ représentent respectivement l’exé-
cution de successions d’instructions i1.i2...in et i′1.i′2...i′m
sur des chemins pi et pi′ consécutifs, alors l’état composé
sˆ′ ◦ sˆ devra représenter l’exécution de i1.i2...in.i′1.i′2...i′m
sur le chemin pi.pi′.
Définition 3.26. L’opérateur de composition d’états ◦ transforme deux états
sˆ, sˆ′ ∈ Ŝ en un état sˆ′ ◦ sˆ qui représente l’application successive de sˆ puis de
sˆ′. Ainsi, si sˆ = (θ, p), sˆ′ = (θ′, p′), alors
(◦) Γ
′
Λ ` sˆ′ ΓΛ ` sˆ
Γ′Λ ∪ ΓΛ ` sˆ′ ◦ sˆ
sˆ′ ◦ sˆ :=
(
v 7→ σsˆ(θ′(v)), {(σsˆ(e1) ψ σsˆ(e2)) | (e1 ψ e2) ∈ p′} ∪ p
)
où σsˆ, la fonction d’application d’un état sˆ = (θ, p) à une expression e est définie
comme :
σsˆ(e) :=

k si e = k, k ∈ Z32
k + θ(sp) si e = SP + k, k ∈ Z32
> si e = >
θ(v) si e = v, v ∈ V]
λi si e = λi, λi ∈ Λ
σsˆ(e1) ψ σsˆ(e2) si e = (e1 ψ e2), e1, e2 ∈ ÊΛ, ψ ∈ Ψ
où sp ∈ Reg désigne le registre pointeur de pile pour l’architecture considérée.
86 J. Ruiz
3.5. VERS UNE ABSTRACTION PARAMÉTRÉE ET COMPOSABLE
L’opérateur ◦ décrit dans la Définition 3.26 effectue en réalité une simple opération,
qui, pour appliquer sˆ′ à sˆ,
1. remplace dans toutes les expressions de sˆ′ les variables (qui représentent leur
valeur au début de l’analyse) par la valeur de celles-ci d’après sˆ ;
2. effectue dans sˆ′ une translation du pointeur de pile par rapport aux changements
qu’il a subi dans sˆ ;
3. y rajoute les prédicats inchangés de sˆ.
Intuitivement, les expressions du résultat obtenu, sˆ′ ◦ sˆ, ainsi que la constante SP, sont
maintenant relatives aux valeurs des variables de la machine au début de l’analyse qui
a produit sˆ.
int x, y, z;
void g() {
y = z;
z = -1;
/* sˆg */
}
void f() {
x = y + 1;
y = 0;
z = z * z;
/* sˆ */
g();
/* sˆg ◦ sˆ */
}
(a) Le programme
sˆg
θ
x x∗
y z∗
z −1
. . .
sˆ
θ
x y∗ + 1
y 0
z λ1
. . .
p Wλ1 ≥ 0
(b) Interprétation séparée
des fonctions du programme
sˆf = sˆg ◦ sˆ
θ
x y∗ + 1
y λ1
z −1
. . .
p λ1 ≥ 0
(c) Composition des états
Figure 3.15 – Interprétation d’un appel de fonction par composition d’états
La Figure 3.15 illustre la composition d’états en l’appliquant sur le programme de
la Figure 3.15a. La fonction g est d’abord interprétée séparément, puis le corps de f,
jusqu’à l’appel à g, résultant en sˆg et sˆ respectivement (Figure 3.15b). La composition
de sˆg et sˆ représente l’exécution de la fonction f, et équivaut à un état sˆf qui aurait
parcouru l’intégralité de l’exécution de la fonction (en passant par g).
Nous définissons également l’état identité :
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Définition 3.27. L’état abstrait identité, noté 1
Ŝ
, est défini par le couple d’une
liste de prédicats vides et de la table de variables 1Θ, l’automorphisme identité sur
V] :
1
Ŝ
:= (1Θ, ∅) = (v 7→ v∗, ∅)
Cet état est par définition l’élément neutre de la composition :
∀sˆ ∈ Ŝ, 1
Ŝ
◦ sˆ = sˆ = sˆ ◦ 1
Ŝ
Il est aussi, par définition, toujours valide en début d’analyse, du fait qu’il exprime
un état du programme où toute variable est inchangée et aucune propriété sur le pro-
gramme n’a été découverte.
Nous avons, à la suite de plusieurs itérations, défini Ŝ, une abstraction paramétrée
et composable des états possibles de la machine (P(S)), ainsi que les outils pour la
manipuler et interpréter un programme avec (Iˆ). Nous justifions enfin son usage en
présentant des techniques de validation de la correction de cette abstraction dans la
prochaine section.
3.5.6 Concrétisation de Ŝ
Nous définissons la fonction de concrétisation d’un état abstrait paramétré Ŝ comme
une application qui, pour un état de Ŝ et un état initial de ~S, donne un ensemble d’états
de P(~S), représentation intermédiaire qui peut elle-même être facilement concrétisée
vers P(S). Le tout définit la concrétisation d’une abstraction de Ŝ vers un ensemble
d’états concrets, paramétrée par un état initial.
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Définition 3.28. La fonction de concrétisation γ
Ŝ
: Ŝ → ~S → P(~S) est ainsi
définie :
∀sˆ = (θ, p) ∈ Ŝ, ∀~s0 ∈ ~S, ΓΛ ` γŜ(sˆ)(~s0) :=
~s ∈ ~S
∣∣∣∣∣∣∣∣∣∣∣
∃L ∈ (Z32])|ΓΛ|,
∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ(v)) ∧
∀(e1 ψ e2) ∈ p, ∃
x1
x2
 ∈
 γÊΛ(~s0, L, e1)
γÊΛ(~s0, L, e2)
 , x1 ψ x2

avec γÊΛ , la concrétisation d’une expression e selon un état ~s ∈ ~S et une valuation
L = {κλ1 , κλ2 , . . . , κλ|ΓΛ|} ∈ (Z32
])|ΓΛ| de l’ensemble des variables abstraites définies
dans le langage ΓΛ :
∀e ∈ ÊΛ, ΓΛ ` γÊΛ(~s, {κλ1 , κλ2 , . . . , κλ|ΓΛ|}, e) :=
Z32 si e = >
{e} si e ∈ Z32]
{~s(e)} si e ∈ V]
{κe} si e ∈ Λ⋃
a∈γÊΛ (~s,e1)
⋃
b∈γÊΛ (~s,e2)
φ(a, b) si e = (e1, φ, e2), avec e1, e2 ∈ ÊΛ, φ ∈ Φ
Intuition (variables abstraites) Nous fixons pour cette définition un ensemble de
valeurs L = {κλ1 , κλ2 , . . . , κλ|ΓΛ|} pour tester l’appartenance de chaque ~s à l’ensemble
des états constituant le résultat de la concrétisation, afin de s’assurer que l’ensemble
des propriétés est conjointement respecté par ~s pour une valeur fixe de chaque λi (et
pour ne pas accepter, par exemple, un état contenant 0 > λi et 0 < λi, valides pour
des valeurs de λi différentes). Cet ensemble de valeurs L est donné en paramètre à
la fonction de concrétisation d’une expression, qui concrétise alors chaque λi en un
singleton {κλi} pour la valuation L en question.
Cette fonction de concrétisation permet la construction d’une correspondance de
Galois et la validation de l’analyse par interprétation sur Ŝ. Ce processus est décrit
dans l’Annexe D.
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3.6 Conclusion générale
Nous avons dans ce chapitre traité de la représentation de la machine, de son évolu-
tion au fur et à mesure de l’analyse du programme, et de la représentation de celui-ci.
Nous avons construit une abstraction adaptée, Ŝ, et l’avons munie de fonctions d’inter-
prétation abstraite vérifiables grâce à l’établissement d’une correspondance de Galois
et de choix de structures appropriés. Cette abstraction raisonnant en fonction de l’état
du programme en début d’analyse, elle peut être mise à jour pour refléter l’effet de
l’exécution d’instructions sans nécessiter la définition d’une fonction représentant l’ef-
fet inverse. Cela simplifie largement le processus d’analyse de programme et limite les
pertes de précision dues à l’application de fonctions non bijectives sur les variables.
De plus, la composabilité de cette abstraction sera un élément clé dans la construction
d’une analyse modulaire qui sera faite au chapitre suivant.
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Ce chapitre présente des algorithmes de parcours de graphe de flot de contrôle pour
la découverte de propriétés de flot de données. Là où le chapitre précédent portait sur
l’analyse des instructions à l’intérieur d’un bloc de base, nous allons désormais traiter
de l’analyse de l’ensemble du programme. Dans cette optique, les blocs de bases et arcs
des CFG, sont des éléments atomiques du programme.
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4.1 Parcours d’un CFG acyclique
Dans cette section, nous détaillons l’algorithme de parcours d’un CFG sans boucles
par raffinements successifs. Cet algorithme de parcours en avant doit effectuer une
analyse de flot de données : il a pour but d’associer à chaque point du graphe – sommet
ou arc – l’ensemble des états possibles.
4.1.1 Parcours d’un graphe acyclique
4.1.1.1 Algorithme de base
Nous commençons par un algorithme classique de parcours de graphe acyclique.
Celui-ci utilise une working list (wl), une file d’éléments du graphe à parcourir – ici les
sommets, ou blocs de base. Les éléments dans cette file sont uniques (pas de doublon).
Définition 4.1. Pour tout graphe G = (V,E, , ω), et pour tout sommet de ce
graphe v ∈ V , nous définissons
• l’ensemble de ses arcs entrants, ins(v) := {(v′ → v) ∈ E}
• l’ensemble de ses arcs sortants, outs(v) := {(v → v′) ∈ E}
De plus, nous notons, pour tout arc (v1 → v2) ∈ E,
source(v1 → v2) := v1
sink(v1 → v2) := v2
À chaque itération, nous retirons (pop) un élément de la file et y ajoutons la cible
(sink) de chacun ses arcs sortants (outs). Ces itérations se répètent tant que la file,
initialisée à l’entrée du graphe , n’est pas vide. Ce simple, premier algorithme permet
de parcourir tous les sommets du graphe.
Parce que nous aurons par la suite 1 besoin de connaître l’ensemble des états du
programme possibles au niveau de sommets du CFG (et non seulement pour chaque
chemin), nous modifions cet algorithme pour y intégrer des points de rendez-vous.
1. Pour les algorithmes d’interprétation de boucles des sections 4.2 et 4.3.
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Algorithme 1 : Parcours de graphe acyclique
Données : G = (V,E, , ω), le graphe.
wl ← {}
tant que wl 6= ∅ faire
b← pop(wl)
pour e ∈ outs(b) faire
wl ← wl ∪ {sink(e)}
4.1.1.2 Avec rendez-vous
À la différence de l’Algorithme 1, nous allons désormais retirer à chaque itération
l’élément de la file le plus ancien dont tous les prédécesseurs ont été traités, c’est-à-dire
tous les arcs en entrée (ins).
En l’absence de boucles, ce système de rendez-vous ne tombe pas en famine jusqu’à
ce que le sommet de fin ω (qui, par définition, n’a pas d’arc sortants) soit atteint par
tous les chemins du graphe.
Algorithme 2 : Parcours de graphe acyclique, avec rendez-vous
Données : G = (V,E, , ω), le graphe.
pour e ∈ E faire
se ← nil
wl ← {}
tant que wl 6= ∅ faire
b← pop(wl)
pred ← ins(b)
si ∀e ∈ pred, se 6= nil alors
pour e ∈ outs(b) faire
se ← >
wl ← wl ∪ {sink(e)}
Une variable se est définie pour chaque arc e, initialement de valeur néante, et per-
met le marquage des arcs traités (ceux-ci sont mis à >). Pour l’instant, cet algorithme
ne fait rien, mais il est aisé de le modifier pour énumérer tous les chemins du graphe.
4.1.1.3 Avec énumération des chemins
Nous modifions les se pour représenter l’ensemble des chemins possibles de l’entrée
jusqu’à l’arc en question. Si Π(G) est l’ensemble des chemins du graphe analysé G,
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se ⊆ Π(G).
Nous considérons par la suite un unique arc d’entrée par graphe, noté~. Bien que ce
soit généralement le cas lorsqu’un CFG représente une fonction, il est de toutes façons
possible de se ramener à ce type de graphe à partir d’un CFG ne respectant pas cette
contrainte à l’aide de quelques simples transformations de celui-ci.
Le se de l’arc entrant du graphe est initialisé à un seul chemin, constitué de ce
même arc. Une fois tous les arcs entrants d’un bloc traité, on réunit tous leurs chemins
(s ← ⋃e∈pred(se)) et on y concatène, pour chaque arc sortant e, cet arc même (s ←⋃
pi∈s(pi . e)).
Algorithme 3 : Énumération des chemins d’un graphe acyclique
Données : G = (V,E, , ω), le graphe.
Résultat : {sv→ω | (v → ω) ∈ E}, l’ensemble de tous les chemins d’exécution
pour e ∈ E faire
se ← nil
s~ ← {~}
wl ← {}
tant que wl 6= ∅ faire
b← pop(wl)
pred ← ins(b)
si ∀e ∈ pred, se 6= nil alors
s← ⋃e∈pred se
succ ← outs(b)
pour e ∈ succ faire
se ← ⋃pi∈s(pi . e)
wl ← wl ∪ {sink(e)}
Ainsi, pour l’Algorithme 3, quelques invariants bien placés peuvent prouver que
chaque élément pi des se est bien un chemin, et que, après exécution de l’algorithme,
l’ensemble des chemins dans les sv→ω des arcs de sortie contient tous les chemins de
l’entrée  à la sortie ω (c’est-à-dire, pour un CFG, tous les chemins d’exécution).
4.1.2 Parcours avec interprétation abstraite du programme
4.1.2.1 Interprétation sur un CFG acylique indépendant
Nous considérons dans un premier temps des CFG indépendants : ceux-ci ne doivent
pas avoir d’appels de fonction nécessitant l’analyse d’un autre CFG. Le domaine des
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états se que nous utiliserons finalement pour l’analyse de programme est décrit par la
Définition 4.2.
Définition 4.2. Les états utilisés pour l’analyse du programme sont constitués
d’ensembles de couples d’un chemin et de l’état abstrait lui correspondant. Autre-
ment dit, le domaine de ces états, appelés états du programme, est
X := P(Ŝ × Π(G))
Remarque. Si les états de Ŝ peuvent être vus comme des conjonctions de propriétés
(un état sˆ = (θ, q) représente une conjonction de chaque v = θ(v) et chaque pi ∈ p)
vraies pour un chemin, les ensembles d’états abstraits deX peuvent être vus comme une
disjonction de propriétés vraies en un point du programme (pour tout chemin). De la
même façon que nous pouvons définir une fonction a
Ŝ
(θ, p) = ∧v∈θ (v = θ(v))∧∧pi∈p pi
décrivant les propriétés d’un état de Ŝ, la fonction aX(s) =
∨
(sˆ,pi)∈s aŜ(sˆ) décrirait les
propriétés exprimées par les états abstraits d’un s ∈ X. Un état de X exprime donc
une disjonction de conjonctions de propriétés vraies en un point du programme.
Nous étendons naturellement la fonction d’interprétation abstraite Iˆ pour raisonner
sur une séquence d’instructions sémantiques (un bloc de base, donc).
∀i1, i2, . . . , in ∈ Isem, ∀sˆ ∈ Ŝ,
Iˆ[i1; i2; . . . ; in](sˆ) := Iˆ[in] ◦ . . . ◦ Iˆ[i2] ◦ Iˆ[i1](sˆ)
Nous définissons enfin la fonction d’interprétation d’un bloc de base pour un état
du programme.
Définition 4.3. Soit s ∈ X = P(Ŝ × Π(G)) un état du programme, et b un bloc
de base de G, associé à une séquence d’instructions sémantiques Ib. Alors, nous
définissons la fonction
I[b](s) :=
⋃
(sˆ,pi)∈s
{(
Iˆ[Ib](sˆ), pi
)}
Soit e un arc de G, et Ie la séquence d’instructions sémantiques associée. Alors
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nous définissons également
I[e](s) :=
⋃
(sˆ,pi)∈s
{(
Iˆ[Ie](sˆ), pi . e
)}
Ceci fait, il est simple d’adapter l’Algorithme 3 pour qu’il calcule les états abstraits
en tout point du programme. L’état initial s~ entre le CFG avec l’état abstrait identité
1
Ŝ
et le chemin constitué de l’arc ~ seul. À chaque itération, nous récupérons les états
sur les arcs en entrée dans une variable s, interprétons le bloc b, et écrivons s sur chaque
arc en sortie après interprétation de celui-ci.
Algorithme 4 : Interprétation abstraite d’un CFG acylique indépendant
Données : G = (V,E, , ω), le CFG.
Résultat : {se | e ∈ E}, l’ensemble des états associés à chaque arc de G ;
sG, contenant chaque chemin d’exécution de G, associé à l’état abstrait
représentant son exécution
pour e ∈ E faire
se ← nil
s~ ← {(1Ŝ,~)}
wl ← {sink(~)}
tant que wl 6= ∅ faire
b← pop(wl)
pred ← ins(b)
si ∀e ∈ pred, se 6= nil alors
s← ⋃e∈pred se
s← I[b](s)
succ ← outs(b)
pour e ∈ succ faire
se ← I[e](s)
wl ← wl ∪ {sink(e)}
sG ← ∪e∈ins(ω)se
L’exécution de l’Algorithme 4 permet de dégager deux résultats :
1. Chaque arc e du CFG est associé à un état se, contenant un ensemble de chemins
et d’états abstraits leur correspondant ; ces derniers permettant de vérifier la
satisfiabilité des premiers, comme nous le verrons au Chapitre 5. Grâce à ce
résultat, nous sommes d’ores et déjà en mesure de détecter des chemins infaisables
dans tout CFG acylique indépendant.
2. La variable sG = ∪e∈ins(ω)se contient l’ensemble des chemins d’exécution de G
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et leur état abstrait correspondant ; cet état modélise l’effet de l’exécution de la
fonction représentée par G.
Ce dernier résultat va nous permettre d’étendre l’Algorithme 4 pour traiter les
appels (non récursifs) de fonctions.
4.1.2.2 Appels de fonction
Les appels de fonctions sont représentés dans les CFG par des blocs d’appel, ou
blocs virtuels, comme cela a été expliqué en Section 3.1.2.1. Ces blocs, ne contenant
eux-mêmes aucune instruction, sont rattachés à une fonction (par son adresse) et re-
présentent son exécution (Figure 4.1). Ces blocs sont munis d’un unique arc de sortie,
correspondant à l’arc de retour de la fonction appelée.
(a) Bloc d’appel à une fonction f (b) Sémantique décrite par le bloc d’appel
Figure 4.1 – Illustration de la sémantique des blocs d’appel de fonction
Définition 4.4. Pour tout bloc b d’un CFG, nous notons C (b) l’ensemble des CFG
attachés au bloc b. Cet ensemble C (b) est
• un singleton si b est un bloc d’appel ;
• l’ensemble vide pour tout autre bloc de base.
L’analyse d’un CFG contenant des appels de fonction nécessite donc l’analyse des
CFG appelés. Ces dépendances sont établies par le Graphe d’Appel du Programme
ou Program Call Graph (PCG), mais peuvent aussi être simplement découvertes au
fil de l’exécution de l’algorithme (en commençant par l’analyse du CFG principal du
programme).
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Algorithme 5 : Interprétation abstraite d’un CFG acylique
Données : G = (V,E, , ω), le CFG ;
{sGk | ∃b ∈ V,Gk ∈ C (b)}, les états correspondant à l’exécution des
CFG appelés, préalablement calculés
Résultat : {se | e ∈ E}, l’ensemble des états associés à chaque arc de G ;
sG, contenant chaque chemin d’exécution de G, associé à l’état
abstrait représentant son exécution
pour e ∈ E faire
se ← nil
s~ ← {(1Ŝ,~)}
wl ← {sink(~)}
tant que wl 6= ∅ faire
b← pop(wl)
pred ← ins(b)
si ∀e ∈ pred, se 6= nil alors
s← ⋃e∈pred se
si C (b) = ∅ alors
s← I[b](s)
sinon si ∃G′,C (b) = {G′} alors
s← s ◦ sG′
succ ← outs(b)
pour e ∈ succ faire
se ← I[e](s)
wl ← wl ∪ {sink(e)}
sG ← ∪e∈ins(ω)se
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L’Algorithme 5, supportant les appels de programme, requiert donc les états résul-
tant de l’analyse des CFG des fonctions appelées par le CFG analysé G, c’est-à-dire
{sGk | ∃b ∈ V,Gk ∈ C (b)}.
Nous étendons la fonction de composition sur les états du programme comme une
forme de produit cartésien :
Définition 4.5. La composition de deux états du programme s, s′ ∈ X est définie
par :
s ◦ s′ :=
(sˆ ◦ sˆ′, pi.pi′)
∣∣∣∣∣∣
 (sˆ, pi)
(sˆ′, pi′)
 ∈
 s
s′

Pour un état s en un point d’appel énumérant p chemins, et une fonction f contenant
q chemins d’exécution représentés dans sf , l’interprétation de l’appel à cette fonction
résultera logiquement en p× q chemins représentés dans s ◦ sf .
L’Algorithme 5 peut maintenant s’écrire avec une simple modification par rapport
à l’Algorithme 4 : au moment de l’interprétation d’un bloc, nous effectuons une com-
position lorsqu’il s’agit d’un bloc d’appel (qui est, pour rappel, vide d’instructions).
Cet algorithme permet effectivement l’interprétation abstraite de tout programme
sans boucle. La gestion des boucles est donc la dernière étape vers une analyse de flot
complète.
4.2 Interprétation des boucles par point fixe
4.2.1 Introduction
Nous développons dans cette section une analyse de boucles avec deux objectifs :
• découvrir des propriétés invariantes – vraies pour toute itération – dans les corps
de boucles ;
• obtenir un état valide en fin de boucle, pour pouvoir continuer l’analyse du pro-
gramme.
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Figure 4.2 – CFG d’une
boucle
Par exemple, pour la simple boucle du CFG de la Fi-
gure 4.2, nous souhaiterions dégager les propriétés sui-
vantes :
• pour toute itération, à l’entrée de la boucle, x = 0 et
i est égal au numéro d’itération, soit le nombre total
de fois que l’arc de retour 3 → 2 est pris ;
• à la fin de l’exécution de la boucle, x = 0 et i = 10.
Bien que les limites de boucles doivent de toute ma-
nière être connues pour le calcul du WCET, l’analyse ainsi
développée n’utilisera pas de déroulage de boucle, dans le
but de préserver une complexité raisonnable et de supporter des applications temps-
réel de tailles respectables. De plus, les boucles imbriquées doivent être efficacement
supportées.
4.2.2 Union abstraite
Nous avons besoin afin de parcourir les boucles d’un programme de définir un
opérateur permettant la réduction d’un ensemble d’états abstraits en un seul. L’union
abstraite, est une opération destructrice visant à combiner deux états en conservant
autant de propriétés que se peut :
Définition 4.6. Soit uˆnionsq : Ŝ × Ŝ → Ŝ l’opérateur d’union abstraite défini par
∀sˆ = (θ, p), sˆ′ = (θ′, p′),
sˆ uˆnionsq sˆ′ :=
v 7→

θ(v) si θ(v) = θ′(v)
> sinon
, p ∩ p′

Cette définition de l’union abstraite ne conserve que des propriétés égales (ou équi-
valentes) contenues par les états en opérandes. Nous pouvons réduire la perte de pré-
cision entraînée par cette opération en cherchant à conserver des propriétés d’un état
(dans θ ou p) qui sont impliquées par les propriétés des autres états, par exemple, en
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conservant un prédicat λ1 ≥ 0 pour l’union de deux états, contenant respectivement un
prédicat λ1 ≥ 0 et un prédicat λ1 ≥ 1. Idéalement, il faudrait même pouvoir déduire,
par exemple, λ1 = 0 à partir de deux prédicats λ1 ≥ 0 et λ1 ≤ 0 issus chacun d’une
opérande, un prédicat λ1 = 0.
La réalisation de telles déductions sur le domaine abstrait Ŝ est complexe, là où
des abstractions ciblant un domaine plus restreints de propriétés comme les polyèdres
ou les CLP ont l’avantage de définir des opérations d’union plus efficaces. C’est une
conséquence de la forte expressivité permise par Ŝ, du fait que des propriétés peuvent
y être représentées très librement (sous la forme de prédicats peu structurés).
Nous définissons par ailleurs l’opérateur vˆ, qui, pour deux états abstraits sˆ, sˆ′ ∈ Ŝ,
est équivalent à une inclusion après concrétisation :
sˆ vˆ sˆ′ ⇐⇒ ∀~s0 ∈ ~S, γŜ(sˆ)(~s0) ⊆ γŜ(sˆ′)(~s0)
4.2.3 Notations pour les boucles
Pour rappel, les boucles sont régularisées de telles sorte qu’une tête de boucle soit
définie pour chacune d’entre elles (cf. section 3.1.2.2). Nous définissons quelques no-
tations pour accéder aux propriétés ainsi dégagées :
Définition 4.7. Soit G un graphe de flot de contrôle. Alors, nous notons
• HG l’ensemble des têtes de boucles de G ;
• BG l’ensemble des arcs de retour de boucle de G.
De plus, pour toute boucle h, nous notons
• L(h) l’ensemble des blocs du corps de h ;
• exits(h) := {v → v′ | v ∈ L(h)∧ v′ /∈ L(h)} l’ensemble des arcs de sortie de h.
Enfin, nous définissons la fonction d’interprétation du corps d’une boucle h, utile à
la prochaine partie.
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Définition 4.8. Pour toute boucle h, nous notons
fh : Ŝ → Ŝ
la fonction appliquant l’effet de l’interprétation d’une itération de h sur un état de
Ŝ.
Cette fonction est en réalité définie par l’application par composition (◦) de
l’état abstrait sˆh issu de l’interprétation du corps de la boucle : ∀sˆ, fh(sˆ) = sˆh ◦ sˆ.
Lorsqu’il existe plusieurs chemins dans le corps de boucle (et donc plusieurs états
résultant de l’interprétation), fh donne l’union (uˆnionsq) de l’ensemble des états obtenus.
4.2.4 Méthode : calcul de point fixe
La recherche d’un point fixe par unions abstraites successives est une solution simple
à l’interprétation de boucles, permettant de découvrir des propriétés vraies indépen-
damment du numéro d’itération, au prix d’une perte en précision lors des opérations
d’union abstraite.
Figure 4.3 – Schéma d’interprétation de boucles par calcul de point fixe
Le schéma de la Figure 4.3 dévoile le fonctionnement de l’interprétation de boucles
par calcul de point fixe. L’interprétation commence avec un état s = sˆ0, valide seule-
ment en début de boucle (donc pour un nombre d’itérations compris dans [0, 0]). À
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chaque itération de l’analyse, l’état sˆ interprète le corps de la boucle et l’on calcule
sˆ uˆnionsq sˆ0 jusqu’à obtenir un point fixe.
4.2.5 Formalisation et validation
Ainsi, l’état sˆn, obtenu après n itérations de cette analyse, est défini par induction :
Définition 4.9. Considérons l’interprétation d’une boucle h. Soit sˆ0 l’état calculé
à l’entrée de la boucle. Alors, (sˆn)n est la suite définie par la relation récursive
∀n ≥ 0, sˆn+1 := sˆ0 uˆnionsq fh(sˆn)
Nous pouvons maintenant énoncer et prouver le lemme central à la validité de cette
analyse par point fixe.
Lemme 4.1. Pour tout n, sˆn décrit un ensemble de propriétés valides à l’entrée
de la boucle h après au plus n ([0, n]) itérations de celle-ci. Autrement dit,
∀n ≥ 0, ∀k ≤ n, fkh (sˆ0) vˆ sˆn
c’est-à-dire que (fnh )n définit une chaîne ascendante.
Sa démonstration est faite à l’Annexe F.
Il en découle le théorème validant cette méthode.
Théorème 4.1. Soit h une boucle et sˆ0 l’état calculé à l’entrée de la boucle. Alors,
(a) La suite (sˆn)n converge, c’est-à-dire
∃m ≥ 0,∀n ≥ m, sˆn = sˆm
(b) Les propriétés de l’état vers lequel elle converge sont valides au point d’entrée
de boucle, après un nombre quelconque d’itérations, c’est-à-dire
∀i ≥ 0, sˆi vˆ lim
n→+∞ sˆn
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Ce théorème se prouve en montrant que l’opérateur d’union abstraite uˆnionsq résulte tou-
jours en un état soit contenant moins de propriétés significatives (nombre de prédicats
et d’éléments de Θ différents de >) que chacun de ses opérandes, soit identique à l’un
de ses opérandes. Cette métrique (nombre de propriétés significatives) étant toujours
positive, et décroissante à chaque application de uˆnionsq, nous en déduisons la convergence
de la suite (sˆn). La validité des propriétés de l’état vers lequel elle converge découle
immédiatement du Lemme 4.1.
4.2.6 Algorithme
L’interprétation des boucles par calcul de point-fixe nécessite trois modifications et
l’ajout de deux variables à l’Algorithme 5. Le résultat est l’Algorithme 6.
Variables introduites Nous modélisons grossièrement les étapes de l’analyse repré-
sentées sur la Figure 4.3 (seulement avant, pendant et après en fait) par une variable
qh attachée à chaque boucle h du CFG, représentant l’état de l’analyse de la boucle h.
Trois états sont possibles :
• enter : l’analyse de la boucle n’a pas encore commencé ;
• fix : la recherche d’un point fixe est en cours ;
• leave : un point fixe a été trouvé, les états manipulés sont valides pour toute
itération.
Ces états permettent à l’algorithme de situer la progression de l’interprétation de
la boucle, et de diriger l’analyse du programme. Ainsi, si le point fixe est trouvé, nous
cherchons à sortir de la boucle (leave) et évitons donc les arcs de retour ; à l’inverse,
si le point fixe est toujours en cours (fix), nous ne devons pas prendre les arcs de sortie
de la boucle.
Nous associons également à chaque boucle h une variable sh (un état abstrait de
Ŝ), utilisée pour sauvegarder l’état abstrait en tête de boucle, dans l’état courant du
point fixe (correspondant à sˆn dans le formalisme et la Figure 4.3).
Initialisation Tous les qh de chaque boucle h sont initialisés à enter.
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Algorithme 6 : Interprétation abstraite d’un CFG par calcul de point fixe
Données : G = (V,E, , ω), le CFG ; et {sGk | ∃b ∈ V,Gk ∈ C (b)}
Résultat : {se | e ∈ E} ; et sG
pour e ∈ E faire
se ← nil
pour h ∈ HG faire
qh ← enter
s~ ← {(1Ŝ,~)}
wl ← {sink(~)}
tant que wl 6= ∅ faire
b← pop(wl)
pred ←

ins(b) if b /∈ HG
ins(b) \BG if b ∈ HG ∧ qb = enter
ins(b) ∩BG if b ∈ HG ∧ qb 6= enter
si ∀e ∈ pred, se 6= nil alors
s← ⋃e∈pred se
pour e ∈ pred faire
se ← nil
succ ← outs(b)
si b ∈ HG alors
s← ⊔si∈s si
si qb = enter alors
qb ← fix
sb ← s
sinon si qb = fix alors
si s = sb alors
qb ← leave
sinon
sb ← s
sinon si qb = leave alors
qb ← enter
si ∃e ∈ ins(b), se 6= nil alors
wl ← wl ∪ {b}
succ ← ∅
si C (b) = ∅ alors
s← I[b](s)
sinon si ∃G′,C (b) = {G′} alors
s← s ◦ sG′
pour e ∈ succ \ {exits(h) |L(h) 3 b ∧ qh 6= leave} faire
se ← I[e](s)
wl ← wl ∪ {sink(e)}
sG ← ∪e∈ins(ω)se
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Point fixe La variable qh indiquant l’état du calcul du point fixe suit l’automate de
la Figure 4.4.
Figure 4.4 – Automate de calcul de point fixe
Lorsque l’analyse entre dans la boucle (enter), l’état d’entrée est sauvegardé dans
sh (c’est sˆ0 dans le formalisme). Puis, sh est mis à jour au fur et à mesure du calcul du
point fixe (fix). Enfin, lorsque l’état du point fixe est trouvé (leave, sh correspond
alors à limn→+∞ sˆn dans le formalisme), nous réinitialisons la boucle (retour à enter)
et modifions le paramètre succ pour en sortir.
Paramètres : prédécesseurs et successeurs Dans le cas du traitement d’une tête
de boucle, les paramètres pred et succ ne sont plus simplement les entrées (ins) et
sorties (outs) du bloc h analysé. Ils suivent au lieu de cela le fonctionnement décrit
dans la Table 4.1.
Têtes de boucle h Autres blocs
enter fix leave
pred arcs d’entrée de h arcs de retour de h arcs de retour de h tout arc d’entrée
succ tout arc de sortie tout arc de sortie aucun tout arc de sortie
Table 4.1 – Valeur des paramètres pred et succ
Afin de traiter les boucles imbriquées, ce mode de fonctionnement nécessite une
petite modification : lorsque le traitement d’une boucle h est terminé (état leave),
il ne faut pas prendre les arcs de sortie qui sont également des arcs de sortie d’autres
boucles (dont le traitement n’a pas été achevé). C’est-à-dire que
{exits(h) |L(h) 3 b ∧ qh 6= leave}
doit être exclu des successeurs.
Dans le cas des boucles imbriquées, l’analyse de la boucle interne se termine en
premier, et la boucle externe utilise un résultat vrai après un nombre quelconque d’ité-
rations dans la boucle interne. Si h1 est la boucle externe et h2 la boucle interne, alors
les automates associés à ces boucles évolueront comme illustré sur le Tableau 4.2.
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Itération 0 1 2 3 4
qh1 enter fix fix fix leave
qh2 enter enter fix leave enter
Table 4.2 – Évolution des automates associés à deux boucles imbriquées
Grâce à la convergence rapide des états par uˆnionsq, cet algorithme de parcours de boucle a
une faible (bonne) complexité, mais souffre pour la même raison de pertes de précision,
étant donné la faiblesse des propriétés invariantes détectables à l’intérieur des boucles.
4.3 Interprétation des boucles par accélération
4.3.1 Le besoin d’une interprétation efficace des boucles
void g(int a) {
f(a);
if(a % 4 != 0) /* γ2 */
compute();
}
void f(int a) {
int x = 0, y = 0, i;
for(i = 0; i < N; i++) {
x = x + 1;
y = y + 2;
}
/* (x = i) ∧ (y = 2i) ∧ ¬(i < N) */
if(2 * x == y + a) /* γ1 */
compute();
}
(a) Programme C de l’Exemple 1 (b) CFG (vue aplatie) de l’Exemple 1
Figure 4.5 – Chemin infaisable entraînant un quasi-doublement de l’estimation du
WCET
Reprenons l’Exemple 1 de la section 3.1.2, rappelé sur la Figure 4.5. Ce cas illustre
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un chemin infaisable nocif à l’estimation du temps d’exécution pire-cas : la fonction
compute ne peut être appelée qu’une fois par appel à g car le chemin qui rentre dans les
deux conditions if est infaisable. Dans le cas où compute serait une fonction coûteuse
avec un WCET élevé par rapport aux opérations dans f, détecter ce chemin infaisable
permettrait de quasiment réduire par deux le WCET estimé, qui aurait sans cela pris
en compte deux appels à compute.
Le calcul de point fixe sur la boucle for va perdre toute information sur x, y et i :
ceux-ci n’étant pas constants, ils vont être mis à > par l’union uˆnionsq. L’utilisation d’opé-
rations dites d’élargissement et de réduction de la théorie de l’interprétation abstraite
sur notre domaine abstrait nous permettrait d’encadrer les valeurs prises par ces va-
riables dans la boucle, mais pas de représenter leur évolution, ni le lien entre elles (par
exemple, la propriété invariante y = 2x).
void f(int a, int b) {
int i, x = 0;
for(i = 0; i < a; i++) {
x = x + b;
if(x % 2 == 1) /* α */
a = a - 1;
}
if(i > 50) /* β */
i = 50;
}
f(30,2);
Figure 4.6 – Code dyna-
miquement mort à l’inté-
rieur et après une boucle
Une analyse efficace de la fonction f doit donner lieu
à deux chemins en sortie ; celui qui provoque l’appel à
compute impliquera que f a été appelé avec a = 0, l’autre
avec a 6= 0. En effet, l’analyse de la boucle doit nous per-
mettre de déduire que y = 2x, et donc que la condition
2x = y + a n’est possible qu’avec a = 0. Lorsque la fonc-
tion g sera analysée, nous devrons observer que la condition
a % 4 != 0 est en conflit avec 2*x == y+a, grâce au pré-
dicat y = 2x. Autrement dit, la conjonction de prédicats
(y = 2x) ∧ (2x = y + a) ∧ (a mod 4 6= 0) est insatisfiable,
fausse pour toute valeur de x, y, a. Ceci implique que le
chemin d’exécution qui passe à travers les deux appels à
compute ({γ1, γ2}) est sémantiquement impossible.
Un autre exemple est donné sur la Figure 4.6, dont le code contient deux chemins
infaisables constitués d’un seul arc dans f (α et β). Ces arcs ne portent pas sur du
code mort : leur exécution n’est impossible que dans le contexte de l’appel f(30,2);.
Le code des blocs pointés par α et β est dit dynamiquement mort. La découverte du
chemin infaisable constitué par α (et en réalité, l’arc d’appel à f) n’est possible que si
l’on parvient à détecter dans la boucle des propriétés invariantes comme x = 2i.
Afin d’identifier de telles propriétés, qui peuvent, comme sur l’Exemple 1, être à
l’origine de chemins infaisables nuisant à la précision de l’estimation du WCET, nous
allons améliorer les techniques présentées en section 4.2 et enrichir les états de Ŝ pour
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trouver de meilleurs invariants, et détecter potentiellement plus de chemins infaisables
plus tard.
4.3.2 Le domaine S
̂
Afin de pouvoir inclure les numéros d’itération des boucles analysées dans les para-
mètres des propriétés exprimées par les états abstraits, nous enrichissons les expressions
de ÊΛ :
Définition 4.10. Soit, pour un ensemble de têtes de boucles d’un programme
H = {h1, h2, . . . , hn}, l’ensemble des indices de boucles
I := {Ihk | hk ∈ H}
où chaque Ih représente le nombre d’itérations de h effectuées par le programme
depuis la dernière entrée dans h.
Nous étendons les expressions pour inclure ces variables d’indice de boucle :
E
̂
Λ :=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
C]
V]∗
Λ
I
E
̂
Λ × Φ× E
̂
Λ
Les états abstraits sont mis à jour pour inclure ces expressions
Θ
̂
:= (V] → E
̂
Λ)
P
̂
Λ := E
̂
Λ ×Ψ× E
̂
Λ
S
̂
:= Θ
̂
× P(P
̂
Λ)
Heureusement, l’extension des opérations de Ŝ sur S
̂
immédiate : il suffit de consi-
dérer les variables de I comme des éléments d’un ensemble de variables arbitraires Λ
étendu. Les valeurs des variables de I étant inconnues tout au long de l’analyse, elles
peuvent être traitées comme des éléments de Λ par tous les opérateurs et fonctions vus
jusqu’ici.
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Exemple. Dans le cas de la boucle de l’Exemple 1 (notons-la h0), notre objectif est
d’obtenir en fin d’analyse un état {x = Ih0 , y = 2Ih0 , i = Ih0} qui décrit précisément
l’évolution des valeurs des variables x, y et i. Nous pourrons plus tard (au Chapitre 5)
utiliser l’implication (x = Ih0 ∧ y = 2Ih0 ∧ i = Ih0) =⇒ y = 2x pour identifier un
chemin infaisable.
Nous étendons trivialement l’état identité sur S
̂
, inchangé :
1Sˇ := {v 7→ v∗, ∅}
4.3.3 Accélération d’état
4.3.3.1 Principe
Nous allons maintenant exploiter, au bénéfice de l’analyse de boucles, la propriété
capitale des états abstraits que nous manipulons depuis la section 3.5 : les états abstraits
peuvent être utilisés pour représenter l’exécution indépendante de toute région à une
entrée et une sortie. Des régions intéressantes sont les CFG de fonctions (ce qui permet
la composabilité de l’analyse lors des appels de fonction), mais aussi les corps de boucle
(en considérant la tête de boucle comme nœud d’entrée et de sortie) !
Cela signifie que toute boucle du programme peut être analysée séparément, et que
l’on peut ainsi obtenir en une seule passe d’analyse une fonction représentant l’exécution
d’une itération de la boucle en question. Comme pour toute fonction f dont l’espace de
départ coïncide avec l’espace d’arrivée, on peut chercher à déterminer une expression
générale de fn, pour tout n ≥ 0.
Remarque. Lors de l’analyse d’un corps de boucle, les variables de V̂ représentent
donc non plus la valeur de ces variables en début d’analyse de fonction, mais leur
valeur en début d’itération de boucle.
Exemple. Considérons à nouveau la boucle de l’Exemple 1. L’interprétation de la
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seule région constituée par ce corps de boucle donnera l’état sˇh0
sˇh0
θ
x x∗ + 1
y y∗ + 2
i i∗ + 1
. . .
représentant effectivement l’exécution du code contenu dans le corps de cette boucle.
Nous pouvons voir chacune de ses variables comme une suite arithmétique :
∀n ≥ 0,
x0 := x∗
xn+1 := xn + 1
y0 := y∗
yn+1 := yn + 2
i0 := i∗
in+1 := in + 1
Or, il est aisé de déterminer le cas général d’une suite arithmétique :
∀n ≥ 0, xn := x∗ + n yn := y∗ + 2n in := i∗ + n
Cette variable n correspond au nombre d’exécutions de la région de programme
représentée par sˇh0 , c’est donc en réalité le nombre d’itérations de h0, Ih0 . Il suffit ensuite
de composer ces formules avec tout état s = (θ, p) en entrée de boucle, remplaçant ainsi
les x∗, y∗, i∗ par θ(x), θ(y), θ(i), c’est-à-dire (0, 0, 0) dans le cas de l’Exemple 1, pour
obtenir un état valide pour tout chemin arrivant en entrée de boucle dans la région
l’englobant. Cet état général est sˇxh0 :
sˇxh0
θ
x Ih0
y 2Ih0
i Ih0
. . .
Un schéma de cette nouvelle approche pour l’interprétation des boucles est présenté
sur la Figure 4.7.
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Figure 4.7 – Schéma d’interprétation de boucles par accélération
4.3.3.2 Formalisation
Soit xh l’opération de généralisation d’un état sur une boucle h, prenant en para-
mètre un état sˇh représentant l’exécution d’une itération de h, et opérant sur un état
initial sˇi ∈ S
̂
représentant l’état en entrée de boucle. Le calcul de sˇixh sˇh se fait en
deux étapes :
1. Déduire à partir de sˇh un état valide en tête de boucle pour toute itération,
paramétré par la valeur des variables à l’entrée de la boucle h : cet état est
obtenu par application d’un opérateur ↑h dit d’accélération (cf. Définition 4.11)
2. Appliquer l’état sˇh↑h obtenu à l’état initial sˇi pour repasser dans le contexte
englobant la boucle h.
Les expressions et prédicats dans le résultat final sont donc exprimées en fonction
des mêmes valeurs initiales dans V̂ que sˇi. L’analyse peut ensuite reprendre le parcours
du CFG normalement (en ignorant les arcs de retour pour ne pas boucler), et identifier
des propriétés vraies pour toute itération.
Définition 4.11. L’opérateur d’accélération d’état ↑h est défini, pour toute boucle
h et pour tout état sˇh ∈ S
̂
représentant l’effet d’une itération de h, comme
sˇh↑h := (v 7→ sˇh(v)↑hv , ∅)
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avec ↑v défini pour toute variable v ∈ V] comme
∀e ∈ E
̂
Λ, e↑hv :=

v∗ si e = v∗
v∗ + k Ih si e = v∗ + k, k ∈ Z32
> sinon
Intuition. L’opérateur d’accélération ↑h permet d’identifier des constantes et de gé-
néraliser des suites arithmétiques, à partir de la représentation d’une itération de h
incarnée par sˇh. À partir de cet état défini dans le contexte d’une itération de h, nous
obtenons un état vrai dans le contexte de Ih itérations de h.
Exemple.
sˇh
θ
r0 r
∗
0 + 1
r1 r
∗
0
r2 5
r3 r
∗
3 − 2
r4 r
∗
4
r5 r
∗
5 mod 2
. . .
↑h =
sˇh↑h
θ
r0 r
∗
0 + Ih
r1 >
r2 >
r3 r
∗
3 − 2Ih
r4 r
∗
4
r5 >
. . .
Remarque. Cet opérateur met à > les variables affectées à une constante dans la
boucle, comme pour r2 dans l’exemple ci-dessus. Ceci est dû au fait qu’une variable
v systématiquement assignée à une constante k dans le corps d’une boucle n’est pas
forcément égale à cette même constante k en tête de boucle, à la première itération.
Au niveau de la tête de boucle, v = k n’est donc garanti que pour Ih 6= 0.
Définissons maintenant l’opérateur de généralisationxh, selon la méthode présentée
plus haut :
Définition 4.12. L’opérateurxh de généralisation d’état sur une boucle h à partir
d’un état sˇh ∈ S
̂
représentant une exécution de h et d’un état sˇi ∈ S
̂
en entrée de
h est ainsi défini :
sˇixh sˇh := (sˇh↑h) ◦ sˇi
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Exemple. Nous illustrons le fonctionnement de cet opérateur xh sur la Figure 4.8.
La condition de validité de cet opérateur de généralisation est énoncée par le Théo-
rème 4.2.
Théorème 4.2. Pour tout sˇh ∈ S
̂
, et pour tout n ≥ 0,
sˇixh sˇh vˇ Iˇ[h]n(1Sˇ)
Ce théorème est une conséquence du Lemme 4.2.
Lemme 4.2. Pour tout sˇh ∈ S
̂
, et pour tout n ≥ 0,
sˇh↑h[Ih 7→ n] vˇ sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
Démonstration. Ce lemme peut être prouvé par récursion.
Soit (θˇh, ∅) = sˇh↑h[Ih 7→ n] et pour tout n, (θˇn, ∅) = θˇh↑hv [Ih 7→ n]. Soit sˇh =
(θˇh, ph). Nous noterons abusivement sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
(v) la valeur associée à v dans la
table des variables calculée par la composition sˇh ◦ . . . ◦ sˇh. Nous cherchons en
premier lieu à établir que, pour toute variable v ∈ V] et pour tout n ≥ 0,
θˇn(v) = > ∨ θˇn(v) = sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
(v)
• Initialisation :
θˇ0(v) =

v∗ si θˇh(e) = v∗
v∗ + k × 0 si θˇh(e) = v∗ + k, k ∈ Z32
> sinon
Donc
θˇ0(v) = > ∨ θˇ0(v) = v∗ = 1Θˇ(v∗)
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• Hérédité : Supposons, pour un n ≥ 0 fixe, que la propriété suivante est vraie :
θˇn(v) = > ∨ θˇn(v) = sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
(v)
Alors,
θˇn(v) = > ∨ sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n+ 1 fois
(v) = sˇh ◦ θˇn(v)
Or, par définition de θˇn et de la composition,
sˇh ◦ θˇn(v) =

v∗ si θˇh(e) = v∗
(v∗ + k n) + k si θˇh(e) = v∗ + k, k ∈ Z32
> sinon
De plus,
θˇn+1(v) =

v∗ si θˇh(e) = v∗
v∗ + k × (n+ 1) si θˇh(e) = v∗ + k, k ∈ Z32
> sinon
Comme θˇn(v) = > ⇒ θˇn+1(v) = >, et θˇn+1(v) = sˇh ◦ θˇn(v) = sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n+ 1 fois
(v),
la propriété est vraie au rang n+ 1 :
θˇn+1(v) = > ∨ θˇn+1(v) = sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n+ 1 fois
(v)
• Généralisation : Pour toute variable v ∈ V] et pour tout n ≥ 0,
θˇn(v) = > ∨ θˇn(v) = sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
(v)
Par conséquent, pour tout ~s ∈ ~S et pour toute valuation des variables abstraites
L, et pour tout n,
γEˇΛ(~s, L, θˇn) = ~S ∨ γEˇΛ(~s, L, θˇn) = γEˇΛ(~s, L, sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
)
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et donc, a fortiori,
γEˇΛ(~s, L, θˇn) ⊆ γEˇΛ(~s, L, sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
)
Il en suit que
∀~s0 ∈ ~S, γSˇ(θˇh↑h[Ih 7→ n])(~s0) ⊆ γSˇ(sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
)(~s0)
Et donc, par définition de l’inclusion abstraite,
sˇh↑h[Ih 7→ n] vˇ sˇh ◦ . . . ◦ sˇh︸ ︷︷ ︸
n fois
Le théorème se déduit immédiatement du Lemme 4.2, en admettant les deux pro-
priétés suivantes :
• La composition est croissante : ∀sˇ, sˇ′, sˇ′′ ∈ S
̂
, sˇ vˇ sˇ′ =⇒ sˇ ◦ sˇ′′ vˇ sˇ′ ◦ sˇ′′ (et en
particulier pour sˇ = sˇi) ;
• ∀sˇ ∈ S
̂
, ∀f : S
̂
→ S
̂
, sˇ = f(1Sˇ) =⇒ sˇ ◦ . . . ◦ sˇ︸ ︷︷ ︸
n fois
= f(1Sˇ) (et en particulier pour
sˇ = sˇh et f = Iˇ[h]).
Par ailleurs, afin de conserver les relations entre variables, nous remplaçons en sortie
de toute boucle h tous les Ih par des Nh (et étendons I en conséquence) représentant
le nombre exact d’itérations de la boucle h : Nh fixe la valeur de Ih en sortie de boucle.
Si une analyse tierce nous communique une borne M pour la boucle h, nous pouvons
rajouter un prédicat Nh ≤ M . Parfois, même le nombre exact d’itérations est connu,
Nh peut alors être remplacé par la constante correspondante. Sinon, Nh joue le même
role que les variables abstraites de Λ en maintenant des liens entre les variables du
programme. Nh représentant un nombre (positif) d’itérations, un prédicat Nh ≥ 0
peut toujours être ajouté.
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LDR r2, [r3]
load r2, r3,Z32
SET r1, r0
set r1, r0
ADD r0, #1
seti t1, 1
add r0, t1
STR r2, [r3]
store r2, r3,Z32
sˇi
sˇh
sˇixh sˇh =

sˇh
θ
r0 r
∗
0 + 1
r1 r
∗
0
r2 [r∗3]
r3 r
∗
3
mSP−4 m∗SP−4
. . .
↑h

◦
sˇi
θ
r0 0
r1 0
r2 0
r3 SP− 4
mSP−4 λ1
. . .
=
sˇh↑h
θ
r0 r∗0 + Ih
r1 >
r2 >
r3 r
∗
3
mSP−4 m∗SP−4
. . .
◦
sˇi
θ
r0 0
r1 0
r2 0
r3 SP− 4
mSP−4 λ1
. . .
=
sˇixh sˇh
θ
r0 Ih
r1 >
r2 >
r3 SP− 4
mSP−4 m∗SP−4
. . .
Figure 4.8 – Application de l’opérateur x sur une simple boucle
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4.3.3.3 Calcul de sˆh
sˇh est l’état abstrait tel que la fonction fh(sˆ) := sˇh ◦ sˆ représente le résultat après
une itération du corps de boucle h sur sˇ. Cet état est simplement calculé en interprétant
le corps de la boucle sur un état initial 1Sˇ. Si nous notons Iˇ[h] : S
̂
→ S
̂
la fonction
d’interprétation d’une boucle h sur un état, interprétant chaque chemin du corps de
boucle et faisant l’union abstraite de l’ensemble des états obtenus, alors :
sˇh = Iˇ[h](1Sˇ)
Afin que sˆh puisse représenter exactement l’effet d’une itération, nous pouvons en-
richir les expressions avec un opérateur [e] qui représente un accès mémoire à une ex-
pression quelconque e. Pendant la généralisation, si l’expression qui représente l’adresse
mémoire accédée n’est pas constante, on peut revenir sur > sans risque pour la validité
du résultat.
for(i = 0; i < n; i++) {
t[k] = t[k] + i;
}
LDR r0, [r3]
load r0, r3,Z32
ADD r0, r0, r4
add r0, r0, r4
STR r0, [r3]
store r0, r3,Z32
ADR r3, t
set r0, 0x81A4
MOV r2, #0
seti r0, 1
Figure 4.9 – Calcul de la somme d’une suite arithmétique
Toutefois, cela ne suffit pas pour traiter des données à des adresses enregistrées en
dehors de la boucle dans des registres. Considérons l’exemple de la Figure 4.9, qui fait
la somme de n éléments d’une suite arithmétique de raison k. L’adresse du tableau t est
enregistrée dans un registre r3 avant la boucle. L’utilisation d’un sˇh obtenu par inter-
prétation de la boucle par Iˇ[h] pour représenter une itération de cette boucle nous fait
perdre toute propriété précédemment découverte sur la mémoire. En effet, même si nous
parvenions à déduire que les accès à t[0] et t[1] portent sur des emplacements disjoints
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dans la mémoire, toute propriété serait détruite par l’écriture aux adresses inconnues
t[0] et t[1]. La perte de toute information sur les valeurs enregistrées en mémoire, dont
les constantes, a des effets dévastateurs sur l’efficacité de l’analyse dans la suite.
Par ailleurs, les compilateurs enregistrent fréquemment les variables d’un programme
dans la pile pour libérer des registres (c’est même systématique lorsque les optimisations
sont désactivées sur certains compilateurs). Si une de ces variables est une constante
utilisée dans la boucle, sa valeur sera une inconnue lors de l’interprétation par Iˇ[h].
Ainsi, sur l’exemple précédent, n aurait pu être enregistré dans une cellule mémoire
plutôt que dans r4. Ce problème peut nous empêcher de détecter des propriétés impor-
tantes, en nous privant des informations sur les constantes à l’intérieur de la boucle.
Afin de palier à ce problème, il est intéressant de faire l’interprétation d’une itération
de la boucle en partant d’un état enrichi avec des propriétés constantes, plutôt que
de l’état identité strictement dépourvu d’information. Nous définissons pour cela la
fonction φZ32] :
Définition 4.13. La fonction φZ32] : S
̂
× S
̂
→ Θ
̂
effectue une projection d’un état
sˇ ∈ S
̂
en ne conservant que les informations sur les variables constantes, associant
le reste des variables à leur valeur initiale (comme pour l’état identité 1Sˇ) :
∀sˇ = (θ, p), sˇ′ = (θ′, p′) ∈ S
̂
, φZ32](sˇ, sˇ
′) := v 7→

θ(v) si θ(v) = v∗ ∧ θ′(v) ∈ Z32]
v∗ sinon
Nous pouvons alors définir un état sˇ′h plus efficace, utilisant des informations sur
les constantes en entrée de boucle lorsque sˇh indique qu’elles restent constantes en tête
de boucle, pour chaque itération :
sˇ′h = Iˇ[h](v 7→ φZ32](sˇh, sˇi), ∅) avec sˇh = Iˇ[h](1Sˇ)
4.3.4 Algorithme
Nous modifions l’automate de la Figure 4.4 en remplaçant le point fixe par un
état iter pour l’interprétation d’une itération quelconque (partant de 1Sˇ) du corps
de boucle. Nous passons ensuite dans l’état leave, qui permet cette fois l’analyse de
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la boucle avec des formules paramétrées par l’indice d’itération Ih, et le calcul d’états
valides pour tout itération. L’automate ainsi obtenu est affiché sur la Figure 4.10.
L’algorithme d’analyse de graphe de flot de contrôle en est simplifié. Sur l’Algo-
rithme 7, le traitement de tête de boucle réutilise sb pour stocker l’état initial (que nous
notions sˇi dans les formules) et effectue simplement l’accélération d’état : s← sb xb s.
Figure 4.10 – Automate des états de l’analyse d’une boucle par accélération d’état
Cela suffit pour effectuer une analyse complète de flot de données du programme
par interprétation abstraite. L’algorithme peut toutefois être complété par une autre
analyse identifiant des propriétés du programme à la volée, représentée dans l’Algo-
rithme 7 par la fonction Ξ, grisée. C’est à l’intérieur de cette fonction que se fera par
la suite le développement de la recherche de chemins infaisables, utilisant cette analyse
de flot de données pour l’amélioration du WCET, in fine.
4.4 Discussion et conclusion
4.4.1 Discussion
Étant donné que les algorithmes de parcours de CFG présentés dans ce chapitre
énumèrent tous les chemins du programme – au moins pour les régions séquentielles
analysées – l’analyse se heurte à un problème de complexité, en particulier en la pré-
sence de nombreuses conditions en séquence, chaque condition dédoublant le nombre
de chemins à analyser. Ce nombre croît exponentiellement, tout comme la complexité
de l’analyse : chaque chemin nécessite une analyse séparée, et génère un problème de
satisfiabilité propre à tester.
Nous proposons une solution à ce problème par l’introduction d’un seuil ajustable,
noté η, du nombre de chemins analysables en tout point du programme 2, pour des
programmes de grande et moyenne taille. Ainsi, dans l’Algorithme 7 au lieu de collecter
2. Nous utilisons η = 250 ou η = +∞ pour la quasi-totalité de nos expérimentations (à l’exception
d’un programme pour lequel nous avons dû abaisser le seuil à 80).
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Algorithme 7 : Interprétation abstraite d’un CFG par accélération d’état
Données : G = (V,E, , ω), le CFG ; et {sGk | ∃b ∈ V,Gk ∈ C (b)}
Résultat : {se | e ∈ E} ; et sG
pour e ∈ E faire
se ← nil
pour h ∈ HG faire
qh ← enter
s~ ← {(1Sˇ,~)}
wl ← {sink(~)}
tant que wl 6= ∅ faire
b← pop(wl)
pred ←

ins(b) si b /∈ HG
ins(b) \BG si b ∈ HG ∧ qb = enter
ins(b) ∩BG si b ∈ HG ∧ qb 6= enter
si ∀e ∈ pred, se 6= nil alors
s← ⋃e∈pred se
pour e ∈ pred faire
se ← nil
succ ← outs(b)
si b ∈ HG alors
s← ⊔si∈s si
si qb = enter alors
qb ← iter
sb ← s
sinon si qb = iter alors
qb ← leave
s← sb xb s
sinon si qb = leave alors
qb ← enter
si ∃e ∈ ins(b), se 6= nil alors
wl ← wl ∪ {b}
succ ← ∅
si C (b) = ∅ alors
s← I[b](s)
sinon si ∃G′,C (b) = {G′} alors
s← s ◦ sG′
pour e ∈ succ \ {exits(h) |L(h) 3 b ∧ qh 6= leave} faire
se ← I[e](s)
Ξ(se, {(h, qh) | L(h) 3 b})
wl ← wl ∪ {sink(e)}
sG ← ∪e∈ins(ω)se
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les états des arcs en entrée avec
s← ⋃
e∈pred
se
nous utilisons plutôt
s←

⋃
e∈pred se si
∑
e∈pred |se| ≤ η⊔̂
e∈pred se sinon
en fusionnant par union abstraite (uˆnionsq) l’ensemble des états en entrée dans le cas où le
seuil η est dépassé. Ce seuil pousse l’analyse à travailler sur des fenêtres du programme
de taille modeste, et améliore la complexité, évitant des temps d’analyse déraisonnables.
Cela se fait au prix de ne plus pouvoir différencier les chemins en entrée de chacun de
ces points de fusion, et donc d’être incapable de détecter des chemins infaisables entre
des arcs avant et après un tel point.
Une autre piste d’amélioration de la complexité est la simplification du graphe de
contrôle et de ses blocs par slicing (cf section 3.1.2.6). Après avoir implanté cette tech-
nique dans notre outil, nous avons constaté des gains de performance, mais avons perdu
un nombre significatif de chemins infaisables, du fait que le slicing peut supprimer du
code dynamiquement mort, et restructurer le graphe de manière à le faire disparaître.
Par ailleurs, il est possible de chercher à détecter des formes de chemins infaisables
particulières selon les applications : des comportements plus complexes pourraient être
reconnus par la fonction d’accélération (Définition 4.11) pour supporter des schémas
adaptés à l’application considérée ; par défaut, seuls les progressions arithmétiques
sont traitées. On pourrait par exemple chercher à généraliser des suites arithmético-
géométriques (du type un+1 = aun+b, et dont la forme générale est un = (u0− b1−a)an+
b
1−a) ou d’autres problèmes, qui peuvent nécessiter une extension des expressions de E
̂
Λ.
D’autres domaines abstraits permettent et facilitent le développement de méthodes
d’accélération plus performantes, comme par exemple les travaux de Ancourt et al. [8]
dans PIPS, qui utilisent la différentiation discrète sur des contraintes affines entières,
représentées par des polyèdres. Le processus d’accélération gagne ainsi en généralité
par rapport aux méthodes de reconnaissance de formes que nous utilisons. L’outil
FAST inclut également des techniques d’accélération [11] pour des systèmes linéaires
représentés par des formules de Presburger sur des entiers positifs. Enfin, Gonnord
et Halbwachs [41] cherchent également à calculer l’effet exact des boucles lorsque pos-
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sible. Une forme d’accélération abstraite raisonnant sur des approximations polyédrales
est définie, généralisant efficacement des fonctions f ainsi représentées à des fonctions
vraies après k itérations. Cette méthode est utilisée en complément à des techniques
classiques d’élargissement, moins précises mais capables de traiter les cas où l’accélé-
ration est impossible.
Enfin, remarquons que les méthodes d’analyse présentées dans la section 4.2 sont
applicables pour des abstractions non paramétriques comme S˜, à condition d’utiliser
une vue aplatie des graphes de flot de contrôle.
4.4.2 Conclusion générale
En se basant sur les développements du Chapitre 3, traitant de l’intérieur des blocs
de bases, le Chapitre 4 achève notre analyse de programme. Nous avons raffiné un
algorithme de parcours de graphe de flot de contrôle pour l’analyse par interprétation
abstraite de programme.
Utilisant un système de rendez-vous, le parcours d’un CFG résulte en un état abs-
trait présent sur chaque arc et sur chaque bloc, représentant une approximation des
états possibles de la machine en ces points du programme.
Grâce à la composabilité de l’abstraction utilisée, chaque CFG n’est analysé qu’une
fois, donnant des résultats indépendants du contexte d’appel. Les états obtenus sont
ensuite spécialisés à chaque contexte d’appel, permettant de bénéficier des avantages
d’une vue aplatie des CFG (découverte de propriétés spécifiques à un contexte d’appel,
factorisation des propriétés indépendantes du contexte d’appel) sans les inconvénients
(duplication de l’analyse, complexité élevée, absence de propriétés générales).
Cette même composabilité nous a permis de définir une opération d’accélération
d’état, qui vient remplacer un algorithme de parcours de boucle par point fixe moins
précis. Des schémas sont reconnus et des propriétés arithmétiques sont utilisées pour
permettre la détermination de propriétés vraies pour toute itération. Ces propriétés
sont exprimées en fonction des indices d’itérations, variables de I dorénavant acceptées
dans la syntaxe des expressions utilisées la table des variables et dans les prédicats.
L’algorithme final (Algorithme 7) est complet, à la seule exception de la définition
de la fonction Ξ, dernière pièce du puzzle, qui doit en un point du programme utiliser les
propriétés découvertes sur l’état de la machine en ce point pour identifier de potentiels
123
CHAPITRE 4. FLOT DU PROGRAMME
chemins infaisables. C’est de l’exploitation de ces propriétés de flot de données pour la
détection de propriétés de flot de contrôle que traitera donc le prochain chapitre.
124 J. Ruiz
5
Chemins infaisables
Sommaire
5.1 Introduction : un problème SMT . . . . . . . . . . . . . . . 126
5.2 Détection et expression de chemins infaisables . . . . . . . 131
5.3 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
5.4 Conclusion générale . . . . . . . . . . . . . . . . . . . . . . . 158
Ce chapitre se base sur l’analyse de flot de données complète précédemment définie
(Chapitres 3, 4) pour détecter des chemins infaisables, sous la forme d’ensembles d’arcs
du CFG en conflit sémantique. Nous ferons appel à un solveur externe pour résoudre
un problème de décision que nous extrairons des informations de flot de données du
programme analysé, et qui représentera la satisfiabilité de l’exécution d’un chemin.
Afin d’éviter toute perte de généralité, l’implantation n’est pas dépendante d’un outil
en particulier, et les informations de flot de contrôle ainsi obtenues sont représentées
dans le format portable FFX [21].
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5.1 Introduction : un problème SMT
5.1.1 Les chemins infaisables, un problème de décision
L’analyse de flot de données par interprétation abstraite définie au Chapitre 4
permet de transposer la question “ce chemin est-il infaisable” 1 en “n’existe-t-il aucun
état de la machine modélisé par l’état abstrait associé à ce chemin”. Cette question
mathématique est un problème de décision, questionnant l’existence d’une solution à
un problème, dont la réponse doit être “oui” ou “non”.
La résolution de ce problème de décision est complexe. En effet, il n’est pas en-
visageable de tester l’appartenance de chaque état de la machine à la concrétisation
d’un état abstrait afin de déterminer que celle-ci donne un ensemble vide (l’espace des
états concrets étant beaucoup trop grand, correspondant à l’ensemble des valuations
possibles de chaque registre et cellule mémoire). En revanche, il est possible de rai-
sonner sur la formule logique (de premier ordre) qui définit l’appartenance d’un état
concret à l’ensemble des états modélisés par un état abstrait. Par exemple, la question
de l’existence d’un état de la machine modélisé par l’état
θ
x x∗ + 1
y x∗
i Ih0
mSP−4 >
m0x8004 λ1
m0x8008 λ1
. . .
p
x = y
mSP−4 6= 0
peut s’écrire sous la forme de la formule logique 2
(x = x∗ + 1) ∧ (y = x∗) ∧ (i = Ih0) ∧ (m0x8004 = λ1) ∧ (m0x8008 = λ1)
∧ (x = y) ∧ (mSP−4 6= 0)
1. Ou “l’exécution de cette séquence d’arcs contigus du CFG est-elle sémantiquement impossible”.
2. “mSP−4 = >” n’apporte aucune information et n’est donc pas traduit.
126 J. Ruiz
5.1. INTRODUCTION : UN PROBLÈME SMT
à laquelle nous cherchons un modèle (une valeur pour chaque variable vérifiant la
formule) :
∃?x, y, z, i,mSP−4,m0x8004,m0x8008, x∗, λ1, Ih ∈ Z32,

(x = x∗ + 1)
∧ (y = x∗)
∧ (i = Ih0)
∧ (m0x8004 = λ1)
∧ (m0x8008 = λ1)
∧ (x = y)
∧ (mSP−4 6= 0)
Ce problème est un problème de satisfiabilité (SAT) bien connu en informatique,
plus précisément, un problème de Satisfiabilité Modulo des Théories (SMT), soit un
problème SAT étendu à des formules de logique classique du premier ordre, dans la-
quelle une variété de théories peuvent être implémentées. Celles qui nous intéresseront
dans la suite seront plus particulièrement les théories d’arithmétique entière, adaptées
à notre problème.
La structure des états abstraits permet même sa représentation sous la forme, plus
restrictive, de conjonctions, c’est-à-dire, des formules logiques n’usant pas de disjonc-
tions (opérateur ∨, ainsi que ⊕, →, . . .). Cela facilite la recherche d’une solution à ces
questions, étant donné que la complexité de leurs algorithmes de résolution ont ten-
dance à doubler à chaque disjonction (en transformant la formule en une forme normale
disjonctive, soit une disjonction de conjonctions).
5.1.2 Des états abstraits aux prédicats SMT
Nous devons tout d’abord définir la fonction de traduction des états abstraits (de
S
̂
) en une conjonction de prédicats. La formule ainsi obtenue est sans quantificateur
(∃,∀), composée de variables libres. Ensuite, l’objectif est de prouver, le cas échéant,
l’absence de solutions à cette formule (insatisfiabilité), indiquant un chemin infaisable.
Définissons en premier lieu le domaine des variables des prédicats de cette formule 3 :
3. En réalité, dans une optique d’optimisation, seules les variables utilisées dans au moins un
prédicat seront déclarées au solveur SMT.
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Définition 5.1. Le domaine des variables (entières) acceptées par les prédicats
arithmétiques SMT sera
V]∗ ∪ Λ ∪ I
Ce domaine contient l’ensemble des inconnues exprimables dans les prédicats, sauf
>, qui n’est pas une variable correspondant à une valeur fixe : x = > et y = >
n’entraînent pas x = y, par exemple.
La valeur symbolique SP sera confondue avec son registre correspondant dans V∗,
étant donné qu’ils représentent la même chose (la valeur initiale du pointeur de pile).
Nous présentons ensuite le mécanisme de traduction des états abstraits en prédicats
arithmétiques :
Définition 5.2. Nous définissons la fonction de traduction t d’un état abstrait en
prédicat comme suit :
∀(θˇ, p), t(θˇ, p) := ∧
pi∈p
>/∈UPˇΛ (pi)
pi[sp∗/SP]
où sp∗ est la variable de V∗ correspondant au pointeur de pile de l’architecture
considérée.
Remarque. La traduction des propriétés sur les valeurs courantes des variables des
tables θˇ n’est pas utile à la recherche d’états insatisfiables. En effet, chaque contrainte
ainsi générée, qui serait de la forme v = θˇ(v)[sp∗/SP], ne pourrait jamais être en conflit
avec une autre, parce que ce serait la seule à faire apparaître la valeur v ∈ V (les
prédicats de P
̂
Λ ne raisonnant que sur des valeurs initiales de V̂).
Propriété 5.1. Soit un état abstrait sˇ ∈ S
̂
. L’insatisfiabilité de t(sˇ) est une condi-
tion suffisante à l’absence d’état concret modélisé par sˇ. Autrement dit,
t(sˇ) ` ⊥ =⇒ γSˇ(sˇ) = (~s0 7→ ∅)
Il s’agit maintenant de déterminer l’existence d’une solution à cette formule, c’est-
à-dire de résoudre le problème de satisfiabilité.
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5.1.3 Solveurs SMT
5.1.3.1 Principe
De nombreux outils existent pour répondre à ces problèmes SMT, implémentant un
éventail de théories différentes (raisonnant sur des entiers, des ensembles, des vecteurs
de bits, des expressions régulières...). La catégorie de problèmes que nous cherchons à
résoudre relève de l’arithmétique entière.
L’utilisation de tels solveurs dans ce cadre est simple : il suffit de définir un ensemble
de variables sur Z et une liste d’hypothèses ou contraintes (Figure 5.1). Le solveur aura
alors deux possibilités de réponse :
• sat : le problème est satisfiable, c’est-à-dire qu’il existe un vecteur de valeurs
entières associé aux variables définies pour lequel chaque hypothèse est vraie. Un
tel vecteur est appelé un modèle, et peut être exhibé par le solveur.
• unsat : le problème est insatisfiable, c’est-à-dire que quelles que soient les valeurs
prises par les variables du problème, l’ensemble (la conjonction) des hypothèses
ne pourra pas être vérifié.
Le solveur peut aussi échouer en dépassant la limite des ressources lui étant attri-
buées – en temps (timeout) ou en mémoire – mais nous n’avons jamais rencontré de
tel cas pour l’ensemble des applications testées.
Remarque. Si, en pratique, certains de ces solveurs sont capables de résoudre – avec
grande difficulté – des problèmes non-linéaires réels, ceux de l’arithmétique non-linéaire
entière sont indécidables. Les opérations de division et de modulo par une constante
peuvent toutefois être traduites par l’introduction d’une fonction symbolique représen-
tant l’effet de l’opération en question, ce qui permet de résoudre des problèmes tels
l’insatisfiabilité de x/7 = x/7 + 1 (car ∀f : Z → Z, f(x) 6= f(x) + 1). Cette technique
de réécriture permet un support limité des formules non-linéaires.
5.1.3.2 Unsat cores
Des avancées récentes sur le problème de satisfiabilité d’une formule booléenne
(problème SAT) ont permis de nouvelles extensions des solveurs traitant le problème
difficile de l’extraction d’unsat cores ou “noyaux insatisfiables minimaux” [23, 67, 107].
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a, b, c, d, e: INT;
ASSERT a > b + 2;
ASSERT a = (2 * c) + 10;
ASSERT c + b <= 1000;
ASSERT d >= e;
CHECKSAT;
(a) Expression dans CVC4
(declare-const a Int)
(declare-const b Int)
(declare-const c Int)
(declare-const d Int)
(declare-const e Int)
(assert (> a (+ b 2)))
(assert (= a (+ (* 2 c) 10)))
(assert (<= (+ c b) 1000))
(assert (>= d e))
(check-sat)
(b) Expression dans Z3
Figure 5.1 – Un problème d’arithmétique entière linéaire exprimé dans différents
solveurs SMT
Pour tout problème SAT insatisfiable, il est possible d’extraire un ou plusieurs sous-
ensembles minimaux de contraintes insatisfiables, appelés unsat cores. Un unsat core
est un minimum local : il est tel que la suppression de toute contrainte le constituant
le rendrait satisfiable, mais il peut exister des ensembles insatisfiables plus petits (non
inclus).
Exemple. Considérons les variables entières x, y, z, w et le problème SMT constitué
de la liste de contraintes
{x > y, y > z, z > x, z > w, w > x}
Alors,
{x > y, y > z, z > w, w > x}
est un ensemble (localement) minimal de contraintes insatisfiables, un unsat core. No-
tons que ce n’est toutefois ni le seul, ni le plus petit :
{x > y, y > z, z > x}
est également un unsat core.
Cette fonctionnalité nous sera utile dans la suite, pour la minimisation des chemins
infaisables obtenus (section 5.2.4).
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Solveur API C++? Licence Arithmétique entière ? Unsat cores ?linéaire non-linéaire
Barcelogic Oui (C++) Propriétaire Non Non Non
Boolector Compatible (C) Libre (GPL) Non Non Non
CVC4 Oui (C++) Libre (BSD) Oui Oui 4 Oui
VeriT Compatible (C) Libre (BSD) Oui Non Non
Yices 2 Compatible (C) Libre (GPL) Oui Non Non
Z3 Oui (C++) Libre (MIT) Oui Oui Oui
Table 5.1 – Comparatif de solveurs SMT
5.1.3.3 Choix du solveur
La Table 5.1 liste six grands solveurs SMT d’actualité. Tous ont une API compatible
pour l’intégration en C++ dans notre outil PathFinder. Barcelogic [20] et Boolector [80]
ne sont pas adaptés à notre problème puisqu’ils n’implantent pas de théorie arithmé-
tique entière. VeriT [22] et Yices 2 [37] traitent les problèmes de l’arithmétique entière
linéaire, mais ne permettent pas l’extraction d’unsat cores.
En revanche, CVC4 [12] et Z3 [71] sont de bons choix : ils sont sous licences libres,
mettent à disposition une API C++, permettent l’extraction d’unsat cores et peuvent
même parfois raisonner sur des problèmes d’arithmétique entière non-linéaire 5, bien
que de manière très limitée (par simples réécritures dans le cas de CVC4).
L’interface de résolution de problème SMT de PathFinder pour l’identification de
chemins infaisables intégrera donc ces deux solveurs, CVC4 et Z3, améliorant ainsi
l’indépendance des résultats que nous obtiendrons par rapport aux spécificités de ces
deux outils, aussi minimes soient-elles.
5.2 Détection et expression de chemins infaisables
La section précédente a présenté un moyen de tester la satisfiabilité d’un état abs-
trait – c’est-à-dire de déterminer s’il modélise au moins un état concret – et par consé-
quent du chemin du CFG associé. Nous allons maintenant définir, à l’aide de cette
technique, une méthode pour détecter des chemins infaisables dans un programme.
Nous nous basons pour cela sur le dernier algorithme défini au Chapitre 4, l’Algo-
rithme 7.
4. Par réécriture.
5. Il faut sélectionner la théorie Quantifier-Free Linear Integer Arithmetic(QF-LIA) pour CVC4.
131
CHAPITRE 5. CHEMINS INFAISABLES
5.2.1 Implémentation de la routine Ξ
Figure 5.2 – Duplication
d’un chemin infaisable pi
La recherche de chemins infaisables se fait à la volée (en
même temps que le parcours du CFG par interprétation
abstraite) afin de couper les chemins en question de l’ana-
lyse le plus tôt possible et d’éviter de dupliquer le chemin
et de détecter le même conflit de nombreuses fois. Ainsi,
sur l’exemple illustré sur la Figure 5.2, si pi est un che-
min infaisable, il est préférable de l’identifier ainsi plutôt
que de tester pi.e1.e3.e5, pi.e1.e4.e6, pi.e2.e3.e5, et pi.e2.e4.e6
et de trouver quatre chemins infaisables exprimant un seul
conflit.
Nous définissons sat : S
̂
→ {⊥,>} comme étant la fonc-
tion qui, pour tout état abstrait sˇ, teste la satisfiabilité de la conjonction de prédicats
définie par t(sˇ) grâce à un solveur SMT. Le résultat est tel que
sat(sˇ) =

⊥ si t(sˇ) ` ⊥, c’est-à-dire γ(sˇ) = (~s0 7→ ∅)
> sinon
Nous pouvons maintenant définir la routine Ξ de l’Algorithme 7, prenant en entrée
• un état du programme se issu de l’analyse par interprétation abstraite, soit un
couple constitué d’un ensemble de couples
– d’un état abstrait sˇ ∈ S
̂
,
– du chemin associé pi ∈ Π
pour chaque chemin aboutissant à e,
• le contexte d’analyse Γ = {(h1, qh1), . . . , (hn, qhn)} où chaque hk est une boucle
englobant l’arc e, et qhk , donnant l’état de l’analyse de la boucle hk (enter,
iter, leave). De par la conception de l’Algorithme 7, cet état ne sera en réalité
jamais enter, état signifiant que l’analyse n’est pas dans la boucle.
La routine donne ips, l’ensemble des chemins infaisables détectés, et modifie se pour
la suite de l’analyse, en supprimant les états insatisfiables.
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Algorithme 8 : Routine Ξ : détection de chemins infaisables sur un arc e
Données : se, l’état sur l’arc e ; Γ, contexte d’analyse des boucles englobantes
Résultat : se, l’état sur l’arc modifié ; ips, les chemins infaisables détectés
ips ← {}
si ∀(h, qh) ∈ Γ, qh = leave alors
pour (sˇ, pi) ∈ se faire
si sat(sˇ) = ⊥ alors
ips ← ips ∪ {pi}
se ← se \ {(sˇ, pi)}
L’Algorithme 8 donne une pré-définition de la routine Ξ. L’état d’analyse leave est
celui qui indique que nous raisonnons dans le cas général, avec des abstractions valides
pour toute itération. Si une des boucles englobantes de l’arc e n’est pas dans l’état final
leave, nous ne recherchons pas de chemins infaisables, ceux-ci seront (potentiellement)
trouvés plus tard 6, après progression de l’analyse jusqu’à l’état leave.
Si les états qh indiquent une progression suffisante de l’analyse, l’Algorithme 8 lance
le test de satisfiabilité (recherche de contradictions) pour chaque état abstrait sˇ dans
se. Si un état sˇ est effectivement déterminé insatisfiable, son chemin associé pi est ajouté
à l’ensemble des chemins infaisables ips, et le couple (sˇ, pi) est supprimé de se.
Figure 5.3 – Une boucle
Les éléments de pi représentant des chemins, donc des
séquences consécutives d’arêtes, leur sémantique est claire,
et aucune information par rapport aux boucles n’a besoin
d’être rajoutée.
Exemple. Ainsi, si nous considérons les blocs de base
a, b, c dans une boucle h ({a, b, c} ⊆ L(h)), comme sur la
Figure 5.3, le chemin infaisable {a→ b . b→ c}, également
noté
a→ b→ c
s’applique à pour toute itération de h. En revanche, si d est un bloc hors de la boucle
6. Nous pourrions en réalité rechercher des chemins infaisables pendant que l’analyse est en état
iter, mais c’est inutile puisque l’analyse aura dans l’état leave des propriétés plus puissantes ; les
chemins trouvés dans l’état iter seraient donc redondants.
133
CHAPITRE 5. CHEMINS INFAISABLES
(d /∈ L(h)), le chemin infaisable
a→ b→ c→ d
n’a de sens que sur la dernière itération de h.
5.2.2 Chemins abstraits
Nous introduisons le domaine des chemins abstraits. Les chemins abstraits, à l’instar
des états abstraits qui représentent un ensemble d’états possibles de la machine, repré-
sentent un ensemble de chemins du programme. En revanche, à la différence des états
abstraits, cette abstraction n’introduit pas de perte de précision 7, elle sert simplement
à l’expression concise de chemins infaisables, préparant leur future exploitation 8.
Définition 5.3. Le domaine des chemins abstraits Π∗G d’un CFG G = (V,E, , ω)
est simplement défini comme une séquence constituée
• d’arcs de E
et
• de connecteurs aχlb représentant l’ensemble des chemins entre deux blocs
a, b ∈ V , excluant un ensemble de blocs l ⊆ V , possiblement vide.
Exemple. Soient a, b, c, d, e, f, g, h ∈ V des blocs d’un CFG G = (V,E, , ω). Alors,
• (a→ b). bχc.(c→ d) représente tous les chemins de l’arc a→ b à l’arc c→ d ;
• (a → b). bχ{a}c .(c → d) représente le même ensemble de chemins, boucles sur a
exclues ;
• χω représente l’ensemble des chemins d’exécution de G.
Remarque. Toutes les séquences de Π∗G ne sont pas des chemins abstraits valides,
c’est-à-dire que certaines ne représentent aucun chemin existant dans G. En effet, afin
7. Seulement dans le sens “concrétisation puis abstraction”, certains ensembles de chemins n’étant
pas représentables par un seul chemin abstrait.
8. Cette abstraction est par exemple adaptée à l’insertion efficace des informations de chemins
infaisables dans un système de contraintes ILP (par injection de contraintes) pour l’amélioration du
calcul de WCET, comme nous le verrons dans la section 5.3.1.
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d’être valide, chaque connecteur doit coïncider avec les blocs le précédant et le suivant
dans le chemin. En outre, une séquence vide n’est pas un chemin abstrait valide.
La sémantique de ces chemins abstraits est formellement décrite par la fonction de
concrétisation d’un chemin abstrait.
Définition 5.4. Pour tout CFG G = (V,E, , ω), la fonction de concrétisation
d’un chemin abstrait γΠ∗G : Π
∗
G → P(ΠG) est ainsi définie :
∀pi∗ ∈ Π∗G, γΠ∗G(pi∗) :=
{e} si pi∗ = e, e ∈ E
γχ(aχlb) si pi∗ = aχlb, {a, b}, l ⊆ E
{e . pi′ | pi′ ∈ γΠ∗G(pi∗′)} si pi∗ = (e . pi∗′), e ∈ E, pi∗′ ∈ Π∗G
{pi . pi′ | pi ∈ (γχ(aχlb), pi′ ∈ γΠ∗G(pi∗′)} si pi∗ = (aχlb . pi∗′), {a, b}, l ⊆ E, pi∗′ ∈ Π∗G
avec la concrétisation d’un connecteur γχ définie comme :
∀a, b ∈ E, ∀l ⊆ E, γχ(aχlb) :=
pi ∈ ΠG
∣∣∣∣∣∣∣∣∣∣
∃pi1 ∈ ΠG, ∃v1 ∈ V, pi = (a→ v1) . pi1
∃pi2 ∈ ΠG, ∃v2 ∈ V, pi = pi2 . (v2 → b)
∀(v → v′) ∈ pi, v′ /∈ l

Remarque. Les chemins d’un graphe étant de simples séquences d’arcs, acceptées dans
le domaine des chemins abstraits, la fonction d’abstraction αΠ∗G serait une projection
triviale (αΠ∗G(pi) = pi).
5.2.3 Expression de chemins infaisables dans FFX
Nous avons brièvement présenté le langage d’annotation portable FFX en sec-
tion 2.4.3. Les chemins infaisables détectés par l’analyse présentée dans cette thèse
sont exprimées au format FFX, permettant leur exploitation par des outils externes
capables de lire ce format et d’utiliser des propriétés parmi celles qu’il exprime. Nous al-
lons maintenant présenter le sous-ensemble de ce langage qui sera utilisé pour exprimer
des chemins infaisables, sous la forme de conflits entre arcs des CFG du programme.
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5.2.3.1 Les conflits dans FFX
La syntaxe du sous-ensemble de FFX utilisé est définie par la grammaire partielle
de la Figure 5.4.
FLOWFACTS :=
<flowfacts>
CONFLICT+
</flowfacts>
CONFLICT :=
<conflict seq="true">
FUNCTION
</conflict>
FUNCTION :=
<function address=ADDR>
ITEM*
</function>
ITEM :=
EDGE
CALL
LOOP
EDGE :=
<edge source=ADDR target=ADDR />
CALL :=
<call ADDRESS>
FUNCTION
</call>
LOOP :=
<loop address=ADDR>
ITERATION_ALL
ITERATION_LAST
</loop>
ITERATION_ANY :=
<iteration number="*">
ITEM+
</iteration>
ITERATION_LAST :=
<iteration number="n">
ITEM+
</iteration>
ADDR := "INT"
Figure 5.4 – Grammaire FFX partielle
Essentiellement, un chemin infaisable est un conflit entre un ensemble d’arcs dans un
contexte donné (boucles, points d’appel). Ainsi, dans FFX, chaque chemin infaisable est
représenté par un conflit (CONFLICT) entre une liste d’éléments (ITEM) dans le contexte
d’une fonction (FUNCTION). Chacun de ces éléments peut être
• un arc (EDGE), représenté par l’adresse de la dernière instruction du bloc de départ
et l’adresse de la première instruction du bloc d’arrivée ;
• un ensemble d’éléments dans le contexte d’un appel (CALL) à une fonction (FUNCTION)
identifié par l’adresse du point d’appel ;
• un ensemble d’éléments dans le contexte d’une boucle (LOOP) identifiée par l’adresse
de la tête de boucle, considérés valides
– soit pour toute itération (ITERATION_ANY)
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– soit pour la dernière itération (ITERATION_LAST)
de la boucle en question.
Il est important de noter que les arcs en conflit seront listés en séquence, dans l’ordre
dans lequel ils ont été lus par l’analyse. Cela garantit que, dans un contexte donné
(boucle ou fonction), les arcs listés (EDGE) appartiennent à un chemin du contexte en
question 9. Cette propriété sera essentielle par la suite (section 5.2.3.3), elle est exprimée
dans le langage FFX par l’attribut seq de la balise <conflict>, systématiquement
positionné à “true” dans notre cas.
5.2.3.2 Écriture mathématique des conflits FFX
Remarque. Les chemins issus de l’analyse de programme définie dans le chapitre
précédent sont un peu particuliers : leurs arcs peuvent provenir de multiples CFG (ap-
pelant et appelés). Ceux-ci sont représentés dans notre outil par les adresses des blocs
source et destination dans le programme binaire ; il est donc immédiat de déterminer
le CFG de la fonction de laquelle chaque arc provient. La génération et la sémantique
des balises de contexte de fonction (<function>) et d’appels (<call>) ne pose ainsi
pas de difficulté. Nous nous concentrons donc seulement sur les contextes de boucle
(<loop> et <iteration>).
Le format XML de FFX étant très verbeux, nous ferons usage dans la suite d’une
notation mathématique équivalente, plus concise. Nous noterons ainsi un conflit entre
trois arcs e1, e2, e3 par
e1, e2, e3
Si ce conflit est valable, pour toute itération d’une boucle h, nous le noterons
loop∗h[e1, e2, e3]
l’étoile ∗ désignant toute itération, à l’instar du langage FFX. De même, si seul e1 est
dans la boucle h et que le conflit porte sur la dernière itération de celle-ci, nous le
noterons
loopnh[e1], e2, e3
9. Du fait que ces contextes définissent en réalité des régions sans boucles, c’est même le seul
ordonnancement vérifiant cette propriété d’appartenance à un chemin du contexte.
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Bien entendu, ces contextes loop∗ et loopn peuvent s’emboîter :
loop∗h′ [loopnh[e1], e2, loop∗h′′ [e3]]
Nous notons l’ensemble des conflits ainsi descriptibles Cffx.
5.2.3.3 Sémantique des conflits FFX
Nous pouvons définir la sémantique des chemins infaisables exprimés sous la forme
de conflits entre arcs dans FFX, en les traduisant en un chemin abstrait de Π∗, incluant
des arcs de multiples CFG. Cette traduction s’opèrera par une fonction
τ : Cffx → Π∗
La fonction τ utilise la propriété de séquentialité des arcs exprimés (attribut seq =
"true"). Elle relie systématiquement les listes d’arcs en intercalant entre chaque couple
d’arc un connecteur représentant l’ensemble des chemins entre la cible de l’arc précédent
et la source de l’arc suivant. Lorsque la liste d’arcs est dans le contexte d’une boucle –
pour toutes itérations ou pour la dernière – la tête de boucle est exclue. Les connecteurs
reliant un arc en dehors d’une boucle et un arc à l’intérieur de cette boucle n’excluent
pas la tête de boucle (on a le droit de boucler jusqu’à s’“installer” dans le contexte
d’une itération). La contrainte “dernière itération” exprimée par loopn est traduite en
ne permettant pas de boucler en sortie de boucle : ainsi, sur le deuxième exemple, le
connecteur entre e1 et e2 ne permet pas de repasser sur la tête de boucle h.
Exemple. Ainsi, pour tout e1 = (s1 → t1), e2 = (s2 → t2), e3 = (s3 → t3) arcs du
programme, et pour toutes têtes de boucle h, h′,
• Les conflits hors boucles sont traduits par un chemin constitué des arcs du conflit
(dans l’ordre énoncé) reliés par des connecteurs :
τ(e1, e2, e3) = e1 . t1χs2 . e2 . t2χs3 . e3
• Les conflits vrais pour toute itération d’une boucle sont traduits par des chemins
ne pouvant passer par la tête de boucle (cela en ferait un chemin inter-itération) :
τ(loop∗h[e1, e2]) = e1 . s1χ
{h}
t2 . e2
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• L’entrée dans un contexte de boucle est traduite par deux connecteurs, le pre-
mier nous permettant d’itérer à loisir sur la boucle en question jusqu’à atteindre
l’itération désirée :
τ(e3, loop∗h[e1, e2]) = e3 . t3χh . hχ
{h}
s1 . e1 . s1χ
{h}
t2 . e2
• La sortie de contexte de dernière itération d’une boucle est traduite par une
interdiction de reboucler (de repasser par la tête de boucle) :
τ(e3, loopnh[e1], e2) = e3 . t3χs1e1 . t1χ
{h}
s2 . e2
• Le même raisonnement s’applique pour des boucles imbriquées :
τ(loop∗h′ [e3, loop∗h[e1, e2]]) = h′χ{h
′}
s3 . e3 . t3χ
{h′}
h . hχ
{h,h′}
s1 . e1 . s1χ
{h,h′}
t2 . e2
= e3 . t3χ
{h′}
h . hχ
{h,h′}
s1 . e1 . s1χ
{h,h′}
t2 . e2
5.2.4 Minimisation des chemins infaisables
5.2.4.1 Le fractionnement des chemins infaisables détectés
Dans son état actuel, l’algorithme de recherche de chemins infaisables procède par
points de rendez-vous sur chaque bloc des CFG d’un programme. Une fois que l’analyse
a atteint tous les arcs en entrée du bloc dans le contexte (de boucles) considéré, la
routine d’identification de chemins infaisables Ξ est déclenchée, pour chaque arc en
sortie du bloc.
Exemple. Considérons le programme décrit sur la Figure 5.5. Une fois que l’analyse
atteint e, l’arc pris de la condition x == 0, la routine Ξ est déclenchée avec un état se
contenant 24 = 16 chemins différents. Notons a¯, b¯, c¯, d¯ les arcs non pris correspondant
respectivement aux arcs a, b, c, d, alors, ces 16 chemins sont (ou terminent par) :
a.b.c.d.e a.b.c.d¯.e a.b.c¯.d.e a.b.c¯.d¯.e
a.b¯.c.d.e a.b¯.c.d¯.e a.b¯.c¯.d.e a.b¯.c¯.d¯.e
a¯.b.c.d.e a¯.b.c.d¯.e a¯.b.c¯.d.e a¯.b.c¯.d¯.e
a¯.b¯.c.d.e a¯.b¯.c.d¯.e a¯.b¯.c¯.d.e a¯.b¯.c¯.d¯.e
Les 16 appels subséquents au solveur SMT, vérifiant la satisfiablité des états abs-
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traits attachés à chacun de ses chemins, nous apprendrons que les 8 premiers chemins
sont infaisables, et ceux-ci seront ajoutés à la liste des propriétés découvertes par l’ana-
lyse et inscrites dans un fichier FFX en sortie. Or, ces 8 chemins infaisables expriment
en réalité un seul et même conflit, entre les arcs a et e.
Figure 5.5 – Conflit
entre deux arcs éloignés
Cette méthode est inefficace. Ce phénomène de fraction-
nement des chemins infaisables en raison de divergences des
chemins entre les arcs en conflits dans le CFG est fréquent
pour des programmes typiques. C’est ainsi que, par exemple,
sur un des programmes testés, PathFinder a détecté 118 che-
mins infaisables alors qu’il n’y avait en réalité que 5 conflits.
Sur un autre, ce sont plus de 100.000 chemins infaisables qui
ont été détectés, pour un nombre de conflits estimé à 10.000,
mais probablement plutôt de l’ordre de la centaine.
Les conséquences d’un tel fractionnement sont l’explosion
de la complexité de l’utilisation des chemins infaisables dé-
tectés. Par exemple, la complexité de résolution d’un sys-
tème ILP augmente rapidement avec le nombre de contrain-
tes. Ainsi, si, pour l’amélioration du calcul du WCET d’un
programme, les chemins infaisables sont traduits en contrain-
tes ILP et injectés dans le système calculant le WCET, alors
le temps de résolution du système augmente excessivement,
et le calcul pourra échouer. Ce fut le cas par exemple pour
le calcul du WCET sur le benchmark fft1 (de la suite Mä-
lardalen), dans lequel nous avions injecté des contraintes ILP
traduisant 4.999 chemins infaisables.
Il faut donc trouver une solution pour détecter des conflits
entre plusieurs arcs, comme a et e pour l’exemple ci-dessus,
plutôt que de lister tous les chemins infaisables complets in-
cluant ces deux arcs.
5.2.4.2 Identification d’ensembles d’arcs en conflit
Une fois la faisabilité de l’ensemble des chemins déterminée, il est aisé de tester
des hypothèses. Ainsi, sur l’exemple précédent, après avoir déterminé – à l’aide d’un
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solveur SMT – que les 8 chemins
a.b.c.d.e a.b.c.d¯.e a.b.c¯.d.e a.b.c¯.d¯.e
a.b¯.c.d.e a.b¯.c.d¯.e a.b¯.c¯.d.e a.b¯.c¯.d¯.e
sont infaisables et que les 8 chemins
a¯.b.c.d.e a¯.b.c.d¯.e a¯.b.c¯.d.e a¯.b.c¯.d¯.e
a¯.b¯.c.d.e a¯.b¯.c.d¯.e a¯.b¯.c¯.d.e a¯.b¯.c¯.d¯.e
sont faisables, il est rapide de vérifier que les 8 chemins infaisables contiennent les arcs
{a, e} (au contraire des 8 chemins faisables). Cela garantit que les arcs {a, e} sont en
conflit, pour tout chemin dans le contexte considéré (on peut aussi prouver que cela
suffit à représenter l’intégralité des chemins infaisables détectés).
La difficulté est dans la formulation des hypothèses. Une piste de résolution tentante
serait de chercher à “fusionner” des chemins infaisables entre eux, par exemple par une
sorte d’opération a.b.c.d.e + a.b¯.c.d.e = a.c.d.e, qui n’est pas sans rappeler celles de la
logique booléenne. Malheureusement, la définition d’une telle opération de “fusion” est
trop complexe dans le cas général, parce qu’il n’existe simplement pas d’arc opposé “a¯”
pour tout arc conditionnel a – ce raisonnement ne fonctionne qu’avec des CFG dits “en
diamant” comme celui induit par le programme de la Figure 5.5.
Une autre solution doit donc être trouvée, et les solveurs SMT peuvent nous y aider.
5.2.4.3 Extraction d’ensembles d’arcs en conflit à partir de sous-ensembles
minimaux insatisfiables
La section 5.1.3.2 a présenté l’extraction d’unsat cores, capacité de certains solveurs
SMT à donner un sous-ensemble minimal insatisfiable de contraintes. Nous avons fait
un critère de choix de solveur de cette fonctionnalité, que CVC4 et Z3 supportent.
Or, il est possible d’améliorer l’analyse d’interprétation du programme pour se
souvenir des points du programme (arcs) responsables d’une variable, points affectant
la valeur d’une variable. Pour cela, nous attachons à chaque prédicat de P
̂
Λ et à chaque
élément de la table de variables Θ
̂
un ensemble d’arcs du CFG Σ ∈ P(E) responsables.
Iˆ+ est la fonction d’interprétation définie à partir de Iˆ qui met à jour, pour chaque
expression dans Θ
̂
et à chaque prédicat de E
̂
Λ, la liste des arcs responsables qui lui est
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associée. Notons Ai ⊆ V] (resp. Bi ⊆ V]) est l’ensemble des variables utilisées (resp.
modifiées) pour l’interprétation de i. Alors, pour l’interprétation d’une instruction i ∈
Isem sur un arc 10 e, si (θˇIˆ, pIˆ) est le résultat de l’interprétation classique par Iˆ sur (θˇ, p),
c’est-à-dire
(θˇIˆ, pIˆ) := Iˆ[i](θˇ, p)
alors, le résultat pour chaque variable v ∈ V], le Σv attaché à l’expression x(Σv) := θˇ(v)
de la table des variables
• reste inchangé si l’instruction i n’affecte pas v (v /∈ Bi) :
xIˆ
(Σv) avec xIˆ := θˇIˆ(v)
• devient l’ensemble des Σv′ attachés aux expressions de chaque variable v′ lue par
l’instruction i (v′ ∈ Ai) (car le résultat de l’instruction dépend de la valeur de ses
opérandes, et donc hérite des dépendances des opérandes en question), auquel on
ajoute l’arc courant e (qui est responsable pour l’exécution de i), si l’instruction
i affecte v (v ∈ Bi) :
xIˆ
(ΣAi∪{e})
avec xIˆ := θˇIˆ(v)
avec ΣAi :=
⋃
v′∈Ai
{
Σv′
∣∣∣ ∃x, θˇ(v′) = x(Σv′ )}
De plus, le Σ attaché à chaque prédicat p(Σ)i reste inchangé (puisqu’ils sont im-
muables, et donc eux-mêmes inchangés) :
p
(Σ)
i
Comme pour les éléments de θˇIˆ, chaque nouveau prédicat dans pk ∈ pIˆ (pk /∈ p)
est associé à l’ensemble des Σ attachés aux expressions de chaque variable lue par
l’instruction i (Ai), auquel on ajoute l’arc e :
pk
(ΣAi∪{e}) avec ΣAi :=
⋃
v′∈Ai
{
Σv′
∣∣∣ ∃x, θˇ(v′) = x(Σv′ )}
10. Pour les instructions sur un bloc, on insère en réalité un marqueur qui sera remplacé par le
prochain arc pris.
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Définition 5.5. La fonction d’interprétation Iˆ+ redéfinie pour mettre à jour la liste
des arcs responsables à chaque expression et prédicat d’un état, est ainsi définie,
pour l’interprétation d’une instruction i ∈ Isem sur un arc e :
∀(θˇ, p) ∈ S
̂
, (θˇIˆ, pIˆ) = Iˆ[i](θˇ, p) =⇒ Iˆ+[i](θˇ, p) :=
v 7→

x0
(Σv) si v /∈ Bi, avec xIˆ := θˇIˆ(v)
x0
(ΣAi∪{e}) si v ∈ Bi, avec ΣAi :=
⋃
v′∈Ai
{
Σv′
∣∣∣ ∃x, θˇ(v′) = x(Σv′ )}
p ∪
pk(ΣAi∪{e})
∣∣∣∣∣∣∣
pk ∈ p0
p
(Σ)
k /∈ p,
avec ΣAi :=
⋃
v′∈Ai
{
Σv′
∣∣∣ ∃x, θˇ(v′) = x(Σv′ )}


où Ai ⊆ V] (resp. Bi ⊆ V]) est l’ensemble des variables utilisées (resp. modifiées)
pour l’interprétation de i, et où Σv est tel que ∃x, x(Σv) := θˇ(v) et xIˆ = θˇ0(v).
Exemple.
Iˆ+[add x, y, z]
 θ
x x∗ + 1 (e3)
y 2 (e1,e2)
z x∗ (e2,e4)
. . .
 =
 θ
x 2 + x∗ (e1,e2,e4)
y 2 (e1,e2)
z x∗ (e2,e4)
. . .

Une fois chaque expression et prédicat attaché à une liste d’arcs dont il dépend,
nous utilisons la fonctionnalité d’extraction d’unsat core pour déterminer un ensemble
minimaux de contraintes (prédicats SMT) causant l’insatisfiabilité de l’état abstrait,
et remonter à la liste d’arcs responsables. Ainsi, pour un état sˇ insatisfiable
sˇ
θ
x x∗ + 1 (e3)
y 2 (e1,e2)
z x∗ (e2,e4)
. . .
p x∗ = z∗ (e5)
traduit en prédicats SMT comme suit :
t(sˇ) = {x = x∗ + 1, y = 2, z = x∗, x∗ = z∗}
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nous obtiendrons l’unsat core composé de ces trois prédicats SMT :
{x = x∗ + 1, z = x∗, x∗ = z∗}
et déduirons e3, e2, e4, e5 comme arcs responsables. Nous noterons 11
core(sˇ) = {e3, e2, e4, e5}
Cet ensemble d’arcs fournit une très bonne hypothèse d’arcs en conflit pour remplacer
les chemins complets associés aux états abstraits.
5.2.4.4 Le problème des effets de bords
Figure 5.6 – Exemple d’effet
de bord
La technique de minimisation de chemins infai-
sables en un ensemble d’arcs en conflit ne reste qu’une
hypothèse, à valider selon la méthode vue en sec-
tion 5.2.4.2. En effet, sur certains chemins infaisables,
des arcs nécessaires au conflit ne modifient pas di-
rectement de variable clé à l’insatisfiabilité de l’état
représentant le chemin, mais permettent au lieu de
cela d’éviter un chemin qui modifierait cette variable.
Ce phénomène est appelé un effet de bord.
Exemple. Considérons le CFG de la Figure 5.6. Le
chemin 1 → 2 → 3 → 5 → 6 est infaisable, et ;
en particulier, les arcs 1 → 2 , 3 → 5 , 5 → 6
sont nécessaires et suffisants pour former un conflit.
L’arc 3 → 5 est nécessaire à ce conflit car un chemin
ne passant pas par cet arc passerait nécessairement
par 3 → 4 et affecterait 0 à x.
En revanche, l’unsat core qui serait extrait par
l’analyse pointerait seulement vers l’arc 1 → 2
comme responsable d’un prédicat x∗ = 1 et vers l’arc 5 → 6 comme respon-
sable d’un prédicat x∗ = 0. L’arc 3 → 5 n’étant pas inclus, l’ensemble d’arcs
11. Par convention et par souci de complétude, la fonction core donnera ∅ pour tout ensemble
satisfiable.
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1 → 2 , 5 → 6 n’est pas réellement en conflit. En effet, il inclut le chemin
1 → 2 → 3 → 4 → 5 → 6 , qui n’est pas un chemin infaisable valide !
En revanche, cette technique est vraisemblablement capable d’identifier le couple
d’arcs en conflit 4 → 5 , 5 → ω .
5.2.4.5 D’un ensemble d’arcs en conflits à un conflit FFX
Une fois un ensemble d’arcs en conflits minimaux obtenus grâce à l’extraction
d’unsat core, la traduction vers les conflits FFX est immédiate : il suffit de
• réordonner les arcs suivant le même ordre que dans le chemin complet correspon-
dant au conflit ;
• placer autour de chaque séquence d’arcs appartenant à une boucle, des contextes
de boucles
– valides pour la dernière itération si ce contexte est suivi par des arcs hors
de la boucle,
– valides pour toute itération sinon.
Formellement, cette fonction est ainsi définie :
Définition 5.6. Soit X : P(E)×Π→ Cffx la fonction de traduction d’un ensemble
d’arcs en conflit vers un conflit FFX, à l’aide du chemin complet associé. Soit ≤pi
la relation d’ordre partiel induite par l’ordre des arcs dans un chemin pi :
∀e1, e2 ∈ E, e1 ≤pi e2 ⇐⇒ ∃pi′ ∈ Π, ei.pi′.ei+1 est un sous-chemin de pi
Alors, si H est l’ensemble des têtes de boucles du programme, et L(h) dénote
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(comme au Chapitre 4) l’ensemble des blocs à l’intérieur d’une boucle h,
∀j ∈ P(E) \ {∅}, ∀pi ∈ Π, X (j, pi) :=
e si j = {e}, e ∈ E
e0 . X (j \ {e0}, pi)
si ∀h ∈ H, L(h) ∩ j = ∅,
pour e0 tq ∀e ∈ j, e0 ≤pi e
X ({e ∈ j | e ≤pi h0}
. loop∗h
[
X ({e ∈ j | e ∈ L(h0)}, pi)
] sinon, pour h0 tq L(h0) ∩ j 6= ∅∀h ∈ H, h0 /∈ L(h)
si @e ∈ j, h0 ≤pi e
X ({e ∈ j | e ≤pi h0}
. loopnh
[
X ({e ∈ j | e ∈ L(h0)}, pi)
]
. X ({e ∈ j | h0 ≤pi e}
sinon, pour h0 tq
L(h0) ∩ j 6= ∅
∀h ∈ H, h0 /∈ L(h)
si ∃e ∈ j, h0 ≤pi e
Exemple. Soit pi = e1.e2.e3.e4.e5 et {e2, e3, e4} ∈ L(h1), {e4} ∈ L(h2). Alors,
X ({e1, e5}, pi) = e1 . e5
X ({e1, e2, e3}, pi) = e1 . loop∗h1 [e2 . e3]
X ({e1, e2, e3, e4}, pi) = e1 . loop∗h1 [e2 . e3 . loop∗h2 [e4]]
X ({e1, e2, e3, e4, e5}, pi) = e1 . loopnh1 [e2 . e3 . loopnh2 [e4]] . e5
Nous pouvons maintenant définir l’algorithme final de la routine Ξ.
5.2.5 Modification de la routine Ξ pour la recherche de conflits
Nous adaptons l’Algorithme 8 en appliquant les changements suivants :
• Le test de satisfiabilité est fait pour chaque couple d’état / prédicat au préalable,
ainsi que l’extraction de l’unsat core (si l’état est détecté insatisfiable).
• Pour tout état insatisfiable détecté, nous vérifions que les arcs énumérés par
l’unsat core j suffisent à rendre un chemin infaisable (pour pallier aux problèmes
d’effets de bord). Cette validation se fait en vérifiant l’infaisabilité de tout chemin
pi′ contenant les arcs de l’unsat core j.
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• Si l’ensemble de conflits induit par l’unsat core j est valide, on le rajoute ; sinon,
on rajoute le chemin infaisable complet comme (volumineuse) contrainte.
Le résultat est l’Algorithme 9.
Algorithme 9 : Routine Ξ : détection de chemins infaisables sur un arc e avec
minimisation
Données : se, l’état sur l’arc e ; Γ, contexte d’analyse des boucles englobantes
Résultat : se, l’état sur l’arc e modifié ; ips, les chemins infaisables détectés
ips ← {}
si ∀(h, qh) ∈ Γ, qh = leave alors
w ← {(pi, sat(sˇ), core(sˇ)) | (sˇ, pi) ∈ se}
pour (pi, b, j) ∈ w faire
si b = ⊥ alors
si ∀(pi′, b′) ∈ w, (j ⊆ pi′)⇒ (b′ = ⊥) alors
ips ← ips ∪ {X (j)}
sinon
ips ← ips ∪ {pi}
se ← se \ {(sˇ, pi) | pi′ = pi}
5.2.6 Discussion
5.2.6.1 Optimisation
Cet algorithme peut encore être amélioré de plusieurs façons.
Tout d’abord, nous pouvons remarquer que les chemins infaisables n’apparaissent
qu’au niveau des branchements conditionnels : l’exécution d’une séquence d’instructions
ne créant pas de chemins, nous ne découvrons pas de nouveaux chemins infaisables lors
de son interprétation. Il y a deux parties de l’interprétation abstraite du programme
qui restreignent l’espace des états possibles :
• les branchements conditionnels, introduisant une nouvelle contrainte (via l’ins-
truction sémantique assume) ;
• la composition de fonctions, puisqu’elle restreint les propriétés issues de l’exécu-
tion d’une fonction à un contexte d’appel en particulier.
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Il est donc possible d’économiser, sans perte de résultats, des tests de satisfiabilité
(et des appels coûteux au solveur SMT) en n’effectuant ces tests qu’après un branche-
ment conditionnel (plusieurs arcs en sortie de bloc), ou après la composition d’états
issue d’un appel de fonction, plutôt que de les faire sur chaque arc.
Lorsque la minimisation d’un chemin infaisable par extraction d’unsat core échoue
à formuler une hypothèse valide d’un ensemble d’arcs en conflits, nous pouvons malgré
tout chercher à réduire le chemin infaisable complet pi. Notamment, si parmi les arcs
de pi, un arc e1 domine un arc e2, alors e1 est superflu et peut être retiré du conflit
d’arcs induit par pi. De même, e1 est superflu si e1 post-domine e2.
Aussi, la complexité des solveurs SMT ayant tendance à augmenter rapidement
avec le nombre de variables et de contraintes, il s’avère bénéfique de ne pas fournir
comme assertion dans le solveur les prédicats SMT n’ayant aucune influence sur les
autres prédicats. De plus, la construction de l’arbre syntaxique abstrait représentant les
prédicats entrés dans de tels solveurs est coûteuse pour des problèmes de petites tailles
(mais fréquemment posés). Par exemple, avec CVC4, pour une simple contradiction
arithmétique entre deux entiers, le temps pris pour la résolution du problème est estimé
à 17µs et le temps pour la construction de sa représentation interne à 741µs. En
rajoutant 100 prédicats de la forme x = constante (sans aucune variable commune, ne
pouvant donc pas être en conflit les uns avec les autres), le temps de résolution passe
à 46µs et le temps pour la construction de la représentation interne à 3770µs.
Il peut aussi être noté que les appels au solveur SMT par l’Algorithme 9 se faisant
par vagues (autant d’appels que de chemins), et que ceux-ci sont indépendants, cette
partie de l’analyse se parallélise bien : la version parallèle de l’interface de PathFinder
avec CVC4 donne de bons résultats, avec une accélération de 3 à 4 fois sur 8 cœurs.
Par ailleurs, l’analyse peut être étendue pour l’analyse des premières itérations de
boucles sans difficulté majeure. Il suffirait de dérouler une fois chaque boucle – en
fait, d’appliquer les états paramétriques issus de l’interprétation du corps de la boucle
à l’état en entrée pour obtenir l’état après une itération, et de tester la satisfiabilité
des états de chaque chemin. Il faudrait ensuite utiliser un troisième type de contexte
de boucle (loop) dans la syntaxe des conflits, et de le traduire par l’attribut FFX
correspondant.
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5.2.6.2 Limitation à Z32
Enfin, les techniques de résolution de problème SMT utilisées par le biais de solveur
fonctionnent pour des entiers, et non sur le groupe des entiers sur 32 bits, sur lequel des
prédicats comme x× 16 = 0 sont satisfiables. Il existe différentes solutions pour éviter
des faux positifs dans la recherche d’états insatisfiables et ainsi préserver la validité de
l’analyse.
Nous pouvons utiliser les théories SMT de vecteurs de bit (bit vector). Bien que
ce soit un moyen précis de représenter des variables, qui donne même la possibilité
d’ajouter (utilement) des opérateurs logiques dans les prédicats, cette représentation
est rapidement extrêmement inefficace pour la résolution de problèmes arithmétiques
sur 32 bits, prenant parfois plus d’une journée pour un seul problème.
Au lieu de cela, nous pouvons aussi encapsuler chaque variable des prédicats SMT
par une opération modulo : remplacer toutes les variables 12 v par v mod 232. Malheu-
reusement, cela casse la linéarité des équations et nous fait perdre la grande majorité
des résultats (bien que la validité de l’analyse soit préservée).
Stein et Martin [98] proposent une solution à ce problème de perte de linéarité.
Ainsi, en plus de la transformation précédente, chaque contrainte c contenant un terme
xmod k est remplacée par les deux contraintes suivantes

kλc ≤ x < k(λc + 1)
c[xmod k 7→ x− kλc]
où λc est une variable arbitraire introduite dans le système de contraintes SMT, pour
c, et c[xmodk 7→ x−kλc] est cette même contrainte où toute occurrence de xmodk est
remplacée par x− kλc. Ce processus peut être répété à loisir en présence de plusieurs
modulos, et permet finalement de détecter correctement les problèmes satisfiables dans
Z32 au lieu de Z.
12. Ou plutôt toutes les expressions arithmétiques linéaires, puisque ∀a, b ∈ Z, (a + b) mod Z32 =
(amod Z32) + (bmod Z32).
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5.3 Applications
Cette section présente les résultats expérimentaux obtenus avec notre outil, qui
intègre l’ensemble des méthodes développées dans cette thèse.
5.3.1 Exploitation des chemins infaisables pour la réduction
du WCET
Nous avons appliqué les méthodes de Raymond [86] pour la traduction de che-
mins infaisables en contraintes ILP, de manière à influencer le calcul du WCET en les
excluant des chemins d’exécution considérés.
Ainsi, par exemple, un chemin infaisable (ou plutôt, une famille de chemins infai-
sables factorisée) exprimé sous la forme d’une contrainte FFX e1.e2.e3 peut être traduit
par la contrainte ILP
xe1 + xe2 + xe3 < 3
où xe1 , xe2 , xe3 représentent respectivement le nombre d’exécutions de e1, e2, e3. Puisque
le conflit indique que nous sommes au niveau séquentiel, en dehors de toute boucle, ces
coefficients xe sont 0 ou 1, et la contrainte < 3 indique qu’ils ne peuvent pas être pris
tous à la fois.
Pour un conflit loop∗h[e1.e2.e3] dont les arcs sont contenus dans une boucle h, nous
pouvons ajouter la contrainte ILP
xe1 + xe2 + xe3 < 3nh
où nh représente la borne de la boucle h. Cette fois-ci, les valeurs prises par les co-
efficients xe sont logiquement entre 0 et nh. Cette contrainte est valide mais perd en
expressivité par rapport au conflit loop∗h[e1.e2.e3] : elle autorise par exemple les trois
arcs à être pris dans une même itération, à condition qu’une itération “compense” en
prenant strictement moins de deux arcs.
Nous ne détaillons pas ici les cas plus complexes de boucles imbriquées et de conflits
entre arcs à l’extérieur et à l’intérieur d’une boucle. Toutefois, ce simple cas de conflit
entre arcs dans une unique boucle montre déjà les pertes de précision induites par
l’expression de chemins infaisables sous la forme de contraintes ILP. Ces pertes de pré-
cision ne mettent toutefois pas en danger la sûreté du WCET calculé, qui est toujours
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une majoration du WCET réel. En revanche, elles peuvent conduire à l’obtention d’un
WCET surestimé correspondant à un WCEP infaisable pourtant exclu par les conflits
FFX.
D’autres techniques existent pour l’exploitation des chemins infaisables afin d’amé-
liorer la précision du WCET. En particulier, les méthodes développées par Mussot [73]
pour l’expression de tels conflits sous la forme d’automates ont été développées dans
un outil capable de traiter les conflits FFX générés par PathFinder. Elles permettent
de représenter plus précisément les informations exprimées par les conflits en question,
et ont ainsi permis d’améliorer leur impact sur le WCET [75] par rapport à l’intégra-
tion des conflits par injection de contraintes ILP. Toutefois, et en partie en raison de
limitations en complexité de ces méthodes, les résultats présentés dans cette section
feront état de l’amélioration de l’estimation du WCET par ajout de contraintes ILP.
5.3.2 Résultats expérimentaux
5.3.2.1 Benchmarks utilisés
Nous avons principalement testé notre outil de recherche de chemins infaisables sur
trois suites de benchmarks :
• La suite de benchmarks de Mälardalen [45], classique pour l’évaluation d’outils
dans le domaine du WCET. Cette suite contient une large variété de programmes
C, avec de nombreuses boucles imbriquées, ainsi que des opérations de manipu-
lation de bit, de calcul de matrices, de calcul flottant émulé, et un programme
constitué d’un volume important de code généré (nsichneu) et de conditions
imbriquées.
• Les 6 tâches du benchmark debie1, basé sur le logiciel de surveillance des débris
spatiaux DEBIE-1 13, écrit en C et développé par Space Systems Finland Ltd sous
contrat de l’Agence Spatiale Européenne (ESA).
• Les 13 tâches du benchmark PapaBench, issu du contrôleur de drone Paparazzi
développé à l’ENAC à Toulouse. Ce logiciel est composé de deux programmes :
l’un (fly-by-wire) est responsable du contrôle des capteurs et de la stabilisation
13. http://space-env.esa.int/index.php/debie-1.html
151
CHAPITRE 5. CHEMINS INFAISABLES
du vol et l’autre (autopilot), plus complexe, est chargé de déterminer un plan
de vol.
Les programmes sont compilés avec GCC, version 4.7.2, avec le niveau d’optimisa-
tion -O1 et arm-eabi pour architecture cible.
Certains des programmes analysés, comme cover des Mälardalen qui contient des
switch/case, ont nécessité une analyse de branchements indirects (cf. section 3.1.2.5).
Par ailleurs, nous avons ignoré les programmes récursifs, comme recursion des Mä-
lardalen, notre outil ne supportant pas la récursion à ce jour, bien qu’une extension de
l’analyse pour la gestion de boucles récursives ne semble pas poser de difficulté majeure.
5.3.2.2 Résultats et impact sur le WCET
La Table 5.2 présente l’ensemble des résultats obtenus pour une implémentation des
méthodes présentées (analyse sur S
̂
) dans PathFinder. Les quatre premières colonnes
donnent des informations sur le programme ou la tâche considérée. La deuxième colonne
et la troisième colonne donnent respectivement le nombre total de blocs de base et
d’instructions dans les CFG du benchmark considéré, et la quatrième colonne le nombre
de boucles et leur profondeur maximale. Ce sont de bons indicateurs de la complexité
d’un benchmark.
Les deux colonnes suivantes évaluent la complexité de l’analyse, en affichant le temps
d’exécution pour le benchmark considéré et le ratio de temps passé dans la résolution
de problèmes SMT. La machine utilisée pour les expérimentations est équipée d’un
processeur Dual core Intel Core i7-6500U 2.50GHz et de 16Go de mémoire vive. Le
solveur utilisé pour les résultats dans ce tableau est CVC4 1.4. Les résultats obtenus
avec Z3 sont très comparables et ne sont pas présentés ici : temps d’exécution similaires
à ±10% près, dans l’ensemble légèrement meilleurs pour Z3, et résultats identiques
à l’exception de deux chemins infaisables sur un programme issus d’un conflit entre
contraintes non-linéaires, détectés exclusivement par Z3.
Les deux colonnes suivantes donnent le nombre de conflits obtenus, respectivement
avec et sans utilisation des unsat core pour la factorisation et minimisation des chemins
infaisables. Ces deux colonnes soulignent la faible pertinence d’une telle métrique (en
nombre de conflits) pour l’évaluation d’une analyse de recherche de chemins infaisables :
un nombre de conflits élevé peut être un signe positif, signifiant un grand nombre de
chemins infaisables détectés, ou à l’inverse un signe négatif, conséquence d’une mauvaise
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Benchmark / Tâche BB Inst. Boucles(prof.) Temps (s) SMT %
CI
(sans min)
CI
(avec min) Gain WCET
Très petits benchmarks Mälardalen (moins de 30 BB)
fibcall, insertsort, fdct, bs, jfdctint, janne_complex, ns, duff, bsort100, lcdnum, matmult, crc, fir :
aucun chemin infaisable trouvé
Petits benchmarks Mälardalen (sans réduction d’états, η = +∞)
prime 43 193 14(2) 1,491 98% 50 50 27,452%
expint 43 251 12(2) 0,744 98% 56 20 6,553%
select 56 321 4(3) 20,825 88% 2106 1178 nul
qsort-exam 58 369 6(3) 24,488 99% 2096 1168 nul
edn 70 1123 18(3) 0,428 92% 4 4 nul
ndes 83 796 12(2) 2,187 98% 140 140 nul
cnt 94 511 7(2) 42,469 99% 1040 1040 nul
compress 109 728 17(2) 121,387 96% 23 23 nul
cover 205 822 3(1) 0,504 96% 3 3 3,059%
Gros benchmarks Mälardalen (avec réduction d’états, η = 250)
ud 122 802 20(3) 14,630 97% 231 57 nul
adpcm 171 1797 33(3) 10,236 99% 11 11 0,002%
qurt 245 1390 111(2) 44,929 98% 894 780 15,165%
sqrt 272 1236 11(2) 479,508 99% 6591 1845 10,479%
ludcmp 276 1669 35(4) 215,110 98% 1741 784 nul
minver 286 1730 35(4) 140,115 99% 1584 405 3,363%
fft1 337 1882 216(4) 3693,147 93% 134008 11596 14,607%
statemate 387 2530 1(1) 250,279 99% 6433 5458 1,297%
lms 527 2582 116(3) 657,364 97% 1396 615 2,177%
nsichneu 756 8088 1(1) 261,522 74% 19415 19145 nul
Benchmarks Debie1
TM_InterruptService 19 96 0(0) 0,066 98% 0 0 -
HandleHitTrigger 64 291 3(2) 0,969 99% 15 11 41,959%
TC_InterruptService 69 276 0(0) 2,191 98% 30 30 nul
HandleTelecommand 190 768 13(2) 3,856 85% 144 141 nul
HandleAcquisition 303 1321 19(1) 14,095 99% 126 126 0,156%
HandleHealthMonitoring 425 1670 100(3) 230,381 98% 5094 4538 30,746%
Benchmarks PapaBench (programme fly-by-wire)
servo_transmit 13 54 1(1) 0,121 99% 10 4 nul
send_data_to_autopilot 121 562 10(1) 11,667 98% 6 6 nul
check_failsafe 148 639 24(1) 17,695 93% 114 114 nul
check_mega128_values 150 655 24(1) 15,629 93% 114 114 nul
test_ppm 270 1170 36(1) 36,438 96% 518 518 0,247%
Benchmarks PapaBench (programme autopilot)
link_fbw_send 3 32 0(0) 0,005 100% 0 0 -
altitude_control 96 388 2(1) 4,673 98% 49 49 nul
stabilisation 200 859 13(1) 8,844 97% 239 239 0,534%
climb_control 252 1066 15(1) 23,751 96% 320 320 0,460%
reporting 418 3943 0(0) 70,716 99% 2879 2879 nul
radio_control 424 2398 39(1) 71,345 98% 2803 2803 nul
receive_gps_data 574 3310 57(1) 89,189 98% 2618 2590 2,590%
navigation 1004 4643 1018(1) 409,404 94% 3273 2899 nul
Table 5.2 – Résultats expérimentaux et gains conséquents sur l’estimation du
WCET
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factorisation des chemins infaisables exprimés, qui se traduit par des conflits nombreux
et des propriétés exprimées faibles.
Enfin, la dernière colonne révèle l’impact sur l’estimation du WCET 14 des chemins
infaisables détectés, en terme de pourcentage de réduction du WCET obtenu par rap-
port à une analyse de WCET ne prenant pas en compte l’existence de ces chemins
infaisables. En partie grâce au processus de minimisation, l’intégralité des propriétés
de flot résultant de l’analyse de chemins infaisables ont pu être intégrés dans le calcul
du WCET par ILP, à l’exception de quelques benchmarks (qurt...) pour lesquels la
complexité du problème ILP engendré nous ont forcé à ne considérer qu’une partie
arbitraire des chemins infaisables détectés.
Figure 5.7 – Répartition du
temps de résolution moyen pour
les problèmes SMT de prime
Treize des benchmarks de Mälardalen sont trop
petits (moins de 30 blocs de base) et ne contiennent
vraisemblablement pas de chemins infaisables. Nous
divisons le reste des benchmarks de Mälardalen selon
qu’ils nécessitent l’installation d’un seuil maximum
(η) d’états acceptés en tout point du programme au
delà duquel des réductions par union abstraite sont
effectuées. Ainsi, les programmes dans la catégorie
“gros benchmarks” échouent sans cette technique,
en raison d’une complexité trop élevée en mémoire
(utilisation de plus de 8 Go de mémoire). Le temps
d’analyse sur les petits benchmarks pourrait être lar-
gement réduit par cette technique, mais nous per-
drions ainsi quelques chemins infaisables à cause de
la perte de précision causée par la réduction d’états.
Nous ne faisons pas cette distinction pour les bench-
marks de debie1 et PapaBench, qui sont en général
assez gros.
En raison de la fréquence élevée des tests de satisfiabilité et du nombre important
de contraintes SMT générées à chaque test, la résolution de problème SMT constitue
la majeure partie du temps d’analyse (généralement plus de 90%). Ce temps semble
fortement corrélé à la taille du benchmark, mais aussi à son nombre de boucles. La
14. L’estimation du WCET est faite par OTAWA, pour une architecture LPC2138.
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Figure 5.7 donne la répartition du temps de résolution de CVC4 pour les 388 problèmes
SMT (dont 50 insatisfiables) générés à partir de prime : 51% pour le traitement des
assertions, 35% pour la conversion du problème en forme normale conjonctive, et 14%
pour la résolution du problème elle-même.
Le nombre de chemins infaisables détectés, l’efficacité de la factorisation des chemins
infaisables, et leur impact sur le WCET sont très variables et difficilement prévisibles.
Par exemple, les 50 chemins infaisables détectés sur prime ont un effet important sur
le WCET (réduction de 27%) alors que les 1168 chemins infaisables de qsort-exam ne
l’affectent pas. Ce type de résultats est toutefois normal et attendu : les résultats d’une
telle analyse sont pollués par de nombreux chemins infaisables peu coûteux à exécuter,
ne faisant donc pas partie du WCEP et n’affectant pas l’estimation du WCET.
Nous pouvons toutefois observer que PapaBench donne des résultats médiocres et
que debie1 donne d’excellents résultats pour deux tâches. Le logiciel DEBIE-1 étant une
réelle application critique (embarquée sur plusieurs satellites à l’heure actuelle), cela
soutient la prémisse que la présence de chemins infaisables a un effet négatif important
de surestimation du WCET pour des programmes de systèmes critiques. Par ailleurs,
les bons résultats sur l’ensemble des benchmarks contenant un nombre élevé de boucles
par rapport à leur taille (à l’exception de navigation) renforce l’idée que les boucles
renforcent l’impact et l’importance des chemins infaisables pour l’évaluation du WCET.
5.3.2.3 Nature des chemins infaisables détectés
À titre de comparaison, la Table 5.3 montre des résultats obtenus sur les bench-
marks de Mälardalen avec une analyse de recherche de chemins infaisables utilisant des
états non-paramétriques (S˜) et par simple point fixe sur les boucles (cf. section 4.2).
En l’absence d’évaluation de l’impact sur le WCET, les résultats en termes de chemins
infaisables sont difficilement comparables, mais nous observons des larges différences en
temps d’analyse sur certains programmes, dans les deux sens, vraisemblablement dues
à des variations de la complexité des problèmes SMT générés. La complexité de l’ana-
lyse par S
̂
est particulièrement élevée pour les benchmarks contenant de nombreuses
boucles imbriquées, comme ludcmp, minver et fft1, comme l’on pouvait s’y attendre,
étant donné que l’analyse de boucles plus fine génère plus de contraintes, et donc des
problèmes SMT plus complexes.
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Benchmark BB Inst. Temps (s) CI(sans min) CI
( minimisés
complets
)
Longueur
moyenne CI
( 1-arc
total
)
Petits benchmarks Mälardalen (sans réduction d’états, η = +∞)
expint 43 251 0,496 13 7/0 1,14 6/7
prime 43 193 1,393 36 21/0 1,29 15/21
select 56 321 99,230 26 4/8 4,33 2/12
qsort-exam 58 369 99,600 32 2/0 1,00 2/2
edn 70 1123 0,329 7 6/0 1,33 4/6
ndes 83 796 6,656 0 0/0 - -
cnt 94 511 1,760 69 14/0 1,36 9/14
compress 109 728 3,019 39 9/0 1,78 5/9
cover 205 822 0,696 3 3/0 1,00 3/3
Gros benchmarks Mälardalen (avec réduction d’états, η = 250)
ud 122 802 13,229 234 30/0 1,70 9/30
adpcm 171 1797 28,148 352 57/0 3,07 3/57
qurt 245 1390 215,679 4750 131/40 3,68 124/171
sqrt 272 1236 38,353 649 54/10 2,16 19/64
ludcmp 276 1669 28,574 464 65/0 1,38 40/65
minver 286 1730 7,580 125 26/0 1,15 22/26
fft1 337 1882 87,001 2837 92/84 3,13 74/176
statemate 387 2530 82,343 1781 70/0 1,77 25/70
lms 527 2582 235,767 8526 554/30 1,96 207/584
nsichneu 756 8088 216,845 19415 3927/8328 5,76 0/12255
Table 5.3 – Résultats expérimentaux pour l’analyse par S˜ et statistiques sur la
nature des chemins infaisables détectés
La sixième colonne de cette table différencie, pour le cas d’une analyse avec mini-
misation, les chemins infaisables qui ont pu être minimisés en un ensemble d’arcs en
conflit et ceux pour lesquels le conflit suggéré par l’unsat core ne s’est pas révélé valide
(incluant un chemin faisable, probablement à cause d’effets de bords), et pour lesquels
l’ensemble des chemins complets est utilisé. L’avant-dernière colonne donne la longueur
(nombre d’arcs) moyenne des conflits obtenus.
Ainsi, un examen approfondi de select nous révèle que l’analyse détecte en réalité
5 conflits, mais que la minimisation échoue pour l’un d’entre eux, générant ainsi 8
chemins infaisables complets (moins quelques arcs supprimés par analyse de dominance
a posteriori). Nous obtenons donc 4+8 = 12 conflits au lieu de 5, et un nombre moyen
d’arcs par conflit élevé. De tels échecs de minimisation, même rares, peuvent rapidement
gonfler le nombre de conflits et leur taille, rendant ces résultats plus difficiles à exploiter.
Enfin, la dernière colonne donne la proportion de conflits constitués d’un seul arc.
Ces conflits expriment en réalité du code dynamiquement mort (cf. section 2.4.1), et
sont une partie importante des chemins infaisables détectés. Notamment, un examen
de cover nous révèle que trois chemins infaisables d’un seul arc permettent la réduction
du WCET estimé de 3%. La présence de code dynamiquement mort joue donc un rôle
significatif dans la surestimation du WCET par inclusion de chemins sémantiquement
impossibles dans le WCEP.
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5.3. APPLICATIONS
(a) Mälardalen (b) Debie et PapaBench
Figure 5.8 – Complexité de l’analyse (échelle logarithmique)
(a) Mälardalen (b) Debie et PapaBench
Figure 5.9 – Impact des chemins infaisables détectés sur l’estimation du WCET
La Figure 5.8 affiche sur une échelle logarithmique le temps d’analyse et le nombre
de conflits détectés en fonction de la taille de chaque benchmark. Le temps d’analyse
semble corrélé avec la taille des benchmarks, mais aussi avec le nombre de chemins infai-
sables détectés. L’analyse semble relativement évolutive dans le sens où sa complexité
n’augmente pas exponentiellement avec la taille des benchmarks considérés.
La Figure 5.9 présente l’impact des chemins infaisables trouvés sur l’estimation du
WCET. Elle souligne la forte variabilité de cet impact et la faible corrélation entre
le nombre de conflits obtenus (après minimisation) et l’amélioration de l’estimation
du WCET. Ainsi, aucun des nombreux chemins infaisables détectés sur des bench-
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marks comme nsichneu de Mälardalen ou navigation de Papabench ne semblent être
sur le WCEP. À l’inverse, un faible nombre de conflits sur prime de Mälardalen et
HandleHitTrigger de PapaBench suffit à améliorer largement la précision du WCET
estimé.
5.4 Conclusion générale
Ce chapitre a présenté des techniques de détection de chemins infaisables à partir
de propriétés de flot de données décrivant l’état du programme en différents points.
Nous avons transformé les états abstraits construits et manipulés dans les chapitres
précédents en un ensemble de contraintes SMT, et utilisé des solveurs pour résoudre le
problème de décision et détecter d’éventuels états insatisfiables.
Ceci fait, nous avons utilisé l’implantation de méthodes modernes dans deux sol-
veurs SMT, CVC4 et Z3, pour extraire des noyaux insatisfiables minimaux et factoriser,
minimiser les chemins infaisables obtenus, et ainsi améliorer leur exploitabilité. Cette
partie est importante afin de pouvoir intégrer efficacement les informations traduites
dans le processus de calcul du WCET.
Les chemins infaisables obtenus sont exprimés dans un format portable, le langage
FFX. Ils peuvent ensuite être traduits, entre autres, sous la forme de contraintes ILP
qui, bien que souvent imprécises, suffisent pour améliorer l’estimation du WCET pour
certains programmes.
La résolution de problèmes SMT domine en pratique largement le temps d’analyse.
Les expérimentations sur trois suites de benchmarks, incluant des applications temps-
réel ou critiques, donnent des résultats très variables mais significatifs, en particulier
sur des tâches denses en boucles, bien que les chemins infaisables “utiles” ne soient pas
toujours les plus complexes : une partie de l’amélioration de l’estimation du WCET est
due à la suppression de code dynamiquement mort, démontrant par ailleurs l’intérêt
du slicing (cf. section 3.1.2.6) pour l’analyse de WCET.
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6
Conclusion
Résumé
Les travaux de cette thèse s’intègrent dans le cadre de l’estimation sûre du temps
d’exécution pire-cas (WCET) pour des systèmes critiques. Les développements pré-
sentés ont pour but principal l’amélioration de la précision des méthodes de calcul de
WCET par analyse statique, en particulier la réduction du pessimisme engendré par
l’énumération implicite de chemins (IPET). Nous recherchons pour cela des chemins in-
faisables, directement sur le code binaire, représentation du programme la plus proche
de celle qui va être exécutée.
Notre approche repose sur une abstraction du programme, sous la forme d’une part
de graphes de flot de contrôle (CFG) représentant la structure du programme, qui n’est
pas directement apparente sur du code binaire, et d’une autre part d’une représentation
intermédiaire des instructions assembleur par un jeu d’instructions sémantiques réduit,
plus simple à analyser.
Nous avons utilisé des techniques d’interprétation abstraite pour définir une abstrac-
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tion des états de la machine permettant de représenter l’ensemble des états possibles
à un point du programme. Des fonctions d’interprétation définissent une sémantique
abstraite, et la validité de cette représentation est vérifiable grâce à l’établissement
d’une correspondance de Galois. Le but des domaines d’états abstraits ainsi définis est
de représenter efficacement les états concrets de la machine, avec le moins de pertes de
précision possible.
Nous aboutissons à une abstraction paramétrée, fonction de l’état des variables
du programme en début d’analyse. Ce type d’abstraction nous permet de réaliser une
analyse de flot de données modulaire, capable de traiter des régions du programme
séparément, et de composer leurs résultats. Nous exploitons cette propriété de compo-
sabilité des états abstraits pour détecter dans les fonctions des propriétés dépendantes
d’un contexte d’appel sans répéter l’analyse de la fonction à chaque point d’appel (sans
aplatir le CFG). Ainsi, chaque CFG est analysé une seule fois, donnant des résultats
indépendants du contexte, mais qui pourront toutefois être spécialisés pour chaque
point d’appel.
Nous utilisons également cette propriété de composabilité pour déterminer l’effet
d’une itération de chaque boucle. Nous utilisons cette information pour décrire l’évolu-
tion des variables du programme au fur et à mesure de l’exécution de la boucle. Nous
appliquons pour cela une opération de généralisation sur l’état paramétrique représen-
tant une unique itération. Cette opération peut reconnaître des schémas de progressions
linéaires et déterminer des propriétés des variables du programme vraies pour toute
itération de la boucle, et exprimées en fonction du numéro d’itération.
Le parcours des CFG se fait grâce à un système de rendez-vous qui permet de
détecter des ensembles de propriétés valides en certains points du programme – sur
chaque arc, et en début de chaque bloc de base. Ces propriétés sont associées aux
chemins pour lesquels elles sont variables, et sont utilisées pour tester la satisfiabilité des
états abstraits, c’est-à-dire pour vérifier qu’ils représentent au moins un état concret.
Dans le cas contraire, le chemin associé est infaisable, ces états abstraits représentant
l’ensemble des états du programme possibles pour un chemin du CFG : un ensemble
d’états possibles vide implique que le chemin associé est infaisable.
La question de la satisfiabilité des états abstraits est un problème de décision com-
plexe qui peut être traduit en un ensemble de contraintes entières et être résolu par un
solveur SMT. Ces outils donnent généralement une réponse binaire – “satisfiable” ou
“insatisfiable” – mais des extensions modernes de ces outils peuvent, lorsqu’ils détectent
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une contradiction dans l’ensemble des contraintes sur lequel ils sont interrogés, en don-
ner un sous-ensemble minimal insatisfiable, appelé unsat core. L’outil de recherche de
chemins infaisables appliquant les méthodes développées dans cette thèse, PathFinder,
intègre ainsi deux solveurs SMT, CVC4 et Z3, capables de raisonner sur des problèmes
entiers et permettant l’extraction d’unsat cores.
Ces sous-ensembles minimaux insatisfiables nous permettent, lors de l’analyse de
programmes, d’éviter le fractionnement des chemins infaisables détectés en formulant
des hypothèses sur des ensembles d’arcs en conflit (correspondant à l’ensemble des
contraintes en conflit). Cela nous permet d’exprimer les conflit détectés succinctement,
plutôt que sous la forme de nombreux, long chemins infaisables, en réalité issus d’un
petit nombre de conflits entre arcs. Cette partie de l’analyse, la minimisation de chemins
infaisables, est importante pour l’intégration efficace des informations traduites dans
le processus de calcul du WCET.
Les chemins infaisables obtenus sont exprimés dans un format portable, le lan-
gage FFX. Ils peuvent ensuite être traduits, entre autres, sous la forme de contraintes
ILP qui, bien que souvent imprécises, suffisent pour améliorer l’estimation du WCET
pour certains programmes, comme l’ont montré les expérimentations sur trois suites
de benchmarks. Celles-ci renforcent l’idée que l’analyse de WCET de programmes (y
compris ceux intégrés dans des systèmes critiques, comme DEBIE-1) prend en compte
des chemins infaisables amplifiant son pessimisme, dégradant ainsi sa précision.
Perspectives
L’analyse de flot de données développée dans cette thèse s’est montrée suffisamment
puissante pour trouver des chemins infaisables sur la quasi-totalité des benchmarks
testés de taille raisonnablement grande. Parmi ces chemins infaisables, quelques uns
affectent l’estimation du WCET, de telle sorte que leur détection permet de réduire le
pessimisme. Les développements de cette thèse sont donc utiles, d’autant plus que des
résultats ont été obtenus sur de réelles applications pour lesquelles l’estimation précise
du WCET est un enjeu important.
Il est cependant très difficile d’évaluer l’efficacité de l’analyse, étant donné que nous
ne connaissons ni le WCET réel, ni de l’ensemble des chemins infaisables à détecter.
Il est donc difficile de proposer des pistes d’amélioration qui donneraient certainement
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lieu à la détection de chemins infaisables supplémentaires, et encore plus difficile de
prévoir si ceux-ci auraient un impact sur le WCET estimé.
Ceci dit, toutes les classes de chemins infaisables ne sont pas effectivement visées
par l’analyse : des extensions pour rechercher des chemins infaisables sur la première
itération de boucles, ou entre deux itérations n et n + 1 (par déroulage de boucle)
étofferaient probablement les résultats. Les chemins infaisables affectant le WCET
ne sont toutefois pas nécessairement ceux qui demandent une analyse fine du flot de
données. Les expérimentations ont déjà montré que nombre des chemins infaisables
“utiles” sont triviaux, par exemple du code dynamiquement mort dû à un cas rare
mais cher en temps d’exécution dans une fonction appelée.
Une contribution importante de cette thèse tient dans la minimisation des conflits
détectés, réalisée grâce à l’exploitation d’une fonctionnalité moderne des solveurs SMT,
qui était par exemple à peine à l’état expérimental dans CVC4 au début de cette thèse.
Le système qui assigne à chaque prédicat un ensemble d’arcs dits responsables ne ser-
vant qu’à émettre des hypothèses, il n’a pas besoin d’être validé, mais il gagnerait à
être formalisé et raffiné ; en effet, de nombreux conflits exprimés sont encore fraction-
nés et longs. Ce processus de minimisation, s’il ne modifie pas l’ensemble des chemins
désignés infaisables, simplifie les propriétés et facilite leur exploitation. La collabora-
tion [75] entre PathFinder et l’outil d’exploitation de chemins infaisables de V. Mussot
a mis l’accent sur l’importance de l’expression des chemins infaisables en conflits courts
et en nombre réduits, du fait de leur impact sur la complexité d’analyse. Sans cet effort
de minimisation, les plus gros des benchmarks de Mälardalen n’auraient pas pu être
traités, notamment.
Si l’abstraction utilisée dans cette thèse pour l’analyse de flot de données finale est
capable de détecter et représenter des propriétés intéressantes, elle peut aussi échouer
sur des cas relativement peu complexes que d’autres abstractions gèrent sans difficultés.
En particulier, un état abstrait correspondant à un chemin, ne peut pas représenter
de disjonctions dans sa forme actuelle. Par conséquent, nos techniques d’analyse de
programme pourraient être complétées par l’intégration d’abstractions plus classiques
qui viendraient pallier aux défauts de l’abstraction S
̂
. Les propriétés ainsi découvertes
pourraient être rajoutées sous la forme de contraintes SMT à chaque appel au solveur.
Enfin, la complexité de l’analyse est suffisamment faible pour traiter l’intégralité
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des trois ensembles de benchmarks utilisés. Ce résultat positif s’obtient toutefois au
prix d’union abstraites destructrices sur des points de fusion sur lesquels le nombre
d’états abstraits à maintenir est jugée trop importante. Puisque seules les propriétés
communes à tous les chemins sont conservées en ces points du programme, une fré-
quence élevée d’unions abstraites nous empêche de détecter des conflits entre deux arcs
trop éloignés dans un CFG. C’est un problème potentiellement important, du fait que
certains chemins infaisables sont introduits par le programmeur précisément parce que
les arcs en conflit sont “noyés” dans un grand volume de code, et donc masqués au
développeur ou difficiles à supprimer (restructuration du programme difficile). De tels
chemins infaisables ne peuvent pas, au delà d’une certaine distance, être détectés dans
l’état actuel de notre analyse.
Une première piste d’amélioration serait, plutôt que de calculer l’union de n états
lorsque n dépasse le seuil η, de séparer ces états en k groupes d’états contenant des
propriétés communes intéressantes, et d’appliquer l’union séparément sur chacun de ses
groupes de manière à réduire finalement les n états en k états pertinents, plutôt qu’un
seul état peu utile. La recherche au préalable de conditions impactant fortement le
WCET [108] (en évaluant l’écart de WCET, noté ∆, entre les arcs de sortie pris et non
pris de chaque bloc de base) est une bonne heuristique pour nous aider à déterminer
quelles propriétés nous devons conserver. Cette approche pose toutefois le problème de
la représentation efficace des disjonctions de chemins, un problème de graphe difficile.
Une deuxième piste consiste à s’attaquer à la source de complexité de l’analyse en
général. La résolution de problèmes SMT domine largement le temps d’analyse (> 90%
dans la grande majorité des cas). Les solveurs SMT sont, en réalité, peu efficaces pour
la résolution d’une longue série de problèmes simples – les conflits entre contraintes
détectés sont souvent triviaux. Ces solveurs sont plutôt conçus dans l’optique de la
résolution de problèmes plus complexes en moindre nombre, ou au moins définis in-
crémentalement, ce qui n’est pas notre cas (du moins pour les propriétés issues de la
table des variables) puisque les propriétés découvertes au fur et à mesure de l’analyse
de programmes peuvent être modifiées ou supprimées. La résolution de problèmes de
satisfiabilité étant le goulot d’étranglement de notre analyse, sa complexité pourrait
être atténuée par l’utilisation de techniques de résolution plus adaptées (plus rapides
sur des problèmes SMT simples), possiblement implantées dans un solveur ad hoc.
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ANNEXES
A Structures et abstractions définies dans la thèse
Z32 Z/232Z Groupe des entiers sur 32 bits
Z32] Z32 × {∅,+SP}
Constantes symboliques
(absolues ou relatives au pointeur de pile)
C] Z32] ∪ {>} Constantes symboliques et >
Reg {r0, r1, . . . , rm} Registres
Tmp {t1, t2, . . . , tn} Variables temporaires
Var Reg ∪ Tmp Variables directement accessibles
Mem {ma, a ∈ Z32} Mémoire, tas et pile unifiés
Mem] {ma, a ∈ Z32]} Mémoire, tas et pile séparés
V Var ∪Mem Variables du programme
V] Var ∪Mem] Variables du programme, tas et pile séparés
V̂ V] Notation pour les valeurs initiales des variables
Λ {λn, n ≥ 1} Variables abstraites (variables arbitraires)
I {Ihk | hk ∈ HG} Indices d’itération
Φ {+,−,×, /,mod,∼} Opérateur arithmétique (ou de comparaison)
E gfp(X = C] + V] + ΦX2) Expressions
Ê gfp(X = C] + V̂+ ΦX2) Expressions (valeurs initiales)
ÊΛ gfp(X = C] + V̂+ Λ + ΦX2) Expressions (valeurs initiales, avec variables abstraites)
E
̂
Λ gfp(X = C] + V̂+ Λ + I + ΦX2) Expressions

valeurs initiales,
avec variables abstraites,
avec indices d’itération

Ψ {=, 6=,≤, <} Relation binaire
P E×Ψ× E Prédicats
P̂ Ê×Ψ× Ê Prédicats (valeurs initiales)
P̂Λ ÊΛ ×Ψ× ÊΛ Prédicats (valeurs initiales, avec variables abstraites)
P
̂
Λ E
̂
Λ ×Ψ× E
̂
Λ Prédicats

valeurs initiales,
avec variables abstraites,
avec indices d’itération

166 J. Ruiz
A. STRUCTURES ET ABSTRACTIONS DÉFINIES DANS LA THÈSE
Θ V] → ÊΛ Table des variables
Θ
̂
V] → E
̂
Λ Table des variables, avec indices d’itération
S V→ Z32 État concret
~S V] → C] Application des variables vers une constante
S] ~S ∪ {⊥} État abstrait (constantes)
S˜ ~S × P(P ) État abstrait (prédicats)
Ŝ0 Θ0 × P(P̂ ) État abstrait paramétrique
Ŝ Θ× P(P̂Λ) État abstrait paramétrique (avec variables abstraites)
S
̂
Θ
̂
× P(P
̂
Λ) État abstrait paramétrique (avec variables abstraites et indices de boucles)
Isem Instructions sémantiques
Cffx Conflits FFX
Π∗ Chemins abstraits
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B Sémantique abstraite complète sur Ŝ
Définition B.1. La fonction d’interprétation Iˆ : Isem → Ŝ → Ŝ est définie pour tout
état abstrait sˆ = (θ, p) ∈ Ŝ comme suit :
ΓΛ `
Iˆ[seti d, k](θ, p) := (θ[θ(d) 7→ k], p)
Iˆ[set d, a](θ, p) := (θ[d 7→ θ(a)], p)
Iˆ[add d, a, b](θ, p) := (θ[d 7→ θ(a) + θ(b)], p)
Iˆ[sub d, a, b](θ, p) := (θ[d 7→ θ(a)− θ(b)], p)
Iˆ[mul d, a, b](θ, p) := (θ[d 7→ θ(a)× θ(b)], p)
Iˆ[div d, a, b](θ, p) := (θ[d 7→ θ(a) / θ(b)], p)
Iˆ[mod d, a, b](θ, p) := (θ[d 7→ θ(a) mod θ(b)], p)
Iˆ[cmp d, a, b](θ, p) := (θ[d 7→ θ(a) ∼ θ(b)], p)
Iˆ[scratch d](θ, p) := (ιˆd(θ), p)
Iˆ[load d, a, t](θ, p) :=
(θ[d 7→ θ(mθ(a))], p) si θ(a) ∈ Z32
]
(ιˆd(θ), p) sinon
Iˆ[store d, a, t](θ, p) :=

(θ[mθ(a) 7→ θ(d)], p) si θ(a) ∈ Z32]
(ιˆv1 ◦ ιˆv2 ◦ . . . ◦ ιˆvk︸ ︷︷ ︸
(v1,v2,...,vk)=Mem]
(θ), p) sinon
Iˆ[shl d, a, b](θ, p) :=

(θ[d 7→ θ(d)× 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ′, p ∪ {z θ′(d) ≥ z θ(a)}) sinon si θ(a) ∈ Z, avec θ
′ := ιˆd(θ)
et z := signe(θ(a))
(ιˆd(θ), p) sinon
Iˆ[asr d, a, b](θ, p) :=

(θ[d 7→ θ(d) / 2θ(b)], p) si θ(b) ∈ J0, 31K
(θ′, p ∪ {z θ′(d) ≤ z θ(a)}) sinon si θ(a) ∈ Z, avec θ
′ := ιˆd(θ)
et z := signe(θ(a))
(ιˆd(θ), p) sinon
Iˆ[neg d, a](θ, p) := (θ[d 7→ 0− θ(a)], p)
Iˆ[not d, a](θ, p) := (θ[d 7→ 1− θ(a)], p)
168 J. Ruiz
B. SÉMANTIQUE ABSTRAITE COMPLÈTE SUR Ŝ
Iˆ[and d, a, b](θ, p) :=

(θ[d 7→ θ(a) & θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
(θ′, p ∪ {θ′(d) = θ(b) mod 2k}) si ∃k ≤ 31, θ(a) = 2
k − 1 ∈ Z32
et avec θ′ := ιˆd(θ)
(θ′, p ∪ {θ′(d) = θ(a) mod 2k}) si ∃k ≤ 31, θ(b) = 2
k − 1 ∈ Z32
et avec θ′ := ιˆd(θ)θ′, p ∪
 zaθ
′(d) ≤ zaθ(a),
zaθ
′(d) ≤ zbθ(b)

 sinon si (θ(a), θ(b)) ∈ Z
2
avec θ′ := ιˆd(θ), et (za, zb) :=
(signe(θ(a)), signe(θ(b)))
(ιd(θ), p) sinon
Iˆ[or d, a, b](θ, p) :=

(θ[d 7→ θ(a) | θ(b)], p) si θ(a) ∈ Z32 ∧ θ(b) ∈ Z32
θ′, p ∪
 zaθ
′(d) ≥ zaθ(a),
zaθ
′(d) ≥ zbθ(b)

 sinon si (θ(a), θ(b)) ∈ Z
2
avec θ′ := ιˆd(θ), et (za, zb) :=
(signe(θ(a)), signe(θ(b)))
(ιd(θ), p) sinon
Iˆ[assume c, a, b](θ, p) :=
(θ, p ∪ {θ(a) ψc θ(b)}) si c ∈ {=, 6=, <,≤}, ψc
:= c
(θ, p ∪ {θ(b) ψ−1c θ(a)}) sinon, avec ψ−1> :=<, ψ−1≥ :=≤
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C Démonstration du Théorème 3.1
Le Théorème 3.1 énoncé page 72 affirme la validité de la technique d’interprétation d’ins-
tructions sur les prédicats par substitution de la fonction inverse utilisée dans la section 3.4.
Cette annexe en fait la preuve, après un rappel de l’énoncé.
Théorème 3.1. Soit i ∈ Isem une instruction sémantique. Si
(1) il existe une fonction I[i]−1, inverse de la fonction d’interprétation concrète :
∀s ∈ S, I[i]−1(I[i](s)) = s
(2) il existe v ∈ V], unique variable modifiée par i :
∀s ∈ S, ∀v′ 6= v, I[i](s)(v) = s(v)
(3) il existe une expression e−1i ∈ E modélisant l’effet de I[i]−1 sur v :
∀s ∈ S, γE(s, e−1i ) = I[i]−1(s)(v)
Alors, le remplacement de v par e−1i dans les prédicats est une abstraction valide et précise
(sans approximation) de I[i], c’est-à-dire
∀p ∈ P(P ), γP (p[v 7→ e−1i ]) = I[i](γP (p))
Démonstration. Pour tout état concret s ∈ S, et pour tout p′ ∈ P(P )
s ∈ γP (p′)⇔ ∀pi ∈ p′, s ∈ γP (pi)
⇔ ∀(e1 ψ e2) ∈ p′, s ∈ γP (e1 ψ e2)
⇔ ∀(e1 ψ e2) ∈ p′, ∃x1 ∈ γE(s, e1), ∃x2 ∈ γE(s, e2), x1 ψ x2
Ainsi, ∀s ∈ S, ∀p ∈ P(P ),
I[i](s) ∈ γP (p[v 7→ e−1i ])⇔ ∀(e1 ψ e2) ∈ p[v 7→ e−1i ],
∃x1 ∈ γE(I[i](s), e1), ∃x2 ∈ γE(I[i](s), e2), x1 ψ x2
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C’est-à-dire
I[i](s) ∈ γP (p[v 7→ e−1i ])⇔ ∀(e1 ψ e2) ∈ p,
∃x1 ∈ γE(I[i](s), e1[v 7→ e−1i ]), ∃x2 ∈ γE(I[i](s), e2[v 7→ e−1i ]), x1 ψ x2
Nous cherchons d’abord à prouver la propriété P :
∀e ∈ E, γE(I[i](s), e[v 7→ e−1i ]) = γE(s, e) (P)
La preuve est récursive :
• si e = >,
γE(I[i](s), e[v 7→ e−1i ]) = Z32 = γE(s, e)
• si e ∈ Z32], alors e[v 7→ e−1i ] = e, et donc
γE(I[i](s), e[v 7→ e−1i ]) = γZ32](e[v 7→ e−1i ]) = γZ32](e) = γE(s, e)
• si e ∈ V], e 6= v, alors e[v 7→ e−1i ] = e. Or d’après l’hypothèse (2), I[i](s)(e) = s(e),
donc
γE(I[i](s), e[v 7→ e−1i ]) = {I[i](s)(e)} = {s(e)} = γE(s, e)
• si e ∈ V], e = v, alors e[v 7→ e−1i ] = e−1i . O r d’après l’hypothèse (3),
γE(I[i](s), e−1i ) = I[i]−1(I[i](s))(v), soit s(v) d’après l’hypothèse (1), et donc
γE(I[i](s), e[v 7→ e−1i ]) = {s(v)} = γE(s, e)
• si e = (f φ g), alors
γE(I[i](s), e[v 7→ e−1i ]) =
⋃
a∈γE(I[i](s),f [v 7→e−1i ])
⋃
b∈γE(I[i](s),g[v 7→e−1i ])
φ(a, b)
=
⋃
a∈γE(s,e)
⋃
b∈γE(s,e)
φ(a, b)
= γE(s, e)
par récursion, en appliquant P sur f et g.
La propriété P est ainsi prouvée pour tout e ∈ E.
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Nous pouvons donc l’utiliser pour affirmer que :
I[i](s) ∈ γP (p[v 7→ e−1i ])⇔ ∀(e1 ψ e2) ∈ p,
∃x1 ∈ γE(s, e1), ∃x2 ∈ γE(s, e2), x1 ψ x2
Et donc :
I[i](s) ∈ γP (p[v 7→ e−1i ])⇔ s ∈ γP (p)
⇔ I[i](s) ∈ I[i](γP (p))
Par conséquent,
γP (p[v 7→ e−1i ]) = I[i](γP (p))
Notons que nous avons usé de raccourcis d’écriture en utilisant I comme une fonction de
Isem → S → S, ce qui est possible pour toutes les instructions sauf scratch, sur laquelle le
Théorème 3.1 ne s’applique de toutes façons pas (il n’existe pas d’inverse à I[scratch d]).
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D Validation de Iˆ par Correspondance de Galois
D.1 Construction de la correspondance de Galois
Simplifions la Définition 3.28. On peut remarquer que sˆ étant une variable inefficace de la
partie inférieure de l’équation (car les prédicats ne dépendent pas des valeurs courantes des
variables de la machine), la fonction de concrétisation γ
Ŝ
peut également s’écrire comme :
Propriété D.1. Pour tout sˆ = (θ, p) ∈ Ŝ et pour tout ~s0 ∈ ~S,
ΓΛ ` γŜ(sˆ)(~s0) =
{
~s ∈ ~S
∣∣∣ ∃L ∈ γ
P̂Λ
(~s0, p), ∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ(v))
}
où γ
P̂Λ
: ~S × P(P̂Λ) → ΓΛ définit l’ensemble des variables abstraites pour lesquelles
la conjonction de prédicat est valide, pour une valuation des variables initiales dans ~S :
ΓΛ ` γP̂Λ(~s0, p) :=
L ∈ ΓΛ
∣∣∣∣∣∣∣ ∀(e1 ψ e2) ∈ p, ∃
x1
x2
 ∈
 γÊΛ(~s0, L, e1)
γÊΛ
(~s0, L, e2)
 , x1 ψ x2

Nous montrons par le Lemme D.1 que uˆnionsq est une opérateur d’union dans le domaine
ordonné (Ŝ, vˆ). Ce n’est toutefois pas une union minimale, elle peut donc entraîner une perte
de précision.
Lemme D.1. Soit les opérateurs uˆnionsq et vˆ définis à la section 4.2.2.
L’opérateur d’union abstraite uˆnionsq est croissant par vˆ. C’est donc bien une union, selon
la Définition 2.5.
Démonstration. La fonction γ
P̂Λ
, telle qu’elle est définie dans l’énoncé de la Propriété D.1,
donne l’ensemble des variables abstraites répondant à un critère pour chaque prédicat
dans p. Il est donc immédiat que
ΓΛ ` ∀~s0 ∈ ~S, ∀p, p′ ∈ P̂Λ, γP̂Λ(~s0, p) ⊆ γP̂Λ(~s0, p ∩ p
′)
Or,
ΓΛ ` ∀~s0 ∈ ~S,∀L ∈ ΓΛ, ∀θ ∈ Θ,∀v ∈ V], γÊΛ(~s0, L, θ(v)) ⊆ γÊΛ(~s0, L,>)
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puisque > peut représenter n’importe quelle constante :
γÊΛ
(~s0, L,>) = Z32]
Ainsi, pour tout sˆ = (θ, p), sˆ′ = (θ′, p′) ∈ Ŝ, et pour tout ~s0,~s ∈ ~S,
ΓΛ ` ~s ∈ γŜ(sˆ)(~s0)
⇒ ∃L ∈ γ
P̂Λ
(~s0, p), ∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ(v))
⇒ ∃L ∈ γ
P̂Λ
(~s0, p), ∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ(v)) ∧~s(v) ∈ γÊΛ(~s0, L,>)
⇒ ∃L ∈ γ
P̂Λ
(~s0, p ∩ p′), ∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ(v)) ∧~s(v) ∈ γÊΛ(~s0, L,>)
⇒ ~s ∈ γ
Ŝ
(sˆ uˆnionsq sˆ′)(~s0)
selon la Définition 4.6. Donc
γ
Ŝ
(sˆ)(~s0) ⊆ γŜ(sˆ uˆnionsq sˆ′)(~s0)
Par conséquent, et pour tout sˆ et sˆ′ ∈ Ŝ,
sˆ vˆ sˆ uˆnionsq sˆ′
Construisons la correspondance de Galois qui en suit. Soit βˆ : ~S → Ŝ la fonction de
représentation définie par
∀~s ∈ ~S, βˆ(~s) := (v 7→ ~s(v), ∅)
Soit le domaine concret (P(~S),⊆) et le domaine abstrait par (Ŝ, vˆ). Alors, d’après le Théo-
rème 2.2, {P(~S), α, γ, Ŝ} est une correspondance de Galois générée par la fonction de repré-
sentation βˆ, avec α(~s1,~s2, . . .,~sn) = uˆnionsq{βˆ(~si) | i ∈ [1, n]} et γ = γŜ .
Remarque. Il est possible de dégager sur chaque fonction d’interprétation abstraite une
propriété de croissance, c’est-à-dire que si un état sˆ est plus précis qu’un autre état sˆ′,
l’interprétation de sˆ ne peut pas résulter en un état moins précis que celle de sˆ′.
Propriété D.2. Les fonctions d’interprétation sont croissantes, c’est-à-dire
∀I ∈ Isem , (sˆ vˆ sˆ′)⇒
(
Iˆ[I](sˆ) vˆ Iˆ[I](sˆ′)
)
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La démonstration de cette propriété est longue et fastidieuse, et ne sera pas faite ici. Elle ne
devrait toutefois pas présenter de difficulté majeure, du fait que les fonctions d’interprétations
sont définies de façon à ne supprimer des prédicats qu’avec la fonction ι et que la présence de
propriétés supplémentaires dans un état sˆ par rapport à un état sˆ′ ne déclencherait jamais
l’invalidation de propriétés communes aux deux états.
D.2 Validation de Iˆ
Pour tout ensemble d’états X ∈ P(~S), on notera X(v) l’ensemble des valeurs que peut
prendre la variable v, parmi les éléments de X :
X(v) := {~s(v) |~s ∈ X}
Nous commençons par affirmer un lemme découlant trivialement de la Propriété D.1.
Lemme D.2. Pour tout sˆ = (θ, p) ∈ Ŝ, pour tout ~s0 ∈ ~S, et pour tout v ∈ V],
ΓΛ ` γŜ(sˆ)(~s0)(v) = {γÊΛ(~s0, L, θ(v)) | L ∈ γP̂Λ(~s0, p)}
D.2.1 Instruction seti
Débutons avec l’instruction seti. Afin de valider son interprétation sur Ŝ via Iˆ, nous
cherchons à vérifier, pour tout sˆ ∈ Ŝ et ~s0 ∈ ~S, ΓΛ `
I[seti d, k](γ
Ŝ
(sˆ)(~s0))
?⊆ γ
Ŝ
(Iˆ[seti d, k](sˆ))(~s0)
c’est-à-dire :
{
~s ∈ ~S | ∀v ∈ V], ~s(v) ∈ γ
Ŝ
(sˆ[v 7→ k])(~s0)(v)
} ?⊆ γ
Ŝ
(sˆ[v 7→ k])(~s0)
ce qui revient à démontrer :
{
~s ∈ ~S | ∀v ∈ V], ~s(v) ∈ γ
Ŝ
(sˆ[v 7→ k])(~s0)(v)
}
?⊆{
~s ∈ ~S | ∃L ∈ γ
P̂Λ
(~s0, p), ∀v ∈ V], ~s(v) ∈ γÊΛ(~s0, L, θ[d 7→ k](v))
}
175
ANNEXES
soit, grâce au Lemme D.2 :
∀v 6= d, ~s(v) ∈ {γÊΛ(~s0, L, θ(v)) | L ∈ γP̂Λ(~s0, p)}
∧~s(d) ∈ {γÊΛ(~s0, L, k) | L ∈ γP̂Λ(~s0, p)}
?⇐=
∃L ∈ γ
P̂Λ
(~s0, p), ∀v 6= d, ~s(v) ∈ γÊΛ(~s0, L, θ(v))
∧~s(d) ∈ γÊΛ(~s0, L, k)
Pour toute constante k ∈ Z32], γÊΛ(~s0, L, k) = {k}, cela revient donc à :
∀v 6= d, ~s(v) ∈ {γÊΛ(~s0, L, θ(v)) | L ∈ γP̂Λ(~s0, p)} ∧~s(d) = k
?⇐=
∃L ∈ γ
P̂Λ
(~s0, p), ∀v 6= d, ~s(v) ∈ γÊΛ(~s0, L, θ(v)) ∧~s(d) = k
Or, L n’intervient que dans l’opérande de gauche du ∧, nous avons donc :
∀v 6= d, ~s(v) ∈ {γÊΛ(~s0, L, θ(v)) | L ∈ γP̂Λ(~s0, p)}
⇐⇒
∃L ∈ γ
P̂Λ
(~s0, p), ∀v 6= d, ~s(v) ∈ γÊΛ(~s0, L, θ(v))
Nous avons ainsi prouvé que :
I[seti d, k](γ
Ŝ
(sˆ)(~s0)) = γŜ(Iˆ[seti d, k](sˆ))(~s0)
En plus de vérifier la relation f ◦γ
Ŝ
v γ
Ŝ
◦ fˆ validant la correction de l’abstraction fˆ , nous
obtenons pour cette instruction une égalité. Cela signifie que Iˆ[seti d, k] abstrait l’instruction
seti d, k sans perte de précision.
D.2.2 Instruction scratch
La preuve de l’instruction scratch est très similaire à celle de seti, en remplaçant
~s(d) = k par ~s(d) = λ|ΓΛ|+1 dans les formules. Le point crucial est l’indépendance de cette
condition de l’ensemble des variables abstraites “permises” par γ
P̂Λ
(~s0, p). Elle est justifiée
par simple typage : les prédicats p existent dans le contexte du langage ΓΛ, qui ne contient
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pas λ|ΓΛ|+1 (ΓΛ = {λ0, λ1, . . ., λ|ΓΛ|}). Effectivement, ces prédicats ont été générés avant que
l’instruction scratch en question n’introduise le dernier λ|ΓΛ|+1. Nous constaterions donc
lors de la validation d’une instruction scratch d :
∀v 6= d, ~s(v) ∈ {γÊΛ(~s0, L, θ(v)) | L ∈ γP̂Λ(~s0, p)} ∧~s(d) = λ|ΓΛ|+1
⇐⇒
∃L ∈ γ
P̂Λ
(~s0, p), ∀v 6= d, ~s(v) ∈ γÊΛ(~s0, L, θ(v)) ∧~s(d) = λ|ΓΛ|+1
Ce qui nous amènerait une fois de plus à vérifier f ◦ γ
Ŝ
= γ
Ŝ
◦ fˆ . L’égalité a du sens :
bien que l’instruction scratch introduise une perte de précision par rapport à l’instruction
assembleur qu’elle traduit, l’interprétation de cette instruction sémantique par introduction
d’un λ n’apporte pas elle-même d’approximation.
D.2.3 Conclusion
L’interprétation par Iˆ du reste des instructions sémantiques se valide répétitivement se-
lon le même schéma, parfois à l’aide de quelques artifices arithmétiques. La proximité des
définitions des fonctions d’interprétation abstraite et concrète facilite largement les preuves,
par rapport à l’interprétation par prédicats qui demande d’exhiber une fonction dont on doit
prouver qu’elle applique l’inverse de l’effet désiré sur une expression. Cette simplicité, due à
une forme d’interprétation “en avant” induite par le domaine Ŝ, fait partie de ses avantages.
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E Concrétisation de Ŝ0
Définition E.1. Nous définissons la concrétisation paramétrée de l’abstraction Ŝ0 par
γ
Ŝ0
: Ŝ0 −→ S → P(S)
∀sˆ = (θ, p) ∈ Ŝ0, κSP ` γŜ0(sˆ) := si 7→ γΘ0(si, θ) ∩
⋂
pi∈p
γP ∗(si, pi)
où γΘ0 est défini comme
∀si ∈ S, ∀θ ∈ Θ0, κSP ` γΘ0(si, θ) := {s | ∀v ∈ V], s(v) ∈ γE(si, θ(v))}
en réutilisant la fonction γE de la Définition 3.18, appelée cette fois-ci avec l’état
initial si plutôt que l’état courant s pour obtenir les valeurs des variables contenues dans
les expressions.
γP ∗ , elle, est définie comme suit, de manière similaire à la définition (3.18) de γP :
∀si ∈ S, ∀p ∈ P(P ∗), κSP ` γP ∗(si, p) :=
s ∈ S
∣∣∣∣∣∣∣∣∣∣∣∣∣
∀(e1,=, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 = x2
∧∀(e1, 6=, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 6= x2
∧∀(e1,≤, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 ≤ x2
∧∀(e1, <, e2) ∈ p, ∃x1 ∈ X1, ∃x2 ∈ X2, x1 < x2
∣∣∣∣∣∣∣∣∣∣∣∣∣
X1 := γE(si, e1)
X2 := γE(si, e2)

On peut remarquer que la variable libre s dans la définition de γP est inefficace, c’est-
à-dire qu’elle n’intervient pas dans l’équation. C’est parce que, une fois si connu, l’ensemble
des prédicats s’évalue à une constante, vrai, > (les prédicats sont satisfiables), ou faux, ⊥ (les
prédicats présentent une contradiction). L’image de γP ∗ est donc restreinte à {∅, S}.
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F Démonstration du Lemme 4.1
Lemme 4.1. Pour tout n, sˆn décrit un ensemble de propriétés valides à l’entrée de la
boucle h après au plus n ([0, n]) itérations de celle-ci. Autrement dit,
∀n ≥ 0, ∀k ≤ n, fkh (sˆ0) vˆ sˆn
c’est-à-dire que (fnh )n définit une chaîne ascendante.
Démonstration. Prouvons cette propriété par récursion sur n.
• Initialisation : Le cas n = 0 est trivial : f0h(sˆ0) = sˆ0 vˆ sˆ0.
• Hérédité : Supposons la propriété énoncée vraie pour une valeur m quelconque,
c’est-à-dire
∀k ≤ m, fk(sˆ0) vˆ sˆm
Or, la Propriété D.2 statue que les fonctions d’interprétation abstraite sont crois-
santes. La fonction fh, définie par l’application successive de fonctions d’inter-
prétation (et d’unions de chemins divergents) est croissante (l’union d’états de
deux chemins respectant la propriété de croissance ne pose pas de problème :
sˆ′ vˆ sˆ ∧ sˆ′′ vˆ sˆ ⇒ sˆ′ uˆnionsq sˆ′′ vˆ sˆ car sˆ′ uˆnionsq sˆ′′ vˆ sˆ′ et sˆ′ uˆnionsq sˆ′′ vˆ sˆ′′). Nous pouvons donc
écrire :
∀k ≤ m, fh(fkh (sˆ0)) vˆ fh(sˆm)
c’est-à-dire
∀k ∈ [1,m+ 1], fkh (sˆ0) vˆ fh(sˆm)
Or, étant donné que l’union uˆnionsq est croissante (Lemme D.1),
fh(sˆm) vˆ fh(sˆm) uˆnionsq sˆ0
Trivialement, f0h(sˆ0) = sˆ0 vˆ sˆ0, et donc
f0h(sˆ0) vˆ sˆ0 vˆfh(sˆm) uˆnionsq sˆ0
∀k ∈ [1,m+ 1], fkh (sˆ0) vˆ fh(sˆm) vˆfh(sˆm) uˆnionsq sˆ0
 =⇒ ∀k ∈ [0,m+ 1],fkh (sˆ0) vˆ fh(sˆm) uˆnionsq sˆ0
La propriété énoncée est donc vraie pour n = m+ 1.
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• Généralisation : Pour toute valeur de n ≥ 0, la propriété
∀k ≤ n, fkh (sˆ0) vˆ sˆn
est valide.
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Liste des acronymes
CFG Graphe de Flot de Contrôle ou Control Flow Graph
WCET Temps d’Exécution Pire-Cas ou Worst-Case Execution Time
BCET Temps d’Exécution Meilleur-Cas ou Best-Case Execution Time
IPET Énumeration Implicite des Chemins ou Implicit Path Enumeration Technique
WCEP Chemin d’Exécution Pire-Cas ou Worst-Case Execution Path
ILP Programmation Linéaire en Nombres Entiers (PLNE) ou Integer Linear Programming
CLP Circular-Linear Progressions
DBM Matrices de Différence des Bornes, ou Difference-Bound Matrices
PCG Graphe d’Appel du Programme ou Program Call Graph
SMT Satisfiabilité Modulo des Théories
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