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ABSTRACT
The reach of technological innovation continues to grow, changing all industries as it
evolves. In healthcare, technology is increasingly playing a role in almost all processes,
from patient registration to data monitoring, from lab tests to self-care tools. The increase in
the amount and diversity of generated clinical data requires development of new technolo-
gies and procedures capable of integrating and analyzing the BIG generated information as
well as providing support in their interpretation.
To that extent, this dissertation focuses on the analysis and processing of biomedical sig-
nals, specifically brain and heart signals, using advanced machine learning techniques. That
is, the design and implementation of automatic biomedical signal pre-processing and mon-
itoring algorithms, the design of novel feature extraction methods, and the design of classi-
fication techniques for specific decision making processes.
In the first part of this dissertation Electroencephalogram (EEG) signals that are recorded
in 14 different locations on the scalp are utilized to detect random eye state change in real-
time. In summary, cross channel maximum and minimum is used to monitor real-time
EEG signals in 14 channels. Upon detection of a possible change, Multivariate Empirical
Mode Decomposes the last two seconds of the signal into narrow-band Intrinsic Mode
Functions. Common Spatial Pattern is then employed to create discriminating features
for classification purpose. Logistic Regression, Artificial Neural Network, and Support
Vector Machine classifiers all could detect the eye state change with 83.4% accuracy in
less than two seconds. We could increase the detection accuracy to 88.2% by extracting
relevant features from Intrinsic Mode Functions and directly feeding it to the classification
algorithms.
Our approach takes less than 2 seconds to detect an eye state change which provides a
significant improvement and promising real-life applications when compared to slow and
viii
computationally intensive instance based classification algorithms proposed in literatures.
Increasing the training examples could even improve the accuracy of our analytic algo-
rithms. We employ our proposed analytic method in detecting the three different dance
moves that honey bees perform to communicate the location of a food source. The re-
sults are significantly better than other alternative methods in the literature in terms of both
accuracy and run time.
The last chapter of the dissertation brings out a collaborative research on Parkinson’s dis-
ease. As a Parkinsons Progression Markers Initiative (PPMI) investigator, I had access to
the vast database of The Michael J. Fox Foundation for Parkinson’s Research. We uti-
lized available data to study the heredity factors leading to Parkinson’s disease by using
Maximum Likelihood and Bayesian approach. Through sophisticated modeling, we incor-
porated information from healthy individuals and those diagnosed with Parkinson’s disease
(PD) to available historical data on their grandparents’ family to draw Bayesian estimations
for the chances of developing PD in five types of families. That is, families with negative
history of PD (type 1) and families with positive history in which estimations provided for
the prevalence of developing PD when none of the parents (type 2), one of the parents (type
3 and 4), or both of the parents (type 5) carried the disease.
The results in the provided data shows that for the families with negative history of PD the
prevalence is estimated to be 20% meaning that a child in this family has 20% chance of
developing Parkinson. If there is positive history of PD in the family the chance increases
to 33% when none of the parents had PD and to 44% when both of the parents had the
disease. The chance of developing PD in a family whose solely mother is diagnosed with
the disease is estimated to be 26% in comparison to 31% when only father is diagnosed
with Parkinson’s.
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CHAPTER 1
INTRODUCTION AND THEORETICAL FRAMEWORK
As the technological innovation continues to grow, adjustment to changes in all industries is
inevitable. In healthcare, technology is increasingly playing a role in almost all processes,
from patient registration to data monitoring, from lab tests to self-care tools. The increase in
the amount and diversity of generated clinical data requires development of new technolo-
gies and procedures capable of integrating and analyzing the BIG generated information as
well as providing support in their interpretation [37].
To that extent, this dissertation focuses on the analysis and processing of biomed-
ical signals using advanced machine learning techniques. This includes, the design and
implementation of automatic biomedical signal pre-processing and monitoring algorithms,
the design of novel feature extraction methods, and the design of classification methods for
specific decision making on biomedical data. In this context, we develop a much faster
method to identify random eye state change using brain signals in chapter 2. Our findings
provide a valuable improvement in comparison to slow, computationally intensive instance
based algorithms proposed in published literatures. Although, our primary focus is on clas-
sification of biomedical signals, the analytics as we see on the next chapter can be applied
to other signals and time series data as well.
In chapter 3, we use the same proposed analytics to a famous classification problem,
detection of honey bee dancing patterns. Chapter 4 presents our future work on classifica-
tion of heart signals to detect various heart dysfunctions. Results of a collaborative work on
Parkinson’s disease is presented in chapter 5. This chapter presents basic and background
information that one needs to know to better understand the following chapters.
1
1.1 Machine Learning
Machine learning is defined as a set of methods that can automatically detect patterns in
data, and then use the uncovered patterns to predict future data, or to perform other kinds
of decision making under uncertainty [58]. Machine learning tasks are typically classified
into three broad categories, depending on the nature of the learning ”signal” or ”feedback”
available to a learning system [72]. These are
• Supervised learning: The computer is presented with example inputs and their desired
outputs, given by a ”teacher”, and the goal is to learn a general rule that maps inputs
to outputs.
• Unsupervised learning: No output labels are given to the learning algorithm, leaving
it on its own to find structure in its input.
• Reinforcement learning: A computer program interacts with a dynamic environment
in which it must perform a certain goal for example driving a vehicle or playing a
game against an opponent. The program is provided feedback in terms of rewards
and punishments as it navigates its problem space.
Our focus is on supervised learning, specifically classification problems in which inputs
are classified into distinct groups. More details about supervised and unsupervised learning
processes and examples are provided in the following.
1.1.1 Supervised learning
In the predictive or supervised learning approach, the goal is to learn a mapping from inputs
x to outputs y, given a labeled set of input-output pairs D = {(xi, yi)}mi=1. Here D is called
the training set and m is the number of training examples [58].
In the simplest setting, each training input xi is a D-dimensional vector of numbers,
representing, say, the height and weight of a person. These are called features, attributes or
covariates. In general, however, xi could be a complex structured object, such as an image,
a sentence, an email message, a time series, a molecular shape, a graph, etc.
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(a) Setosa (b) Versicolor (c) Virginica
Figure 1.1: Three types of iris flowers: Setosa, Versicolor, and Virginica
Similarly the form of the output or response variable can in principle be anything,
but most methods assume that yi is a categorical or nominal variable from some finite set,
yi ∈ {1, ..., C} (such as male or female), or that yi is a real-valued scalar (such as income
level). When yi is categorical, the problem is known as classication or pattern recognition,
and when yi is real-valued, the problem is known as regression. Another variant, known as
ordinal regression, occurs where label space Y has some natural ordering, such as grades
A-F [58].
Example 1.1. Iris Plants data set. Fisher’s paper and dataset on three types of iris plants
is perhaps the best known example of classification in the literature [29]. The aim is to
build a predicative model to classify the iris types (Setosa, Versicolour, or Virginica) using
4 numeric, predictive attributes (sepal length, sepal width, petal length, and petal width).
Data set contains 50 sample measurements of each iris type and is available at UCI Machine
Learning Repository [103].
Example 1.2. Combined Cycle Power Plant. The dataset contains 9568 data points col-
lected from a Combined Cycle Power Plant over 6 years (2006-2011), when the power
plant was set to work with full load. Features consist of numerical values of hourly average
ambient variables Temperature (T), Ambient Pressure (AP), Relative Humidity (RH) and
Exhaust Vacuum (V) to predict the net hourly electrical energy output (EP) of the plant.
The data set for this regression problem is publicly available at UCI Machine Learning
Repository [103].
3
Figure 1.2: Matrix Scatter plot of variables in Combined Cycle Power Plant
1.1.2 Unsupervised learning
Unlike supervised learning, we are not told what the desired output is for each input. The
goal is to discover interesting structure in the data. Unsupervised learning is arguably more
typical of human and animal learning. It is also more widely applicable than supervised
learning, since it does not require a human expert to manually label the data. Labeled data
is not only expensive to acquire, but it also contains relatively little information, certainly
not enough to reliably estimate the parameters of complex models. Some applications of
unsupervised learning include clustering and anomaly detection. Clustering algorithms, in
general, aims to find similar groups in a data while the aim of anomaly detection is to find
unusual or anomalous cases. Examples are provided in the following [58].
Example 1.3. The Old Faithful data set. A data set with 272 observations on 2 variables,
waiting time until the next eruption of the geyser (min) and the duration of the eruption
(min) in Yellowstone National Park, Wyoming, USA. The raw data is shown in Figure
1.3.a and is freely available online. The aim is to cluster the observations into similar
groups. Clustering results using k-means method for 2 and 6 clusters are shown in Figure
1.3.b and 1.3.c, respectively.
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(c) six clusters
Figure 1.3: Clustering of waiting time until next eruption versus duration of eruption
Example 1.4. Anomalous Behavior in Server Computers. Figure 1.4 shows latency (ms)
and throughput (mb/s) in 307 operating servers. We suspect that the vast majority of the
examples are normal (non-anomalous) examples of the servers operating normally, but there
might also be some examples of servers acting anomalously within this dataset. Gaussian
distribution contours of the distribution fit to the dataset shows possible anomalous servers
to investigate further. This data set is available at Machine Learning Course on Coursera
[24].
By now, we know a good deal about different types of machine learning problems.
On the next section we learn about biomedical signals and the ever increasing importance
of machine learning in health care, specifically how classification can be used to automate
the decision making process.
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(b) possible anomalous servers
Figure 1.4: Raw server computers data and possible anomalous servers using estimated Gaussian
distribution contours
1.2 Biomedical Signals
Biomedical signals are observations of physiological activities of organisms, ranging from
gene and protein sequences, to neural and cardiac rhythms, to tissue and organ images [17].
Decades ago, the primary focus of biomedical signal processing was on filtering signals
to remove noise [50, 64]. Sources of noise arise from imprecision of instruments to inter-
ference of power lines. Other sources are due to the biological systems themselves under
study. Organisms are complex systems whose subsystems interact, so the measured signals
of a biological subsystem usually contain the signals of other subsystems. Removing un-
wanted signal components can then underlie subsequent biomedicine discoveries. Another
analysis framework derives from statistical signal processing in which the processing, e.g.
Wiener filtering or Kalman filtering, utilizes statistical characterizations of the signals to
extract desired signal components [23, 20].
Thanks to the development of various novel biomedical instruments, the field of
biomedical signal processing continues to expand. The advancement of medical instru-
ments such as ultrasound, magnetic resonance imaging (MRI), positron emission tomog-
raphy (PET), electro and magnetoencephalogram (EEG/MEG), electrocardiogram (ECG),
and many more has enabled practitioners to save millions of lives. Cellular imaging such
as uorescence tagging and cellular MRI assists biologists monitoring the distribution and
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evolution of live cells that is essential in detecting cancer [18]; diagnosis of patients with
early-stage breast cancer is made possible using PET/CT scans [11]; early detection of
Alzheimer’s and Parkinson’s disease is possible using EEG/MEG signal processing [42,
43]. These examples show how signal processing techniques has contributed significantly
to the advancement of healthcare.
A recent emerging, important need in many biomedical experiments is classication
[17]. In clinics for example, the goal of classication is to distinguish pathology from nor-
mal. For instance, monitoring physiological recordings of EEG, clinicians judge if patients
suffer from illness [39]; watching cardiac MRI scans, cardiologists identify which region
the myocardium experiences failure [19]; analyzing gene sequences of a family, geneticists
infer the likelihood that the children inherit disease from their parents [16]. These exam-
ples illustrate that automatic decision making can be an important step in medical practice
especially in the era of BIG data. In particular, incorrect disease identication will not only
waste diagnosis resources but also delay treatment or cause loss of patients’ lives.
However, classication in biomedical science faces several difculties, among them
are the following.
1. Experts need to take a long time to accumulate enough knowledge to reliably distin-
guish between different related cases, say, normal and abnormal.
2. Manual classication among these cases is labor intensive and time consuming.
3. Sometimes the signal characteristics are not prominent and hence not easily dis-
cernible by experts.
Automated methods for classication in biomedical signals hold the promise for overcoming
some of these difculties and to assist biomedical decision making. An automatic classier
can learn from a database the categorial information, replace human operators, and classify
indiscernible features without bias. To that extent, the focus of this dissertation is automated
classification of biomedical signals, in particular brain and heart signals, to achieve some
defined study goals. In the next two sub-sections we describe some important information
and background study that is required to know before stating the main study goal.
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1.2.1 Brain Signals
It is estimated that human brain has about 86 billion neurons in average [6] making up a
complex integrated information processing and control system that regulates all the con-
scious and unconscious daily activities. The ability to recognize biological motion per-
ceptions and physiological changes through brain signals is of great importance espe-
cially in Medical Diagnosis and Brain-Computer Interface (BCI) [3]. MEG (MagnetoEn-
cephaloGraphy) and EEG (ElectroEncephaloGraphy) are non-invasive electrophysiological
techniques for recording brain activity. EEG is based on measuring voltage sensed by an
array of electrodes placed on the scalp. MEG is based on measuring the magnetic field
outside the head using an array of very sensitive magnetic field detectors (See Figure 1.5).
The signals recorded by EEG and MEG directly reflect current flows generated by neurons
within the brain. The temporal frequency content of these signals ranges from less than 1
Hz (one cycle per second) to over 100 Hz (100 cycles per second).
Signals such as those illustrated in the Figure 1.5.d are recorded from each MEG
sensor or EEG electrode pair. From MEG/EEG signals its easy to build a surface map
reflecting ongoing brain activity, however, building 3D maps of brain activity from these
signals requires the solution of an inverse source localization problem that finds the loca-
tions in the brain of sources of electromagnetic activity [94].
The EEG/MEG cannot pick the electrical potential generated by a single neuron. In
fact, the EEG/MEG recording is a reflection of the summation of the synchronous activity of
a big group of neurons, probably thousands or millions, having a similar spatial orientation.
A similar spatial orientation is necessary for the ions to line up and create waves that will
be strong enough to pass the detection threshold. It is known that the voltage fields fall off
with the square of the distance, and hence the pyramidal neurons of the cortex that are well
aligned and fire together are thought to produce most EEG/MEG signals. The brain activity
from deep sources is difficult to detect as compared to the activity that happens near the
skull [44].
Neural oscillations are observed throughout the central nervous system. These are
generated by large groups of neurons and can be characterized by the frequency, amplitude,
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(a) MEG (b) EEG with 32 channels
(c) EEG with 128 channels (d) brain signals
Figure 1.5: Examples of MEG and medical grade EEG devices
and phase of the oscillations. Cognitive functions such as information transfer, perception,
motor control, and memory are in one way or another related to neural oscillations and
synchronization [44]. EEG recordings are commonly used to investigate neural oscillations.
Neurons can generate action potentials or spikes in a rhythmic pattern. Some neurons have
the tendency to fire at particular frequencies and are called resonators. Spiking patterns
that are the result of bursting are considered fundamental for information coding. In many
neurological disorders, the cause is excessive neural oscillation. For example, in seizures,
excessive synchronization has been observed. Similar phenomena have been observed in
tremor patients in Parkinson’s disease. Oscillatory activity can also be used in BCIs to
control external devices.
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The human brain can produce five major brain waves, classified by their frequency
ranges. These five major waves can range from low frequency to high frequency. These are
known as alpha (α), theta (θ), beta (β), delta (δ), gamma (γ), and mu (µ). Berger, in 1929,
discovered alpha and beta waves; gamma waves were discovered by Jasper and Andrews
in 1938, while delta and theta waves were discovered by Walter in 1936, both of which
represent waves with a frequency below the alpha range [10]. Below you can find more
details about these frequency band signals.
• Delta waves fall within the range of 0.5-4.0 Hz. These waves have the highest am-
plitude among the other waves but have the lowest frequency. These occur frontally
in adults and posteriorly in children. These waves are primarily associated with deep
sleep. These delta rhythms may also be associated with subcortical lesions, deep
midline lesions, or metabolic encephalopathy hydrocephalus. Figure1.6 shows delta
waves in the interval 0 to 1 second.
• Theta waves fall in the range of 4-8 Hz. Theta waves are normally observed in young
children. However, in older children and adults, these waves are observed in a state of
drowsiness or arousal, as well as in meditation. These waves may occur anywhere and
are not related to the tasks at hand. An excess of theta waves may represent abnormal
activity.
• Alpha waves lie in the frequency range of 8-13 Hz. These waves were discovered by
Dr. Hans Berger in 1908. Because these waves were the first to be discovered, they
are called alpha waves (first waves). Alpha waves are associated with wakefulness,
closing the eye, effortless alertness, and creativity. These waves normally appear in
the posterior half of the head and have higher amplitude over the occipital areas.
• Beta waves lie in the frequency range 14-26 Hz. Found only in normal adults, these
waves are correlated with active attention, active thinking, solving critical problems,
or focusing on the outside world and, therefore, are also known as sensory motor
rhythm. Rhythmical beta waves are experienced mainly in the frontal and central
regions. Beta waves are low in amplitude and are normally under 30µV.
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Figure 1.6: Different brain rhythms [103]
• Gamma waves lie in the ranges above 30Hz (up to 100Hz). These waves help to
determine the binding of different populations of neurons together. They occur rarely
in the human brain. They occur only during crossmodal sensory processing, that is,
the process of combining different senses such as sound and sight.
• Mu wave ranges from 8 to 13Hz. These waves are mixed with other waves and some-
times partly overlap other rhythms. It shows the synchronous firing of motor neurons
over the sensorimotor cortex. The different brain rhythms are shown in Figure1.6.
An EEG recording could be noninvasive or invasive. The noninvasive procedures
use surface electrodes and hence are safe and painless. Human EEG can be measured using
special electrodes with a typical diameter of 0.4cm to 1.0cm. The electrodes are held on the
scalp with a paste (wet or dry), depending on how these electrodes are designed [103]. In
some applications such as BCI and ERP studies, a minimal number of electrodes (usually
14) is often used and placed at the movement-related area or selection area in which the sig-
nals are strong using the conventional electrode positioning system. In advanced research
or neural laboratories, more than 16 electrodes (often 64 to 258 recording electrodes) are
used to get more detailed data. However, adding more electrodes may generate less useful
data unless computer algorithms are used to manage the raw EEG data. Often, the potential
at each location can be measured by taking the average of all the potential differences when
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a large number of electrodes are used [103].
In chapter 2 we use the signals of the brain recorded in 14 different location on the
scalp using an EEG device to detect real-time eye state change.
1.2.2 Heart Signals
Listening to the heart is perhaps the most important, basic, and effective clinical technique
for evaluating a patient’s cardiovascular function. A skilled practitioner can quickly eval-
uate common complaints that may be quite serious. With the advancements in technology
and healthcare and assistance of noninvasive devices such as ElecroCardioGram (ECG) and
PhonoCardioGram (PCG), a graphic recording of heart function can be obtained, leading
to more objective analysis and interpretation. These portable electronic devices allow clin-
icians to apply both electro and phonocardiography more conveniently. They have also
opened the possibilities for the application of advanced signal processing and data analysis
techniques in the diagnosis of heart diseases [2].
In recent years, there has been a growing interest in applying machine learning tech-
niques to aid in the detection, analysis and quantification of various aspects of heart signals.
Machine Learning can be used to automate the measurement of various signal characteris-
tics and diagnose many heart dysfunctions reducing subjectivity and increasing reliability
[56]. Our goal is to develop algorithms to classify heart sound recordings collected from
a variety of clinical or nonclinical (such as in-home visits) environments. The aim is to
identify, from a single short recording (10-60s) from a single precordial location, whether
the subject of the recording should be referred on for an expert diagnosis.
The main purpose of the heart is to pump blood through the body; it does so in
a repeating sequence called the cardiac cycle. During the cardiac cycle, the heart firstly
generates the electrical activity and then the electrical activity causes atrial and ventricular
contractions. This in turn forces blood between the chambers of the heart and around the
body. The electrical impulses in the heart produce electrical currents that flow through the
body and can be measured on the skin using electrodes. This information can be observed
using an electrocardiogram.
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The human heart beats over 100,000 times per day. In each cardiac cycle, the heart
contracts (systole), pushing out the blood and pumping it through the body (Figure 1.7.c).
This is followed by a relaxation phase (diastole), where the heart fills with blood (Fig-
ure 1.7.a). The atria contract at the same time, forcing blood through the atrioventricular
valves into the ventricles (Figure 1.7.b). Closing of the atrioventricular valves produces
a monosyllabic ”lup” sound. Following a brief delay, the ventricles contract at the same
time forcing blood through the semilunar valves into the aorta and the pulmonary artery
(which transports blood to the lungs). Closing of the semilunar valves produces a monosyl-
labic ”dup” sound [92]. These vibrations are audible at the chest wall and recordable using
phonocardiogram. Listening for specific heart sounds can give an indication of the health
of the heart. Figure 1.8 illustrates a short section of a PCG/ECG recording.
Four locations are most often used to listen to the heart sounds, which are named
according to the positions where the valves can be best heard:
• Aortic area, centered at the second right intercostal space.
• Pulmonic area, in the second intercostal space along the left sternal border.
• Tricuspid area, in the fourth intercostal space along the left sternal edge.
• Mitral area, at the cardiac apex, in the fifth intercostal space on the mid-clavicular
line.
Fundamental heart sounds (FHSs) usually include the first (S1) and second (S2)
heart sounds. S1 occurs at the beginning of iso-volumetric ventricular contraction, when the
mitral and tricuspid valves close due to the rapid increase in pressure within the ventricles.
S2 occurs at the beginning of diastole with the closure of the aortic and pulmonic valves.
While the FHSs are the most recognizable sounds of the heart cycle, the mechanical activity
of the heart may also cause other audible sounds, such as the third heart sound (S3), the
fourth heart sound (S4), systolic ejection click (EC), mid-systolic click (MC), diastolic
sound or opening snap (OS), as well as heart murmurs caused by the turbulent, high-velocity
flow of blood.
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Figure 1.7: Diastole and Systole
Figure 1.8: A PCG with simultaneously recorded ECG
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The automated classification of ECG and PCG signals has been performed for over
50 years, but still presents challenges. Gerbarg et al. were the first researchers to attempt
the automatic classification of pathology in PCGs using a threshold-based method [35],
motivated by the need to identify children with rheumatic heart disease (RHD). Artifi-
cial Neural Networks (ANNs) have been the most widely used machine learning-based
approach for heart activity classification. Typical relevant studies grouped by the signal
features as the input to the ANN classifier include: using wavelet features [48], time, fre-
quency and complexity-based features [82], and time-frequency features [27]. A number of
researchers have also applied support vector machines (SVM) for heart sound classification
in recent years. The studies can also be divided according to the feature extraction meth-
ods, including wavelet [4, 5], time, frequency and time-frequency feature-based classifiers
[49]. Hidden Markov Models (HMM) have also been employed for pathology classifica-
tion in PCG/ECG recordings [60, 77]. Clustering-based classifiers, typically the k-nearest
neighbors (kNN) algorithm [9, 52, 62], have also been employed to classify pathology in
PCG/ECGs. In addition, many other techniques have been applied, including threshold-
based methods, decision trees, discriminant function analysis, and logistic regression [2].
Although, a number of the current studies for heart signal classification are flawed
because of
• Good performance on carefully-selected data,
• Lack of a separate test dataset,
• Failure to use a variety of PCG/ECG recordings,
• Validation only on clean recordings,
In chapter 4, we propose our future work on accurate classification of normal and abnormal
heart sound signals. We aim to utilize a dataset provided by PhysioNet in a recent challenge
on the largest public collection of PCG recordings from a variety of clinical and nonclinical
environments [101].
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1.3 Methodologies
In this section we present some of the methods used throughout the dissertation with details.
Examples are provided when necessary to demonstrate how methods work. Most of the
codes to perform the techniques are written in MATLAB and are available either at the
cited references or the appendix of the dissertation.
1.3.1 Classification
This section presents three classification algorithms that has been used in this dissertation in
details. In classification problems, in general, the variable y that we would like to estimate
is discrete valued. Some examples include deciding whether an email is spam/not–spam,
wether an online transaction is fraudulent/not–fraudulent, or wether a tumor is malignan-
t/benign. In all of these examples the variable y that we would like to estimate takes two
values, either 0 (negative class, e.g. benign) or 1 (positive class, e.g. malignant). The
assignment of two classes to positive or negative class is somewhat arbitrary but often the
intuition is to assign a negative class in absence of a certain characteristic. There are cases
where y takes more than two class but it is not discussed here.
To see how we develop a classification algorithm take a look at Figure 1.9. Figure
1.9.a shows training set examples for a classification task. The task is to find a decision
boundary which classifies a tumor to malignant or benign using only one feature, tumor
size. Figure 1.9.b shows the same example but with two input features, X1 and X2. Figure
1.9.c is the same example but a more complicated decision boundary is required to clas-
sify the tumor. The methods to achieve the goal of the task is presented in the following
subsections.
1.3.1.1 Logistic Regression
Logistic regression is one of the most popular and most widely used classification algo-
rithms. The term logistic regression rises from the fact that this method uses the sigmoid or
logistic function g(z) = 1
1+exp(−z) in its core decision algorithm. One of the benefits of the
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logistic function which makes it a good candidate for binary classification problems is that
0 ≤ g(z) ≤ 1. Thus, by assigning a threshold for the value of this function one can decide
whether a sample fits to class 0 or 1. An unbiased threshold of 0.5 is more commonly used
than other values.
To formulate the task of finding a decision boundary that separates the two values of
the response variable Y , suppose a set ofm training samples {(x(i), y(i))}mi=1 with n features
x(i) = (x
(i)
1 , x
(i)
2 , . . . , x
(i)
n ) is given. Finding a decision boundary means estimating a set of
parameters θ = (θ0, θ1, . . . , θn) by minimizing a well defined cost function. Assume that
the decision boundary is linear, i.e. it is in the form:
θTX = θ0 + θ1X1 + · · ·+ θnXn. (1.1)
We first define the hypothesis function hθ(x) = g(θTx) where g(z) = 11+exp(−z) . This func-
tion estimates the chance of a sample belonging to class 1, i.e. it estimates the probability
P (y = 1|x;θ). A reasonable cost function considers a zero cost for correct predictions and
a positive penalty for incorrect predictions. More importantly, it is convex to guarantee a
global minimum. The following cost function satisfies these conditions and is widely used
in logistic regression classifiers:
Cost(hθ(x), y) =
 − log(hθ(x)) if y = 1− log(1− hθ(x)) if y = 0 (1.2)
(a) (b) (c)
Figure 1.9: Examples of training sets for a classification task
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The intuition behind this cost function is straightforward as is shown in Figure 1.10. If
y = 1 and we predict it correctly, that is we predict hθ(x) = 1, then cost = 0 as shown
in the plot of the cost function. But as our prediction deviates from 1, hθ(x) → 0, the cost
increases cost→∞. On the other hand, if y = 0 and we predict hθ(x) = 0 then the cost is
zero and the cost increases gradually by wrong prediction.
(a) if y = 1 (b) if y = 0
Figure 1.10: Logistic cost function
Putting these two cases together, the logistic regression classifier estimates the set
of parameters θ by minimizing the following average cost over all the m training samples:
J(θ) =
1
m
m∑
i=1
Cost(hθ(x
i), y(i))
=
−1
m
m∑
i=1
(
y(i) log hθ(x
(i)) + (1− y(i)) log(1− hθ(x(i)))
) (1.3)
One of the many ways to minimize J(θ) is an iterative numerical technique known
as gradient descent. Starting with an initial state θ(0) that is usually chosen randomly over
the parameter space, the gradient descent simultaneously updates all θj through
θj := θj − α ∂
∂θj
J(θ)
:= θj − α
m∑
i=1
(hθ(x
(i))− y(i))x(i)j
(1.4)
where α is a learning rate which is usually a constant value set to 0.5. The stopping criteria
18
for the algorithm is when the number of iterations reach a certain pre-specified limit, say
50, or when the difference between answers in two iterations is less than a pre-specified
threshold, say 10−5, whichever comes first.
Example 1.5. Iris Data. As a toy problem to show how the logistic regression algorithm
works we selected iris data in two features, sepal length and width. Figure 1.11.a shows
the scatter plot and fitted decision boundary using logistic regression method for iris Setosa
versus Versicolor. Figure 1.11.b shows the fitted decision boundary for iris Setosa versus
Virginica. Figure 1.11.c shows the fitted decision boundary for iris Versicolor versus Vir-
ginica. See how two features can separate iris Setosa from Versicolor and Virginica but fail
to efficiently discriminate Versicolor from Virginica. Gradient descent with zero values as
the initial parameters has been used to estimate the class boundaries.
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(a) θˆ = [−53.0, 21.4,−19.9]
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(b) θˆ = [−27.4, 13.2,−14.5]
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(c) θˆ = [−12.9, 1.9, 0.4]
Figure 1.11: Iris data fitted boundaries using logistic regression
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In many situations we have to add higher order interactions of features to achieve
a non-linear decision boundary in logistic regression classifier. However, by increasing the
dimension of the input features n, the dimension of the input features with quadratic terms
increase by a factor of n2/2. It is computationally expensive to find and represent all these
features and it is not an efficient way to learn complex non-linear decision boundaries in
logistic regression classifiers. Artificial Neural Networks are a much better way to learn
complex non-linear decision boundaries when the input feature space is large.
1.3.1.2 Artificial Neural Networks
The term ’neural network’ has its origins in attempts to find mathematical representations
of information processing in biological systems [55]. Figure 1.12 shows how a neural
network resembles the information passing and processing in human brain. This figure
shows a 2× 3× 2 neural network. There is one input layer with two units, one hidden layer
with three units, and a binary output. The layers may be described as
• Input layer: accepts the data vector or pattern.
• Hidden layer(s): They accept the output from the previous layer, weight them, and
pass through a, normally, non-linear activation function.
• Output layer: takes the output from the final hidden layer, weights them, and possibly
pass through an output, nonlinearity, to produce the target values.
The nature of the decision boundaries that may be produced varies with the network topol-
ogy. However, any decision boundary can be approximated arbitrarily closely by a two
layer (one hidden layer) network having sigmoidal activation functions [32]. Generally,
the number of inputs is determined by the number of input dimensions. In choosing the
number of hidden units one must consider that with too few hidden units, the network will
not model complex decision boundaries and with too many, the network will have poor
generalisation. The number of output units is determined by the number of output classes.
Let us go through some notations to explain the specific computation represented
by a neural network. We only show the computations for a network with one hidden layer.
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(a) A sample neural network (b) A human neuron
Figure 1.12: Network diagram for a two-layer neural network and its resemblance to a neuron
Suppose we have a set ofm training samples (x, y) with n features x = (x1, x2, . . . , xn). To
find a decision boundary, we have to estimate matrices of parameters Θ(1) and Θ(2) where
Θ(j) is matrix of weights controlling function mapping from layer j to layer j+ 1. Suppose
the hidden layer has K units. The information processing step in unit i (i = 1, . . . , K) of
hidden layer is shown by a(2)i that is called activation of unit i in layer 2 and is defined as
a
(2)
i = g(Θ
(1)
i0 + Θ
(1)
i1 x1 + · · ·+ Θ(1)in xn), (1.5)
where g(.) is usually the sigmoid activation function and a(2)0 = 1. Similar to logistic regres-
sion, class prediction is made via setting a threshold on the hypothesis function computed
in the output layer as
hΘ(x) = a
(3)
1 = g(Θ
(2)
10 a
(2)
0 + Θ
(2)
11 a
(2)
1 + · · ·+ Θ(2)kna(2)k ), (1.6)
where it estimates the chance of a sample belonging to class 1, i.e. P (y = 1|x; Θ). Given
a set of initial values for the parameters Θ(1) and Θ(2), the process of computing hΘ(x) is
called forward propagation. Backward propagation on the other hand includes the process
of updating the initial parameters via an iterative method to minimize the following average
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cost of the m given samples
J(Θ) =
−1
m
m∑
i=1
(
y(i) log hΘ(x
(i)) + (1− y(i)) log(1− hΘ(x(i)))
)
. (1.7)
The average cost looks the same as the logistic regression average cost but if one looks at
equation (1.3) realizes that the equation (1.7) is more complex and that more parameters
are now included. Backward propagation is a complicated process resembling a black-box.
The intuition behind the steps is that
1. We move from the output layer to input and compute error terms. That is, starting
from the output layer, we compute an error term, δ(3) = hΘ(x(i)) − y(i). Then, we
propagate the error in the hidden layer via the following in which .∗ is an inner product
of two vectors.
δ(2) = (Θ(2))T δ(3). ∗ g′(Θ(1)i0 + Θ(1)i1 x1 + · · ·+ Θ(1)in xn). (1.8)
2. We use the computed error terms δ(l) in conjunction with gradient decent to iteratively
update the parameters toward achieving a minimum average cost using
Θ
(l)
ij := Θ
(l)
ij − α
∂
∂Θ
(l)
ij
J(Θ)
:= Θ
(l)
ij − α a(l)j δ(l+1)i
(1.9)
Similar to logistic regression, the process of forward and backward propagation is repeated
until the algorithm reaches a pre-specified iteration limit or improvement threshold.
Example 1.6. XOR problem. Four clusters of data are defined in a 2-dimensional input
space, see Figure 1.13. A and B clusters represent Exclusive OR (XOR) classification
problem (XOR is a logical operation that outputs true only when inputs differ). The task
is to define a neural network to classify the XOR problem [65]. Notice that the decision
boundary in this example is not linear and simple binary logistic regression classifier fails
to efficiently classify the XOR problem. However, a simple 2 × 3 × 2 Neural Network
successfully classifies the four clusters of data.
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(a) Classical XOR problem with two class (b) Decision boundary using using ANN
Figure 1.13: Complex decision boundary using a 2× 3× 2 Neural Network
Covering up the input layer and its matrix of parameters in Figure 1.12, we see that
the remaining neural network is the same old logistic regression but instead of the initial
input data it uses a weighted set of non-linear transformations of input learned through
examples. This helps in computing more complex features of the input for the task of
predicting the class output.
1.3.1.3 Support Vector Machine
In practice, we are usually faced with non-linear class boundaries and clearly simple logistic
regression will perform poorly in such situations. In that case, we could consider enlarging
the feature space using functions of the predictors, such as quadratic and cubic terms, in
order to address this non-linearity. Support vector classifiers, could address the problem of
possibly non-linear boundaries between classes in a similar way, by enlarging the feature
space using kernel trick [14]. Every kernel holds a non-linear kernel function that helps to
build a high dimensional feature space. Some standard kernels are
• Homogeneous Polynomial Kernel, can be represented by the expression k(xi, xj) =
(xi, xj)
d, where k(.) is the kernel function, xi and xj are two feature vectors and d is
the degree of the polynomial function.
• Non-homogeneous Polynomial Kernel, given by k(xi, xj) = (xTi xj + c)d where c is
a constant term. The constant term, also known as a free parameter influences the
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combination of features xi and xj .
• Radial Basis Function Kernel, also known as RBF kernel is one of the most popu-
lar kernels. For distance metric, squared Euclidean distance is used as k(xi, xj) =
exp
(
−‖xi−xj‖2
2σ2
)
, where σ is a free parameter. Selection of parameters is a critical
choice as using a typical value of the parameter can lead to overfitting.
However, the computations would become unmanageable in logistic regression by
increasing the dimension of the feature space. The support vector machine, allows us to
enlarge the feature space used by the support vector classifier in a way that leads to efficient
computations. The trick is how it defines a simplified cost function and regularization term
which prevents overfitting. If you look at the cost function for logistic regression, you see
that each example contributes to the cost according to the following equation:
Cost(hθ(x
i), y(i)) = − (y(i) log hθ(x(i)) + (1− y(i)) log(1− hθ(x(i))))
= −y(i) log( 1
1 + e−θTx(i)
)− (1− y(i)) log(1− 1
1 + e−θTx(i)
)
(1.10)
Following the computations in Figure 1.14, we can see that when y = 1 the cost is a
decreasing logarithmic function of the term z = θTx(i) that assigns a small cost for large
values of z. What Support Vector Machine does is that it replaces the smooth decreasing
cost with a bi-linear obtuse function that assigns a zero for cost when z ≥ 1. If y = 0, the
SVM cost is a bi-linear obtuse function that assigns a zero for z ≤ −1.
(a) when y = 1 (b) when y = 0
Figure 1.14: Comparison of Cost function for logistic regression (dashed) and SVM (solid)
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This approach gives computational advantage to SVM classifiers. Overall, the aver-
age cost for SVM classifier is written as
J(θ) =
1
m
m∑
i=1
(
y(i) cost1(θ
Tx(i)) + (1− y(i)) cost0(θTx(i))
)
+
λ
2m
N∑
j=1
θ2j , (1.11)
where N is the size of the new feature space and λ ≥ 0 is a tuning parameter that controls
the new added regularization term. When λ = 0, the penalty term has no effect, and all the
features are included in the model. However, as λ→∞, the impact of the shrinkage penalty
grows, and the features with smaller coefficients and lesser impacts will be removed from
the model. Apparently, selecting a good value for λ is critical and it is usually set through
cross-validation.
Similar to the previous classification methods, an iterative optimization technique is
used to estimate the set of model parameters that leads to estimating the decision boundary.
The regularization term is usually added to logistic regression and artificial neural network
to control model over-parametrization.
Example 1.7. XOR problem. We refer back to our XOR problem and this time we use
two SVM classifiers to find optimal decision boundaries. The first SVM uses Polynomials
of order three with λ = 1 and the second SVM uses RBF kernel with λ = 1 and σ = 0.1.
The decision boundaries are shown in 1.15.
-1 -0.5 0 0.5 1 1.5 2
-1
-0.5
0
0.5
1
1.5
2
(a) Polynomial kernel with d = 3, λ = 1
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(b) RBF kernel with λ = 1, σ = 0.1
Figure 1.15: Two SVM classification boundaries
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While SVM seems to be a better choice in this example, it might not always pro-
vide the best decision boundaries. The biggest limitation of the support vector approach
lies in choice of the kernel. A second limitation is speed and size, both in training and
testing which they can make it abysmally slow in test phase. Discrete data presents another
problem [15].
1.3.2 Classification Accuracy
After building a classification model using a training set, one always want to find a measure
of model goodness by looking at its accuracy as the number of correct predictions in a test
set, that is
Accuracy =
#of correct predeictions in the test test
total number of test set samples
× 100. (1.12)
However, accuracy alone is typically not enough to show model goodness. The breast
cancer dataset is a standard machine learning dataset to showcase this point [103]. The
dataset contains 9 attributes describing 286 women that have suffered and survived breast
cancer and whether or not breast cancer recurred within 5 years. Of the 286 women, 201 did
not suffer a recurrence of breast cancer, leaving the remaining 85 that did. A model that only
predicts no recurrence of breast cancer would achieve an accuracy of (201/286) ∗ 100 =
70.28%. This is a high accuracy but a terrible model as it would send home 85 women with
incorrectly thinking their breast cancer was not going to reoccur (high False Negatives).
Thus, we should look for alternative evaluation methods that are valid even in skew
class sizes. A clean and unambiguous way to present the prediction results of a classifier is
to use a confusion matrix. As Figure 1.16 shows, it is a 2×2 table for a binary classification
problem. Each cell contains the number of predictions made by the classifier that fall into
that cell. In breast cancer case, a perfect classifier would correctly predict 201 no recurrence
and 85 recurrence which would be entered into the top left cell no recurrence/no recurrence
(True Negatives) and bottom right cell recurrence/recurrence (True Positives). However,
the confusion matrix itself can be ambiguous and misleading. It is always good to have a
number that evaluates the goodness of a classifier. Two important evaluation measures are
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Figure 1.16: Elements of a confusion matrix
know as Precision and Recall that are defined as
Precision =
True Positive
True Positive + False Positive
× 100. (1.13)
Recall =
True Positive
True Positive + False Negative
× 100. (1.14)
Obviously, having a high precision and recall is desirable in classification models. By
computing precision and recall we have a better sense of how our classifiers are doing. In
particular, if we have an algorithm that predicts y = 0 all the time, then this classifier will
have a recall of 0 that is a quick way to recognize its efficiency. Overall, a classifier with
high precision and recall is a good classifier.
If we were looking to select a model based on a balance between precision and
recall however, the following measure known as F-measure or F-score conveys a balanced
value between the precision and the recall
F-score = 2× Precision× Recall
Precision + Recall
× 100. (1.15)
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1.3.3 Cross validation
Residual evaluations do not provide an indication of how well a learner algorithm will
perform in light of new data. One way to overcome this problem is to keep some of the data
in a storage and to not use the entire data set for training a learner. Then, when training is
done, the data that was removed can be used to test the performance of the learned model
on ”new” data. This is the basic idea for a whole class of model evaluation methods called
cross validation. The following are some of the many ways the cross validation is utilized
in machine learning algorithms [12].
• Holdout method. In this approach, the data set is separated into two sets, called the
training set which usually includes 70% of the data and the testing set which includes
the remaining 30%. The machine learning algorithm fits a model using the training
set only, then it predicts the output values for the data in the testing set that has never
seen. The model efficiency is evaluated using the mean absolute test set error. This
approach is preferable to the residual method and takes no time to compute. However,
its evaluation can have a high variance. Moreover, the evaluation depend heavily on
which data points end up in the training set and which end up in the test set, and thus
the evaluation may be significantly different depending on how the division is made.
Random selections is performed to remedy this issue.
• K-fold Cross Validation. One way to improve the holdout method is to use k-fold
cross validation, commonly 5 or 10-fold. Here, the data set is divided into k subsets,
and the holdout method is repeated k times. Each time, one of the k subsets is used
as the test set and the other k-1 subsets are put together to form a training set. Then
the average error across all k trials is computed. One advantage of this method is that
it matters less how the data gets divided. Every data point will be in a test set exactly
once, and will be in a training set k-1 times. The variance of the resulting estimate
is reduced as k is increased. The disadvantage of this method is that the training
algorithm has to be rerun from scratch k times, which means it takes k times as much
computation to make an evaluation. A variant of this method is to randomly divide
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the data into a test and training set k different times. The advantage of doing this is
that you can independently choose how large each test set is and how many trials you
average over.
• Leave-one-out method. The K-fold cross validation is called Leave-one-out when
it is performed for k= N, N being the total number of data points. As before, the
average error is computed and used to evaluate the model. The evaluation given by
leave-one-out cross validation error (LOO-XVE) is good, but at first pass it seems
very expensive to compute. However, learner algorithms can make LOO predictions
just as easily as they make regular predictions.
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CHAPTER 2
RANDOM EYE STATE CHANGE DETECTION IN REAL-TIME
USING EEG SIGNALS
In this chapter we propose two analytic methods to detect the eye state change in real-time
using Electroencephalogram signals. One article is published based on findings of this
chapter [74] and one is under revision in a reputable peer-reviewed journal [75].
2.1 Introduction
The average human brain is estimated to have about 86 billion neurons [6] making up a com-
plex integrated information processing and control system that regulates all the conscious
and unconscious daily decisions. The ability to recognize biological motion perceptions
and physiological changes through brain signals has been studied for many reasons espe-
cially medical diagnosis and Brain-Computer Interface (BCI) [3]. Electroencephalogram
(EEG) provides a non-invasive tool to record the brain’s electrical potential along the scalp
at multiple locations over the scalp [34]. It measures voltage fluctuations resulting from
ionic current flows within the neurons of the brain. Discriminating between the open and
closed state of the eyes using EEG signals in real-life situations is a challenging research
goal not only crucial to medical care but also significant to several daily life tasks.
The significance of eyes state identification using EEG signals is shown through
related studies in scientific literatures. Some of the applications include automated classifi-
cation of sleep-waking states in infants [28] and hospitalized patients, stress feature identi-
fication [59], human-computer interface design [46], alertness of pilots especially fighter jet
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pilots, and detection of driving drowsiness [54, 33, 25] where it estimated to be responsible
for at least 72,000 crashes, 44,000 injuries, and 800 deaths in 2013 [93]. Various meth-
ods have been used in literatures to achieve higher classification accuracy; among them are
embedded hidden Markov models [40], time series classification [89], pattern recognition
[28], and machine learning methods [70, 73]. In this research innovation a fully data-driven
method which can handle non-linear, non-stationary, and multivariate signals is fused with
spatial filtering and common machine learning classification methods to achieve a fast real-
time classification analytics with a very high prediction accuracy.
Aside from neural activities, EEG captures potential fluctuations of non-neural ori-
gins such as technical and biological artifacts. DC noise, power line, improper placements,
and high impedance of EEG electrodes create technical artifacts. Eye movements and
blinks, muscle contractions, and heart activity are among the biological artifacts that a
person creates. Eye blink artifacts are generated by the movement of the eyelid along the
cornea. By friction between lid and cornea, this movement results in charge separation,
with a dominant dipolar charge distribution, and the dipole moment pointing in up-down-
direction. In the EEG, this effect is recorded as a positive peak that lasts a few tenths of a
second, is most visible in the frontopolar region, but propagating to all the electrodes of the
montage, becoming weaker with distance from the frontal part. The frequency bands that
are more affected by this artifact are δ (0.5-4.0 Hz) and θ (4-8 Hz), with the main portion
of energy below the 5 Hz [81]. Among neural activities, α band signals that are associ-
ated with wakefulness, closing the eyes, effortless alertness, and creativity are triggered
normally in the posterior half of the brain in the frequency range of 8-13 Hz [44].
The dataset used in this study is publicly available via UCI Machine Learning
Repository [103]. It was recorded by Emotiv EPOC headset (see Figure (2.1)) that records
brain signals with 128 Hz sampling frequency [95] in 14 locations on the scalp. Using this
dataset, Ro¨sler and Suendermann [70] have applied various instance based classification
methods and achieved 97.3% accuracy using R-Star algorithm. But their algorithm took at
least 2 hours to train and 20 minutes to predict the state of the eye for a new instance. In
another study, Wang et al. [9] have extracted standard deviation and average of channels as
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new features and used Incremental Attribute Learning to achieve an accuracy of 76.6% for
eye state classification. They did not report the running time of their procedure. In a more
recent study, Sabancı and Koklu [73] have employed k-Nearest Neighbors and multilayer
perception neural networks algorithm to classify the eye state. Their highest achieved suc-
cess rate was 84.05% by three nearest neighbors’ method yet the runtime was not reported.
Considering the data recording speed, these three studies follow slow and computationally
intensive instance based algorithms. Besides, the nature of the experiment in which the eye
state randomly changes in time, does not require going through classification procedures
for every instance.
Figure 2.1: Emotiv EPOC neuroheadset and its channel locations
In our research, we employ cross-channels maximum and minimum to monitor
recording instances in real time. Upon detection of a possible change, Multivariate Em-
pirical Mode Decomposition analytics are applied to the last two seconds of the signal to
extract narrow-band Intrinsic Mode Functions. Then, selected Intrinsic Mode Functions are
passed through Common Spatial Pattern to extract relevant features. Finally, features are
fed into classification analytics to decide whether a change in the eye state has occurred.
Furthermore, we propose a second procedure that uses analytical statistical features from
Intrinsic Mode Functions which is then feeded directly to the classification analytics. Both
procedures take less than two seconds to predict a change in the eye state and could be
employed in real-time eye state detectors.
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2.2 Data Cleaning and Exploration
The EEG eye state corpus from UCI Machine Learning Repository created by Frank and
Asuncion in 2010 [103] is utilized in our research. The dataset was recorded using Emo-
tiv EPOC headset in an experiment conducted in 2013 by Ro¨sler and Suendermann [70]
from Baden-Wuerttemberg Cooperative State University (DHBW), Germany. During the
experiment which was conducted in two sessions of one to two minutes each, a participant
closed/opened his/her eyes at will. Brain signals recorded from 14 different locations on
the scalp namely AF3, AF4, F3, F4, F7, F8, FC5, FC6, T7, T8, P7, P8, O1, and O2 at 128
Hz sampling frequency. The eye state added to the data after investigating a camera feed
which was focused on the eyes. After dumping the first few seconds of the recording, only
117 seconds of the signals, a total of 14,980 instances in 15 attributes, were made available
online at UCI machine learning repository [103].
Figure 2.2: First 10 seconds of the filtered signal for all channels plus eye state (redline)
The performance of the EPOC headset in this specific task has been compared to
medical grade BrainAmp Standard device by Ro¨sler et al. [71] and the difference was in-
significant. In comparison to the BrainAmp Standard, the EPOC headset has a significantly
lower price, a higher usability due to its wireless connection, and a faster and easier setup
33
which emphasizes its advantageous applicability.
Upon visual inspection of the dataset, instances 899, 10387, 11510, and 13180 have
been removed from the data since they tackled an outlier in some of the channels. A high-
pass Butterworth filter of 0.5 Hz is then used to remove the DC offset. Figure 2.2 shows the
first 10 seconds of the normalized signal which includes closing eye (1) and opening eye (0)
events. The rhythmic activity of Event-Related Synchronization (ERS) and Event-Related
De-synchronization (ERD) is detectable by eye right before changing eye state in most of
the channels. The cleaned signal will be shown by Xch×t hereinafter where ch = 14 is the
number of channels and t = 14, 976 is the time instances.
A total of 12 closed eyes and 11 open eyes intervals with various lengths are avail-
able in the dataset. After cutting these 23 intervals into one-second epochs right before
change of the eye state, the average amplitude of epochs for each eye state were computed
and localized using EEGLAB [26]. Some of the intervals were not disjoint. Figure 2.3
shows the scalp map of the brain activity for the average amplitude over epochs. ERS/ERD
is noticeable especially in the frontal part of the head where channel AF3 and AF4 are
located. This charge is due to muscle activity.
(a) before closing eyes (b) before opening eyes
Figure 2.3: Scalp maps for average epochs
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2.3 Methods
2.3.1 Monitoring and Change Detection
Considering the sampling frequency of 128 Hz, each second 128 instances are recorded in
14 channels. Running instance-based classification algorithms is slow and computationally
intensive. Instead, we propose monitoring the instances in real time until a possible change
of the eye state is observed. After going through some statistical characteristics of the chan-
nels such as variance, average, minimum, maximum, range and midrange, the maximum
and minimum computed across channels defined by
max(t) = max
ch
(Xch×t), (2.1)
and
min(t) = min
ch
(Xch×t), (2.2)
were selected as monitoring functions. This selection is compatible with the results of
Figure 2.3 where the signals amplitude decreases then increases significantly right before
closing eyes (a) and it increases then drops significantly right before opening eyes (b).
Figure 2.4 illustrates that the eye state change happens in synch with significant increase
of both (2.1) and (2.2). This increase is more notable in changing the eye state from open
to closed. There are also a few noticeable peaks in monitoring functions when the eyes are
open which are probably due to unregistered blinking.
There is no need to compute the monitoring (2.1) and (2.2) for every instance as
every four instances are good enough to detect a change of eye state efficiently. That is, a
32 Hz input signal for the monitoring performs well. This will reduce the computational
cost for the penalty of losing the exact instance the change happens. However, considering
the speed of recording instances and the nature of the experiment, the gain is worth the cost.
The eye state change time is random since the participant closes/opens the eyes
without further notice. The change of eye state affects the brain signals due to eye muscle
movement artefact and alpha band signal activity. The monitoring max(t) and min(t) given
by (2.1) and (2.2) computed at 32 Hz can pick up this change, thus applying a threshold for
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Figure 2.4: Cross-channel Maximum at 128 Hz frequency (top) Maximum at 32 Hz frequency
(middle) -Minimum at 32 Hz frequency (bottom)
these two functions is an efficient way to detect possible change of eye state.
The utilized closing eye indicator was dropping the min(t) less than -45 µv and
then rising above 55 µv within 7-9 instances. This indicator did not pick up three blinking
epochs that originally lasted for 28, 40, and 52 instances and signaled one false alarm. The
utilized opening eye indicator was raising the max(t) above 45 µv and then dropping under
-40 µv within 5-9 instances. This indicator did detect all the opening eye epochs. The
thresholds have been assigned by experimenting. Although the monitoring results did not
match exactly with the changing class label times, they provided a close range of (-12, 12)
instances from the actual class labels.
2.3.2 Multivariate Empirical Mode Decomposition (MEMD)
Multivariate Empirical Mode Decomposition (MEMD) is a data driven method that local-
izes time-frequency information in multivariate, non-stationary, low signal-to-noise ratio,
and closely spaced frequency bands EEG signals [63, 51]. The open source MATLAB
codes that are available through [63] have been used in this dissertation to decompose the
36
filtered signals into narrow-band components. Empirical Mode Decomposition (EMD) in-
troduced by Huang et al. [41], decomposes a one-dimensional input signal, x(t), into a
finite set of Intrinsic Mode Functions (IMF), ci(t), i = 1, . . . ,M , that is,
x(t) =
M∑
i=1
ci(t) + d(t), (2.3)
by using the following analytic precedure:
1. Find the locations of all the exterma of x(t).
2. Interpolate between all the minima (respectively maxima) to obtain the lower (upper)
signal envelop emin(t) (respectively emax(t)).
3. Compute the local mean m(t) = (emin(t) + emax(t))/2.
4. Subtract the mean from the signal to obtain the ”oscillatory mode” s(t) = x(t)−m(t).
5. If s(t) obeys the stopping criteria, then define c(t) = s(t) as an IMF, otherwise set
x(t) = s(t) and repeat the process from step 1.
Once the first IMF is obtained, the same procedure is applied iteratively to the residual
d(t) = x(t) − c(t) to extract the remaining IMFs. The stopping criteria require that the
number of exterma and zero crossings differ at most by one.
Every IMF is a narrow-band signal reflecting a different temporal scale intrinsic to
the input signal. The IMFs are used to obtain a localized time-frequency spectrogram using
Hilbert transform. However, analyses of EEG signals which are recorded simultaneously
by channels require multivariate techniques that capture the cross-channel interdependence.
Multivariate EMD, [68], uses a vector-valued form to simultaneously decompose a p-variate
signal x(t) to
x(t) =
M∑
i=1
ci(t) + d(t), (2.4)
where ci(t), i = 1, . . . , M , are the p-variate IMFs containing scale-aligned intrinsic
joint rotational modes and d(t) is the residue. This is accomplished via the following
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analytic procedure. Consider the sequence of p-variate signal {x(t)}Tt=1, and suppose
sθk = {s1k, . . . , spk} denote a set of direction vectors along the directions given by angles
θk = {θ1k, . . . , θ(p−1)k } on a (p-1) sphere. Then,
1. Choose a pointset for sampling on a (p − 1) sphere, let θk = {θ1k, . . . , θ(p−1)k }Kk=1 be
the angles of the direction vectors.
2. Calculate the projections {pθk(t)}Tt=1 of the input signal {x(t)}Tt=1 along the direction
vector sθk , for k = 1, . . . , K (the whole set of direction vectors) giving the set of
projections {pθk(t)}Kk=1.
3. Find the time instants {tiθk}Kk=1 corresponding to the maxima of the set projected sig-
nals {pθk(t)}Kk=1.
4. Interpolate [tiθk ,x(t
i
θk
)] to obtain the multivariate envelope curves {eθk(t)}Kk=1.
5. Calculate mean of the K multidimensional envelope curves m(t) = 1
K
∑K
k=1 eθk(t)
6. Extract the detail c(t) = x(t) − m(t). If c(t) fulfills the stopping criterion for a
multivariate IMF, apply the above procedure to x(t) − c(t), otherwise apply it for
c(t).
The analytic procedure is fully data-driven with no prior assumptions which give it an
upper hand for analyzing nonlinear and non-stationary phenomena such as EEG signals.
See Figure 2.5 for an example that shows how MEMD decomposes a three dimensional
signal (xt, yt, zt) into a collection of narrow-band frequency signals. The signal is given by
xt =
 sin(2pif1t) +WN, t = 1, . . . 512,sin(2pif2t) +WN, t = 513, . . . , 1024,
yt = sin(2pif1t) + sin(2pif2t) +WN, t = 1, . . . , 1024,
zt = sin(2pif2t) + sin(2pif3t) +WN, t = 1, . . . , 1024,
where f1 = 5/fs, f2 = 11/fs, f3 = 23/fs, fs = 128 and WN represents white noise.
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Figure 2.5: IMF5-7 of three dimensional signal (xt, yt, zt) derived using MEMD
2.3.3 Common Spatial Pattern (CSP)
Common Spatial Pattern which is widely used in BCI applications [45, 87] creates spatial
features that maximize the variance of the signals in one class while minimizing the vari-
ance of signals in the other class. This leads to creating discriminant features to classify
two populations of EEG signals. It has been used in this study to design features to classify
open/closed eye states. The CSP analytic driven algorithm is described as follows. Suppose
S(c) ∈ Rch×ch and S(o) ∈ Rch×ch are the pooled estimates of the covariance matrices of the
band-pass filtered EEG signal Xch×t in the two conditions, i.e. closed and open eyes, given
39
by
S(j) =
1
|Ij|
∑
i∈Ij
Xch×ti
(
Xch×ti
)T
, j ∈ {c, o} , (2.5)
where Ij is the set of indices corresponding to trials belonging to each condition and |I|
denotes the size of the set I . The CSP analysis seeks to find a matrix W ∈ Rch×ch and
diagonal matrices Λ(c) and Λ(o), such that,
W TS(c)W = Λ(c), W TS(o)W = Λ(o), and Λ(c) + Λ(o) = I. (2.6)
This is accomplished by solving a generalized eigenvalue problem [13]. Having W, it allows
projecting the EEG signals as
Z = W TX. (2.7)
For discriminating between two tasks, the variances of the spatially filtered signals by (2.7)
are used as feature. The row vectors zp from Z that maximize the difference in the variance
between two groups are associated with the largest eigenvalues in Λ(c) and Λ(o). These
signals are contained in the m first (p = 1, . . . ,m) and last (p = ch−m+ 1, . . . , ch) rows
of Z in (2.7). The spatial features can then be obtained as
fp =
var(zp)∑
i=1,...,m
i=ch−m+1,...,ch
var(zi)
, (2.8)
where var(.) denotes the variance. For more information on CSP filters, see [13].
2.4 Frequency Band Selection
The cleaned signal Xch×t is first passed through a low-pass filter of 8 Hz to include only
the δ and θ band signals. The signal is then divided into 17 intervals of variable sizes based
on the monitoring results. The average over all the epochs for each eye state has been
computed for the last two seconds of the signals before changing eye state and the average
passed through MEMD. If a signal was shorter than two seconds, the available instances
have been used in the average. Figure 2.6 shows the first four IMFs of the open and closed
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eye state for channels AF3 and AF4.
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Figure 2.6: The first four IMFs of open/closed eye state averaged epochs after 0.5–8 Hz filter
Obviously, there is a change in behavior of the IMF signals right before the change
of the eyes state. Typically, the closed eye has more energy especially when getting close to
the event of changing the eye state [47]. The signals for channel AF3 have higher amplitude.
Similar patterns observed in IMF signals of other channels and the signal strength decayed
by moving further from the frontal part of the head.
The process then repeated using a band-pass filter of 8-13 Hz to investigate the effect
of α band frequency. Figure 2.7 shows the first four IMFs of the open and closed eye state
for channels O1 and O2. The IMF signals were stronger in these two channels and decayed
by moving further away from posterior part of the head. The two channels have roughly
the same patterns and characteristics such as power spectral, variance, and range. Notice
the amplitude of signals which is a lot less than signals in Figure 2.6 but the frequencies are
higher. The difference between the two states is detectable but the numerical values tested
for features such as power spectrum, variance, maximum, and range is not significantly
different. Considering Figure 2.6 and statistical characteristics of IMF signals in the two
eye state, only band-pass filter of 0.5-8 Hz which is related to the eyes muscle activity is
used for further analysis.
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Figure 2.7: The first four IMFs of open/closed eye state averaged epochs after 8–13 Hz filter
2.5 Feature Extraction and Classification
In this section we develop two different feature extraction methods and perform classifica-
tion procedures on each of them separately. In the first method a Common Spatial Pattern
which is discussed in chapter 1 is used. In the second method statistical properties of sig-
nals in the two eye state that provide better discriminant features are employed to extract
features. The results of the two method then is compared.
2.5.1 Using Common Spatial Pattern
In this section, features relevant to the two eye state were extracted using CSP algorithm.
CSP filters should be calculated from training data and the resulting filters need then to be
applied to the test set [13]. For this purpose and to evaluate the efficiency of the predic-
tive analytic model, 10-fold cross-validation has been used. That is, the band-pass filtered
(0.5-8 Hz) data including 9 open eye and 8 closed eye epochs has been divided into ten
subsets where each time four subsets used for training the classifier and one for testing the
performance.
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The test and training signals first passed though MEMD to extract oscillatory IMFs.
The first IMF of the training signals which provided the best discriminant statistics is then
used to compute the spatial filters W using CSP. The first two and last two spatial filters
then applied to both the test and training IMFs as described in (2.7) and their fp features
were calculated using (2.8). Finally, three classification methods have been used to assess
the accuracy of the analytic model. Table 1 below, provides average results of the five-
fold classification using logistic regression, artificial neural networks, and support vector
machine classifiers.
Table 2.1: Classification Results
Logistic ANN SVM RBF
Features Regression 4× 4× 2 Kernel σ = 0.5
Accuracy F-score Accuracy F-score Accuracy F-score
IMF1: f2, f3 0.834 0.854 0.834 0.802 0.834 0.854
IMF2: f1, f3
IMF1: f1, f3 0.834 0.828 0.834 0.828 0.766 0.820
IMF2: f1, f4
IMF1: f1, f3 0.784 0.828 0.766 0.750 0.716 0.794
IMF2: f1, f2
IMF1: f2, f3 0.768 0.788 0.766 0.668 0.784 0.728
IMF2: f1, f4
The set of features were selected upon visual inspection of the features’ matrix scat-
ter plots. The combination of four features, two from IMF1 and two from IMF2, provided
higher accuracy than features from one IMF alone. Features from IMF3 were not used
because of their low test accuracy. The best classification performance for Simple Logis-
tic Regression, Artificial Neural Network (4 × 4 × 2), and Support Vector Machine with
Gaussian Kernel (σ = 0.5) classifiers achieved by utilizing featuresf2, f3 from IMF1 and
f1, f3 from IMF2, accuracy of 83.4%. The average F-score which is the ratio of precision
to recall was 0.854 for both Simple Logistic Regression and Artificial Neural Network, and
was 0.802 for Support Vector Machine. The default value of 0.5 has been used for Gaussian
kernel standard deviation in SVM method since the training size was not large enough to
perform model parameters’ estimation.
43
Real-time prediction follows the procedure in Figure 2.8. First, the signal is passed
through a high-pass Butterworth filter of 0.5 Hz to remove the DC offset. The cleaned
signal is monitored in real time by min(t) and max(t) computed at 32 Hz. Upon detection
of a change in the eye state, the last two seconds of the 128 Hz signal is passed though a
low-pass filter of 8 Hz to include only the eye movement artefact. The filtered signal is then
passed through Multivariate Empirical Mode Decomposition and four features (f2, f3 from
IMF1, f1, f3 from IMF2) are extracted using CSP method. The features are then fed to a
logistic regression classifier to predict the eye state. The monitoring then continues. The
procedure needs calibration to estimate the spatial filters W before applying.
Figure 2.8: Prediction process using CSP
2.5.2 Using Discriminant Functions
Investigating Figure 2.6, a change in variance of the IMF signals is obvious right before
change of the eyes state. In addition, looking at the range of the y-axis, the first three IMFs
clearly show a higher amplitude in the close than open eye states. This motivates using the
variance and maximum of the first three IMFs as discriminant features. The similarity be-
tween the IMFs of the AF3 and AF4 channels suggests averaging their computed features
for higher reliability. Therefore, variance and maximum of the last one second of the first
three IMFs were computed for channels AF3 and AF4 then averaged and marked as po-
tential features. These features presented in Table 2.2 provide the most discriminant values
between the two eye states, especially Max1 and Var2 which are the maximum of first and
variance of the second IMF, respectively.
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Table 2.2: Extracted Features from relevant IMF number
Max1 Max2 Max3 Var1 Var2 Var3 Class
13.03 34.09 34.60 31.51 293.56 356.22 C
13.18 46.47 36.97 31.88 478.27 451.94 C
11.22 13.68 45.59 28.85 59.08 709.03 C
10.92 28.40 34.86 20.31 208.63 410.00 C
13.98 21.20 46.59 44.21 168.20 773.56 C
8.99 27.01 35.72 17.83 187.53 459.14 C
17.96 26.30 23.06 44.87 179.57 173.45 C
7.33 39.57 59.16 11.97 413.06 885.72 C
28.30 44.56 26.34 140.33 481.84 170.15 C
10.74 11.28 20.21 17.47 31.90 164.18 O
5.02 28.50 34.81 5.02 173.97 439.28 O
19.02 7.93 24.27 62.11 18.97 259.55 O
8.31 23.89 37.62 12.71 127.14 671.07 O
12.10 13.23 7.12 27.94 37.49 19.02 O
9.96 18.06 20.78 20.58 81.80 204.45 O
5.49 3.55 3.38 6.61 3.95 4.18 O
10.96 8.24 15.72 19.39 21.15 83.34 O
To evaluate the efficiency of the predictive analytic model, five-fold cross-validation
has been used. That is, the data set including 9 open eye and 8 closed eye epochs has
been divided into five subsets where each time four subsets used for training the classifier
and one for testing the performance. Table 2.3 provides average results of the five-fold
classification using Logistic Regression, Artificial Neural Networks, and Support Vector
Machine classifiers.
Simple Logistic Regression classified the two eye states with an accuracy of 88.2%
using only two features, Max1 and Max2. The average F-score which is the ratio of preci-
sion to recall was 0.882. Accuracy of Artificial Neural Network classifier with three hidden
layers was 82.4% with F-score of 0.824 for the same features. Using Max1 and Var2 fea-
tures ANN achieved a higher accuracy, 88.2%. Support Vector Machine classifier’s average
accuracy was 70.1% for the two sets of features. Linear Kernel has been used for SVM clas-
sifier. These performances could be improved by further training the classifiers with more
samples. More training examples also provide enough data to utilize regularized logistic
regression which can improve the accuracy by adjusting a regularization factor. In addition
to the reported accuracies that are based on cross-validation of 17 eye state changes, the
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instance based accuracies were computed that count the percentage of correct predicted in-
stances. These accuracies were 0.877 (Max1, Max2) and 0.786 (Max1, Var2) for Logistic
Regression and 0.815 (Max1, Max2) and 0.877 (Max1, Var2) for Artificial Neural Network
classifiers.
Table 2.3: Classification Results
Logistic ANN SVM Linear
Features Regression 2× 3× 2 Kernel
Accuracy F-score Accuracy F-score Accuracy F-score
Max1, Max2 0.882 0.882 0.824 0.824 0.706 0.706
Max1, Var2 0.765 0.760 0.882 0.882 0.706 0.700
Real-time prediction follows the procedure in Figure 2.9. First, the signal is passed
through a high-pass Butterworth filter of 0.5 Hz to remove the DC offset. The cleaned
signal is monitored in real-time by (2.1) and (2.2) computed across channels at 32 Hz.
Upon detection of a change in the eye state, the last two seconds of the 128 Hz signal is
passed though a low-pass filter of 8 Hz to include only the eye movement artifact. The
filtered signal is then passed through Multivariate Empirical Mode Decomposition and two
features Max1 and Max2 are extracted that are based on the first and the second IMFs.
The features are then fed to a logistic regression classifier to predict the eye state. The
monitoring then continues. The proposed algorithm detects an eye state change in less than
two seconds from its happening and continues monitoring right after a decision is made
regarding the eye state. Thus, a delay of two seconds at most in detection is expected but
the monitoring catches up afterwards. The procedure needs calibration before utilization.
Figure 2.9: Prediction process using Discriminant Functions
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2.6 Contribution
While Ro¨sler and Suendermann [70] have used this dataset and achieved 97.3% accuracy
using k-star classifier, their algorithm needs an average of 20 minutes to predict the eye
state for new instances. Wang et al. [89] and Sabanci and Koklu [73] achieved accuracy of
76.6% and 84.05%, respectively through state of the art instance based algorithms. How-
ever, considering the sampling frequency of 128 Hz, the computations these classification
procedure have to perform is huge, time consuming, and energy inefficient.
The methods described in this study take the random nature of the eye state change
into account and classification is applied only when a possible change of the eye state is
detected using cross-channel information. The two procedures we proposed in this study
take less than 2 seconds to predict an eye state change in real-time with 83.4% and 88.2%
accuracy using a personal notebook with dual-core CPU 2.30Hz and 2GB RAM. A higher
number of training examples could improve the accuracy of the classification procedures.
Having access to only one participant was a study limitation. However, this does not
belittle the study and applicability of its results. The proposed analytical procedure could
also be used with medical grade EEG devices and for new participants after adjustments for
monitoring thresholds. Real applications require recording and investigation of the signals
under real-life situations so that the signals include environmental artifacts. However, the
controlled experimental situations are not simplistic trials and considered a step toward
achieving the ultimate goal.
47
CHAPTER 3
APPLICATION IN MODELLING HONEY BEE DANCE
Honey bees perform special dances within the beehive to communicate the location of food
sources. Usually, each dance pattern consists of two phases. The waggle phase during
which the bee walks roughly in a straight line while rapidly shaking its body from left to
right and the turning phase at the endpoint of a waggle dance in which the bee typically
returns to the starting location of the waggle dance by turning in a clockwise (right) or
counterclockwise (left) direction. The direction and duration of waggle dance conveys the
direction and distance of the food source, respectively. For example, flowers that are located
directly in line with the sun are represented by waggle runs in an upward direction on the
vertical combs, and any angle to the right or left of the sun is coded by a corresponding
angle to the right or left of the upward direction; see Fig. 3.1.
The Australian scientist Karl von Frisch was the first who discovered how honey-
bees communicate the location of the food source through dancing [31] and was honored
with a Nobel Prize in 1973 for his discovery. Honey bees even adjust their flight path to
compensate for being blown off course by the wind and for changing position of the sun
through time [69]. However, their course is seldom so precise that they can find the food
without the aid of vision and/or smell as they approach it [66].
The aim of this chapter is to use the approach discussed in chapter 2 to classify the
dance patterns with high accuracy in real-time. That is, to utilize a monitoring function,
then apply classification upon observing a potential change in the dance move.
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Figure 3.1: Honeybee dance to indicate location of a food source [91]
3.1 Materials and Methods
A dataset for honey bee dance can be found in [61] where there are six set of measurements
xt = (xt, yt, θt, ct) in which (xt, yt) denotes the 2D coordinates of the bee’s body in x
and y axis at time t, θt represents the bee’s head angle, and ct shows the ground truth or
label of the dance move; c = −1 for turn-right, c = 0 for turn-left, c = 1 for waggle. The
dance label has been added later by investigating a video feed that was focused on the honey
combs. Figure 3.2 displays three such sequences of honey bee dances. Researchers have
tried to model the honey bee dance patterns using various methods in order to understand
the communication aspect and to mimic that pattern in building intelligent robots. Yet after
60 years of discovering the waggle dance it is unknown how a follower bee decodes the
information contained in the dance. Moreover, researchers still use the time-consuming
and error-prone process of human labeling to segment dance patterns.
Oh et al. [61], Xuan and Murphy [88], and Fox [30] have used switching dynamical
models to analyze these honey bee dances. In particular, Oh et al. (2006) have used Switch-
ing Linear Dynamic System (SLDS) in a supervised hold-one-out formulation and Parame-
terized Segmental SLDS which requires additional supervising during the learning process
to achieve high model accuracy. Xuan and Murphy (2008) have segmented the overall sig-
nal into patterns of dance moves using a first-order Auto-Regressive AR(1) model, using
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(a) sample honey bee dance #1 (b) sample honey bee dance #5 (c) sample honey bee dance #6
Figure 3.2: Honeybee dance patterns, turn-right (blue), turn-left (green), waggle (red)
independent features or with a full covariance model. Fox (2010) have used sticky Hidden
Markov Model (HMM) with Hierarchical Dirichlet processes (HDP) and switching Vector
Autoregressive (VAR) in both unsupervised and partially supervised setting to model the
dance patterns. Table 3.1 shows accuracy of these approaches for each dancing bee.
Table 3.1: Model accuracy
Bee # 1 2 3 4 5 6
HDP–VAR(1)–HMM unsupervised 45.0 42.7 47.3 88.1 92.5 88.2
HDP–VAR(1)–HMM partially supervised 55.0 86.3 81.7 89.0 92.4 89.6
SLDS supervised MCMC 74.0 86.1 81.3 93.4 90.2 90.4
PS–SLDS supervised MCMC 75.9 92.4 83.1 93.4 90.4 91.0
Although, the above methods seems to achieve a high model accuracy through so-
phisticated modeling, we believe a simpler model that runs fast and does not require exten-
sive training is favorable in real applications. This can be achieved through monitoring and
then classifying only when a potential change is observed.
After investigating some statistical characteristics of the the dance signals such as
variance, average, minimum, maximum, moving mean and variance we arrived at the con-
clusion that a moving average of sin(θt) with window size 3 can efficiently signal for a
change of dance pattern. The moving average of 3 smooths the sharp edges of a signal and
helps with detecting steady increase/decrease. Figure 3.3.a shows how setting a threshold
on sin(θt) can segment the overall dance signal into intervals of patterns for bee #4. We
set the threshold as -0.7 which could detect all the change dance patterns with some lags at
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the time they happened. The same pattern could be seen in bee #5 and #6 but it was less
tractable in bees #1, #2, and #3. The utilized head angle signals have been normalized to
reflect the direction toward 6:00.
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Figure 3.3: Monitoring functions for the honeybee dance
By comparing the dance patterns of bee #3 and bee #4 in Figure 3.3 we realize that
there are some intervals that logically does not match with the provided label for bee #3.
This issue has been mentioned in [30] as well. We could not find out how the labels have
been assigned to the overall signal but we could find the videos related to the dance moves.
51
However, the files were not the original recordings and low quality of the videos made it
impossible to find the true dance patterns. Thus, we opt to analyze only the dance patterns
of bee #4 to #6 which seems that have little to no discrepancy.
Next step is the feature extraction in which we find discriminant features to classify
three different dance moves. We started by bee#4 and after positive feedback applied the
same technique to other bees. For bee #4, after segmenting the continuous signal into 18 in-
tervals of various sizes based on the results of the monitoring section, we extracted various
numbers from each interval as potential features. For the head angle θt, these features in-
cluded variance, mean, minimum, and maximum of sin(θt), cos(θt), MovAve(sin(θt), 3),
MovAve(cos(θt), 3), Diff(MovAve(sin(θt), 3)), Diff(MovAve(cos(θt), 3)), etc. com-
puted over a given interval t ∈ T . After investigating the matrix scatter plot of the ex-
tracted features, we decided to use X1: mean of the Diff(MovAve(cos(θt), 3)) and X2:
maximum of MovAve(cos(θt), 3) as features. Figure 3.4.a best shows the reason for this
decision. Obviously, this choice significantly discriminates the three dance patterns.
Going over the same process of monitoring using moving average of sin(θt), uti-
lizing a threshold of -0.7 for detecting potential change of dance pattern, segmenting the
continuous recording signal using the monitoring section, and extracting the two features
X1 and X2 for bees #5 and #6 will result in scatter plot of features illustrated in Figures
3.4.b and 3.4.c, respectively. Like before, the segmented intervals are well discriminated
using the two utilized features. This will result in great classification performance in the
next step.
3.2 Results
In this step, the features are fed to three classification methods known as Logistic Regres-
sion, Artificial Neural Network, and Support Vector Machine. Weka software has been
used to perform the classifications with a 5-fold cross validation. Table 3.2 provides the
accuracy and F-score of classifying the bee dance patterns using our approach for different
bees. The advantages of this approach are
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Figure 3.4: The two selected features and their values
• High classification accuracy that reaches to approximately 100% for some cases that
beats alternate approaches in the literature.
• Fast run time of the procedure, it runs in fractions of a second, which makes it suitable
for real-time and real-life predictions.
• Simplicity of the proposed process
• Possibility of pooling the samples together for higher classification accuracy.
As seen in Table 3.2, we can pool the extracted features together and then perform
classification. This improves the reliability of the results since there are more training
samples.
53
Table 3.2: Classification Accuracy and F-score
Bee # 4 5 6 4–6
Logistic Regression Accuracy 94.4 100. 87.0 97.1
F-score 94.6 100. 87.0 97.2
ANN 2× 3× 3 Accuracy 100. 100. 73.9 92.9
F-score 100. 100. 69.3 93.0
SVM RBF Kernel Accuracy 100. 81.5 66.2 98.6
F-score 100. 76.3 52.5 98.6
3.3 Contribution
We propose utilizing the decision circuit process given in Figure 3.5. First, the normalized
head angle signal θt is monitored in real time by sin(θt) computed at 30 Hz frequency. Upon
passing a threshold of -0.7, the available signal is used to extract two features X1, X2. The
features are then fed to a selected classifier, we recommend ANN, to predict the type of
dance movement. The monitoring then continues for the remainder of the signal. The
procedure needs calibration before applying.
Figure 3.5: Real-time application circuit
Studying honey bee dance patterns requires expert-labeling of videotapes which is a
time-consuming and error prone process. As seen in this application, the monitoring-action
process significantly improves the processing time of classifying signals and could replace
the time-consuming and error-prone stage of expert labeling. We are currently working to
present the results of this chapter to a peer reviewed journal.
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To shed light on the importance of the results we would like to mention that decod-
ing honey bee waggle dance aids in in commercial crop pollination and could be followed
by other larger studies. An obvious example is the California almond crop, for which ap-
proximately one million bee colonies are rented each year during spring bloom [57] and
which according to FAO report in 2015 had an annual value of $5.7 billion [96].
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CHAPTER 4
FUTURE RESEARCH
This chapter brings out our future project on classification of heart sound signals (PCG).
Moreover, we are in the process of gathering a BIG collection of ECG/PCG signals related
to various heart dysfunctions to perform classification of heart diseases. The results will al-
low us to accurately predict different heart dysfunctions using a minute of heart EEG/PCG.
In the first part of this chapter, we introduce a variety of methods that is used to clas-
sify time series data. These methods are somehow different and more developed than the
initial classification approaches mentioned in the chapter 1. The second part is dedicated to
bringing forward the two important questions that needs to be answered in future attempts.
4.1 Time Series Classification
Time series (TS) are a collection of values sequentially recorded over time. Everything we
do is a function of time, thus it is not a surprise to see TS tangled in every day activities.
Some examples of TS data include brain and heart signals, measurements of wearable de-
vices, stock market price, home censors, or even shapes; see Figure 4.1. TS emerge in many
applications, like weather observations, industry automation, mobility tracking, etc. Time
Series Classification (TSC) describes the task of predicting a class label for a TS whose la-
bel is unknown. To achieve that, a classifier has to train a model using labeled TS [79]. TSC
problems are differentiated from traditional classification problems because the attributes
are ordered. Whether the ordering is by time or not is in fact irrelevant. The important
characteristic is that there may be discriminatory features dependent on the ordering [7].
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(a) brain and heart signals (b) wearable devices
(c) shapes (d) stock market price
(e) handwriting in x and y axis
Figure 4.1: Some Time Series examples
The University of California, Riverside (UCR) time series classication and clus-
tering archive [102] is often used as basis for benchmarking and comparing TS research
results. UCR contains a representative sample of 85 univariate TS datasets and widely used
by researchers to test TS algorithms. TS classifiers can be divided into six groups [7, 79]:
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1. Whole Series: A distance measure is applied to the whole TS data and two TS are
in the same class if their distance is close. Elastic distance measures compensate for
small differences in the TS such as warping in the time axis.
2. Intervals: Rather than using the whole series, selects one or more (phase dependent)
intervals of the series to compute a similarity distance. At its simplest, this involves a
feature selection of a contiguous subset of attributes.
3. Shapelets: Focuses on finding short patterns that can appear anywhere in the series
to define a class. These phase independent patterns are commonly called shapelets.
A class is then distinguished by the presence or absence of one or more shapelets
somewhere in the whole series.
4. Bag–of–Features/Bag–of–Patterns: Distinguished by the frequency or repetition of
subseries or patterns, then build classifiers based on the resulting histograms.
5. Ensembles: combines two or more of the above approaches into a single classifier.
Each classifier produces a label and a majority vote is performed. These classifiers
have shown to be highly accurate at the cost of increased runtime.
6. Model based: Fits a generative model such as Auto-Regressive, Hidden Markov,
Kernel, etc. to each series, then measures similarity between series using similarity
between model parameters.
Bagnal et al. [7] have implemented 18 recently proposed TSC algorithms in a com-
mon Java framework and compared their classification results by performing 100 resam-
pling experiments on each of the 85 datasets in UCR TS database. They show that one clas-
sifier, the Collective Of Transformation Ensembles (COTE), is signicantly more accurate
than all of the other algorithms [8]. That is not a surprise since COTE is an ensemble clas-
sifier that includes a combination of algorithms in time, autocorrelation, power spectrum
and shapelet domains. It pools 35 classifiers into a single ensemble with votes weighted by
train set cross validation accuracy.
However, there is a drawback to Ensemble classifiers, the issue of run time. Scha¨fer
[79] has recently compared 12 state–of–the–art time series classifiers based on prediction
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and classication times. He observed that most of these classifiers including COTE require
extensive train and classification times, and might not be applicable for some applications.
Apparently, there is a trade off between classification accuracy and computational com-
plexity. To obtain high accuracy, time series classifiers have to perform extensive training.
Scha¨fer then suggests using Bag–of–SymbolicFourierApproximation–Symbols (BOSS VS)
since it offers a good trade off between classication accuracy and runtime [80]. Future re-
search in time series classification could lead to producing fast and accurate classifiers.
4.2 Dataset
As an example, we refer to a dataset from a recent challenge proposed by PhysioNet [101].
Heart sound recordings were collected at either a clinical or nonclinical environment, from
healthy subjects and pathological patients, both including children and adults. Each subject
have contributed between one to six heart sound recordings. All recordings have been re-
sampled to 2,000 Hz and have been provided as .wav format. The training set consists
of five databases (A through E) containing a total of 3,126 heart sound recordings, lasting
from 5 seconds to just over 120 seconds. The training and test sets have each been divided
so that they are two sets of mutually exclusive populations.
The heart sound recordings were collected from different locations on the body.
The typical four locations are aortic area, pulmonic area, tricuspid area and mitral area,
but could be one of nine different locations. In both training and test sets, heart sound
recordings were divided into two types: normal and abnormal heart sound recordings. The
normal recordings were from healthy subjects and the abnormal ones were from patients
with a confirmed cardiac diagnosis, typically heart valve defects and coronary artery dis-
ease. There are recordings corrupted by various noise sources, such as talking, stethoscope
motion, breathing and intestinal sounds. Thus, they are very difficult or even impossible to
classify as normal or abnormal. Therefore, the classifications for the heart sound recordings
could be three types: normal, abnormal and unsure (too noisy to decide). Figure 4.2 shows
an example of Normal/Abnormal PCG TS graphed in the interval of 10 to 15 seconds.
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Figure 4.2: Sample PCG TS for Normal/Abnormal subjects
4.3 Classification Approach
By looking at the dataset and considering characteristics such as variable length, different
signal patterns and strength even within one subject, and intervals of not so useful record-
ings we decided to first segment the heart sounds into intervals of S1, Systole, S2, and
Diastole in each subject and compute average heart sound for each subject. Then perform
an Ensemble classification algorithm to classify subjects into three mentioned groups which
aligns with the importance of accurate predictions. Thus, there are two questions that has
to be answered
• How to automatically segment the heart sound into intervals of S1, Systole, S2, and
Diastole?
• What algorithms to include in the ensemble classification approach?
The challenge proposes Springer’s improved version of Schmidt’s method [83, 84],
which uses a Hidden Markov Model trained using database ”A” of the training set. This is
certainly a good strategy to segment the signals but as it is with HMM models, it sure takes
a long time to run. that we are working on. What we propose to use is described in the
following section.
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4.4 Future Work
One of the drawbacks of employing machine learning techniques upfront is that most of the
state-of-the-art algorithms require extensive train and prediction times, thus they are not
suitable for real-time predictions which limits their real-life applications. However, many
problems do not require going through decision making using machine learning algorithms
upfront.
The methods that we utilized in modeling multivariate brain signals can be adopted
to analyze other biomedical signals and time series data in real-time. The process control
monitors the input for potential change. Upon detection of a possible change, a fully data-
driven method steps in to extract discriminant features from the segmented input signal.
Then, machine learning algorithms such as Logistic Regression, Artificial Neural Network
(ANN), and Support Vector machine (SVM) are employed to verify the change. In chapter
3, we employ our proposed method in detecting the three different dance moves that honey
bees perform to communicate the location of a food source. The results are significantly
better than other alternative methods in the literature. Other possible applications of our
approach are
• Real-time epileptic seizure prediction using brain signals where early detection and
prediction might be able to abort seizures through targeted therapies or could prevent
accidents and limit injury.
• Monitoring Market price for a significant change of patterns, then employing machine
learning for making decisions upon detecting potential change.
• Detecting Change of Motion through video or biomedical signals achievable by mon-
itoring for a possible change and then using machine learning when a possible change
happens.
• Autonomous cars to continue a former pattern unless a significant change in the con-
ditions has taken place.
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CHAPTER 5
ON HEREDITY FACTORS OF PARKINSON’S DISEASE: A
PARAMETRIC AND BAYESIAN ANALYSIS
It is believed that hereditary is one of the key risk factors of Parkinson’s disease (PD) and
the children of individuals with Parkinson’s disease carry a two-fold risk for Parkinson’s
[99]. The aim of this chapter is to study the prevalence of Parkinson’s disease in five types
of families. That is, families with negative history of PD (type 1), families with positive
history where none of the parents (type 2), one of the parents (type 3 and 4), or both of the
parents (type 5) carried the disease. We use Maximum Likelihood and Bayesian Inference
to estimate and compare the chance of developing Parkinson’s in the five mentioned family
types. Historical data on the number of people in grandparents’ family who suffered from
the PD in the form of prior information is incorporated with the data from individuals to
draw Bayesian estimations.
The Data used in this chapter is obtained from the Parkinson’s Progression Markers
Initiative (PPMI) database [100]. PPMI is a public-private partnership that is funded by
the Michael J. Fox Foundation for Parkinson’s Research and funding partners, including
AbbVie, Avid Radiopharmaceuticals, Biogen, Bristol-Myers Squibb, Covance, GE Health-
care, Genentech, GlaxoSmithKline, Lilly, Lundbeck, Merck, Meso Scale Discovery, Pfizer,
Piramal, Roche, Servier, and Union Chimique Belge (UCB).
The role of heredity in developing Parkinson’s is verified in this study through dif-
ferent estimations based on the status of parents with respect to Parkinson’s disease. Cur-
rently, our results are under review by a journal geared towards medical professionals [76].
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While many physicians have provided medical opinions on this topic, our study is one of
the first to provide statistical analysis to support the conclusions.
5.1 What is Parkinson’s disease?
Parkinson’s disease (PD) is a chronic and progressive movement disorder, meaning that
symptoms continue and worsen over time. Nearly one million people in the US are living
with Parkinson’s disease and approximately 60,000 Americans are diagnosed with Parkin-
son’s disease each year, and this number does not reflect the thousands of cases that go
undetected. The cause is unknown, and although there is presently no cure, there are treat-
ment options such as medication and surgery to manage its symptoms [99].
The diagnosis of PD depends upon the presence of one or more of the four most
common motor symptoms of the disease. That is, the physical symptoms of PD, such
as balance, rigidity, tremor, freeze attacks, uncontrollable movements, slowness of move-
ment, walking/gait, postural difficulties, writing difficulty, swallowing difficulty, muscle
pain, masked face, speech problems and general loss of motor skills. In addition, there
are other secondary and non-motor symptoms that affect many people and are increasingly
recognized by doctors as important to treating Parkinson’s. These symptoms contribute
to severe disability and impaired quality of life in advanced Parkinson’s disease. Symp-
toms include anxiety, depression, cognitive mood swings, dementia, constipation, pain,
genitourinary problems, sudden drop in blood pressure upon standing, excessive sweating,
sleep disturbances, sense of smell, vision, memory, weight loss, psychosis, hallucinations
and loss of energy, among others [1, 99]. The present problem in developing statistical
analysis and modeling of PD is the lack of data to identify the significant risk factors and
interactions so that we can rank this attributable variables as a function of their present
contribution to PD and be able to predict the upcoming of PD.
There are a number of research centers and foundations which study Parkinson’s
disease with the aim of providing education to the society about Parkinson’s, providing fa-
cilities for people with Parkinson’s, understanding the Parkinson’s disease better, reducing
its effect in patients, and finally finding a cure for the Parkinson’s. Among them are Na-
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tional Parkinson Foundation, Parkinson’s Disease Foundation, American Parkinson Disease
Association, Davis Phinney Foundation, and Michael J. Fox Foundation for Parkinson’s
Research.
Through contact with The Michael J. Fox Foundation for Parkinson’s Research [97]
we were granted access to the vast database of Parkinson’s Progression Markers Initiative
(PPMI) [100] on different factors related to registered people with PD. Our aim is to study
the heredity factors leading to Parkinson’s by statistically comparing the existing data on
healthy individuals in control group to patients with Parkinson’s disease. The available in-
formation include whether biological parents, paternal and maternal grandparents, paternal
and maternal aunts/uncles, full siblings, and children of test subjects suffered from the dis-
ease. The total sample size in our study is 1258. Our results depend on the legitimacy and
quality of the provided data. The primary objectives of the present study is to
• Increase the knowledge on the importance of hereditary factors of Parkinson’s.
• Test whether the disease rate is the same between families with history of PD and
families without history.
• Test whether the disease rate is the same for individuals whose none, one, or both of
the parents had Parkinson’s.
5.2 Data Exploration
Figure 5.1 shows the number of healthy and diagnosed with Parkinson’s disease cases with
respect to family history of Parkinson and gender. Out of 1248 valid cases, 503 (40.3%)
were females and 745 (59.7%) were males. The total number of cases diagnosed with
Parkinson was 898 (72.0%) in comparison to the control healthy group of 350 (28.0%).
Overall, in 433 (34.7%) cases there was family history for PD which means at least one of
the grandparents, parents, aunts, uncles, full siblings or children had Parkinson.
Figure 5.2, shows the age of the subjects with respect to their disease status and
gender. The average age of the people in the healthy group is 61 with a standard deviation
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of 12.7 years, in contrast to the 66 with standard deviation of 10.0 years in the Parkinson’s
disease group. The age difference is significant between the healthy and control group (p-
value<0.001) with 95% confidence. The age difference is also significant between genders
(p-value=0.002).
Figure 5.1: Total number of subjects in each category
Breaking the age on disease status shows that in healthy group, female and male
test subjects were 59 (S.D.= 12.7) and 63 (S.D.= 12.3) years old in average while in the
Parkinson’s group females and males were 66 (S.D.= 10) and 66 (S.D.= 9.9) years old in
average. The age difference between these four groups was significant using Kruskal-Wallis
test (p-value< 0.001). Moreover, Levene’s test of variance homogeneity showed four non-
homogeneous age groups with respect to both gender and disease status. Non-parametric
tests have been used to make comparison between different age groups since the normality
tests did not support the normality assumption.
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Figure 5.2: Age of the test subjects with respect to Gender and Disease group
Next, we study the extent to which the three variables in Figure 5.1 are associated
by testing various hypotheses of complete and partial independence using log-linear model
selection. For notations, we will use three subscripts to identify the cells in a 2×2×2 table;
i indexing family history (H), j indexing gender (G) and k indexing diagnostic status (D).
Let piijk denote the probability that an observation falls in cell (i, j, k). These probabilities
define the joint distribution of the three variables. We will use yijk as the observed count
in cell (i, j, k), which is treated as a realization of random variable Yijk having a Poisson
distribution. Thus, we will treat the Yijk as independent Poisson random variables with
means µijk, and we will fit log-linear models to the expected counts.
Table 5.1 provides the results of a backward elimination model selection. In each
step, the effect with the highest significance level in the Likelihood Ratio Change is deleted,
provided the significance level (Sig.) is greater than 0.05. Statistics are displayed for the
best model at each step after step 0. For ”Deleted Effect”, this is the change in the Chi-
Square after the effect is deleted from the model. Based on the results the final model
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Table 5.1: Log-linear Model Selection results
Step Effects Chi-Sq df Sig. Iterations
0 Generating Class I*J*K 0 0 .
Deleted Effect I*J*K 3.222 1 0.073 3
1 Generating Class I*J, I*K, J*K 3.222 1 0.073
Deleted Effect I*J 8.948 1 0.003 2
I*K 1.16 1 0.282 2
J*K 1.221 1 0.269 2
2 Generating Class I*J, J*K 4.382 2 0.112
Deleted Effect I*J 8.763 1 0.003 2
J*K 1.035 1 0.309 2
3 Generating Class I*J, K 5.417 3 0.144
Deleted Effect I*J 8.763 1 0.003 2
K 249.027 1 0 2
4 Generating Class I*J, K 5.417 3 0.144
includes all main effects and only the two-way effect of I × J meaning that 1) all the three
variables of family history, gender, and diagnostic status significantly affect the observant;
2) family history and gender are associated but are jointly independent of diagnostic status.
5.3 Modeling
The result in the previous section verifies the importance of the family history and gender
in prevalence of Parkinson’s. This has been confirmed in other literatures as well [22, 78].
Figure 5.3 shows the outline of the available data to carry out this study. The information
included was whether either one of the paternal/maternal grandparents had PD (0 for none, 1
for either one, and 2 for both), whether the biological father/mother carried PD (0 for no and
1 for yes), the number of paternal/maternal aunts/uncles with PD and in total, the number of
full/half siblings with PD and in total, and the number of children so far diagnosed with PD.
Note that the person himself/herself could be healthy or diagnosed with PD. The numbers
in parenthesis shows the number of cases in each category. Unfortunately, we did not have
enough information on gender to be able to perform gender related tests and studies. This
limitation has been mentioned in discussion and suggestions have been proposed to build a
more detailed database for gender studies.
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Figure 5.3: Schematic diagram of available data and the counts
Technically, one can follow different approaches using the available data. In order
to answer the research questions, we decided to use the approach shown in Figure 5.4
which emphasizes on discovering the hereditary importance of the PD. Therefore, the data
is first divided into two exclusive groups based on the heredity factor; negative heredity and
positive heredity, H = 0 and H = 1, respectively. Heredity is considered positive if at
least one individual out of grandparents, parents, aunts/uncles, or full siblings carried the
PD. Then, cases in each group categorized based on the disease status of parents; for case
i, (Fi,Mi) = (0, 0) when none of the parents carried Parkinson’s, (Fi,Mi) = (0, 1) when
father was healthy and mother was diagnosed with Parkinson’s, etc.
In this approach, the number of cases with Parkinson’s in each one of the five cate-
gories follows a Binomial distribution with two parameters, total number of siblings in the
family (ni), including the person himself/herself, and probability of having Parkinson’s (θ).
Generally, for case i one can write
X
(j,k,l)
i | (Hi = j, Fi = k,Mi = l) ∼ Bin
(
n
(j,k,l)
i , θjkl
)
, j, k, l = 0, 1, (5.1)
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where Hi = j with j = 0, 1 shows the negative/positive heredity group, (Fi = k,Mi = l)
with k, l = 0, 1 shows the status Healthy/PD of the parents, n(j,k,l)i shows the total number
of siblings in the family, and θjkl represents the probability of having PD. The likelihood
function can then be written as
L(θjkl|X(j,k,l)) =
kjkl∏
i=1
(
n
(j,k,l)
i
x
(j,k,l)
i
)
θ
x
(j,k,l)
i
jkl (1− θjkl)n
(j,k,l)
i −x(j,k,l)i , (5.2)
where kjkl is the number of cases in each of the five family types represented by (Hi =
j, Fi = k,Mi = l). It is easy to arrive at the following maximum likelihood estimator
θˆjkl =
∑
iX
(j,k,l)
i∑
i n
(j,k,l)
i
. (5.3)
Table 5.2(a) provides maximum likelihood estimations for parameters θjkl in each
of the five family types plus the number of valid cases (kjkl) in the dataset. The results
show that the probability of having PD in families with negative heredity is equal to 0.214.
This estimation is based on 824 case subjects. As expected, this probability is higher in
families with positive heredity. When none of the parents carry PD the prevalence of PD
for an offspring is 0.324. With a drop in chance for families whose one of the parents carry
PD, the prevalence increases by transitioning from a mother with PD to a father with PD
and increases even more when both parents carry Parkinson’s disease.
Figure 5.4: Flowchart of modeling approach
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Table 5.2: Maximum Likelihood estimations for θjkl and the number of cases (a) using the parents-
individuals link (b) using combined information with grandparents’ family
(a) θ000 (k000) θ100 (k100) θ101 (k101) θ110 (k110) θ111 (k111)
584
2729 = 0.214
189
584 = 0.324
104
380 = 0.274
113
385 = 0.294
12
29 = 0.414
(824) (165) (125) (124) (9)
(b) θ000 (k′000) θ100 (k′100) θ101/110 (k′101/110) θ111 (k
′
111)
732
11728 = 0.062
376
1196 = 0.314
239
887 = 0.269
19
72 = 0.264
(2993) (280) (253) (20)
In deriving estimations of Table 5.2(a) only the link between parents and the in-
dividual plus his/her siblings have been used. One can use the link between the person’s
grandparents and parents to achieve higher number of samples, thus more consistent esti-
mations. The estimations in Table 5.2(b) use the combined likelihood, one from parents-
children link and the other from grandparents-parents. Clearly, estimations are significantly
different in negative heredity group and where both parents carried PD. This could trigger
changing the prevalence through time. Moreover, since no information was provided on the
gender of the grandparents with PD, a combined probability has been estimated for the case
of θ101 and θ110. This combined probability shows a state where either one of the parents
carried PD.
The chance of having PD in families with positive PD history is five times more
than that of with no history of the disease when none of the parents carry PD. It is about
four times more when one or both parents carry the disease. Surprisingly, the chances for
developing PD when none of the parents are diagnosed with PD are significantly higher
than the case where one or both parents are diagnosed with the disease (p-value=0.00014
for binomial test). This could suggest a dormant gene effect for the Parkinson’s.
5.4 Bayesian Approach
The chance of passing PD to next generations depends on many factors and could vary from
family to family. This random nature justifies using Bayesian approach for estimations.
Moreover, we can use sets of hierarchical information as likelihood-prior and update prior
information anytime new observations are added to the dataset.
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To conduct a Bayesian approach data in Table 5.2(a) that utilizes the link between
individuals plus full siblings and their biological parents is used as likelihood. Notice that
we have information on whether paternal/maternal aunts/uncles are diagnosed with PD and
whether grandparents carried the disease. We utilize this information as prior to derive
Bayesian estimations for the model parameters θjkl using two different approaches. In the
first method the frequency of PD in each of the paternal and maternal grandparents’ family
is used as discrete prior. In the second method this data is mixed with the information
regarding the individual’s family and a uniform prior is utilized to derive estimations.
5.4.1 Discrete Prior
Suppose we are interested in selecting a prior for θ100. We first select the cases with positive
family history of PD (decided based on the status of grandparents, aunts, and uncles) whose
none of the paternal grandparents carried PD (H = 1, F = 0,M = 0). Next, in each case
we count the total number of paternal aunts/uncles along with the diagnosed with PD cases.
Then, we add the status of father as a valid count. The following expression provides
frequency of disease using paternal family for a given case
Father’s status + # of paternal aunts/uncles with PD
1 + total # of paternal aunts/uncles
. (5.4)
Following the same procedure in the maternal family yields frequency of disease using
maternal family
Mother’s status + # of maternal aunts/uncles with PD
1 + total # of maternal aunts/uncles
. (5.5)
These two separate frequencies when computed for each case provide a priori informa-
tion to be used in estimating θ100. Likewise, we can gather prior information for θ110 by
frequency of disease in the paternal and maternal families where the grandfather did and
grandmother did not have PD. However, the only information we have about the grandpar-
ents’ families is the sum of PD status of grandmother/grandfather. In that case, we still
count the number of PD diagnosed cases but the prior for θ101 and θ110 would be the same.
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Prior information for θ111can be derived using the same technique but in different families
with respect to grandparents’ status. The same approach is used to derive prior for θ000.
Table 5.3 provide the frequency of PD occurrence in the grandparents’ family.
Table 5.3: Frequency of PD in the parents/aunts/uncles for
(a) Negative Heredity group
Frequency Percent
.000 2021 93.18
.091 2 0.09
.111 4 0.18
.125 3 0.14
.143 9 0.41
.167 7 0.32
.200 15 0.69
.250 20 0.92
.333 35 1.61
.500 31 1.43
1.000 22 1.01
Total 2169 100
(b) Positive Heredity group when ONE of the grand-
parents had PD
Frequency Percent
.000 54 42.19
.111 2 1.56
.125 2 1.56
.167 1 0.78
.200 2 1.56
.250 6 4.69
.333 13 10.16
.400 2 1.56
.429 1 0.78
.500 19 14.84
.571 1 0.78
.667 7 5.47
.750 4 3.13
.875 1 0.78
1.000 13 10.16
Total 128 100
(c) Positive Heredity group when NONE of the grand-
parents had PD
Frequency Percent
.091 2 1.74
.100 2 1.74
.111 2 1.74
.125 5 4.35
.143 10 8.70
.167 11 9.57
.182 1 0.87
.200 6 5.22
.250 10 8.70
.286 5 4.35
.333 21 18.26
.400 6 5.22
.500 16 13.91
.600 3 2.61
.667 6 5.22
.750 4 3.48
.833 2 1.74
1.000 3 2.61
Total 115 100
(d) Positive Heredity group when BOTH of the grand-
parents had PD
Frequency Percent
.000 7 63.64
.167 1 9.09
.250 1 9.09
.500 1 9.09
1.000 1 9.09
Total 11 100
To use these information as discrete priors, The set of {0.000, 0.001, 0.002, . . . ,
0.999, 1.000} with 101 values has been used as the support and a weight equal to frequency
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values of Table 5.3 has been given to the respective points. Other values that had zero
frequency have been given a weight of 0.001 then the probabilities have been assigned by
dividing the frequencies using the total summation of the weights. This does not change the
mean of the priors significantly and provides a nonzero chance for other points in support
when mixed with likelihood. The prior then would be in the following form
P
(
θjkl =
m
100
)
= pjklm m = 0, 1, . . . , 100, j, k, l = 0, 1, (5.6)
where pjklm is derived from Table 5.3 for m = 0, . . . , 100 after adding nonzero weights
as described above. Combining the prior with the likelihood given in (5.2) produces the
following discrete posterior distribution for the five model parameters θjkl
P
(
θjkl =
m
100
)
=
pjklm m
∑kjkl
i=1 x
(j,k,l)
i (100−m)∑kjkli=1 n(j,k,l)i −∑kjkli=1 x(j,k,l)i∑100
m=0 p
jkl
m m
∑kjkl
i=1 x
(j,k,l)
i (100−m)∑kjkli=1 n(j,k,l)i −∑kjkli=1 x(j,k,l)i . (5.7)
Table 5.4 provides the estimated parameters using posterior mean and the credible
sets accompanied by their percent coverage. Estimation for θ000 is 0.200 whereas for θ100 it
is equal to 0.3280. The relative risk of having PD in positive heredity families whose none
of the parents carried PD is 0.32801
0.20012
= 1.64% higher than families with negative heredity. The
estimation for θ101 and θ110 are 0.2649 and 0.3148 respectively both with 99% credible set
of [0.25, 0.33]. The chance of developing PD increases to 0.4422 when both parents carry
the PD which is 1.35% higher than the families where none of the parents are diagnosed
with PD. These estimations are close to the maximum likelihood estimations in Table 5.2.
Table 5.4: Bayesian estimations of the model parameters with discrete prior
Parameter Mean S.D. % Coverage Credible Set
θ000 0.20012 0.001657 99.353 {0.20}
θ100 0.32801 0.008845 94.451 {0.33}
θ101 0.26487 0.031059 98.649 [0.25, 0.33]
θ110 0.31477 0.031213 98.779 [0.25, 0.33]
θ111 0.44222 0.100040 90.687 [0.17, 0.50]
73
5.4.2 Uniform Prior
In this section the available data from grandparents’ family is considered as Binomial
counts and is mixed with the data from the individual’s family in the form of likelihood
and Bayesian estimations are derived by using non-informative uniform priors. The poste-
rior distribution could be written as
f (θjkl) =
θ
∑k′jkl
i=1 x
(j,k,l)
i
jkl (1− θjkl)
∑k′jkl
i=1 n
(j,k,l)
i −
∑k′jkl
i=1 x
(j,k,l)
i∫ 1
0
θ
∑k′jkl
i=1 x
(j,k,l)
i
jkl (1− θjkl)
∑k′jkl
i=1 n
(j,k,l)
i −
∑k′jkl
i=1 x
(j,k,l)
i dθjkl
(5.8)
where k′jkl accounts for the new sample cases in families when (Si = j, Fi =
k,Mi = l) for fixed j, k, l. Since no information regarding the gender of grandparents
with Parkinson’s was available, the information from this link has been copied for both θ101
and θ110. When combined with the primary likelihood, this gives us distinct estimations for
θ101 and θ110.
The Bayesian computations in this section have been carried out using WinBUGS
and Monte Carlo Simulations where three simultaneous chains have been utilized to arrive
at convergent and stable estimations. A burn in of 110001 with threads of 150000 long has
been used for this part of the analysis. Table 8 provides the results of the estimations.
The model parameter θ000 is estimated to be 0.0625 with 95% credible bound of
(0.0582, 0.0669). This estimation is close to the maximum likelihood estimation of 0.062.
For positive heredity group, θ100 through θ111 were estimated to be 0.3147, 0.27, 0.2785,
and 0.2702, respectively. As expected, all estimations are close to their respective maximum
likelihood estimations provided in Table 2(b) since a non-informative uniform prior has
been used. The chance of having Parkinson’s for an offspring in positive heredity family
when none of the parents carry PD is about five times higher than a family with negative
heredity. This can be deduced from the estimated relative risk of θ100/θ000 = 5.042 and
its significant 95% credible interval (4.51, 5.61). The relative risk of θ110/θ101 was not
statistically significant since its prediction interval included 1. Interestingly, where both
of the parents have PD the children were less likely to have PD than the situation where
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Table 5.5: Bayesian estimations of the model parameters with uniform prior
Parameter Mean S.D MC Error CB 2.5% Median CB 97.5%
θ000 0.0625 0.00223 5.821E-06 0.0582 0.0625 0.0669
θ100 0.3147 0.01341 3.490E-05 0.2887 0.3145 0.3414
θ101 0.2700 0.01490 3.882E-06 0.2411 0.2698 0.2996
θ110 0.2785 0.01500 3.799E-05 0.2495 0.2783 0.3085
θ111 0.2702 0.05119 1.314E-04 0.1758 0.2682 0.3756
θ100/θ000 5.042 0.2802 7.246E-04 4.51 5.037 5.61
θ110/θ101 1.035 0.0800 2.078E-04 0.8873 1.032 1.201
θ111/θ000 0.8601 0.1672 4.265E-04 0.5543 0.8528 1.207
none of the parents is diagnosed PD. This might suggest the effect of dormant genes or
lack of adequate data for the case of both parents positive PD status. This estimation is in
accordance with some research studies [38, 67].
Environmental factors and the occupational choices act as one of the most important
attributable variables in the PD [67, 98, 86] but we should not ignore the role of hereditary
factors. Scientific data over the past several years supports the emerging belief that genetics
plays a more significant role in Parkinson’s disease than was previously thought [38].
5.5 Contribution
The chance of developing PD in families with negative heredity and in four family types
with positive heredity has been estimated using four different approaches, two Maximum
Likelihood and two Bayesian. Table 5.6 presents all four estimations and their standard
deviation. The information for grandparents and their families date to first and second
generations back and might not be as exact as it should be. There were registered cases
having 18 and 21 aunts/uncles which might be due to registration error or might represent
an extreme case which could affect the entire analysis to some degree. For this reason
the first and second generation information of 47 cases that had more than 11 aunts/uncles
has been excluded from the present study. It is more reasonable to use former less exact
information as prior knowledge and let the more recent and authentic information shape it
to more reliable estimations. Thus, we opt to report the Bayesian estimations with discrete
prior as the more reliable ones.
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Table 5.6: Comparison of the estimations
ML Bayes
Parameters Primary Secondary Discrete Uniform
using 1st link using 2nd links Prior Prior
θ000 (SD) 0.214 (0.0079) 0.016 (0.0022) 0.20012 (0.0017) 0.0625 (0.0022)
θ100 (SD) 0.324 (0.0194) 0.314 (0.0134) 0.32801 (0.0088) 0.3147 (0.0134)
θ101 (SD) 0.274 (0.0229) 0.269 (0.0149) 0.26487 (0.0311) 0.2700 (0.0149)
θ110 (SD) 0.294 (0.0232) 0.269 (0.0149) 0.31477 (0.0312) 0.2785 (0.0150)
θ111 (SD) 0.414 (0.0915) 0.264 (0.0519) 0.44222 (0.1000) 0.2702 (0.0514)
For negative heredity group estimations of θ000 vary from 0.016 to 0.214, both ex-
treme estimations are ML estimations based on sample sizes of 2169 and 824. Increasing
sample size should increase the consistency and efficiency of the ML estimations but one
has to consider the authenticity of information as well. This difference could also point out
the change in prevalence of Parkinson’s through generations. The Bayesian method with
discrete prior provides an estimation of 0.20012 meaning that a child in this family has a
20% chance of developing Parkinson.
Estimations for θ100 is less volatile among four different methods. In this case,
Bayesian method with discrete prior estimates a chance of 33% for developing Parkinson’s
for the children. When compared to θ000 a relative risk of 1.59 is derived suggesting 1.59
times more chance of having PD if there is a positive Parkinson history in the family al-
though none of the parents have PD. This estimation is with accordance with findings of a
community based study in 1996 [53].
The chance of developing PD in a family whose mother is diagnosed with the dis-
ease is estimated to be 0.26487 in comparison to 0.31477 when father has Parkinson’s; sug-
gesting that the chance of passing Parkinson’s from father to child is slightly higher than
passing it from mother to child [53]. Finally, there is 44% chance of developing Parkinson
in a family whose both parents have Parkinson’s disease.
To build a more detailed database for gender studies we suggest taking note of the
gender of cases with PD in relatives. Lack of enough gender related information prevented
deriving separate estimations for men and women. Study on twins would also be beneficial
to understand the Parkinson’s disease better.
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5.6 Future Research
Although a primary cause for Parkinson’s disease is yet to be identified, a number of risk
factors are known to be contributing to the disease. Among them are advancing age, sex,
family history, declining estrogen levels, environmental factors, levels of B vitamin, and
head trauma. Multiple research have been done about the importance of each of these risk
factors [90]. However, there has not been a single research on the degree of significance
that each risk factor has on the disease.
A proposed future research is to gather data and perform a fundamental analysis to
identify statistically the attributable risk factors of the PD. This is extremely important in
controlling the disease: prevention, progression, and minimization of developing PD. Rank-
ing the various risk factors according to their percentage of contribution across Parkinson’s
enable us to determine the most important attributable variables. Thus we propose to de-
velop such a statistical model to identify and rank the risk factors and their interactions. In
addition, by having such a model we will be able to use it for the accurate prediction of the
response which is PD. We will also be able to apply surface response analysis to identify
the contribution of the risk factors to minimize the risk of the Parkinson’s disease in a given
patient.
There are no lab tests that can diagnose Parkinson’s disease. If a doctor isn’t sure a
patient has Parkinson’s, he/she may do certain tests to see if patient has another condition
with similar symptoms. For instance, blood tests may be done to check for abnormal thyroid
hormone levels or liver damage. An imaging test such as a CT scan or an MRI may be used
to check for signs of a stroke or brain tumor. PET tests sometimes may detect low levels of
dopamine in the brain, a key feature of Parkinson’s, but PET scanning isn’t commonly used
to evaluate Parkinson’s because it is very expensive, it is not available in many hospitals,
and it is only used experimentally.
We propose a research in using Electroencephalogram (EEG) to detect Parkinson’s
disease and keep track of its progress. EEG has several strong advantages as a tool for ex-
ploring brain activity. Beside its ease of use, portability and low set up cost in comparison
to other brain study tools, it can detect changes within a millisecond time frame which is
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excellent considering an action potential takes approximately 0.5-130 milliseconds to prop-
agate across a single neuron, depending on the type of neuron. EEG measures the brain’s
electrical activity directly, while other methods record changes in blood flow (e.g., SPECT,
fMRI) or metabolic activity (e.g., PET), which are indirect markers of brain electrical ac-
tivity.
Parkinson’s disease is a neurological disorder that affects brain activity in one or
more ways. Investigation of EEG abnormalities in the early stage of Parkinson’s disease
shows detectable changes in different frequency bands of brain activities [21] making po-
tential use of EEG as biomarkers of PD in the early stage.
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APPENDIX A
MATLAB CODES
%% Example 1 . 5 . I r i s d a t a . C l a s s i f i c a t i o n u s i n g L o g i s t i c R e g r e s s i o n
d a t a = i m p o r t d a t a ( ’ i r i s . t x t ’ ) ;
f i l t e r = d a t a ( : , 5 ) ˜ = 3 ; \% f i l t e r o u t V i r g i n i c a
X= d a t a ( f i l t e r , [ 1 , 2 ] ) ;
y= d a t a ( f i l t e r , 5 ) ˜ = 1 ;
[m, n ]= s i z e (X ) ;
X = [ ones (m, 1 ) X ] ;
i n i t i a l t h e t a = z e r o s ( n + 1 , 1 ) ;
[ c o s t , g r ad ]= c o s t F u n c t i o n ( i n i t i a l t h e t a , X, y ) ;
o p t i o n s = o p t i m s e t ( ’ GradObj ’ , ’ on ’ , ’ MaxI ter ’ , 4 0 0 , ’ Di sp lay ’ , ’ i t e r ’ ) ;
[ t h e t a , c o s t ]= fminunc (@( t ) ( c o s t F u n c t i o n ( t , X, y ) ) , i n i t i a l t h e t a , o p t i o n s ) ;
f p r i n t f ( ’\% f \n ’ , t h e t a ) ;
p l o t D e c i s i o n B o u n d a r y ( t h e t a , X, y ) ;
% The c o s t F u n c t i o n i s g i v e n by
f u n c t i o n [ J , g r ad ]= c o s t F u n c t i o n ( t h e t a , X, y )
m= l e n g t h ( y ) ; J =0 ;
g rad = z e r o s ( s i z e ( t h e t a ) ) ;
hyp= s igmoid (X∗ t h e t a ) ;
J=−sum ( ( y .∗ l o g ( hyp ) )+( (1− y ) . ∗ l o g (1−hyp ) ) ) / m;
g rad = ( ( hyp−y ) ’∗X ) . / m;
g rad =grad ’ ;
end
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%% Example 1 . 6 . XOR problem . C l a s s i f i c a t i o n u s i n g ANN
K=100; \% number o f examples i n each c l u s t e r
q = 0 . 6 ; \% o f f s e t o f c l a s s e s
A=[ rand ( 1 ,K)−q ; r and ( 1 ,K)+ q ] ;
B=[ r and ( 1 ,K)+ q ; r and ( 1 ,K)+ q ] ;
C=[ r and ( 1 ,K)+ q ; r and ( 1 ,K)−q ] ;
D=[ rand ( 1 ,K)−q ; r and ( 1 ,K)−q ] ;
p l o t (A( 1 , : ) ,A( 2 , : ) , ’ k + ’ )
ho ld on
g r i d on
p l o t (B ( 1 , : ) , B ( 2 , : ) , ’ bd ’ )
p l o t (C ( 1 , : ) , C ( 2 , : ) , ’ k + ’ )
p l o t (D( 1 , : ) ,D( 2 , : ) , ’ bd ’ )
a=−1; c=−1; b =1; d =1;
P=[A B C D ] ;
T=[ repmat ( a , 1 , l e n g t h (A) ) repmat ( b , 1 , l e n g t h (B ) ) . . .
r epmat ( c , 1 , l e n g t h (C ) ) repmat ( d , 1 , l e n g t h (D ) ) ] ;
n e t = f e e d f o r w a r d n e t ( 3 ) ;
n e t . d i v i d e P a r a m . t r a i n R a t i o = 1 ; % t r a i n i n g s e t [%]
n e t . d i v i d e P a r a m . v a l R a t i o = 0 ; % v a l i d a t i o n s e t [%]
n e t . d i v i d e P a r a m . t e s t R a t i o = 0 ; % t e s t s e t [%]
[ ne t , t r , Y, E ] = t r a i n ( ne t , P , T ) ;
view ( n e t ) % show network
span = −1 : . 0 0 5 : 2 ;
[ P1 , P2 ]= meshgr id ( span , span ) ;
pp =[ P1 ( : ) P2 ( : ) ] ’ ;
aa= n e t ( pp ) ; % s i m u l a t e n e u r a l ne twork on a g r i d
mesh ( P1 , P2 , r e s h a p e ( aa , l e n g t h ( span ) , l e n g t h ( span ) ) −5 ) ;
co lormap c o o l
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%% Example 1 . 7 . XOR problem . C l a s s i f i c a t i o n u s i n g SVM
P=P ’ ; T=T ’ ;
f i g u r e ;
g s c a t t e r ( P ( : , 1 ) , P ( : , 2 ) , T ) ;
ho ld on
% Using RBF K er n e l
s v m s t r u c t = s v m t r a i n ( P , T , ’ K e r n e l F u n c t i o n ’ , ’ r b f ’ , ’ r b f s i g m a ’ , 0 . 1 , . . .
’ showplo t ’ , ’ t r u e ’ )
% Using P o l y n o m i a l K e r n e l
s v m s t r u c t = s v m t r a i n ( P , T , ’ K e r n e l F u n c t i o n ’ , ’ po lynomia l ’ , . . .
’ P o l y o r d e r ’ , 3 , ’ showplo t ’ , ’ t r u e ’ )
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