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ON THE TYPE IIB SOLUTIONS TO MEAN CURVATURE FLOW
LIANG CHENG
Abstract. In this paper we study the Type IIb mean curvature flow for
which has the smooth solution exists for all t > 0 and satisfies sup
Mn×(0,+∞)
t|A|2 =
∞, where A(·, t) is the second fundamental form. We first prove that if
the entire graph M0 can be put on the above of the graph (y,C|y|1+ǫ)
for some positive constants ǫ and C, then the long-time solution of the
mean curvature flow Mt must be Type IIb. We also study the asymptotic
behavior of Type IIb mean curvature flow and show that the limit of suit-
able rescaling sequence for mean-convex Type IIb mean curvature flow
satisfying δ-Andrews’ noncollapsing condition is translating soliton.
1. introduction
Let x0 : M
n → Rn+1 be a complete immersed hypersurface. Consider the
mean curvature flow
∂x
∂t
= ~H, (1.1)
with the initial data x0, where ~H = −Hν is the mean curvature vector and
ν is the outer unit normal vector. Denote the images x(Mn, t) = Mt. The
mean curvature flow always blows up at finite time on closed hypersur-
faces. However, the mean curvature flow for noncompact hypersurfaces
may have a smooth solution which exists for all time t > 0, for which we
call it the longtime solution. Ecker and Huisken [9] showed that the mean
curvature flow on locally Lipschitz continuous entire graph over Rn has a
longtime solution. Notice that if M0 can be written as an entire graph, then
the parabolic system (1.1) up to tangential diffeomorphisms is equivalent to
the following quasilinear equation
du
dt
=
√
1 + |Du|2div( Du√
1 + |Du|2
) (1.2)
(see [9]), where u is the graph representation for Mt.
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2 LIANG CHENG
Analogous to which was introduced by Hamilton [15] for Ricci flow,
one can classify the longtime solutions to the mean curvature flow into the
following two types:
Definition 1.1. The longtime solution to the mean curvature flow Mt is
called
(1) Type IIb if sup
Mn×(0,+∞)
t|A|2 = ∞,
(2) Type III if sup
Mn×(0,+∞)
t|A|2 < ∞,
where A(·, t) is the second fundamental form of Mt.
In this paper we study the Type IIb mean curvature flow. The nontrivial
examples for the Type IIb mean curvature flow are gotten in this paper. We
also study the singularity formation for the Type IIb mean curvature flow.
Recall the singularity formation of the mean curvature flow on closed
hypersurfaces at the first singular time was described by Huisken [10] as
follows: The solution to mean curvature flow Mt on closed hypersurfaces
which blows up at first finite time T is called
(1) Type I if sup
Mn×[0,T )
(T − t)|A|2 < ∞,
(2) Type II if sup
Mn×[0,T )
(T − t)|A|2 = ∞.
Using a monotonicity formula, Huisken [10] showed that Type I singular-
ities of mean curvature flow are smooth asymptotically like self-shinkers.
For the compact Type II mean curvature flow, choose the blowup sequence
(p j, t j) such that t j ∈ [0, T − 1j ], p j ∈ Mn, and
H2(p j, t j)(T −
1
j
− t j) = max
Mn×[0,T− 1
j
]
H2(p, t)(T − 1
j
− t) (1.3)
Let L j = |H(p j, t j)|. Consider the following rescaled mean curvature flows
M
j
t = L j(Mt j+L−2j t
− x(P j, t j)), (1.4)
for t ∈ [α j,Ω j], where α j = −t jL2j → −∞ and Ω j = (T − t j − 1j )L2j → +∞.
For each rescaled flow (1.4), 0 ∈ M j
0
and |H j| achieves the maximum value
1 at t = 0. By employing a Harnack inequality, Hamilton [14] showed that
any strictly convex eternal solution to the mean curvature flow where the
mean curvature assumes its maximum value at a point in space-time must
be a translating soliton. Huisken and Sinestrari ([11] [12]) proved blowup
sequence of the compact mean curvature flow with positive mean curvature
subconverges to a weakly convex limit splitting as Rn−k × Σk, where Σk is
strictly convex. Their results implies that rescaled sequence (1.4) subcon-
verges to a translating soliton if M0 is mean-convex.
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Similar to the Type II mean curvature flow, one can also choose suitable
rescaled sequence such that the limit is an eternal solution with mean curva-
ture achieving the maximum value in the space-time. If Mt is the Type IIb
mean curvature flow with bounded second fundamental form at each time
slice on noncompact hypersurface, as which was introduced by Hamilton
[15] for Ricci flow, one can choose j → +∞, and pick P j and t j such that
t j( j − t j)H2(P j, t j) ≥ γ j sup
Mn×[0, j]
t( j − t)H2(P, t), (1.5)
where γ j ր 1. Let L j = |H|(P j, t j). Consider the following the rescaled
mean curvature flows
M
j
t = L j(Mt j+L−2j t
− x(P j, t j)), (1.6)
for t ∈ [α j,Ω j], where α j = −t jL2j and Ω j = ( j − t j)L2j . Then
H2j (·, t) ≤ γ−1j
α j
α j − t
Ω j
Ω j − t
,
for t ∈ [α j,Ω j]. Now
1
−α−1
j
+ Ω−1
j
≥ γ j j−1 sup
Mn×[0, j]
(t( j − t)H2(x, t)) ≥ γ j
2
sup
Mn×[0, j
2
]
tH2(x, t) → +∞,
Hence α j → −∞ and Ω j → +∞. If the Type IIb mean curvature flow is
convex, one get the limit M∞ of the rescaled sequence (1.6) is an eternal so-
lution splitting as Rn−k×Σk with its mean curvature achieving the maximum
value 1 in the space-time, where Σk is strictly convex. This implies that M∞
is a translating soliton by Hamilton’s Harnack inequality.
For the Type III mean curvature flow, rescaling the mean curvature flow
as
x˜(·, s) = 1√
2t + 1
x(·, t), (1.7)
where s is given by s = 1
2
log(2t + 1). The normalized mean curvature flow
then becomes
∂x˜
∂s
= ~˜H − x˜. (1.8)
Note that Type III condition implies sup
Mn×(0,+∞)
|A˜| < ∞. If the Type III
mean curvature flow is convex, we can use Hamilton’s Harnack inequality
to get the limit M∞ is a non-flat self-expander splitting as Rn−k × Σk, where
Σk is strictly convex (see Corollary 5.3 in the appendix). We remark that
a counter-example in [5](see Example 3.4 in [5]) shows that the rescaled
sequence (1.7) can not converge to the self-expander if only assuming the
Type III mean curvature flow is mean-convex. Recently the author and
Sesum [5] also introduced monotonicity formulas related to self-expanders
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and showed the normalized flow (1.8) for Type III mean curvature flow
subconverges to the self-expander under certain conditions.
Typical examples of the Type III mean curvature flow are evolving entire
graphs satisfying the following condition
υ := 〈ν,w〉−1 ≤ c, (1.9)
which in particular implies the entire graphs having the bounded gradient,
where ν is the unit normal vector of the graph and w is a fixed unit vector
such that 〈ν,w〉 > 0. Ecker and Huisken showed that the mean curvature
flow on entire graphs satisfying the condition (1.9) is Type III (Corollary
4.4 in [8]). Moreover, Ecker and Huisken [9] also proved that if the entire
graph satisfies condition (1.9) and the estimate
〈x0, ν〉2 ≤ c(1 + |x0|2)1−δ (1.10)
at time t = 0, where c < ∞ and δ > 0, then the solution to the normalized
mean curvature flow (1.8) with initial data x0 converges as s → ∞ to a
self-expander.
In contrast to Type III mean curvature flow, much less examples are
known about the Type IIb mean curvature flow except non-flat translat-
ing solitons. The following theorem lead us to get the nontrivial examples
for the Type IIb mean curvature flow. Compare to the result by Ecker and
Huisken that the mean curvature flow of entire graph which has the bounded
gradient is Type III (Corollary 4.4 in [8]), we have the following
Theorem 1.2. Let M0 be the entire graph over R
n for n ≥ 2. Assume that
M0 can be put on the above of the graph N = (y,C|y|1+ǫ) for some positive
constants ǫ and C. That is, letting Rn+1 = A+ ∪ A− with A+ ∩ A− = ∅,
∂A− = N and A+ ⊂ Rn+1+ = Rn+1 ∩ {xn+1 ≥ 0}, if
M0 ∩ A− = ∅,
then the long-time solution of the mean curvature flow with initial data M0
must be Type IIb.
Remark 1.3. (1) Theorem 1.2 is a corollary of more generalized Theorem
2.3 in Section 3, which is not only valid for the entire graphs.
(2) Ecker and Huisken’s result [9] showed that the mean curvature flow
for the entire graph which has the bounded gradient must be Type III (Corol-
lary 4.4 in [8]). This implies Theorem 1.2 is not ture if ǫ ≤ 0.
(3)Applying Ecker and Huisken’s result in [9] and summarizing the re-
sults in this paper, we can prove the following interesting table in the Ap-
pendix 1.
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Table 1. Mean curvature flow for convex and rotational
symmetric entire graph (y, u(|y|)) over Rn with u(r) = O(rα),
n ≥ 2
When t → +∞,
for any p ∈ Mn Singularity Type Asymptotic behavior
0 ≤ α ≤ 1 |A|(p, t) → 0 Type III
rescaled sequence (1.7)
subconverges to
a self-expander
1 < α < 2 |A|(p, t) → 0
Type IIb
rescaled sequence (1.6)
subconverges to
a translating soliton
α = 2 0 < cp ≤ |A|(p, t) ≤ C
α > 2 |A|(p, t)→ +∞
Finally, we study the asymtotic behavior of the Type IIb mean curvature
flow. We show that Huisken and Sinestrari’s result for Type II also holds
for δ-Andrews’ noncollapsed Type IIb mean curvature flow.
Theorem 1.4. If the Type IIb mean curvature flow is mean-convex and sat-
isfies the δ-Andrews’ noncollapsing condition (see Definition 2.1) at t = 0,
then limit M∞ of the rescaled sequence (1.6) is a weakly convex and hence
M∞ is the tanslating soliton splitting asRn−k×Σk, where Σk is strictly convex.
The structure of this paper is as follows. In section 2 we give proof
of Theorem 1.2. In section 3 we extend Andrews’proof of noncollapsing
theorem to noncompact case (Theorem 3.1) and give the proof of Theorem
1.4. In Appendix 1 we give the proof of Table 1. In Appendix 2 we show
that convex normalized Type III mean curvature flow (1.8) subconverges a
non-flat self-expander which is mentioned in the introduction.
2. Proof of Theorem 1.2 and its application
In this section we obtain an generalized result (Theorem 2.3) to show that
the long-time solution to mean curvature flow satisfying certain conditions
would be Type IIb. Theorem 1.2 is a corollary of Theorem 2.3.
We first recall the definition of δ-Andrews’ noncollapsing condition.
Definition 2.1. [1][6][7] (δ-Andrews’ noncollapsing condition) If M is a
smooth, complete, mean-convex embedded hypersurface (possibly noncom-
pact) with M = ∂K, then M satisfies the δ-Andrews’ noncollapsing condi-
tion for δ > 0 if for every p ∈ M there are closed balls B¯Int ⊆ K and
B¯Ext ⊆ Rn+1\Int(K) of radius at least δH(p) that are tangent to M at p from
the interior and exterior of M respectively.
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Remark 2.2. Compare to the definitions of δ-Andrews’ noncollapsing con-
dition used in [1][6][7], the hypersurfaces satisfying the δ-Andrews’ non-
collapsing condition in Definition 2.1 could be noncompact. Clearly, the
closedmean-convex embedded hypersurfaces always satisfying the δ-Andrews’
noncollapsing condition for some δ > 0. Howerver, there are some noncom-
pact mean-convex embedded hypersurfaces, for example the grim reaper, do
not satisfy the δ-Andrews’ noncollapsing condition.
The main theorem of this section is the following
Theorem 2.3. (A) Let Mt be a solution to the mean curvature flow for im-
mersed noncompact hypersurface in Rn+1. Suppose that there exist a fixed
vector ω and constants C1, C2 such that
C1H ≤ W ≤ C2H, (2.1)
at t = 0, where W = 〈ν, ω〉, and
M0 can be contained in the half-plane R
n+1
+ with its boundary ∂R
n+1
+ not
parallel to ω. (2.2)
Then the mean curvature flow Mt can not be Type III. In addition, if M0 is
an entire graph, then the longtime solution to mean curvature flow for M0
must be Type IIb.
(B) If M0 is mean-convex and satisfies the δ-Andrews’ noncollapsing condi-
tion, the condition (2.2) and
|W | ≤ C(1 + |x|2) 1−ǫ2 H, (2.3)
at t = 0 some ǫ > 0, then the conclusions of (1) still hold.
Remark 2.4. (1) Let M0 be the hyperplane in R
n+1. We choose ω be a fixed
vector which is parallel to the hyperplane, and hence H = W ≡ 0. Then
M0 satisfies the condition (2.1) rather than condition (2.2), and clearly the
mean curvature flow with initial data M0 is not Type IIb. This shows that
the condition (2.2) in Theorem 2.3 can not be removed.
(2) Since δ-Andrews’ noncollapsing condition is needed in Theorem 2.3
(A), Theorem 2.3 (B) can not cover Theorem 2.3 (A). For example, the grim
reaper satisfies the conditions of Theorem 2.3 (A) rather than the conditions
of Theorem 2.3 (B).
(2) Again by Ecker and Huisken’s result [9] that the mean curvature flow
for the entire graph which has the bounded gradient must be Type III (Corol-
lary 4.4 in [8]) we know that Theorem 1.2 (B) is not ture if ǫ ≤ 0 in (2.3)(see
the calculations in Corollary 2.6).
Before presenting the proof of Theorem 2.3 we need to prove the follow-
ing lemma.
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Lemma 2.5. Define W = 〈ν, ω〉, where ω is a fixed vector. Under the mean
curvature flow , we have
(
∂
∂t
− ∆)W = |A|2W.
Let Mt be a solution to the mean curvature flow with bounded second fun-
damental form at each time slice. If H ≥ CW or H ≤ CW for some constant
C at t = 0, then it remains so under the mean curvature flow .
Proof. By Lemma 3.3 in [10], we have
∂
∂t
ν = ∇H. (2.4)
Moreover, we compute at some point with normal coordinates
∆W = ei〈∇eiν, ω〉 = ei〈hilel, ω〉 = 〈∇H, ω〉 − |A|2W. (2.5)
Then Theorem 2.5 follows from (2.4) and (2.5). Hence we have
(
∂
∂t
− ∆)(H −CW) = |A|2(H −CW).
By the maximum principle (Theorem 4.3 in [9]), H−CW ≥ 0 or H−CW ≤ 0
is preserved under the mean curvature flow . 
Now we give the proof of Theorem 2.3.
Proof of Theorem 2.3. (A) We argue by contradiction. Assume that Mt =
x(Mn, t) is the Type III solution to the mean curvature flow with M0 satis-
fying conditions (2.1) and (2.2). Let x˜(·, s) be its corresponding normalized
mean curvature flow (1.8). Denote M˜s = x˜(M
n, s). It follows from Lemma
2.5 that C1H ≤ W ≤ C2H holds for all t ≥ 0. By (1.7) and Type III condi-
tion, we have sup
Mn×[0,∞)
|A˜|2 = C < ∞ , W˜ = W and H˜ =
√
2t + 1H. Hence
− nCC
′
√
2t + 1
≤ |W˜ | ≤ nCC
′
√
2t + 1
, (2.6)
for C′ = max |C1|, |C2|, which implies that
|W˜ | → 0 (2.7)
as s → +∞.
We calculate that
∂
∂s
|x˜|2 = 2〈 ~˜H, x˜〉 − 2|x˜|2. (2.8)
It follows that
|x˜|(p, s) ≤ e−s|x˜0|(p) + nC(1 − e−s),
for any p ∈ Mn. Hence for any fixed point p ∈ Mn,
|x˜|(p, s) ≤ nC + 1 (2.9)
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for s sufficiently large.
Notice that
Mt ∩ B(o,R) ≤ C(R, T ) (2.10)
holds for the mean curvature flow which exists for finite time [0, T ) (see
[10]), where B(o,R) is extrinsic ball in Rn+1. Because lack of (2.10) for
the longtime solutions to mean curvature flow, we use the technique in [4]
to get an intrinsic limit. Since |A˜| ≤
√
C for [0,+∞), the injectivity ra-
dius of (Mn, g(s)) at p has the positive lower bound only depending on C.
We also have |∇˜mA˜| ≤ Cm on [0,+∞) by the standard estimates by Ecker
and Huisken [9]. It follows that there exists a sequence si → +∞ such
that (Mn, g(si), p) converges to a complete manifold (M
n
∞, g∞, p∞) in C
∞
pointed Gromov-Hausdorff sense. That is, for any r > 0 and i, there exist
embeddings φi : Bg∞(p∞, r) → Mn such that φi(p∞) = p and φ∗i gi con-
verges smoothly to g∞ on Bg∞(p∞, r), where Bg∞(p∞, r) is the intrinsic ball
on (Mn∞, g∞, p∞). Since
(φ∗i gi)kl = ∂k x˜i ◦ φi · ∂l x˜i ◦ φi, (2.11)
the first derivatives of x˜i ◦ φi are uniformly bounded on Bg∞(p∞, r). More-
over, by the Gauss-Weingarten relations and |∇˜mA˜| ≤ Cm,
∂k∂lF = Γ
q
kl
∂qF − hklν,
∂kν = hklg
lq∂qF,
here F = x˜i◦φi and g = φ∗i gi in our case, we have all derivatives of x˜i◦φi are
uniformly bounded on Bg∞(p∞, r). Notice that x˜i ◦ φi : Bg∞(p∞, r) → Rn+1
and x˜i ◦ φi is uniformly bounded at p∞ by (2.9). It follows that x˜i ◦ φi
subconverges smoothly to map x˜∞ : Bg∞(p∞, r) → Rn+1. Let i → ∞ in
(2.11), we get (g∞)kl = ∂k x˜∞ · ∂l x˜∞. Since (g∞)kl is positive definite matrix,
x˜∞ is an immersion on Bg∞(p∞, r). By the standard diagonal argument and
taking r = rl → ∞, we get the complete immersion x˜∞ : Mn∞ → Rn+1.
By (2.7) we conclude that W˜∞ = 0, which implies x˜∞ is complete cylin-
drical hypersurface, i.e. the hypersurface splitting as Σn−1 × l with l is
a straight line parallel to ω. Hence x˜∞(Mn∞) must cross over the plane
xn+1 = 0. However the plane xn+1 = 0 is steady under the normalized mean
curvature flow (1.7), which implies M˜s is contained in R
n+1
+ for all s ≥ 0. It
follows that x˜∞(Mn∞) is contained in R
n+1
+ . Then we get a contradiction.
(B) We argue by contradiction. Assume that Mt = x(M
n, t) is the Type
III solution to the mean curvature flow with M0 satisfying conditions δ-
Andrews’ noncollapsing condition, (2.2) and (2.3). Let x˜(·, s) be its corre-
sponding normalized mean curvature flow (1.8). Hence
(
∂
∂s
− ∆˜)W˜ = |A˜|2W˜,
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and
(
∂
∂s
− ∆˜)H˜ = |A˜|2H˜ + H˜.
It follows from Corollary 3.4 below in Section 3 that
|∇˜lA˜|
H˜l+1
≤ Cl(δ). (2.12)
Hence we have
|∇˜H˜|
H˜
≤ m1, (2.13)
and
| ∂
∂s
H˜|
H˜
≤ m2, (2.14)
wherem1 andm2 are positive constants depending on δ and sup
Mn×[0,∞)
|A˜|. Then
(
∂
∂s
− ∆˜
)
W˜2
H˜2
=
( ∂
∂s
− ∆˜)W˜2
H˜2
− W˜
2( ∂
∂s
− ∆˜)|H˜|2
H˜4
+ 2∇˜ log H˜2 · ∇˜W˜
2
H˜2
= −2W˜
2
H˜2
− 2|∇˜W˜ |
2
H˜2
+
2W˜2|∇˜H˜|2
H˜4
+ 4
∇˜H˜
H˜
· ∇˜W˜
2
H˜2
= −2W˜
2
H˜2
− 2|∇˜W˜ |
2
H˜2
− 2W˜
2|∇˜H˜|2
H˜4
+ 4
∇˜H˜
H˜
· W˜∇˜W˜
H˜2
+ 2
∇˜H˜
H˜
· ∇˜W˜
2
H˜2
≤ −2W˜
2
H˜2
+ 2
∇˜H˜
H˜
· ∇˜W˜
2
H˜2
.
We follow an idea of Ecker and Huisken in [8]. Define ηa(x˜) = 1 + a|x˜|2,
ρ(x˜, s) = ηǫ−1a e
βs, where a is positive constant to be determined later. We
calculate that
(
∂
∂s
− ∆˜)ηa = −2a(|x˜|2 + n),
and hence
(
∂
∂s
− ∆˜)ρ ≤ (β + 2(1 − ǫ)(an + 1))
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Moreover, |∇˜ηa|2 ≤ 4aηa and |∇˜ρ| ≤ 2a 12ρ. Multiplying by a testing ρ we
compute
(
∂
∂s
− ∆˜)W˜
2
H˜2
ρ = ρ(
∂
∂s
− ∆˜)W˜
2
H˜2
+
W˜2
H˜2
(
∂
∂s
− ∆˜)ρ − 2〈∇˜W˜
2
H˜2
, ∇˜ρ〉
≤ (β + 2an − 2ǫ)W˜
2
H˜2
ρ + 2ρ〈∇˜ log H˜, ∇˜W˜
2
H˜2
〉 − 2〈∇˜W˜
2
H˜2
, ∇˜ρ〉
= (β + 2an − 2ǫ)W˜
2
H˜2
ρ + 2(∇˜ log H˜ − ρ−1∇˜ρ) · ∇˜(W˜
2
H˜2
ρ)
− 2W˜
2
H˜2
〈∇˜ log H˜, ∇˜ρ〉 + 2W˜
2
H˜2
ρ−1|∇˜ρ|2
≤ (β + 2an + 4m1a
1
2 + 8a − 2ǫ)W˜
2
H˜2
ρ
+ 2(∇˜ log H˜ − ρ−1∇˜ρ) · ∇˜(W˜
2
H˜2
ρ).
Taking a and β small enough such that β + 2an + 4m1a
1
2 + 8a − 2ǫ < 0, we
have
(
∂
∂s
− ∆˜)W˜
2
H˜2
ρ ≤ 2(∇˜ log H˜ − ρ−1∇˜ρ) · ∇˜(W˜
2
H˜2
ρ), (2.15)
with |∇˜ log H˜ − ρ−1∇˜ρ| ≤ m1 + 2a 12 .
∂
∂s
(
W˜2
H˜2
ρ) = 2
〈∇˜H˜, ω〉W˜
H˜2
ρ − 2
∂
∂s
H˜
H˜
(
W˜2
H˜2
ρ) + (ǫ − 1)
∂
∂s
ηa
ηa
(
W˜2
H˜2
ρ) + β
W˜2
H˜2
ρ
≤ 2C1(δ)eβs + C′
W˜2
H˜2
ρ,
where C′ is positive constant depends on ǫ, β,m2, a and sup
Mn×[0,∞)
|A˜|. So we
get that sup
M˜s
W˜2
H˜2
ρ is finite at each time slice. Applying the maximum princi-
ple to (2.15) (see Corollary 1.1 in [8]) we have
sup
M˜s
W˜2
H˜2
(1 + a|x˜|2)ǫ−1 ≤ e−βs sup
M˜0
W˜2
H˜2
(1 + a|x˜|2)ǫ−1. (2.16)
Moreover, H˜ is uniformly bounded by the Type III condition, hence W˜ → 0
as s → +∞ on any compact set. Now we can use the same arguments in the
proof of Theorem 2.3 (1) to get a contradiction. 
As an application to Theorem 2.3, we have following corollary.
Corollary 2.6. Let (y, u(|y|)) be the smooth convex entire graph over Rn,
n ≥ 2, satisfying δ-Andrews’ noncollapsing condition. Suppose that there
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exist positive constants ǫ0, c and N such that for r ≥ N
u′(r) ≥ crǫ0 . (2.17)
Then the long-time solution to mean curvature flowwith initial data (y, u(|y|))
must be Type IIb.
Proof. We choose ω = −en+1. Define r = |y|. By direct calculations,
W =
1
(1 + u′(r)2)
1
2
(2.18)
and
H =
u′′(r)
(1 + u′(r)2)
3
2
+
(n − 1)u′(r)
r(1 + u′(r)2)
1
2
. (2.19)
Since (y, u(|y|)) is convex, u′′(r) > 0 and u′(r) > 0. By (2.18) and (2.19),
taking ǫ = ǫ0
2
, we have
H
W
(1 + |x|2) 1−ǫ2 ≥ (n − 1)u
′(r)
r
(1 + r2)
1−ǫ
2
≥ c(n − 1)r ǫ02 .
for r ≥ N. If the graph (y, u(|y|)) is smooth and covex, then H and W are
positive and continuous. Then (2.3) is satisfied for r ≤ N. Hence the mean
curvature flow for the graph (y, u(|y|)) over Rn, n ≥ 2, satisfying (2.17) must
be Type IIb by Theorem 2.3 (B). 
Finally we give the proof of Theorem 1.2.
Proof of Theorem 1.2. We now argue by contradiction. If the long-time
solution of mean curvature flow with initial data M0 satistisfying the cond-
tions of Theorem 1.2 is Type III. By the same arguments in (2.9), there
exists R0 > 0 such that
Mt√
2t+1
∩ B(o,R0) , ∅ for t sufficient large.
By Corollary 2.6 we conclude that the mean curvature flow Nt with initial
data N = (y,C|y|1+ǫ) is Type IIb. Since Nt is symmetric and strictly convex
for any t ≥ 0, for any t there exists a point qt ∈ Nt achieving the unique
minimum of the graph function for Nt. Moreover, qt always stays on the
xn+1-axis, otherwise by the symmetry there would have more than one min-
imum point of graph function for Nt. Denote x(p0, 0) = q0. Since the all unit
normal vectors at qt are −en+1, we have y(p0, t) = qt by (1.1) for all t ≥ 0.
Hence ν(p0, t) = −en+1 for any t ≥ 0. Then by (1.1) and Type IIb condition,
we conclude that
y(p0 ,t)√
2t+1
= Nten+1 with Nt → +∞ for t → +∞. It follows that
Nt√
2t+1
cross over Mt√
2t+1
for t sufficient large which is a contradiction. 
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3. Asmptotic behavior of the Type IIb mean curvature flow
In this section we study the asymptotic behavior of Type IIb mean cur-
vature flow. Huisken and Sinestrari ([11] [12]) proved blow-up sequence
of the compact mean curvature flow with positive mean curvature subcon-
verges to a weakly convex limit, which implies that rescaled sequence (1.4)
of Type II compact mean curvature flow subconverges to a translating soli-
ton if M0 is mean-convex. Haslhofer and Kleiner [15] gave a short proof of
Huisken and Sinestrari’s result based on the noncollapsing theorem of the
mean curvature flow. Notice that Haslhofer and Kleiner’s locally blow-up
arguments in [15] also valid if noncollapsing theorem of the mean curvature
flow holds for noncompact hypersurface. So we only need to extend non-
collapsing theorem of the mean curvature flow to noncompact case, then we
can show Huisken and Sinestrari’s result also holds for Type IIb case.
In [1] Andrews gave a short quantitative argument about the result proved
by Sheng and Wang [17] that the compact mean-convex mean curvature
flow satisfies δ-Andrews’ noncollapsing condition for all time for some δ >
0. IWe extend Andrews’ arguments to noncompact case. Precisely, we get
the following
Theorem 3.1. Let Mt be a solution to the mean curvature flow for mean-
convex complete noncompact embedded hypersurface in Rn+1 with bounded
second fundamental form at each time slice. If M0 satisfies the δ-Andrews’
noncollapsing condition, then it remains so under the mean curvature flow.
In order to prove Theorem 3.1 we first need the following lemma.
Lemma 3.2 (Lemma 12.30 in [2]). Let (Mn, g) be a complete noncompact
Riemannian manifold with bounded sectional curvature |Rm| ≤ k0 for some
k0 ≥ 0. Then there exists constant D = D(n, k0) > 0 such that for any
O ∈ Mn there exists a C∞ function h : Mn → R satisfying
D−1(dg(O, x) + 1) ≤ h(x) ≤ D(dg(O, x) + 1)
and
|∇gh| ≤ D, ∇g∇gh ≤ D,
on Mn.
Next we give the proof of Theorem 3.1.
Proof of Theorem 3.1. We follow the Andrews’ calculation in [1]. De-
note
Z(x, y, t) =
H(x)
2
||X(y, t) − X(x, t)||2 + δ〈X(y, t) − X(x, t), ν(x)〉. (3.1)
We will prove that if Z ≥ 0 at t = 0 then Z ≥ 0 for all t ≥ 0 for any con-
stant δ, as showed in [1], that implies Theorem 3.1. Write d = d(x, y, t) =
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||X(y, t)−X(x, t)||2, η(x, y, t) = X(y,t)−X(x,t)
d
. We choose the normal coordinates
at x and y. By the equations (1) and (2) in [1],
∂Z
∂xi
= −dHx〈η, ∂xi 〉 +
d2
2
∇iHx + δdhxiqgqpx 〈η, ∂xp〉, (3.2)
∂Z
∂yi
= dHx〈η, ∂yi 〉 + δ〈∂yi , νx〉. (3.3)
Choose local coordinates so that {∂x
i
} are orthonormal and {∂y
i
} are orthonor-
mal, and ∂x
i
= ∂
y
i
for i = 1, · · · , n − 1. Thus ∂xn and ∂yn are coplanar with νx
and νy. Hence ∂
x
n − 〈∂xn, ∂yn〉∂yn = 〈∂xn, νy〉νy. By the calculation in [1]
∂Z
∂t
−
n∑
i, j=1
(gi jx
∂2Z
∂xi∂x j
+ 2gikx g
jl
y 〈∂xk , ∂yl 〉
∂2Z
∂xi∂yi
+ gi jy
∂2Z
∂yi∂yi
)
= |Ax|2Z + 2d〈η, ∂xi − 〈∂xi , ∂yk〉gkly ∂yl 〉gi jx∇ jHx − 2(Hx − δhxnn)(1 − 〈∂xn, ∂yn〉2)
= |Ax|2Z + 2d〈η, ∂xi − 〈∂xi , ∂yk〉gkly ∂yl 〉gi jx∇ jHx − 2(Hx − δhxnn)〈∂xn, νy〉2 (3.4)
We get from (3.2) that
2d〈η, ∂xi − 〈∂xi , ∂yk〉gkly ∂yl 〉gi jx∇ jHx
=2d〈η, ∂xn − 〈∂xn, ∂yn〉∂yn〉(
2
d
〈η,Hx∂xn − δhxnn∂xn〉 +
2
d2
∂Z
∂xn
)
=4(Hx − δhxnn)〈η, νy〉〈∂xn, νy〉〈η, ∂xn〉 +
4
d
∂Z
∂xn
〈η, νy〉〈∂xn, νy〉. (3.5)
Recall the Lemma 4 in [1]
νy
√
1 +
2Hx
δ2
Z − 1
δ2
|∇yZ|2 = νx +
dHx
δ
η − 1
δ
∂Z
∂yq
gqpy ∂
y
p, (3.6)
by writing ρ′ =
√
1 + 2Hx
δ2
Z − 1
δ2
|∇yZ|2, we have
ρ′νy = νx +
dHx
δ
η − 1
δ
∂Z
∂yq
∂yq. (3.7)
By (3.7), we obtain that
〈η, ∂xn〉 =
δ
dHx
〈ρ′νy − νx +
1
δ
∂Z
∂yq
∂yq, ∂
x
n〉
=
δ
dHx
ρ′〈νy, ∂xn〉 +
1
dHx
∂Z
∂yq
〈∂yq, ∂xn〉. (3.8)
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It follows that
〈η, νy〉〈∂xn, νy〉〈η, ∂xn〉 =
δ
dHx
〈η, ρ′νy〉〈∂xn, νy〉2 +
1
dHx
∂Z
∂yq
〈η, νy〉〈∂xn, νy〉〈∂yq, ∂xn〉
=
δ
dHx
〈η, νx +
dHx
δ
η − 1
δ
∂Z
∂yq
∂yq〉〈∂xn, νy〉2
+
1
dHx
∂Z
∂yq
〈η, νy〉〈∂xn, νy〉〈∂yq, ∂xn〉
=(
Z
d2Hx
+
1
2
)〈∂xn, νy〉2 −
1
dHx
∂Z
∂yq
〈η, ∂yq〉〈∂xn, νy〉2
+
1
dHx
∂Z
∂yq
〈η, νy〉〈∂xn, νy〉〈∂yq, ∂xn〉, (3.9)
where we use (3.7) in the second equality and Z = Hx
2
d2 + δd〈η, νx〉 in the
last equality. Combining with (3.4), (3.5), (3.8) and (3.9), we get
∂Z
∂t
−
n∑
i, j=1
(gi jx
∂2Z
∂xi∂x j
+ 2gikx g
jl
y 〈∂xk , ∂yl 〉
∂2Z
∂xi∂yi
+ gi jy
∂2Z
∂yi∂yi
)
= (|Ax|2 + 4(Hx − δh
x
nn)
d2Hx
〈∂xn, νy〉2)Z +
4
d
∂Z
∂xi
〈η, νy〉〈∂xn, νy〉
− 4(Hx − δh
x
nn)
dHx
∂Z
∂yq
〈η, ∂yq〉〈∂xn, νy〉2
+
4(Hx − δhxnn)
dHx
∂Z
∂yq
〈η, νy〉〈∂xn, νy〉〈∂yq, ∂xn〉. (3.10)
Assume that second fundamental form for Mt is bounded by C0 on [0, T ].
Then |∇mA| ≤ Cm on [0, T ] by the standard estimates by Ecker and Huisken
[9]. By Lemma 3.2 and direct calculations, we get for h which is the func-
tion defined in Lemma 3.2
D′−1(dg(t)(O, x) + 1) ≤ h(x) ≤ D′(dg(t)(O, x) + 1)
|∇h| ≤ D′, ∇∇h ≤ D′,
for t ∈ [0, T ], where ∇ = ∇g(t) and D′ is a constant only depending on D,
C0 and Cm. Let Q(x, y, t) = Z(x, y, t) + ǫζ(x, y, t) where ζ(x, y, t) = ξ(x, t) +
ξ(y, t) with ξ(x, t) = e(B+nD
′+D′2)t+h(x) and ξ(y, t) = e(B+nD
′+D′2)t+h(y), where B is
positive constant to be determined later. Then for any B > 0 there exists a
positive function ξ : Mn × [0, T ] → R such that
(
∂
∂t
− ∆)ξ ≥ Bξ, (3.11)
|∇ξ| ≤ D′ξ, (3.12)
ξ(x, t) ≥ eD′−1(dg(t)(O,x)+1), (3.13)
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on Mn × [0, T ].
We claim that for all ǫ > 0 we have Q(x, y, t) > 0 for all x , y and t ≥ 0.
Assuming the claim and taking the limit as ǫ → 0, we obtain Theorem 3.1.
We prove the claim by contradiction. Notice that
Q
d2
=
Hx
2
+ δ
〈X(y, t) − X(x, t), νx〉
d2
+ ǫ
ζ
d2
≥Hx
2
+ δ
〈X(y, t) − X(x, t), νx〉
d2
+ ǫ
eD
′−1(dg(t)(O,x)+1) + eD
′−1(dg(t)(O,y)+1)
d2
.
Since Hx
2
+ δ 〈X(y,t)−X(x,t),ν(x)〉
d2
is uniformly bounded on [0, T ], for some K1
sufficiently large independing on t and B, we have Q > 0 when dg(t)(O, x) ≥
K1 or dg(t)(O, y) ≥ K1, and for some k1 sufficient small independing on t and
B, we have Q > 0 when d ≤ k1. Now suppose that the claim is false. Then
there exists a first time t0 > 0, the points x0 , y0 such that Q(x0, y0, t0) = 0
and Q(x, y, t) > 0 for all x, y ∈ Mn and t < t0, moreover,
k1 ≤ d(x0, y0, t0) ≤ dg(t0)(O, x0) + dg(t0)(O, y0) ≤ 2K1, (3.14)
where k1 and K1 are independent of B. Then at (x0, y0, t0), we have
∂Q
∂xi
= 0,
∂Q
∂yi
= 0. It follows that at (x0, y0, t0)
− dHx〈η, ∂xi 〉 +
d2
2
∇iHx + δdhxiqgqpx 〈η, ∂xp〉 + ǫ
∂ζ
∂xi
= 0, (3.15)
and
dHx〈η, ∂yi〉 + δ〈∂yi , νx〉 + ǫ
∂ζ
∂yi
= 0. (3.16)
At (x0, y0, t0) we have
0 ≥ ∂Q
∂t
−
n∑
i, j=1
(gi jx
∂2Q
∂xi∂x j
+ 2gikx g
jl
y 〈∂xk , ∂yl 〉
∂2Q
∂xi∂yi
+ gi jy
∂2Q
∂yi∂yi
)
= ǫ(
∂
∂t
− ∆x)ξ + ǫ(
∂
∂t
− ∆y)ξ − ǫ(|Ax|2 +
4(Hx − δhxnn)
d2Hx
〈∂xn, νy〉2)ζ
+ ǫ
4(Hx − δhxnn)
dHx
∂ξ
∂yq
〈η, ∂yq〉〈∂xn, νy〉2
− ǫ 4(Hx − δh
x
nn)
dHx
∂ξ
∂yq
〈η, νy〉〈∂xn, νy〉〈∂yq, ∂xn〉. (3.17)
Since the mean curvature is strictly positive on [0, t0] and by (3.14), we have
at (x0, y0, t0)
Hx ≥ k2 > 0, (3.18)
where k2 is a constant independing of B. Notice that the second fundamental
form is bounded by C0 on [0, T ]. Combining with (3.11), (3.12), (3.14),
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(3.17) and (3.18), we get at (x0, y0, t0)
0 ≥ ǫ(B − C′)ζ, (3.19)
where C′ is a positive constant depending on C0, Cm, k1, k2, K1, D′ and
independing on B. Taking B = C′ + 1, we obtain a contradiction. 
Recall Haslhofer and Kleiner [7] proved the following local estimate (See
Theorem 1.8 in [7]).
Theorem 3.3. [7] For any δ > 0 there exist ρ(δ) > 0 and Cl(δ) < +∞ such
that if Mt satisfies δ-Andrews’ noncollapsing condition in the parabolic ball
P(x, t, r) = B(x, r) × (t − r2, t] with H(p, t) ≤ r−1 then
sup
P(x,t,ρr)
|∇lA| ≤ Cl(δ)r−(l+1). (3.20)
As the corollary of Theorem 3.1 and Theorem 3.3, we have the following
Corollary 3.4. Let Mt be the mean curvature flow for mean-convex com-
plete noncompact embedded hypersurface in Rn+1 with bounded curvature
at each time slice. If M0 satisfies the δ-Andrews’ noncollapsing condition,
then
|∇lA|
Hl+1
≤ Cl(δ) for any t ∈ (0, T ).
Proof. By Theorem 3.1, Mt satisfies the δ-Andrews’ noncollapsing condi-
tion for all t ≥ 0. Then Corollary 3.4 follows from Theorem 3.3 directly. 
Also recall Haslhofer and Kleiner [7] proved (see Corollary 2.15 in [7])
Theorem 3.5. [7] If Mt is an ancient mean-convex smooth mean curvature
flow satisfies the δ-Andrews’ noncollapsing condition, then Mt is weakly
convex.
Finally as the application of Theorem 3.1 and Theorem 3.5, we give a
proof of Theorem 1.4.
Proof of Theorem 1.4. By Theorem 3.1, Mt satisfies the δ-Andrews’
noncollapsing condition for all t ≥ 0. By taking y → x in the δ-Andrews’
noncollapsing condition, we have −Hgi j ≤ δhi j ≤ Hgi j for all t ≥ 0. Then
the second fundamental forms are uniformly bounded for the recaled se-
quence (1.6). Hence the limit of the recaled sequence (1.6) is a mean-convex
eternal solution M∞ satisfying δ-Andrews’ noncollapsing condition. It fol-
lows from Theorem 3.5 that the M∞ is weakly convex. Then Corollary
1.4 follows from the strong maximum principle and Hamilton’s Harnack
inequality (See Main Theorem B in [14]). 
4. appendix 1
In this section we give the proof of Table 1. First we prove the following
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Theorem 4.1. Let Mt be the solution to mean curvature flow with initial
data M0 is the convex and rotationl symmetric entire graph (y, u(|y|)) over
R
n with u(r) = O(rα), α > 1 and n ≥ 2. If α > 2, then the |A|(p, t) → +∞
as t → +∞ for any p ∈ Mn. If 1 < α < 2, then |A|(p, t) → 0 as t → +∞
for any p ∈ M. If α = 2, then 0 < cp ≤ |A|(p, t) ≤ C, where cp is positive
constants depending on p.
Proof. In [6] Altschuler, Steven J., L. F. Wu proved that there exists rota-
tional symmetric convex translating graph X0 = (y, gN(|y|)) satisfying
~H = V⊥.
with V = Nen+1 and lim
r→+∞
g′
N
(r)
r
= N for any N > 01, and hence it is ”asymp-
totic to” paraboloid as r → +∞. The solution to mean curvature flow with
initial data X0 is translating as Xt(φ
∗
t (p), t) = X0(p) + Nen+1t.
If α > 2, then for any large N there exists positive constant CN such that
u(|y|)+CN > gN(|y|). It implies that M0+CNen+1 is above X0. Now we argue
by contradiction. Assume that there exists p ∈ Mn such that |A|(p, t) ≤ Cp.
By (1.1),
|(x(p, t) +CNen+1) − (x(p, 0) + CNen+1)| ≤ Cpt.
That implies
B(x(p, 0) + CNen+1,Cpt) ∩ (Mt + CNen+1) , ∅.
However, taking N = 2Cp, Xt is translating in the en+1 direction with veloc-
ity 2Cp which implies that B(x(p, 0) + CNen+1,Cpt) will stand below Xt for
t sufficient large. But Mt + CNen+1 is above Xt for all t ≥ 0 and hence
B(x(p, 0) +CNen+1,Cpt) ∩ Mt = ∅
for t sufficient large. Then we obtain a contradiction.
If α = 2, by (2.18) and (2.19), a direct calculation shows that 0 < H ≤
CW at t = 0. It follows from Lemma 2.5 that 0 < H ≤ CW for t ≥ 0. By
the convexity, |A| ≤ nH ≤ nCW ≤ nC. We use the contradictory arguments
to get the lower bound for |A|(p, t). Assume that there exists p ∈ Mn such
that |A|(p, t)→ 0. By (1.1), we have for any small ǫ > 0
|x(p, t) − x(p, 0)| ≤ ǫt. (4.1)
Taking N = 1, there exists positive constantC1 such that u(|y|)+C1 > g1(|y|).
Hence M0 + C1en+1 is above X0. Notice that Xt is translating in the en+1
direction with velocity 1 which implies that B(x(p, 0)+C1en+1, ǫt) will stand
1If there exists rotational symmetric convex translating graph X0 = (y, g(|y|)) satisfying
~H = V⊥. with V = en+1 and lim
r→+∞
g′(r)
r
= 1, then by rescaling there exists rotational
symmetric convex translating graph X0 = (y, gN(|y|)) satisfying ~H = V⊥. with V = Nen+1
and lim
r→+∞
g′
N
(r)
r
= N for any N > 0.
18 LIANG CHENG
below Xt for ǫ < 1 and t sufficient large. But Mt +C1en+1 is above Xt for all
t ≥ 0 and hence
B(x(p, 0) +C1en+1, ǫt) ∩ (Mt + C1en+1) = ∅
for ǫ < 1 and t sufficient large, which contradicts to (4.1).
Finally we consider the case 1 < α < 2. Without of loss of generality,
we can assume M0 is symmetric to xn+1-axis. Since Mt is symmetric and
strictly convex for any t ≥ 0, for any t there exists a point qt ∈ Mt achieves
the unique minimum of the graph function for Mt. Moreover, qt always
stays on the xn+1-axis, otherwise by the symmetry there would have more
than one minimum point on Mt. Denote x(p0, 0) = q0 for some p0 ∈ Mn.
Since the all unit normal vectors at qt are −en+1, we have x(p0, t) = qt by
(1.1) for all t ≥ 0. Hence ν(p0, t) = −en+1 for any t ≥ 0. If H(p0, t) ≥ c > 0,
then by (1.1)
|x(p0, t) − x(p0, 0)| ≥ ct.
Since for any small ǫ > 0, there exists positive constantCN such that gǫ(|y|)+
CN ≥ u(|y|). Hence for any small ǫ > 0 we have X0 + CNen+1 is above M0.
Note that Xt is translating in the en+1 direction with velocity ǫ and Mt is
always below Xt + CNen+1 for all t ≥ 0 and hence
|x(p0, t) − x(p0, 0)| ≤ ǫt +CN .
Then we obtain a contradiction when ǫ < c and t is sufficient large. Hence
H(p0, t) → 0 as t → +∞. It follows from |∇H|H2 ≤ C1(δ) and the convexity
that H(p, t) → 0 as t → +∞ for any p ∈ Mn. By the convexity, we conclude
that |A(p, t)| → 0 as t → +∞ for any p ∈ Mn. 
Finally, we give the proof of Table 1.
Proof of Table 1. Since the convex entire graph (y, u(|y|)) with u(r) =
O(rα) overRn for 0 ≤ α ≤ 1 satisfies the condition (1.9), the mean curvature
flow for such graph is Type III. Hence the normalized mean curvature flow
(1.8) converges as s → ∞ to a self-expander by Theorem 5.2 in the appendix
(or). The rest of Table 1 follows from Corollary 2.6 and Theorem 4.1. 
5. appendix 2
In this section we prove that the limit of rescaled sequence (1.7) for con-
vex Type III mean curvature flow is self-expander (Corollary 5.3). Similar
results had been obtained by Hamilton [15] [14] for Type II Ricci flow and
mean curvature flow and Chen and Zhu [3] for Type III Ricci flow. One can
use the similar arguments to prove Corollary 5.3. We give a proof for sake
of convenience for the readers.
First we recall Hamilton’s Harnack inequality for the mean curvature
flow.
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Theorem 5.1. [14] For any weak convex solution to mean curvature flow
for t > 0 we have
Z˜ =
∂H
∂t
+
H
2t
+ 2Vi∇iH + hi jViV j ≥ 0, (5.1)
for all tangent vectors V.
Theorem 5.2. Any strictly convex solution to the mean curvature flow where
∂
∂t
(
√
tH) = 0 at some point (x0, t0) for t0 > 0 must be the self-expander.
Proof. Recall Hamilton proved (see Corollary 4.4 in [14]) the Harnack quan-
tity Z˜ satisfies
(Dt − ∆)Z˜ = (|A|2 −
2
t
)Z˜ + 2X˜aU˜a − 2hbcY˜abY˜ac − 4Y˜abW˜ab, (5.2)
with X˜a = ∇aH +habVb, Y˜ab = ∇aVb−Hhab − 12tgab, W˜ab = ∂∂thab+Vc∇chab+
1
2t
hab, U˜a = (
∂
∂t
− ∆)Va + hab∇bH + 1tVa. Since ∂∂t (
√
tH) = 0 at some point
(x0, t0) for t0 > 0 , we know that at this point
∂H
∂t
+
H
2t
= 0. (5.3)
Taking Vi = −h−1i j ∇ jH in (5.1), we have at (x0, t0)
−h−1i j ∇iH∇ jH ≥ 0.
It follows that at (x0, t0)
∇H = 0. (5.4)
Then we obtain that Z˜ = 0 in the V = 0 direction. The strong maximum
principle implies that there exists vector V at each point such that Z˜ = 0.
Moreover, the zero factor V is obtained from the first variation of Z˜ by
Va = −h−1ab∇bH.
Now fix Va = −h−1ab∇bH at (x0, t0) and extend V in a neighborhood of
(x0, t0) in space-time such that
U˜a = (
∂
∂t
− ∆)Va + hab∇bH +
1
t
Va = X˜a,
and
Y˜ab = ∇aVb − Hhab −
1
2t
gab = −W˜adh−1db .
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Then at (x0, t0)
0 ≥ ( ∂
∂t
− ∆)Z˜
= (|A|2 − 2
t
)Z˜ − 4W˜abY˜ab + 2X˜aU˜a − 2hacY˜bcY˜ba
= 4W˜adh
−1
dbW˜ba + 2|X˜a|2 − 2hacW˜bdh−1dc W˜beh−1ea
= 2W˜adh
−1
dbW˜ba + 2|X˜a|2,
which implies that
W˜ab = 0, X˜a = 0.
Thus we obtain
∂
∂t
hab + Vc∇chab +
1
2t
hab = 0, ∇aH + habVb = 0, (5.5)
for Va = −h−1ab∇bH everywhere. We get from differentiating the second
equation in (5.5) that
∇a∇bH + Vc∇ahbc + hbc∇aVc = 0. (5.6)
It follows from Theorem 2.3 in [15] that
∇a∇bH = ∇a∇chbc
=∇c∇ahbc + Racbdhdc + Raccdhbd
=∆hab + (habhcd − hadhbc)hdc + (hachcd − hadH)hbd
=
∂
∂t
hab − Hhadhbd. (5.7)
By (5.5), (5.6) and (5.7), we get
∇aVc = Hhac +
1
2t
gac. (5.8)
Consider the vector
1
2t
Tα = gi jVi∇ jXα + Hνα +
1
2t
Xα,
where ν = (ν1, · · · , νn+1) is the unit normal vector of X. By (5.5) and (5.8),
we have
∇kTα = gi j∇kVi∇ jXα + gi jVih jkνa + (∇kH)να − hk jg jm∇mXα +
1
2t
∇kXα = 0.
Then
gi jVi∇ jXa + Hνα +
1
2t
(Xα − Tα) = 0.
It follows that T is a constant vector. Taking the vertical part, we have
Hνα +
1
2t
(Xα − Tα)⊥ = 0.
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Finally, we give the proof of Corollary 5.3.
Corollary 5.3. Let Mt be the Type III convex mean curvature flow for the
noncompact hypersurface with bounded second fundamental form at each
time slice. Then the limit obtained as (1.7) is a non-flat self-expander split-
ting as Rn−k × Σk, where Σk is strictly convex.
Remark 5.4. Due to a counter-example in [5](see Example 3.4 in [5]),
Corollary 5.3 is not true if we only assume the Type III mean curvature
flow is mean-convex.
Proof. By Hamilton’s Harnack (5.1), we have
√
tH is pointwisely mono-
tone nonincreasing. Taking x˜i(s) = x˜(s+ si), where x˜ is defined in (1.7) and
si → +∞. We take the limit as the way in the proof of Theorem 2.3. Let p ∈
Mn be the based point taken in the proof of Theorem 2.3. Then H˜∞(p∞, s) =
lim
i→∞
H˜(p, s+si) = lim
i→∞
√
2(t + ti) + 1H(p, t+ti) =
√
2 lim
i→∞
√
t + tiH(p, t+ti) ≡
constant > 0, where si =
1
2
log(2ti + 1). Then strong maximum principle
we know the limit splitting as Rn−k × Σk, where Σk is strictly convex. Hence
Corollary 5.3 holds by Theorem 5.2. 
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