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ANALOGUES OF ENTROPY IN BI-FREE PROBABILITY THEORY:
NON-MICROSTATE
IAN CHARLESWORTH AND PAUL SKOUFRANIS
Abstract. In this paper, we extend the notion of non-microstate free entropy to the bi-free setting. Using
a diagrammatic approach involving bi-non-crossing diagrams, bi-free difference quotients are constructed as
analogues of the free partial derivations. Adjoints of bi-free difference quotients are discussed and used to
define bi-free conjugate variables. Notions of bi-free Fisher information, non-microstate bi-free entropy, and
non-microstate bi-free entropy dimension are defined and known properties in the free setting are extended
to the bi-free setting.
1. Introduction
In a series of revolutionary papers [22–27], Voiculescu generalized the notions of entropy and Fisher’s infor-
mation to the free probability setting. In particular, [26] introduced a non-microstate notion of free entropy,
in contrast to the microstates-based approach pioneered in [23]. The non-microstates approach to entropy
takes its inspiration from Fisher information in probability and studies the behaviour of non-commutative
distributions under infinitesimal perturbations by free Brownian motion,through tracial formulae related to
the free difference quotients. Non-microstate free entropy and the techniques developed to study it led to
many advances in free probability theory with ramifications to the study of von Neumann algebras. For
example, these techniques were used to demonstrate specific type II1 factors are non-Γ [8], to establish free
monotone transport [10], and to show the absence of atoms in free product distributions [6, 13].
Recently in [28] Voiculescu extended the notion of free probability to simultaneously study the left and
right actions of algebras on reduced free product spaces. This so-called bi-free probability has attracted the
attention of many researchers and has had numerous developments (see [1,3–5,11,17–20] for example). The
interest surrounding bi-free probability is the possibility to extend the techniques of free probability to solve
problems pertaining to pairs of von Neumann algebras, such as a von Neumann algebra and its commutant,
or the tensor product of von Neumann algebras.
One important development in bi-free probability theory was the diagrammatical and combinatorial ap-
proach using bi-non-crossing partitions developed in [4, 5]. As a diagrammatical view of the free conjugate
variables is possible using non-crossing partitions, in this paper we extend this diagrammatical view using
[4, 5] to develop a notion of non-microstate bi-free entropy. In our sister paper [7] a notion of microstate
bi-free entropy is developed.
In addition to this introduction, this paper contains seven sections which are organized as follows. In
Section 2 the notion of bi-free difference quotients is introduced. The left and right bi-free difference quotients
are motivated via a diagrammatical view of the free difference quotients and are obtained by connecting
nodes to the bottom of bi-non-crossing diagrams. In particular, in the bi-partite case where all left and right
operators commute, the bi-free difference quotients may be viewed as partial derivatives. Using the bi-free
difference quotients, the notions of left and right conjugate variables are introduced.
In Section 3 adjoints of the bi-free difference quotients are analyzed. One important fact from [26] is
that a free conjugate variable exists if and only if 1⊗ 1 is in the domain of the adjoint of the corresponding
free difference quotient. In the bi-free setting things are more complicated due to the lack of traciality. It
is demonstrated that a bi-free conjugate variable exists if and only if 1 ⊗ 1 is in the domain of the adjoint
of a ‘flipped’ bi-free difference quotient; that is, an analogue of the bi-free difference quotient where nodes
are connected to the top of diagrams. In addition, it is demonstrated that large portions of the generating
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algebras are contained in the domain of the adjoint of these ‘flipped’ bi-free difference quotients, but it
remains unknown whether these adjoints are densely defined.
In Section 4 additional properties of bi-free conjugate variables are examined. In particular, most of the
properties of the free conjugate variables exhibited in [26] hold for the bi-free conjugate variables.
In Section 5 the relative bi-free Fisher information is defined (see Definition 5.1). In addition, all properties
of the relative Free information exhibited in [26] are extended to the bi-free setting.
In Section 6 we define the non-microstate bi-free entropy (see Definition 6.1) as an integral of the Fisher
information of perturbations by the independent bi-free Brownian motion. The non-microstate bi-free entropy
of every self-adjoint bi-free central limit distribution is computed and agrees with the microstate bi-free
entropy as seen by [7]. Furthermore, natural properties desired for an entropy theory are demonstrated for
the non-microstate bi-free entropy and a lower bound based on the non-microstate free entropy of the system
obtained by modifying all right variables to be left variables is obtained.
In Section 7 we define the non-microstate bi-free entropy dimension. In particular, known properties and
bounds of the non-microstate free entropy dimension are extended to the bi-free setting and it is demonstrated
that the bi-free entropy dimension of a bi-free central limit distribution pair equals the dimension of the
support of its joint distribution.
Finally we analyze the question of when bi-free Fisher information being additive implies bi-freeness in
Section 8 and discuss several open questions in Section 9.
1.1. Notation. Throughout the paper, X and Y will denote tuples of left operators (X1, . . . , Xn) and
right operators (Y1, . . . , Ym) respectively of possible different length. When it is necessary to specify their
lengths we will tend to denote the length of X by n and that of Y by m. By Xˆi we denote the tuple
(X1, . . . , Xi−1, Xi+1, . . . , Xn). The notation B 〈X〉 will denote the non-commutative free algebra generated
by B and the elements of X.
2. Bi-Free Difference Quotients and Conjugate Variables
In this section we will introduce the notions of bi-free difference quotients and bi-free conjugate vari-
ables. We begin by motivating the bi-free difference quotient by analyzing various interpretations of the free
difference quotient and free conjugate variables.
Definition 2.1 ([26]). Let B be a unital algebra and let A = B〈X〉 be the non-commutative free algebra
generated by B and a variable X . The free derivation corresponding to X (also known as the free difference
quotient in X) is the linear map ∂X : A → A⊗A such that
∂X(X) = 1⊗ 1,
∂X(b) = 0 for all b ∈ B, and
∂X(Z1Z2) = ∂X(Z1)Z2 + Z1∂X(Z2) for all Z1, Z2 ∈ A
where A⊗A is viewed as an A-bimodule via
Z1(P ⊗Q)Z2 = Z1P ⊗QZ2.
Definition 2.2 ([26]). Let M be a von Neumann algebra, τ : M → C be a tracial state on M, X ∈ M a
self-adjoint operator, B a subalgebra of M with no algebraic relations with X , and A = B〈X〉. Let L2(A, τ)
denote the GNS Hilbert space of A with respect to τ defined by the sesquilinear form 〈Z1, Z2〉L2(A,τ) =
τ(Z∗2Z1) so that there is a left-action of A on L2(A, τ). Consequently Zζ is a well-defined element of
L2(A, τ) for all ζ ∈ L2(A, τ) and Z ∈ A. Define τ(Zζ) = 〈Zζ, 1〉L2(A,τ) (where 1 ∈ A is viewed as an
element of L2(A, τ)).
The conjugate variable of X relative to B with respect to τ is the unique element ξ ∈ L2(A, τ) (if it exists)
such that
τ(Zξ) = (τ ⊗ τ)(∂X (Z))
for all Z ∈ A (where ∂X(Z) represents computing the free difference quotient algebraically as defined in
Definition 2.1 and evaluating at elements of M). We use J (X : B) to denote ξ provided ξ exists.
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Remark 2.3. Alternatively, the relation between the free difference quotient and conjugate variables may be
seen diagrammatically. To begin, under the notation of Definition 2.2, notice that if X1, . . . , Xk ∈ B ∪ {X}
then
τ(X1 · · ·Xkξ) = (τ ⊗ τ)(∂X (X1 · · ·Xk))
=
∑
Xq=X
τ(X1 · · ·Xq−1)τ(Xq+1 · · ·Xk).
This may be viewed diagrammatically as listing X1, . . . , Xk, ξ along a horizontal line, drawing all pictures
connecting ξ to any Xq where Xq = X , taking the trace of each component of the diagram, multiplying the
results, and then summing over all such diagrams.
ττ
ξX7X6X5X4XX2X1
To generalize this to the bi-free setting, we will examine an analogue of the above using bi-non-crossing
diagrams. To begin, suppose Bℓ and Br are unital ∗-algebras, and let A = (Bℓ ∨Br)〈X,Y 〉 for two variables
X and Y , where Bℓ ∨Br denotes the unital algebra generated by Bℓ and Br. One should think of X and Y
as being self-adjoint operators, elements of Bℓ〈X〉 as being left operators, and elements of Br〈Y 〉 as being
right operators. Note that we do not assume we are in the bi-partite setting; that is, we do not assume that
elements of Bℓ〈X〉 commute with elements of Br〈Y 〉.
Definition 2.4. The left bi-free difference quotient corresponding to X with respect to (Bℓ, Br〈Y 〉) is the
map ∂ℓ,X : A → A⊗A defined as follows. Equipping A⊗A with the multiplication (Z1⊗Z2) · (W1⊗W2) =
Z1W1 ⊗ Z2W2, let Tℓ : A → A⊗A be the algebra homomorphism defined by
Tℓ(x) = 1⊗ x and Tℓ(y) = y ⊗ 1
for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉. Note Tℓ is ∗-preserving when A is equipped with an involution and A⊗A
is equipped with the canonical involution on a tensor product. Define C : A⊗A → A by
C(Z1 ⊗ Z2) = Z1Z2
for all Z1, Z2 ∈ A. Note that C is a homomorphism when A ⊗ A is equipped with the multiplication
(Z1 ⊗ Z2) · (W1 ⊗W2) = Z1W1 ⊗W2Z2 (that is, one uses the opposite multiplication on the second tensor
component). Then ∂ℓ,X := (C ⊗ 1) ◦ (1 ⊗ Tℓ) ◦ ∂X where ∂X is the free derivation for X with respect to
(Bℓ ∨ Br)〈Y 〉. In particular, ∂ℓ,X is not a derivation but a composition of homomorphisms (with differing
multiplications) with a derivation. Also note C ⊗ 1 is ∗-preserving on the range of (1 ⊗ Tℓ) ◦ ∂X provided
Bℓ〈X〉 and Br〈Y 〉 commute with each other.
Example 2.5. To see the diagrammatic view of ∂ℓ,X , consider the following example. For x1, x2 ∈ Bℓ and
y1, y2, y3 ∈ Br〈Y 〉, Definition 2.4 yields
∂ℓ,X(y1Xy1x1y2Xy3y1x2) = ((C ⊗ 1) ◦ (1⊗ Tℓ)) (y1 ⊗ y1x1y2Xy3y1x2 + y1Xy1x1y2 ⊗ y3y1x2)
= (C ⊗ 1) (y1 ⊗ y1y2y3y1 ⊗ x1Xx2 + y1Xy1x1y2 ⊗ y3y1 ⊗ x2)
= y1y1y2y3y1 ⊗ x1Xx2 + y1Xy1x1y2y3y1 ⊗ x2.
This can be observed by drawing y1, X, y1, x1, y2, X, y3, y1, x2 as one would in a bi-non-crossing diagram (i.e.
drawing two vertical lines and placing the variables on these lines starting at the top and going down with
left variables on the left line and right variables on the right line), drawing all pictures connecting the centre
of the bottom of the diagram to any X , taking the product of the elements starting from the top and going
down in each of the two isolated components of the diagram, and taking the tensor of the two components
with the one isolated on the right in the tensor.
4 IAN CHARLESWORTH AND PAUL SKOUFRANIS
X
x1
X
x2
y1
y1
y2
y3
y1
X
x1
X
x2
y1
y1
y2
y3
y1
Remark 2.6. First note ∂ℓ,X : A → A⊗Bℓ〈X〉. Furthermore, it is elementary to see that the ∂ℓ,X |Bℓ〈X〉 =
∂X . Thus ∂ℓ,X is an extension of the free difference quotient to accommodate right variables.
Remark 2.7. Note that although ∂X does not behave well with respect to commutation of variables, ∂ℓ,X
does provided the commutation is between left and right variables. Indeed first notice that if y ∈ Br〈Y 〉
then
∂ℓ,X(Z1XyZ2) = ∂ℓ,X(Z1yXZ2)
for all Z1, Z2 ∈ A. Furthermore, if x ∈ Bℓ is such that [x, y] = 0 then
∂ℓ,X(Z1xyZ2) = ∂ℓ,X(Z1yxZ2)
for all Z1, Z2 ∈ A. Thus although we have defined ∂ℓ,X assuming that X,Y,Bℓ, and Br share no algebraic
relations, ∂ℓ,X is well-defined under the above commutation relations. In particular ∂ℓ,X is well-defined with
respect to the relations contained in bi-partite systems.
Remark 2.8. The reason that ∂ℓ,X is called a difference quotient can be most easily seen in the bi-partite
setting. Indeed suppose that [x, y] = 0 for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉. Then (Bℓ ∨Br)〈X,Y 〉 is naturally
isomorphic to the algebra Br〈Y 〉 ⊗Bℓ〈X〉. In this case
∂ℓ,X : Br〈Y 〉 ⊗Bℓ〈X〉 → (Br〈Y 〉 ⊗Bℓ〈X〉)⊗Bℓ〈X〉 = Br〈Y 〉 ⊗ (Bℓ〈X〉 ⊗Bℓ〈X〉)
and, with respect to this decomposition, ∂ℓ,X = id⊗∂X . Thus, if Bℓ = Br = C, if we identify Br〈Y 〉⊗Bℓ〈X〉
with polynomials in the commuting variables X and Y , and if we associate Br〈Y 〉 ⊗ Bℓ〈X〉 ⊗ Bℓ〈X〉 with
polynomials in commuting variables Y,X1, and X2, we see that
∂ℓ,X(X
nY m) =
Xn1 −Xn2
X1 −X2 Y
m.
Thus ∂ℓ,X really is a partial derivative in the left variable.
Now we repeat on the right.
Definition 2.9. The right bi-free difference quotient with respect to Y corresponding to (Bℓ〈X〉, Br) is the
map ∂r,Y : A → A⊗A defined as follows: equipping A⊗A with the multiplication (Z1⊗Z2) · (W1⊗W2) =
Z1W1 ⊗ Z2W2, let Tr : A → A⊗A to be the homomorphism such that
Tr(x) = x⊗ 1 and Tr(y) = 1⊗ y
for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉, and let C be as in Definition 2.4. Note Tr is a ∗-preserving when A is
equipped with an involution. Then ∂r,Y = (C ⊗ 1) ◦ (1⊗ Tr) ◦ ∂Y where ∂Y is the free derivation of Y with
respect to (Bℓ ∨Br)〈X〉. In particular, ∂r,Y is not a derivation but a composition of homomorphisms (with
differing multiplications) with a derivation. Also note C ⊗ 1 is ∗-preserving on the range of (1 ⊗ Tr) ◦ ∂Y
provided Bℓ〈X〉 and Br〈Y 〉 commute with each other.
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Example 2.10. To see the diagrammatic view of ∂r,Y , consider the following example. For x1, x2, x3 ∈
Bℓ〈X〉 and y1, y2 ∈ Br, Definition 2.9 yields
∂r,Y (Y x1Y x2y1x1y2Y x3)
= ((C ⊗ 1) ◦ (1⊗ Tr)) (1⊗ x1Y x2y1x1y2Y x3 + Y x1 ⊗ x2y1x1y2Y x3 + Y x1Y x2y1x1y2 ⊗ x3)
= (C ⊗ 1) (1⊗ x1x2x1x3 ⊗ y1Y y2Y + Y x1 ⊗ x2x1x3 ⊗ y1y2Y + Y x1Y x2y1x1y2 ⊗ x3 ⊗ 1)
= x1x2x1x3 ⊗ Y y1y2Y + Y x1x2x1x3 ⊗ y1y2Y + Y x1Y x2y1x1y2x3 ⊗ 1
This can be observed by drawing Y, x1, Y, x2, y1, x1, y2, Y, x3 as one would in a bi-non-crossing diagram (i.e.
drawing two vertical lines and placing the variables on these lines starting at the top and going down with
left variables on the left line and right variables on the right line), drawing all pictures connecting the centre
of the bottom of the diagram to any Y , taking the product of the elements starting from the top and going
down in each of the two isolated components of the diagram, and taking the tensor of the two components
with the one isolated on the right of the tensor.
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Remark 2.11. Clearly ∂r,Y shares many properties with ∂ℓ,X . Indeed first note ∂r,Y : A → A ⊗ Br〈Y 〉
and ∂r,Y |Br〈Y 〉 = ∂Y . Thus ∂r,Y is an extension of the free partial derivations to accommodate left variables.
Furthermore, similar arguments show that ∂r,Y is well-behaved with respect to the commutation of left and
right operators. Finally, in the case that [x, y] = 0 for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉 so (Bℓ ∨ Br)〈X,Y 〉 is
naturally isomorphic to the algebra Bℓ〈X〉 ⊗Br〈Y 〉, we see that
∂r,Y : Bℓ〈X〉 ⊗Br〈Y 〉 → (Bℓ〈X〉 ⊗Br〈Y 〉)⊗Br〈Y 〉 = Bℓ〈X〉 ⊗ (Br〈Y 〉 ⊗Br〈Y 〉)
and, with respect to this decomposition, ∂r,Y = id⊗∂Y . Thus, if Bℓ = Br = C, if we identify Bℓ〈X〉⊗Br〈Y 〉
with polynomials in the commuting variables X and Y , and if we associate Bℓ〈X〉 ⊗ Br〈Y 〉 ⊗ Br〈Y 〉 with
polynomials in commuting variables X,Y1, and Y2, we see that
∂r,Y (X
nY m) = Xn
Y m1 − Y m2
Y1 − Y2 .
Thus ∂r,Y is really a partial derivative in the right variable.
Remark 2.12. It is not difficult to verify that the bi-free difference quotients behave well with respect to
composition. In particular
(∂ℓ,X ⊗ id) ◦ ∂ℓ,X = (id⊗ ∂ℓ,X) ◦ ∂ℓ,X
(∂r,Y ⊗ id) ◦ ∂r,Y = (id⊗ ∂r,Y ) ◦ ∂r,Y
(∂ℓ,X ⊗ id) ◦ ∂r,Y = Θ(1),(2,3) ◦ (id⊗ ∂r,Y ) ◦ ∂ℓ,X
where Θ(1),(2,3) : (Bℓ ∨Br)〈X,Y 〉⊗3 → (Bℓ ∨Br)〈X,Y 〉⊗3 is defined by
Θ(1),(2,3)(Z1 ⊗ Z2 ⊗ Z3) = Z1 ⊗ Z3 ⊗ Z2.
The following shows that the bi-free difference quotients truly behaves like partial derivatives on polyno-
mials.
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Proposition 2.13. Let A = C 〈X,Y〉 /Z where
Z = span ({[Xi, Yj ] | ∀ i, j})
and define Θ(1,2) : A⊗A → A⊗A by Θ(1,2)(Z1 ⊗Z2) = Z2 ⊗ Z1. Let ∂ℓ,Xi denote the left bi-free difference
quotient of Xi with respect to
(
C
〈
Xˆi
〉
,C 〈Y〉
)
and take ∂r,Yi similarly on the right. Then, when A is
equipped with the multiplication (Z1 ⊗ Z2) · (W1 ⊗W2) = Z1W1 ⊗ Z2W2, for any P ∈ A,
n∑
i=1
∂ℓ,Xi(P )(Xi ⊗ 1)− (1⊗Xi)∂ℓ,Xi(P )−Θ1,2
 m∑
j=1
(∂r,Yj (P )(Yj ⊗ 1)− (1⊗ Yj)∂r,Yj (P )
 = P ⊗ 1− 1⊗P.
In particular, if P ∈ A is such that ∂ℓ,Xi(P ) = 0 = ∂r,Yj (P ) for all i and j, then P is a scalar.
Proof. By linearity and commutativity of Xi and Yj for all i, j, it suffices to consider the case that P =
Xi1 · · ·XipYj1 · · ·Yjq . Then it is easy via commutativity of Xi and Yj for all i, j to see that
n∑
i=1
∂ℓ,Xi(P )(Xi ⊗ 1) =
p∑
k=1
Xi1 · · ·Xik−1XikYj1 · · ·Yjq ⊗Xik+1 · · ·Xip ,
n∑
i=1
(1⊗Xi)∂ℓ,Xi(P ) =
p∑
k=1
Xi1 · · ·Xik−1Yj1 · · ·Yjq ⊗XikXik+1 · · ·Xip ,
m∑
j=1
∂r,Yj (P )(Yj ⊗ 1) =
q∑
k=1
Xi1 · · ·XipYj1 · · ·Yjk−1Yjk ⊗ Yjk+1 · · ·Yjq , and
m∑
j=1
(Yj ⊗ 1)∂r,Yj (P ) =
q∑
k=1
Xi1 · · ·XipYj1 · · ·Yjk−1 ⊗ YjkYjk+1 · · ·Yjq .
Thus
n∑
i=1
∂ℓ,Xi(P )(Xi ⊗ 1)− (1⊗Xi)∂ℓ,Xi(P ) = P ⊗ 1− Yj1 · · ·Yjq ⊗Xi1 · · ·Xip
m∑
j=1
∂r,Yj (P )(Yj ⊗ 1)− (1 ⊗ Yj)∂r,Yj (P ) = P ⊗ 1−Xi1 · · ·Xip ⊗ Yj1 · · ·Yjq
Hence the result follows. 
Remark 2.14. Unfortunately the conclusion of Proposition 2.13 fails in the non-bi-partite setting. Indeed
consider A = C〈X,Y 〉 with no relations between X and Y . If P = XY − Y X then
∂ℓ,X(P ) = 0 = ∂r,Y (P ).
Thus, for non-bi-partite systems, there can be non-scalar operators with zero bi-free difference quotients.
In order to develop bi-free analogues of conjugate variables, we note a cumulant approach to the free
conjugate variables from [14]. Under the notation of Definition 2.2, recall that Zζ is a well-defined element
of L2(A, τ) for all ζ ∈ L2(A, τ) and Z ∈ A. Consequently we can define the free cumulants of ζ ∈ L2(A, τ)
with elements Z1, . . . , Zk ∈ A via
κ(Z1, Z2, . . . , Zk, ζ) =
∑
π∈NC(k+1)
τπ(Z1, . . . , Zk, ζ)µNC(π, 1k+1),
where NC(k + 1) denotes the non-crossing partitions on k + 1 elements, 1n denotes the full partition, µNC
denotes the Mo¨bius function on the set of non-crossing partitions, and
τπ(Z1, . . . , Zk, ζ) =
∏
V ∈π
τ
∏
q∈V
Zq

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where Zk+1 = ζ and the product is performed in increasing order. Note via Mo¨bius inversion
τ(Z1 · · ·Zkζ) =
∑
π∈NC(k+1)
κπ(Z1, Z2, . . . , Zk, ζ)
where
κπ(Z1, . . . , Zk, ζ) =
∏
V ∈π
κ ((Z1, . . . , Zk+1)|V ) .
Using this notion, we have the following characterization of the free conjugate variables which trivially
follows by the Mo¨bius inversion formula.
Corollary 2.15. Under the notation and assumptions of Definition 2.2, an element ξ ∈ L2(A, τ) is the
conjugate variable of X with respect to B if and only if
κ1(ξ) = 0
κ2(X, ξ) = 1
κ2(b, ξ) = 0 for all b ∈ B
κk(Z1, . . . , Zk, ξ) = 0 for all k > 2 and Z1, . . . , Zk ∈ B ∪ {X} .
Using the above cumulant view of conjugate variables, it is not difficult to develop a bi-free analogue. To
begin, let A be a unital C∗-algebra and ϕ : A → C a state on A. We will call (A, ϕ) a C∗-non-commutative
probability space. Note we will assume neither that ϕ is tracial nor faithful on A as these properties need
not occur in most bi-free systems (see [1, Theorem 6.1] and [16] respectively). Let L2(A, ϕ) denote the GNS
Hilbert space induced from the sesquilinear form 〈Z1, Z2〉L2(A,ϕ) = ϕ(Z∗2Z1). Thus there is a left action of
A on L2(A, ϕ) so that Zζ is a well-defined element of L2(A, ϕ) for all ζ ∈ L2(A, ϕ) and Z ∈ A. We define
ϕ(Zζ) = 〈Zζ, 1〉L2(A,ϕ) (where 1 ∈ A is viewed as an element of L2(A, τ)).
Let (Bℓ, Br) be a pair of unital subalgebras of A that specify left and right operators of A. If ζ ∈ L2(A, τ),
k ∈ N, χ : {1, . . . , k, k + 1} → {ℓ, r} is such that χ(k + 1) = ℓ, and Z1, . . . , Zk ∈ A are such that Zp ∈ Bχ(q),
we define the χ-bi-free cumulant of Z1, . . . , Zk, ξ to be
κχ(Z1, . . . , Zk, ζ) =
∑
π∈BNC(χ)
ϕπ(Z1, . . . , Zk, ζ)µBNC(π, 1χ)
where BNC(χ) denotes the bi-non-crossing partitions with respect to χ, 1χ denotes the full partition, µBNC
denotes the Mo¨bius function on the set of bi-non-crossing partitions (see Remark 2.28), and
ϕπ(Z1, . . . , Zk, ζ) =
∏
V ∈π
ϕ
∏
q∈V
Zq

where Zk+1 = ζ and the product is performed in increasing order. Note via Mo¨bius inversion
ϕ(Z1 · · ·Zkζ) =
∑
π∈BNC(χ)
κπ(Z1, Z2, . . . , Zk, ζ)
where
κπ(Z1, . . . , Zk, ζ) =
∏
V ∈π
κχ|V ((Z1, . . . , Zk+1)|V ) .
Note that we have specified that the entry ζ is inserted into is treated as a left variable. Alternatively if
χ′ : {1, . . . , k + 1} → {ℓ, r} is such that χ′(k + 1) = r and χ′(p) = χ(p) for all p 6= k + 1 and we define
κχ′(Z1, . . . , Zk, ξ) =
∑
π∈BNC(χ′)
τπ(Z1, . . . , Zk, ξ)µBNC(π, 1χ′),
then it is elementary to see that
κχ(Z1, . . . , Zk, ξ) = κχ′(Z1, . . . , Zk, ξ)
as there is a bijection between BNC(χ) to BNC(χ′) obtained by changing the side of the last node which
preserves lattice structure. To summarize, as we have seen throughout the theory of bi-free probability, the
first operator to act (which is the last one in any list) can be treated as either a left or as a right and the
moment/cumulant formulae do not change.
Using the above, we may now define notions of bi-free conjugate variables.
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Definition 2.16. Let (A, ϕ) be a C∗-non-commutative probability space, and let X,Y ∈ A be self-adjoint
operators. Let Bℓ and Br be unital, self-adjoint subalgebras of A such that X and Y satisfy no polynomial
relations in Bℓ∨Br other than possibly commuting with Br and Bℓ respectively. Denote AX = (Bℓ∨Br)〈X〉
and AY = (Bℓ ∨Br)〈Y 〉. An element ξ ∈ L2(AX , ϕ) is said to be a left bi-free conjugate variable of X with
respect to (Bℓ, Br) and an element η ∈ L2(AY , ϕ) is said to be a right bi-free conjugate variable of Y with
respect to (Bℓ, Br) if
κℓ(ξ) = 0 κℓ(η) = 0
κℓ,ℓ(X, ξ) = 1 κr,ℓ(Y, η) = 1
κℓ,ℓ(x, ξ) = 0 for all x ∈ Bℓ κℓ,ℓ(x, η) = 0 for all x ∈ Bℓ
κr,ℓ(y, ξ) = 0 for all y ∈ Br κr,ℓ(y, η) = 0 for all y ∈ Br
κχ(Z1, . . . , Zk, ξ) = 0 κχ(Z
′
1, . . . , Z
′
k, η) = 0
for all k ≥ 2, χ : {1, . . . , k + 1} → {ℓ, r}, and Z1, . . . , Zk ∈ AX and Z ′1, . . . , Z ′k ∈ AY where Zp ∈ Bℓ〈X〉 and
Z ′p ∈ Bℓ when χ(p) = ℓ, and Zp ∈ Br and Z ′p ∈ Br〈Y 〉 when χ(p) = r.
Remark 2.17. By the comments preceding Definition 2.16, it does not matter whether we take χ(k+1) to
be ℓ or r as both cumulants are the same, although we may prefer to treat ξ as a left variable and η as a right
variable. There is some subtlety here in that ξ may be a mixture of left and right variables and so should not
really be thought of as being either left or right (see, for example, the semicircular case in Example 2.20).
Remark 2.18. Due to the moment-cumulant formulae, the values of the cumulants specified in Definition
2.16 automatically specify the values of
ϕ(Zξ) = 〈ξ, Z∗〉L2(AX ,ϕ) and ϕ(Z ′η) = 〈η, Z ′∗〉L2(AY ,ϕ)
for all Z ∈ AX and Z ′ ∈ AY . Therefore, by density of an algebra in its L2-space, there is at most one left
bi-free conjugate variable for X and at most one right bi-free conjugate variable for Y . As such we will use
Jℓ(X : (Bℓ, Br)) and Jr(Y : (Bℓ, Br))
to denote the left bi-free conjugate variable for X with respect to (Bℓ, Br) and the right bi-free conjugate
variable for Y with respect to (Bℓ, Br), respectively, should they exist.
Remark 2.19. It is not difficult using the moment-cumulant formulae to see that Jℓ(X : (Bℓ, Br)) exists if
and only if there exists an element ξ ∈ L2(A, ϕ) such that
ϕ(Zξ) = (ϕ⊗ ϕ)(∂ℓ,X(Z))
for all Z ∈ (Bℓ∨Br) 〈X〉, in which case Jℓ(X : (Bℓ, Br)) = ξ. A similar result holds for right bi-free conjugate
variables. In particular, both views of the free conjugate variables have a consistent interpretation for our
bi-free conjugate variables.
Example 2.20. Let (S, T ) be a self-adjoint bi-free central limit distribution with respect to a state ϕ such
that ϕ(S2) = ϕ(T 2) = 1 and ϕ(ST ) = ϕ(TS) = c ∈ (−1, 1) (see [28, Section 7]). Then
Jℓ(S : (C,C〈T 〉)) = 1
1− c2 (S − cT ).
To see this via cumulants, let ξ = 11−c2 (S − cT ). Clearly ϕ(ξ) = 0. Furthermore,
κℓ,ℓ(S, ξ) = ϕ(Sξ) =
1
1− c2
(
ϕ(S2)− cϕ(TS)) = 1
1− c2 (1− c
2) = 1
and
κr,ℓ(T, ξ) = ϕ(Tξ) =
1
1− c2
(
ϕ(ST )− cϕ(T 2)) = 1
1− c2 (c− c) = 0.
Finally, all higher order cumulants involving ξ vanish as bi-free cumulants of order at least three with entries
in S and T vanish (and thus so to do those involving Sn, Tm, and ξ by the (ℓ, r)-cumulant expansion formula
from [5, Theorem 9.1.5]) and due to the fact that it does not matter whether the last entry in a cumulant
expression is treated as a left or as a right operator.
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Alternatively, we can derive our expression for Jℓ(S : (C,C〈T 〉)) using moments. To see this, it suffices
by linearity and commutativity to show for all n,m ∈ N ∪ {0} that
ϕ(SnTmJℓ(S : (C,C〈T 〉))) = (ϕ⊗ ϕ)(∂ℓ,S(SnTm)).
Using the moment-cumulant formula together with the knowledge of the bi-free cumulants for bi-free central
limit distributions, we see that
ϕ(SnTmS) =
n−1∑
i=0
ϕ(SiTm)ϕ(Sn−i−1) +
m−1∑
j=0
cϕ(SnT j)ϕ(Tm−j−1) and
ϕ(SnTmT ) =
n−1∑
i=0
cϕ(SiTm)ϕ(Sn−i−1) +
m−1∑
j=0
ϕ(SnT j)ϕ(Tm−j−1).
Hence it follows that
ϕ
(
SnTm
(
1
1− c2 (S − cT )
))
=
n−1∑
i=0
ϕ(SiTm)ϕ(Sn−i−1) = (ϕ⊗ ϕ)(∂ℓ,S(SnTm)),
as desired.
A similar argument shows that
Jr(T : (C 〈S〉 ,C)) = 1
1− c2 (T − cS).
Example 2.21. Under the notation and assumptions of Definition 2.16, suppose that Bℓ〈X〉 and Br〈Y 〉
are classically independent with respect to ϕ; that is, Bℓ〈X〉 and Br〈Y 〉 commute and ϕ(xy) = ϕ(x)ϕ(y) for
all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉. Then L2(A, ϕ) = L2(Bℓ〈X〉, ϕ)⊗ L2(Br〈Y 〉, ϕ), and it is not difficult to see
based on Remark 2.19 that Jℓ(X : (Bℓ, Br〈Y 〉)) exists if and only if J (X : Bℓ) exists in which case
Jℓ(X : (Bℓ, Br〈Y 〉)) = J (X : Bℓ)⊗ 1.
Similarly Jr(Y : (Bℓ〈X〉, Br)) exists if and only if J (Y : Br) exists in which case
Jr(Y : (Bℓ〈X〉, Br)) = 1⊗ J (Y : Br).
As a generalization of the above, the bi-free conjugate variables for a bi-partite system can be described
via their joint distribution.
Proposition 2.22. Let (X,Y ) be a pair of commuting self-adjoint operators in a C∗-non-commutative
probability space. Let µX,Y denote the joint distribution of (X,Y ) and suppose µX,Y is absolutely con-
tinuous with respect to the two-dimensional Lebesgue measure with density f(x, y) ∈ L3(R2, dλ2). Thus
L2(alg(X,Y ), ϕ) = L2(R
2, f(x, y) dλ2) and the distributions of X and Y are absolutely continuous with
respect to the one-dimensional Lebesgue measure with distributions
fX(x) =
∫
R
f(x, y) dy and fY (y) =
∫
R
f(x, y) dx
respectively. Let
D = supp(µX,Y ),
DX = supp(µY ), and
DY = supp(µY ).
For ǫ > 0 let
gǫ(x) =
∫
R
x− s
(x − s)2 + ǫ2 fX(s) ds and Gǫ(x, y) =
∫
R
x− s
(x− s)2 + ǫ2 f(s, y) ds.
Suppose hX , ξ ∈ L2(R2, f(x, y) dλ2) are such that
hX(x, y) = lim
ǫ→0+
gǫ(x) and ξ(x, y) = lim
ǫ→0+
fX(x)Gǫ(x, y)
f(x, y)
1{(x,y) |f(x,y) 6=0}
10 IAN CHARLESWORTH AND PAUL SKOUFRANIS
with the limits being in L2(R
2, f(x, y) dλ2) (in particular, hX is, up to a factor of π, the Hilbert transform
of fX). If D = DX ×DY (up to sets of λ2-measure zero) then
Jℓ(X : (C,C〈Y 〉)) = hX(x, y) + ξ(x, y).
The analogous result holds for Jr(Y : (C〈X〉,C)).
Proof. Note D, DX , and DY are compact sets. By the theory of the Hilbert transform (see [21]) gǫ converges
in L3(R, dλ) to π times the Hilbert transform of fX . Since hX and fX are in L3(R, dλ), we infer that
hX ∈ L2(R, fX(x) dλ(x)) and gǫ converges to hX in L2(R, fX(x) dλ(x)).
Let A = alg(X,Y ) = span{XnY m | n,m ∈ N ∪ {0}}. Thus a vector η ∈ L2(A, ϕ) is Jℓ(X : (C,C〈Y 〉)) if
and only if
ϕ(XnY mη) = (ϕ⊗ ϕ)(∂ℓ,X(XnY m))
for all n,m ∈ N ∪ {0}.
Notice for all n,m ∈ N ∪ {0} that
(ϕ⊗ ϕ)(∂ℓ,X(XnY m)) =
n−1∑
k=0
ϕ(Xk)ϕ(Xn−k−1Y m)
=
n−1∑
k=0
∫∫
D
skf(s, t) ds dt
∫∫
D
xn−k−1ymf(x, y) dx dy
=
n−1∑
k=0
∫∫
D
∫∫
D
skxn−k−1ymf(s, t)f(x, y) ds dt dx dy
=
∫∫
D
∫∫
D
xn − sn
x− s y
mf(s, t)f(x, y) ds dt dx dy
= lim
ǫ→0+
∫∫
D
∫∫
D
(x− s)(xn − sn)
(x− s)2 + ǫ2 y
mf(s, t)f(x, y) ds dt dx dy
as µX,Y is a compactly supported probability measure. Furthermore, notice
lim
ǫ→0+
∫∫
D
∫∫
D
(x − s)xn
(x− s)2 + ǫ2 y
mf(s, t)f(x, y) ds dt dx dy
= lim
ǫ→0+
∫∫
D
(∫∫
D
x− s
(x− s)2 + ǫ2 f(s, t) dt ds
)
xnymf(x, y) dx dy
= lim
ǫ→0+
∫∫
D
(∫
DX
x− s
(x − s)2 + ǫ2 fX(s) ds
)
xnymf(x, y) dx dy
=
∫∫
D
hX(x, y)x
nymf(x, y) dx dy
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and
lim
ǫ→0+
∫∫
D
∫∫
D
(x− s)(−sn)
(x− s)2 + ǫ2 y
mf(s, t)f(x, y) ds dt dx dy
= lim
ǫ→0+
∫∫
D
∫∫
D
(s− x)sn
(s− x)2 + ǫ2 y
mf(s, t)f(x, y) ds dt dx dy
= lim
ǫ→0+
∫∫
D
snf(s, t)
(∫∫
D
(s− x)
(s− x)2 + ǫ2 y
mf(x, y) dx dy
)
dt ds
= lim
ǫ→0+
∫
DX
∫
DY
snymfX(s)Gǫ(s, y) dy ds
= lim
ǫ→0+
∫∫
D
snymfX(s)Gǫ(s, y) dy ds
= lim
ǫ→0+
∫∫
D
xnym
fX(x)Gǫ(x, y)
f(x, y)
f(x, y) dy dx
=
∫∫
D
xnymξ(x, y)f(x, y) dy dx.
Therefore
(ϕ ⊗ ϕ)(∂ℓ,X(XnY m)) = ϕ(XnY mhX) + ϕ(XnY mξ) = ϕ(XnY m(hX + ξ))
as desired. 
Remark 2.23. Note that hX from Proposition 2.22 is equal to
1
2J (X : C) by [26, Proposition 3.5]. Fur-
thermore, heuristically, if
HX(x, y) =
∫
R
f(s, y)
x− s dx
(that is, HX is, up to a factor of π, the pointwise Hilbert transform of x 7→ f(x, y)), then
Jℓ(X : (C,C〈Y 〉)) = hX(x) + fX(x)HX(x, y)
f(x, y)
1{(x,y) |f(x,y) 6=0}.
Thus Jℓ(X : (C,C〈Y 〉)) looks like half of J (X : C) plus a mixing term.
In the case that (X,Y ) are classically independent, we see that f(x, y) = fX(x)fY (y) so HX(x, y) =
hX(x)fY (y) and
fX(x)HX(x, y)
f(x, y)
1{(x,y) |f(x,y) 6=0} = hX(x).
Hence Jℓ(X : (C,C〈Y 〉)) = J (X : C) which is consistent with Example 2.21.
Remark 2.24. Based on Proposition 2.22, it is not surprising that the existence of the bi-free conjugate
variables implies the existence of the free conjugate variables. Indeed, under the assumptions and notation
of Definition 2.16 suppose ξ = Jℓ(X : (Bℓ, Br)) exists. If P : L2(A, ϕ) → L2(Bℓ〈X〉, ϕ) is the orthogonal
projection onto L2(Bℓ〈X〉, ϕ), then it is elementary to see that P (ξ) = J (X : Bℓ). A similar result holds for
the right bi-free conjugate variables.
Remark 2.25. In relation to Proposition 2.22, it is natural to ask whether the converse holds; that is, if the
conjugate variables exist for a bi-partite pair, does the formula for the conjugate variables from Proposition
2.22 hold, and must it be the case that D = DX × DY ? Note this latter condition can be interpreted as
that there is not too much degeneracy between the variables (i.e. if the support of the distribution is not a
product, the two variables are more closely related).
To analyze this question, first note that if the conjugate variables exist then by Remarks 2.23 and 2.24 we
must have that hX exists. By performing the same computations in the proof of Proposition 2.22, we find
that
ϕ (XnY mJℓ(X : (C,C 〈Y 〉))) = ϕ (XnY mhX(x, y)) + lim
ǫ→0+
∫
DX
∫
DY
xnymfX(x)Gǫ(x, y) dy dx.
Thus fX(x)Gǫ(x, y) converges weakly to f(x, y) (Jℓ(X : (C,C 〈Y 〉))(x, y)− hX(x)) in L2(R2, λ2). Hence for
almost every (x, y) /∈ D, either fX(x) = 0 or limǫ→0+Gǫ(x, y) = 0.
12 IAN CHARLESWORTH AND PAUL SKOUFRANIS
In an attempt to show that D = DX ×DY , note clearly D ⊆ DX ×DY . Suppose we can find a y0 ∈ R
so that fY (y0) > 0, and fX(x) > 0 but f(x, y0) = 0 for all x in a set S of positive Lebesgue measure. Note
the function
z 7→
∫
R
f(x, y0)
z − x dx
is holomorphic on the upper half plane and satisfies
lim
ǫ→0+
∫
R
f(x, y0)
x0 + iǫ− x dx = −iπf(x0, y0) + limǫ→0+Gǫ(x0, y0)
for all x0 ∈ S. Hence this holomorphic function tends to zero as z tends non-tangentially to any x0 ∈ S.
Therefore, if it was the case that S was second category and dense in an open interval then the Lusin-Privalov
Theorem [12] would imply the holomorphic function is zero in the upper half plane and thus f(x, y0) would
be identically zero. Repeating on the right would then yield D = DX ×DY . From this we can conclude that
any bi-partite pairs that have conjugate variables outside of Proposition 2.22 are pathological.
Remark 2.24 demonstrates a connection between the free and bi-free conjugate variables. In the tracially
bi-partite setting (where all left operators commute with all right operators and the restriction of the state
to both the left algebra and the right algebra is tracial), this connection runs deeper.
Lemma 2.26. Under the assumptions and notation of Definition 2.16 suppose that (C 〈X〉 ,C 〈Y〉) is tra-
cially bi-partite, with X an n-tuple, and Y m-tuple of self-adjoint operators. Suppose further that X and Y
satisfy no relations other than [Xi, Yj ] = 0 for each i and j.
Assume that there exists another C∗-non-commutative probability space (A0, τ0) and tuples of self-adjoint
operators X′,Y′ such that τ0 is tracial on A0 and
ϕ(Xi1 · · ·XipYj1 · · ·Yjq ) = τ(X ′i1 · · ·X ′ipY ′jq · · ·Y ′j1)
for all p, q ∈ N∪ {0} and i1, . . . , ip ∈ {1, . . . , n} and j1, . . . , jq ∈ {1, . . . ,m}. Then there is an isometric map
Ψ : L2(A, ϕ)→ L2(A0, τ0) such that
Ψ(Xi1 · · ·XipYj1 · · ·Yjq ) = X ′i1 · · ·X ′ipY ′jq · · ·Y ′j1
for all p, q ∈ N ∪ {0}, and for all i1, . . . , ip ∈ {1, . . . , n} and j1, . . . , jq ∈ {1, . . . ,m}. Furthermore, if
P : L2(A0, τ0)→ Ψ(L2(A, ϕ)) is the orthogonal projection onto Ψ(L2(A, ϕ)), then
Jℓ
(
Xi :
(
C
〈
Xˆi
〉
,C 〈Y〉
))
= Ψ−1
(
P
(
J
(
X ′i : C
〈
Xˆ′i,Y
′
〉)))
provided J
(
X ′i : C
〈
Xˆ′i,Y
′
〉)
exists. A similar result holds on the right.
Proof. For notational simplicity, let
ξi = Jℓ
(
Xi :
(
C
〈
Xˆi
〉
,C 〈Y〉
))
and ξ′i = J
(
X ′i : C
〈
Xˆ′i,Y
′
〉)
,
provided they exist. Now A = C 〈X,Y〉 is generated by monomials of the form p(X)q(Y) and admits no
relations other than commutation between X ’s and Y ’s, so we may define Ψ as desired on A without issue.
We claim that Ψ extends to an isometry. To see this, it suffices to verify that it preserves inner products
between monomials. Suppose p1(X)q1(Y) and p2(X)q2(Y) are two monomials. Let q
′
1 and q
′
2 be obtained
from q1 and q2 by reversing the order of the variables (so that, e.g., Ψ(q1(Y)) = q
′
1(Y
′)) Notice that
τ0
(
Ψ(p1(X)q1(Y))
∗Ψ(p2(X)q2(Y))
)
= τ0 (q
′
1(Y
′)∗p1(X
′)∗p2(X
′)q′2(Y
′))
= τ0 (p1(X
′)∗p2(X
′)q′2(Y
′)q′1(Y
′)∗)
= ϕ (p1(X)
∗p2(X)q1(Y)
∗q2(Y))
= ϕ (q1(Y)
∗p1(X)
∗p2(X)q2(Y))
= ϕ ((p1(X)q1(Y))
∗(p2(X)q2(Y))) .
Here we have used the definition of Ψ, the fact that τ0 is tracial, the relation between τ0 and ϕ, and the fact
that the elements of X commute with those in Y. Hence Ψ is an isometry and thus extends to a well-defined
isometry from L2(A, ϕ) to L2(A0, τ0).
Suppose that ξ′i exists. To see that ξi exists and ξi = Ψ
−1(P (ξ′i)), we will demonstrate that Ψ
−1(P (ξ′i))
satisfies the appropriate moment formula described in Remark 2.19 to be the bi-free conjugate variable. Once
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again let p(X)q(Y) be a monomial with p(X) = Xi1 · · ·Xik , and let q′ be obtained from q by reversing its
letters. Then
ϕ
(
p(X)q(Y)Ψ−1(P (ξ′i))
)
=
〈
Ψ−1(P (ξ′i)), q(Y)
∗p(X)∗
〉
ϕ
= 〈P (ξ′i), p(X′)∗q′(Y′)∗〉τ0
= 〈ξ′i, p(X′)∗q′(Y′)∗〉τ0
= τ0 (q
′(Y′)p(X)ξ′i)
=
k∑
j=1
δi,ij τ0(q
′(Y′)X ′i1 · · ·X ′ij−1)τ0(X ′ij+1 · · ·X ′ik)
=
k∑
j=1
δi,ij τ0(X
′
i1
· · ·X ′ij−1q′(Y′))τ0(X ′ij+1 · · ·X ′ik)
=
k∑
j=1
δi,ijϕ(Xi1 · · ·Xij−1q(Y))ϕ(Xij+1 · · ·Xik).
Hence P (ξ′i) = ξi. 
We note there are several instances where the hypotheses of Lemma 2.26 are satisfied. Indeed if (M, τ) is
a tracial von Neumann algebra, X0, Y0 ∈ M are self-adjoint, and L2(M, τ) denotes the GNS representation
of M with respect to τ , then B(L2(M, τ)), the bounded linear operators on L2(M, τ), may be equipped with
the state ϕ : B(L2(M, τ))→ C defined by
ϕ(T ) = τ(T (1))
for all T ∈ B(L2(M, τ)). If X and Y denoted left and right multiplication by X0 and Y0 respectively, and
X ′ and Y ′ denote left multiplication by X0 and Y0 respectively, then the hypotheses of Lemma 2.26 are
satisfied.
Remark 2.27. Before we conclude this section by demonstrating an important property of bi-free cumulants,
we note a portion of the diagrammatic view of conjugate variables in the free probability setting that is not
observed in the bi-free setting due to the lack of traciality. Under the notation of Definition 2.2, we note
since τ is tracial that there are left and right actions of A on L2(A, τ). Consequently, for ζ ∈ L2(A, τ)
and Z1, Z2 ∈ A, the element Z1ζZ2 makes sense as an element of L2(A, τ) and we may define τ(Z1ζZ2) =
〈Z1ζZ2, 1〉L2(A,τ). Hence, if X1, . . . , Xk ∈ B ∪ {X} then, due to traciality, for all p
τ(Xp · · ·XkξX1 · · ·Xp−1) = τ(X1 · · ·Xkξ)
= (τ ⊗ τ)(∂X (X1 · · ·Xk))
=
∑
Xq=X
τ(X1 · · ·Xq−1)τ(Xq+1 · · ·Xk).
This can be viewed diagrammatically via an extension of the view of Remark 2.3 where we sum over the
encapsulated region and the non-encapsulated region.
τ
X5 X6 X7 ξ X1 X2 X X4
τ
X5 X X7 ξ X1 X2 X3 X4
The bi-free analogues developed will not have such a diagrammatic interpretation. The main reason for
this is that if ϕ is not tracial then it is unclear how to make sense of Z1ζZ2 as an element of L2(A, ϕ) for all
ζ ∈ L2(A, ϕ) and Z1, Z2 ∈ A. More specifically if L2(A, ϕ) is the GNS Hilbert space given by the left action
of A on itself with respect to the sesquilinear form 〈Z1, Z2〉 = ϕ(Z∗2Z1), then, in general, there need not be
a bounded right action of A on L2(A, ϕ). Of course there are certain circumstances where such an action
occurs, but we do not desire to restrict ourselves to that setting.
Another thought would be perhaps it is only necessary to have left and right actions of certain elements
of L2(A, ϕ). For example, we are always in the situation that A
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Bℓ and Br. Thus, as every instance currently studied in bi-free probability requires ‘left objects’ to come
from the left algebras, one might think of trying to define a left bi-free conjugate variable as an element of
L2(Bℓ, ϕ). In specific cases, such as the tracially bi-partite setting, it is possible to make sense of Z1ζZ2 as
an element of L2(A, ϕ) for all ζ ∈ L2(Bℓ, ϕ) and Z1, Z2 ∈ A. However, several complications arise when
using this definition. For example generalizing results such as [26, Proposition 3.6] (which says conjugate
variables are preserved under adding a free algebra) fail due to the lack of knowledge of the behaviour of the
expectation of elements of Br onto the L2(Bℓ, ϕ).
To conclude this section, we will demonstrate an interesting fact that both further supports the idea of
the bi-free conjugate variables being defined using the last entries of bi-free cumulants and will be used in
subsequent sections. In particular, we demonstrate that a cumulant involving a product of left and right
entries in the final entry may be expanded as a sum of specific cumulants where the left and right entries in
the cumulant are separated.
To begin, given two partitions π, σ ∈ BNC(χ), let π ∨ σ denote the smallest element of BNC(χ) greater
than π and σ. Given p, q ∈ N with p < q, a χ : {1, . . . , p} → {ℓ, r}, and a χ′ : {p, . . . , q} → {ℓ, r}, define
χ̂ : {1, . . . , q} → {ℓ, r} via
χ̂(k) =
{
χ(k) if k < p
χ′(k) if k ≥ p .
We may embed BNC(χ) into BNC(χ̂) via π 7→ π̂ where p + 1, p + 2, . . . , q are added to the block of π
containing p. It is not difficult to see that πˆ will be non-crossing as the new nodes p, . . . , q occur at the
bottom of the diagram and so form an interval in the ordering induced by χ̂. Alternatively, this map can
be viewed as an analogue of the map on non-crossing partitions from [15, Notation 11.9] after applying s−1χ
(where sχ is the permutation that sends {1, . . . , n} to elements of χ−1({ℓ}) in increasing order followed by
elements of χ−1({r}) in decreasing order).
It is easy to see that 1̂χ = 1χ̂,
0̂χ = {{1}, {2}, . . . , {p− 1}, {p, p+ 1, . . . , q}} ,
and π 7→ π̂ is injective and preserves the partial ordering on BNC. Furthermore the image of BNC(χ)
under this map is
B̂NC(χ) =
[
0̂χ, 1̂χ
]
=
[
0̂χ, 1χ̂
]
⊆ BNC(χ̂).
Remark 2.28. Recall that since µBNC is the Mo¨bius function on the lattice of bi-non-crossing partitions,
we have for each σ, π ∈ BNC(χ) with σ ≤ π that∑
ρ∈BNC(χ)
σ≤ρ≤π
µBNC(ρ, π) =
{
1 if σ = π
0 otherwise
.
Since the lattice structure is preserved under the map defined above, we see that µBNC(σ, π) = µBNC(σ̂, π̂).
It is also easy to see that the partial Mo¨bius inversion from [15, Proposition 10.11] holds in the bi-free
setting; that is, if f, g : BNC(χ)→ C are such that
f(π) =
∑
σ∈BNC(χ)
σ≤π
g(σ)
for all π ∈ BNC(χ), then for all π, σ ∈ BNC(χ) with σ ≤ π, we have the relation∑
ρ∈BNC(χ)
σ≤ρ≤π
f(ρ)µBNC(ρ, π) =
∑
ω∈BNC(χ)
ω∨σ=π
g(ω).
Following the spirit of [15, Theorem 11.12], we now describe how the bi-free cumulants involving products
of operators in terms in the last entry behave.
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Lemma 2.29. Let (A, ϕ) be a C∗-non-commutative probability space, p, q ∈ N with p < q, χ : {1, . . . , p} →
{ℓ, r}, and χ′ : {p, . . . , q} → {ℓ, r}. If π ∈ BNC(χ) and Zk ∈ A for all k ∈ {1, . . . , q}, then
κπ (Z1, . . . , Zp−1, ZpZp−1 · · ·Zq) =
∑
σ∈BNC(χ̂)
σ∨0̂χ=π̂
κσ(Z1, . . . , Zq).
In particular, taking π = 1χ, we have
κχ (Z1, . . . , Zp−1, ZpZp−1 · · ·Zq) =
∑
σ∈BNC(χ̂)
σ∨0̂χ=1χ̂
κσ(Z1, . . . , Zq).
Proof. Notice
κπ (Z1, . . . , Zp−1, ZpZp−1 · · ·Zq) =
∑
ρ∈BNC(χ)
ρ≤π
ϕρ (Z1, . . . , Zp−1, ZpZp−1 · · ·Zq)µBNC(ρ, π)
=
∑
ρ∈BNC(χ)
ρ≤π
ϕρ̂(Z1, . . . , Zq)µBNC(ρ̂, π̂)
=
∑
σ∈BNC(χ̂)
0̂χ≤σ≤π̂
ϕσ(Z1, . . . , Zq)µBNC(σ, π̂)
=
∑
σ∈BNC(χ̂)
σ∨0̂χ=π̂
κσ(Z1, . . . , Zq)
with the last line following from Remark 2.28. 
With Lemma 2.29 we can now extend the vanishing of mixed cumulants to allow products of left and
right operators in the last entry of a cumulant expression.
Proposition 2.30. Let (A, ϕ) be a C∗-non-commutative probability space and let {(Ak,ℓ, Ak,r)}k∈K be bi-
free pairs of algebras in A. If q ≥ 2, if χ : {1, . . . , q} → {ℓ, r}, if ω : {1, . . . , q} → K, if Zp ∈ Aω(p),χ(p) for
all p < q, and if Zq ∈ alg(Aω(q),ℓ, Aω(q),r), then
κχ(Z1, . . . , Zq) = 0
unless ω is constant.
Proof. By linearity, it suffices to consider Zq a product of elements from Aω(q),ℓ and Aω(q),r. Lemma 2.29
then implies κχ(Z1, . . . , Zq) is a sum of products of (ℓ, r)-cumulants involving {(Ak,ℓ, Ak,r)}k∈K where only
left elements occur in left entries and right elements occur in right entries. As at least one cumulant in each
product is mixed by the σ ∨ 0̂χ = 1χ̂ assumption, the result follows from [5, Theorem 4.3.1]. 
3. Adjoints of Bi-Free Difference Quotients
One essential tool in the theory of free conjugate variables is the ability to express the conjugate vari-
ables using adjoints of the derivations. Specifically, given X and a unital self-adjoint algebra B with no
algebraic relations, it is possible to view ∂X as a densely defined, unbounded operator from L2(B〈X〉, τ) to
L2(B〈X〉, τ)⊗L2(B〈X〉, τ) and thus ∂∗X , the adjoint of ∂X , makes sense. This led to the original definition of
conjugate variable in [26]: J (X : B) is defined when 1⊗ 1 ∈ dom(∂∗X), in which case J (X : B) := ∂∗X(1⊗ 1).
This characterization is essential for many analytical arguments.
In the bi-free setting, things (unsurprisingly) become more complicated. Under the notation and as-
sumptions of Definition 2.16, it is not apparent that 1 ⊗ 1 ∈ dom(∂∗ℓ,X) is equivalent to the existence of
Jℓ(X : (Bℓ, Br〈Y 〉)) due to complications with adjoints. However, as taking the adjoint of a product of op-
erators corresponds to vertically flipping a bi-non-crossing diagram, there is a corresponding flipped version
of ∂ℓ,X that will play the role of ∂X when it comes to adjoints. Again these definitions are purely algebraic
and we substitute elements of (A, ϕ) later.
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Definition 3.1. Let Bℓ and Br be unital self-adjoint algebras and let A = (Bℓ∨Br)〈X,Y 〉 for two variables
X and Y . The flipped left bi-free difference quotient of X relative to (Bℓ, Br〈Y 〉) is the map ∂ˆℓ,X : A → A⊗A
defined as follows: equipping A⊗A with the multiplication given by (Z1⊗Z2) · (W1⊗W2) = Z1W1⊗Z2W2,
define Tˆℓ : A → A⊗A to be the (∗-)homomorphism such that
Tˆℓ(x) = x⊗ 1 and Tˆℓ(y) = 1⊗ y
for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉 and let C : A⊗A → A be as in Definition 2.4. (Notice that Tˆℓ = Tr from
Definition 2.4.) Then ∂ˆℓ,X = (1⊗C)◦(Tˆℓ⊗1)◦∂X where ∂X is the free derivation ofX relative to (Bℓ∨Br)〈Y 〉.
Thus ∂ˆℓ,X is not a derivation but a composition of homomorphisms (using different multiplicative structures)
with a derivation.
Example 3.2. To see the diagrammatic view of ∂ˆℓ,X , consider the following example. For x1, x2 ∈ Bℓ and
y1, y2, y3 ∈ Br〈Y 〉, Definition 3.1 yields
∂ˆℓ,X(y1Xy1x1y2Xy3y1x2) = ((1 ⊗ C) ◦ (Tˆℓ ⊗ 1))(y1 ⊗ y1x1y2Xy3y1x2 + y1Xy1x1y2 ⊗ y3y1x2)
= (1⊗ C)(1 ⊗ y1 ⊗ y1x1y2Xy3y1x2 +Xx1 ⊗ y1y1y2 ⊗ y3y1x2)
= 1⊗ y1y1x1y2Xy3y1x2 +Xx1 ⊗ y1y1y2y3y1x2
This can be observed by drawing y1, X, y1, x1, y2, X, y3, y1, x2 as one would in a bi-non-crossing diagram (i.e.
drawing two vertical lines and placing the variables on these lines starting at the top and going down with
left variables on the left line and right variables on the right line), drawing all pictures connecting the centre
of the top of the diagram to any X , taking the product of the elements starting from the top and going down
in each of the two isolated components of the diagram.
X
x1
X
x2
y1
y1
y2
y3
y1
X
x1
X
x2
y1
y1
y2
y3
y1
Remark 3.3. Note that ∂ˆℓ,X shares the same properties and remarks that were demonstrated for ∂ℓ,X in
Section 2. Indeed it is straightforward to check that ∂ˆℓ,X(Z) = (∂ℓ,X(Z
∗))⋆ where we interpret (A⊗B)⋆ as
B∗ ⊗A∗. From this it follows that
(ϕ⊗ ϕ)(∂ˆℓ,k(Z∗)∗) = (ϕ⊗ ϕ)(∂ˆℓ,k(Z∗)⋆) = (ϕ⊗ ϕ)(∂ℓ,k(Z)).
Moreover, ∂ˆℓ,X |Bℓ〈X〉 = ∂X = ∂ℓ,X |Bℓ〈X〉. The reason ∂ℓ,X was used over ∂ˆℓ,X in the definition of the left
bi-free conjugate variables was the connection between ∂ℓ,X and the bottom of bi-non-crossing diagrams
which enabled the establishment of bi-free conjugate variables via cumulants.
Similarly, we have the following on the right.
Definition 3.4. Let Bℓ and Br are unital self-adjoint algebras and let A = (Bℓ∨Br)〈X,Y 〉 for two variables
X and Y . The flipped right bi-free difference quotient of Y relative to (Bℓ〈X〉, Br) is the map ∂ˆr,Y : A → A⊗A
is defined as follows: equipping A⊗A with the multiplication given by (Z1⊗Z2)·(W1⊗W2) = Z1W1⊗Z2W2,
define Tˆr : A → A⊗A to be the (∗-)homomorphism such that
Tˆr(x) = 1⊗ x and Tˆr(y) = y ⊗ 1
for all x ∈ Bℓ〈X〉 and y ∈ Br〈Y 〉, and let C : A ⊗ A → A be as in Definition 2.4. (Notice that Tˆℓ = Tr
from Definition 2.9.) Then ∂ˆr,Y = (1 ⊗ C) ◦ (Tˆr ⊗ 1) ◦ ∂Y where ∂Y is the free derivation of Y with
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respect to (Bℓ∨Br)〈X〉. Thus ∂ˆr,Y is not a derivation but a composition of homomorphisms (using different
multiplicative structures) with a derivation.
Example 3.5. To see the diagrammatic view of ∂ˆℓ,X , consider the following example. For x1, x2, x3 ∈ Bℓ〈X〉
and y1, y2 ∈ Br, Definition 3.4 implies that
∂ˆr,Y (Y x1Y x2y1x1y2Y x3)
= ((1⊗ C) ◦ (Tˆr ⊗ 1))(1⊗ x1Y x2y1x1y2Y x3 + Y x1 ⊗ x2y1x1y2Y x3 + Y x1Y x2y1x1y2 ⊗ x3)
= (1⊗ C)(1 ⊗ 1⊗ x1Y x2y1x1y2Y x3 + Y ⊗ x1 ⊗ x2y1x1y2Y x3 + Y Y y1y2 ⊗ x1x2x1 ⊗ x3)
= 1⊗ x1Y x2y1x1y2Y x3 + Y ⊗ x1x2y1x1y2Y x3 + Y Y y1y2 ⊗ x1x2x1x3
This can be observed by drawing Y, x1, Y, x2, y1, x1, y2, Y, x3 as one would in a bi-non-crossing diagram,
drawing all pictures connecting the top of the diagram to any Y , taking the product of each component of
the diagram, and taking the tensor of the two components with the one isolated on the left.
x1
x2
x1
x3
Y
Y
y1
y2
Y
x1
x2
x1
x3
Y
Y
y1
y2
Y
x1
x2
x1
x3
Y
Y
y1
y2
Y
Remark 3.6. Note that ∂ˆr,Y and ∂r,Y share the same relation as ∂ˆℓ,X and ∂ℓ,X : we have ∂ˆr,Y (Z) =
(∂r,Y (Z
∗))
⋆
, and ∂ˆr,Y |Br〈Y 〉 = ∂Y = ∂r,Y |Br〈Y 〉 and, under the assumptions of Definition 2.16,
(ϕ⊗ ϕ)(∂ˆr,Y (Z∗)∗) = (ϕ⊗ ϕ)(∂r,Y (Z))
for all Z ∈ (Bℓ ∨Br)〈X,Y 〉.
Using the flipped bi-free difference quotients, we obtain a characterization of bi-free conjugate variables
using adjoints of maps.
Theorem 3.7. Under the notation and assumptions used in Definition 2.16, for ξ ∈ L2(A, ϕ) the following
are equivalent:
(1) ξ = Jℓ(X : (Bℓ, Br〈Y 〉)).
(2) Viewing ∂ˆℓ,X : (Bℓ∨Br)〈X,Y 〉 → (Bℓ∨Br)〈X,Y 〉⊗ (Bℓ∨Br)〈X,Y 〉 as a densely defined unbounded
operator from L2(A, ϕ) to L2(A,ϕ) ⊗ L2(A, ϕ), we have 1⊗ 1 ∈ dom(∂ˆ∗ℓ,X) and ∂ˆ∗ℓ,X(1 ⊗ 1) = ξ.
A similar results holds for the right bi-free conjugate variables.
Proof. Notice
〈1⊗ 1, ∂ˆℓ,X(Z)〉ϕ⊗ϕ = (ϕ⊗ ϕ)(∂ˆℓ,X(Z)∗) = (ϕ⊗ ϕ)(∂ℓ,X(Z∗)).
for all Z ∈ (Bℓ ∨Br)〈X,Y 〉. Furthermore, the defining formula for ξ = Jℓ(X : (Bℓ, Br〈Y 〉)) is that
(ϕ⊗ ϕ)(∂ℓ,X(Z∗)) = ϕ(Z∗ξ) = 〈ξ, Z〉ϕ⊗ϕ
for all Z ∈ (Bℓ ∨Br)〈X,Y 〉. Hence the result follows. 
One of the essential reasons why knowing 1 ⊗ 1 ∈ dom(∂∗X) is so important is [26, Corollary 4.2] which
states that if 1⊗ 1 ∈ dom(∂∗X) then B〈X〉 ⊗B〈X〉 ∈ dom(∂∗X) and thus ∂X is pre-closed. Thus it is natural
to ask whether we have a similar result for ∂ˆ∗ℓ,X and ∂ˆ
∗
r,Y .
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To begin, notice that
∂ˆℓ,X : (Bℓ ∨Br)〈X,Y 〉 → Bℓ〈X〉 ⊗ (Bℓ ∨Br)〈X,Y 〉 and
∂ˆr,Y : (Bℓ ∨Br)〈X,Y 〉 → Br〈Y 〉 ⊗ (Bℓ ∨Br)〈X,Y 〉
so the potential domains for ∂∗ℓ,X and ∂
∗
r,Y are Bℓ〈X〉 ⊗ (Bℓ ∨ Br)〈X,Y 〉 and Br〈Y 〉 ⊗ (Bℓ ∨ Br)〈X,Y 〉
respectively. To show a good portion of these algebras are in the domains, we note the following.
Lemma 3.8. Let Bℓ and Br are unital self-adjoint algebras and let A = (Bℓ ∨Br)〈X,Y 〉 for two variables
X and Y . For all C,C1, C2 ∈ Bℓ〈X〉, D,D1, D2 ∈ Br〈Y 〉, and M ∈ (Bℓ ∨Br)〈X,Y 〉,
∂ˆℓ,X(CM) = ∂ˆℓ,X(C)(1 ⊗M) + (C ⊗ 1)∂ˆℓ,X(M)
∂ˆℓ,X(D1MD2) = (1⊗D1)∂ˆℓ,X(M)(1 ⊗D2)
∂ˆr,Y (DM) = ∂ˆr,Y (D)(1 ⊗M) + (D ⊗ 1)∂ˆr,Y (M)
∂ˆr,Y (C1MC2) = (1⊗ C1)∂ˆr,Y (M)(1 ⊗ C2)
where, in A⊗A, (Z1 ⊗ Z2)(W1 ⊗W2) = Z1W1 ⊗ Z2W2.
Proof. The result trivially follows from the definitions of ∂ℓ,X and ∂r,Y . 
Proposition 3.9. Under the notation and assumptions of Definition 2.16, consider ∂ˆℓ,X : (Bℓ∨Br)〈X,Y 〉 →
(Bℓ ∨ Br)〈X,Y 〉 ⊗ (Bℓ ∨ Br)〈X,Y 〉 as a densely defined unbounded operator from L2(A, ϕ) to L2(A,ϕ) ⊗
L2(A, ϕ). Suppose η ∈ dom(∂ˆ∗ℓ,X). Then
(C ⊗ 1)η, (1⊗D)η ∈ dom(∂ˆ∗ℓ,X)
for all C ∈ Bℓ〈X〉 and D ∈ Br〈Y 〉. In particular, we have
∂ˆ∗ℓ,X((C ⊗ 1)η) = C∂ˆ∗ℓ,X(η) − (ϕ⊗ id)(∂ˆℓ,X(C∗)∗η)
∂ˆ∗ℓ,X((1 ⊗D)η) = D∂∗X,ℓ(η).
Analogous results hold on the right for ∂ˆ∗r,Y .
Proof. Let p ∈ (Bℓ ∨Br)〈X,Y 〉. Then
〈(C ⊗ 1)η, ∂ˆℓ,X(p)〉L2(A,ϕ)⊗L2(A,ϕ) = 〈η, (C∗ ⊗ 1)∂ˆℓ,X(p)〉L2(A,ϕ)⊗L2(A,ϕ)
= 〈η, ∂ˆℓ,X(C∗p)− ∂ˆℓ,X(C∗)(1 ⊗ p)〉L2(A,ϕ)⊗L2(A,ϕ)
= 〈η, ∂ˆℓ,X(C∗p)〉 − 〈η, ∂ˆℓ,X(C∗)(1⊗ p)〉L2(A,ϕ)⊗L2(A,ϕ)
= 〈∂ˆ∗ℓ,X(η), C∗p〉 − 〈∂ˆℓ,X(C∗)∗η, (1 ⊗ p)〉L2(A,ϕ)
= 〈C∂ˆ∗ℓ,X(η), p〉 − 〈(ϕ⊗ id)(∂ˆℓ,X(C∗)∗η), p〉L2(A,ϕ)
= 〈C∂ˆ∗ℓ,X(η)− (ϕ⊗ id)(∂ˆℓ,X(C∗)∗η), p〉L2(A,ϕ)
Hence the first claim follows. Furthermore
〈(1 ⊗D)η, ∂ˆℓ,X(p)〉L2(A,ϕ)⊗L2(A,ϕ) = 〈η, (1 ⊗D∗)∂ˆℓ,X(p)〉L2(A,ϕ)⊗L2(A,ϕ)
= 〈η, ∂ˆℓ,X(D∗p)〉L2(A,ϕ)⊗L2(A,ϕ)
= 〈∂ˆ∗X,ℓ(η), D∗p〉L2(A,ϕ)
= 〈D∂ˆ∗X,ℓ(η), p〉L2(A,ϕ).
Hence the second claim follows. The results for the flipped right bi-free difference quotient are similar. 
Corollary 3.10. Under the notation and assumptions of Definition 2.16, if 1⊗ 1 ∈ dom(∂ˆ∗ℓ,X) then
Bℓ〈X〉 ⊗Br〈Y 〉 ∈ dom(∂ˆ∗ℓ,X).
Similarly, if 1⊗ 1 ∈ dom(∂ˆ∗r,Y ) then Br〈Y 〉 ⊗Bℓ〈X〉 ∈ dom(∂ˆ∗r,Y ).
Of course, Corollary 3.10 leaves a large question open.
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Question 3.11. If 1⊗ 1 ∈ dom(∂ˆ∗ℓ,X) must it be true that
Bℓ〈X〉 ⊗ (Bℓ ∨Br)〈X,Y 〉 ⊆ dom(∂ˆ∗ℓ,X)?
If so, we would have a similar result on the right.
In regards to Question 3.11, the proof in [26, Corollary 4.2] breaks down due to the lack of traciality. The
answer to Question 3.11 is also not clear even in the simplest non-trivial setting where traciality does occur.
Indeed suppose Bℓ = Br = C, [X,Y ] = 0, and 1 ⊗ 1 ∈ dom(∂ˆ∗ℓ,X). If we desired to show that 1 ⊗Xp is in
the domain of ∂ˆ∗ℓ,X for all p ∈ N (which will then imply the domain of ∂ˆ∗ℓ,X contains all of C〈X〉 ⊗ C〈Y 〉 by
Proposition 3.9 since X and Y commute), it suffices to show that for all n,m ∈ N ∪ {0} that there exists a
ζp ∈ L2(A, ϕ) so that
〈1⊗Xp, ∂ˆℓ,X(XnY m)〉L2(A,ϕ)⊗L2(A,ϕ) = 〈ζp, XnY m〉L2(A,ϕ).
Naturally we would proceed by induction on p. So suppose 1⊗Xp−1 is in the domain of ∂ˆ∗ℓ,X . Then
〈1⊗Xp,∂ˆℓ,X(XnY m)〉L2(A,ϕ)⊗L2(A,ϕ)
=
〈
1⊗Xp,
n−1∑
k=0
Xk ⊗Xn−1−kY m
〉
L2(A,ϕ)⊗L2(A,ϕ)
=
〈
1⊗Xp−1,
n−1∑
k=0
Xk ⊗Xn−kY m
〉
L2(A,ϕ)⊗L2(A,ϕ)
=
〈
1⊗Xp−1, ∂ˆℓ,X(Xn+1Y m)−Xn+1 ⊗ Y m
〉
L2(A,ϕ)⊗L2(A,ϕ)
= 〈X∂ˆ∗ℓ,X(1⊗Xp−1), XnY m〉L2(A,ϕ)⊗L2(A,ϕ) − ϕ(Xn)ϕ(Xp−1Y m).
Thus the existence of ζp for all p is equivalent to the existence of ζ
′
p ∈ L2(A, ϕ) for all p so that
〈ζ′p, XnY m〉L2(A,ϕ) = ϕ(Xn)ϕ(Xp−1Y m)
for all n,m ∈ N ∪ {0}.
Clearly if X and Y are classically independent, then ζ′p = ϕ(X
p−1) would work. More generally, if the joint
distribution of (X,Y ) is given by the Lebesgue absolutely continuous measure f(x, y) dx dy with support D
and the distributions of X and Y are given by the Lebesgue absolutely continuous measures fX(x) dx and
fY (y) dy respectively with supports DX and DY respectively such that D = DX ×DY , then notice for all
n,m ∈ N ∪ {0} that
ϕ(Xn)ϕ(Xp−1Y m) =
∫∫
D
∫∫
D
xnsp−1tmf(s, t)f(x, y) ds dt dx dy
=
∫
DX
∫
DY
xntmE
[
Xp−1 |Y = t] fY (t)fX(x) dt dx
=
∫∫
D
xntmE
[
Xp−1 |Y = t] fY (t)fX(x) dx dt
=
∫∫
D
xntm
E
[
Xp−1 | y = t] fY (t)fX(x)
f(x, t)
f(x, t) dx dt
where
E
[
Xp−1 |Y = t] = ∫
DX
sp−1f(s, t)
fY (t)
ds.
Hence ζp exists if and only if
E
[
Xp−1 |Y = y] fY (y)fX(x)
f(x, y)
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is an element of L2(R
2, f(x, y) dx dy). In particular, notice that
ζ′1 =
fX(x)fY (y)
f(x, y)
and ζ′p = E
[
Xp−1 |Y = y] ζ′1 for all p.
Of course 1⊗ 1 ∈ dom(∂ˆ∗ℓ,X) implies that
fX(x)HX(x, y)
f(x, y)
1{(x,y) | f(x,y) 6=0}
is an element of L2(R
2, f(x, y) dx dy) by Remark 2.23. We believe there is more difficulty in the later being
in L2(R
2, f(x, y) dx dy) than the former so we expect the domain to be dense in this setting. However, it is
not clear that 1⊗ 1 ∈ dom(∂ˆ∗ℓ,X) implies ζ′1 ∈ L2(R2, f(x, y) dx dy).
For a specific example of the above situation, by [11, Example 3.4], if (X,Y ) is a self-adjoint bi-free central
limit distribution with variance 1 and covariance c ∈ (−1, 1), then the joint distribution of (X,Y ) is given
by the measure µc on [−2, 2]2 defined by
dµc =
1− c2
4π2
√
4− x2
√
4− y2
(1− c2)2 − c(1 + c2)xy + c2(x2 + y2) dx dy.
Therefore
ζ′1 =
(1− c2)2 − c(1 + c2)XY + c2(X2 + Y 2)
1− c2
which is clearly an element of L2(R
2, µc) as it is a polynomial. To show the existence of ζ
′
p for other p, note
elementary calculus can be used to show that for a fixed c ∈ (−1, 1) and p ∈ N that there exists 0 < kc,p <∞
such that ∣∣∣∣∣1− c22π xp−1
√
4− x2
(1 − c2)2 − c(1 + c2)xy + c2(x2 + y2)
∣∣∣∣∣ ≤ kc,p
for all (x, y) ∈ [−2, 2]2 as the minimal value of (1 − c2)2 − c(1 + c2)xy + c2(x2 + y2) is obtained at (x, y) =
±(2, 2) and is strictly positive. Hence we obtain that E [Xp−1 |Y = y] is a bounded function and hence
ζ′p = E
[
Xp−1 |Y = y] ζ′1 ∈ L2(R2, µc).
Remark 3.12. Due to the lack of an answer to Question 3.11 and the anti-symmetry of Corollary 3.10, it
may be useful in the future to flip the tensors in the definition of ∂ˆr,Y so that ∂ˆ
∗
ℓ,X and ∂ˆ
∗
r,Y have a common
domain (which is a nice algebra).
4. Properties of Bi-Free Conjugate Variables
In this section, we will examine the behaviour of the bi-free conjugate variables under several operations.
As bi-free conjugate variables are generalizations of the free conjugate variables, we can expect only to extend
known properties to the bi-free setting. We will use a cumulant approach to the proofs as opposed to the
moment approach used in [26]. This is done out of ease of working with cumulants. In most cases, the
moment proofs from [26] generalize, using [3] whenever an ‘alternating centred moment vanish’ is required.
We begin with the following which immediately follows from the linearity of cumulants.
Lemma 4.1. Under the assumptions and notation of Definition 2.16, if
ξ = Jℓ(X : (Bℓ, Br))
exists then for all λ ∈ R \ {0}
ξ′ = Jℓ(λX : (Bℓ, Br))
exists and is equal to 1
λ
ξ.
A similar results holds for the right bi-free conjugate variables.
Lemma 4.2. Under the assumptions and notation of Definition 2.16, if Cℓ ⊆ Bℓ and Cr ⊆ Br are self-
adjoint subalgebras and if
ξ = Jℓ(X : (Bℓ, Br))
exists then
ξ′ = Jℓ(X : (Cℓ, Cr))
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exists. In particular, if P : L2(A, ϕ)→ L2((Cℓ ∨ Cr)〈X〉, ϕ) is the orthogonal projection onto the codomain,
then ξ′ = P (ξ).
A similar results holds for the right bi-free conjugate variables.
Proof. Since ϕ(ZP (ξ)) = ϕ(Zξ) for all Z ∈ (Cℓ ∨ Cr)〈X〉, it follows that for all χ : {1, . . . , p} → {ℓ, r} with
χ(p) = ℓ and for all Zk ∈ (Cℓ ∨ Cr)〈X〉 with Zk ∈ Cℓ〈X〉 if χ(k) = ℓ and Zk ∈ Cr if χ(k) = r that
κχ(Z1, . . . , Zp−1, P (ξ)) = κχ(Z1, . . . , Zp−1, ξ).
Hence the result follows. 
The following generalizes [26, Proposition 3.6].
Proposition 4.3. Under the assumptions and notation of Definition 2.16, if (Cℓ, Cr) is a pair of unital,
self-adjoint subalgebras of A such that
(Bℓ〈X〉, Br) and (Cℓ, Cr)
are bi-free with respect to ϕ, then
ξ = Jℓ(X : (Bℓ, Br))
exists if and only if
ξ′ = Jℓ(X : (Bℓ ∨ Cℓ, Br ∨ Cr))
exists, in which case they are equal.
A similar results holds for the right bi-free conjugate variables.
Proof. If ξ′ exists, then Lemma 4.2 implies that ξ exists.
Conversely, suppose the left bi-free conjugate variable ξ exists. Hence ξ is an L2-limit of elements from
(Bℓ∨Br)〈X〉. Since the bi-free cumulants are L2-continuous in each entry, it follows that any bi-free cumulant
involving at the end ξ and at least one element of Cℓ or Cr must be zero by Proposition 2.30 as
(Bℓ〈X〉, Br〉) and (Cℓ, Cr)
are bi-free. Therefore, as L2((Bℓ ∨ Br)〈X〉, ϕ) ⊆ L2((Bℓ ∨ Br ∨ Cℓ ∨ Cr)〈X〉, ϕ), it easily follows that
ξ = ξ′. 
The following generalizes [26, Proposition 3.7].
Proposition 4.4. Let X,X′ be n-tuples of self-adjoint operators, let Y,Y′ be m-tuples of self-adjoint oper-
ators, and let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space
(A, ϕ) such that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free and each pair contains no algebraic relations other than possibly elements of the left algebra
commuting with elements of the right algebra. If
ξ = Jℓ
(
X1 : (Bℓ〈Xˆ1〉, Br〈Y〉)
)
exists then
η = Jℓ(X1 +X ′1 : ((Bℓ ∨ Cℓ)〈 ̂(X +X′)1〉, (Br ∨Cr)〈Y +Y′〉))
exists. Moreover, if P is the orthogonal projection of L2(A, ϕ) onto L2(((Bℓ ∨Cℓ) ∨ (Br ∨Cr))〈X+X′,Y +
Y′〉, ϕ), then
η = P (ξ).
A similar results holds for the right bi-free conjugate variables.
Proof. Suppose ξ exists and let A = ((Bℓ∨Cℓ)∨(Br∨Cr))〈X+X′,Y+Y′〉. Since ϕ(ZP (ξ)) = ϕ(Zξ) for all
Z ∈ A, it follows for all χ : {1, . . . , p} → {ℓ, r} with χ(p) = ℓ and for all Zk ∈ A with Zk ∈ (Bℓ∨Cℓ)〈X+X′〉
if χ(k) = ℓ and Zk ∈ (Br ∨ Cr)〈Y +Y′〉 if χ(k) = r that
κχ(Z1, . . . , Zp−1, P (ξ)) = κχ(Z1, . . . , Zp−1, ξ).
Thus any (ℓ, r)-cumulants involving terms of the form Bℓ, Cℓ, Br, Cr, Xi +X
′
i, and Yj + Y
′
j and a ξ at the
end may be expanded using linearity to involve only terms of the form Bℓ, Cℓ, Br, Cr, Xi, X
′
i, Yj , and Y
′
j
with a ξ at the end. These cumulants then obtain the desired values due to Proposition 2.30, the fact that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
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are bi-free, and the properties of ξ. Then, using linearity, continuity, and [4, Theorem 9.1.5] to expand
out cumulants of products, we see that any (ℓ, r)-cumulants involving terms of the form Bℓ, Cℓ, Br, Cr,
Xi + X
′
i, and Yj + Y
′
j with a P (ξ) at the end is the correct value for P (ξ) to be Jℓ(X1 + X ′1 : ((Bℓ ∨
Cℓ)〈 ̂(X +X′)1〉, (Br ∨ Cr)〈Y +Y′〉)). 
Finally, we arrive at the following generalization of [26, Corollary 3.9] which enables us to guarantee
the existence of bi-free conjugate variables (even if we are not in the tracially bi-partite setting) provided
we perturb our variables by small multiplies of bi-free central limit distributions. Although we state the
result for a bi-free central limit system without covariance, one could just as easily perturb by a system of
semicircular variables with any invertible covariance matrix and prove a similar result.
Theorem 4.5. LetX,Y be tuples of self-adjoint operators of length n andm respectively, let ({Si}ni=1, {Tj}mj=1)
be semicircular operators with variance one, and let Bℓ, Br be unital, self-adjoint subalgebras of a C
∗-non-
commutative probability space (A, ϕ) such that
(Bℓ〈X〉, Br〈Y〉), {(Si, 1)}ni=1, and {(1, Tj)}mj=1
are bi-free and each pair contain no algebraic relations other than possibly elements of the left algebra com-
muting with elements of the right algebra. If P : L2(A, ϕ) → L2((Bℓ ∨ Br)〈X +
√
ǫS,Y +
√
ǫT〉, ϕ) is the
orthogonal projection onto the codomain, then
ξ = Jℓ(X1 +
√
ǫS1 : (Bℓ〈 ̂(X+
√
ǫS)1〉, Br〈Y +
√
ǫT〉)) = 1√
ǫ
P (S1).
Furthermore
‖ξ‖2 ≤
1√
ǫ
where the norms is computed in L2(A, ϕ).
Proof. Note
Jℓ(S1 : (C〈Sˆ1〉,C〈T〉)) = S1
by Example 2.21 and the free result [26, Proposition 3.6]. From Lemma 4.1, we have
η = J(
√
ǫS1 : (C〈
√
ǫSˆ1〉,C〈
√
ǫT〉)) = 1√
ǫ
S1.
It then follows by Propositions 4.3 and 4.4 that
ξ = P (η) =
1√
ǫ
P (S1),
as desired. The norm estimate then easily follow by inner product computations. 
5. Relative Bi-Free Fisher Information
We now extend the notion of Fisher information from [26, Section 6] to the bi-free setting. Due to the
results of Section 4, the results follow with nearly identical proofs.
Definition 5.1. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ, Br
be unital, self-adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ) such that X,Y, Bℓ, and
Br contain no algebraic relations other than the possibility that elements of Bℓ〈X〉 commute with elements
of Br〈Y〉.
For i ∈ {1, . . . , n} and j ∈ {1, . . . ,m} let
ξi = Jℓ(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)) and ηj = Jr(Yj : (Bℓ〈X〉, Br〈Yˆj〉))
provided these bi-free conjugate variables exist. The relative bi-free Fisher information of X,Y with respect
to (Bℓ, Br) is
Φ∗(X ⊔Y : (Bℓ, Br)) =
n∑
i=1
‖ξi‖22 +
m∑
j=1
‖ηj‖22
if ξ1, . . . , ξn, η1, . . . , ηm exist, and otherwise defined as ∞.
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If Bℓ = Br = C, we call Φ
∗(X ⊔Y : (Bℓ, Br)) the bi-free Fisher information of X,Y and denote it by
Φ∗(X ⊔Y)
instead.
Example 5.2. Let (S, T ) be a self-adjoint bi-free central limit distribution with respect to a state ϕ such
that ϕ(S2) = ϕ(T 2) = 1 and τ(ST ) = τ(TS) = c ∈ (−1, 1). By Example 2.20
Jℓ(S : (C,C〈T 〉)) = 1
1− c2 (S − cT ) and Jr(T : (C〈S〉,C)) =
1
1− c2 (T − cS).
Hence
Φ∗(S ⊔ T ) = 1
(1 − c2)2 ‖S − cT ‖
2
2 +
1
(1− c2)2 ‖T − cS‖
2
2 =
2
1− c2
as
ϕ((S − cT )2) = ϕ(S2)− cϕ(ST )− cϕ(TS) + c2ϕ(T 2) = 1− c2.
Example 5.3. More generally, let ({Sk}nk=1, {Sk}n+mk=n+1) be a self-adjoint bi-free central limit distribution
with respect to ϕ. By [28, Section 7] the joint distribution of ({Sk}nk=1, {Sk}n+mk=n+1) is completely determined
by the matrix
A = [ai,j ] = [ϕ(SiSj)] ∈Mn+m(R)sa.
Furthermore, by [28, Section 7], A is positive as we can represent this pair as left and right semicircular
operators acting on a Fock space and thus A = [〈fi, fj〉] where {fk}n+mk=1 are vectors in a Hilbert space.
Suppose A is invertible. For k ∈ {1, . . . , n} let
ξk = Jℓ(Sk : (C〈S1, . . . , Sk−1, Sk+1, . . . , Sn〉,C〈Sn+1, . . . , Sn+m〉))
and for k ∈ {n+ 1, . . . , n+m} let
ξk = Jr(Sk : (C〈S1, . . . , Sn〉,C〈Sn+1, . . . , Sk−1, Sk+1, . . . , Sn+m〉)).
It is routine to verify using similar arguments to Example 2.20 that if {ek}n+mk=1 denotes the standard basis
of Rn+m, then
ξk = b1,kS1 + . . .+ bn+m,kSn+m
where
A
 b1,k...
bn+m,k
 = ek.
Therefore, if B = [bi,j ] ∈ Mn+m(R) then AB = In+m so B = A−1 ∈ Mn+m(R)sa. Note as A is self-adjoint
that B is self-adjoint.
By Definition 5.1, we see that if Tr denotes the unnormalized trace on Mn+m(R) then
Φ∗(S1, . . . , Sn ⊔ Sn+1, . . . , Sn+m) =
n+m∑
k=1
‖ξk‖22
=
n+m∑
k=1
ϕ
(n+m∑
i=1
bi,kSi
)n+m∑
j=1
bj,kSj

=
n+m∑
i,j,k=1
bi,kai,jbj,k
= Tr(B∗AB) = Tr(B∗) = Tr(A−1).
We will see later via Example 6.4 that if A is not invertible, then the bi-free entropy is infinite and thus the
bi-free Fisher information is infinite by Proposition 6.11.
Remark 5.4. We make the following observations.
(1) First notice that if m = 0 and Br = C or n = 0, and Bℓ = C, then Φ
∗(X ⊔Y : (Bℓ, Br)) is simply
the relative free Fisher information of X with respect to Bℓ or of Y with respect to Br respectively.
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(2) As
Φ∗(X ⊔Y : (Bℓ, Br)) =
n∑
i=1
Φ∗(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)) +
m∑
j=1
Φ∗(Yj : (Bℓ〈X〉, Br〈Yˆj〉)),
many questions about the relative bi-free Fisher information reduce to the cases (n,m) ∈ {(1, 0), (0, 1)}.
(3) Recall from Lemma 4.1 that for all λ ∈ R \ {0}
Jℓ(λXi : (Bℓ〈λXˆi〉, Br〈λY〉)) = 1
λ
Jℓ(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)).
As a similar result holds for the right bi-free conjugate variables, we see that
Φ∗(λX ⊔ λY : (Bℓ, Br)) = 1
λ2
Φ∗(X ⊔Y : (Bℓ, Br)).
(4) Notice if Cℓ ⊆ Bℓ and Cr ⊆ Br are unital, self-adjoint subalgebras, then by Lemma 4.2 the bi-free
conjugate variables of
(X ⊔Y : (Cℓ, Cr))
are the projections of the bi-free conjugate variables of
(X ⊔Y : (Bℓ, Br))
onto L2((Cℓ ∨Cr)〈X,Y〉, ϕ). Therefore
Φ∗(X ⊔Y : (Cℓ, Cr)) ≤ Φ∗(X ⊔Y : (Bℓ, Br)).
(5) Finally, if (Cℓ, Cr) is a pair of unital, self-adjoint subalgebras of A that is bi-free from
(Bℓ〈X〉, Br〈Y〉)
then it follows from Proposition 4.3 that
(X ⊔Y : (Bℓ, Br)) and (X ⊔Y : (Bℓ ∨ Cℓ, Br ∨ Cr))
have the same bi-free conjugate variables and thus
Φ∗(X ⊔Y : (Bℓ, Br)) = Φ∗(X ⊔Y : (Bℓ ∨ Cℓ, Br ∨ Cr)).
Furthermore, the bi-free Fisher information behaves well with respect to combining bi-free collections.
Proposition 5.5. Let X,Y,X′,Y′ be tuples of self-adjoint operators of lengths n, m, n′, and m′ respectively,
and let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ)
such that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free and the pairs have no algebraic relations other than possibly left operators commuting with right
operators. Then
Φ∗(X,X′ ⊔Y,Y′ : (Bℓ ∨ Cℓ, Br ∨ Cr)) = Φ∗(X ⊔Y : (Bℓ, Br)) + Φ∗(X′ ⊔Y′ : (Cℓ, Cr)).
Proof. By Proposition 4.3
Jℓ(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)) = Jℓ(Xi : ((Bℓ ∨ Cℓ)〈Xˆi,X′〉, (Br ∨ Cr)〈Y,Y′〉)).
As a similar result holds for the right bi-free conjugate variables and for the X′s and Y′s, the result easily
follows. 
When pairs of operators are not bi-free, at least Proposition 5.5 holds upto an inequality.
Proposition 5.6. Let X,Y,X′,Y′ be tuples of self-adjoint operators of lengths n, m, n′, and m′ respectively,
and let Bℓ, Br, Cℓ, Cr be self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) such that
this collection has no algebraic relations other than possibly left operators commuting with right operators.
Then
Φ∗(X,X′ ⊔Y,Y′ : (Bℓ ∨ Cℓ, Br ∨ Cr)) ≥ Φ∗(X ⊔Y : (Bℓ, Br)) + Φ∗(X′ ⊔Y′ : (Cℓ, Cr)).
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Proof. By Remark 5.4 part (4)
Φ∗(Xi : ((Bℓ ∨ Cℓ)〈Xˆi,X′〉, (Br ∨Cr)〈Y,Y′〉)) ≥ Φ∗(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)).
As a similar result holds for the right bi-free conjugate variables and for the X′’s and Y′’s, the result follows
from Remark 5.4 part (2). 
Next we endeavour to obtain a bi-free analogue of the Stam Inequality. To do so, we must first note the
following.
Lemma 5.7. Let X,Y,X′,Y′ be tuples of self-adjoint operators of length n, m, n′, and m′ respectively, and
let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) such
that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free. If
P0 : L2(A, ϕ)→ C1A
P1 : L2(A, ϕ)→ L2((Bℓ ∨Br)〈X,Y〉, ϕ)
P2 : L2(A, ϕ)→ L2((Cℓ ∨ Cr)〈X′,Y′〉, ϕ)
are the orthogonal projections onto their co-domains, then P1P2 = P2P1 = P0.
Proof. First note that if
Z ∈ (Bℓ ∨Br)〈X,Y〉 and Z ′ ∈ (Cℓ ∨ Cr)〈X′,Y′〉
then bi-freeness implies
ϕ(ZZ ′) = ϕ(Z ′Z) = ϕ(Z)ϕ(Z ′).
This can easily be seen via bi-non-crossing partitions as bi-freeness implies a cumulant of ZZ ′ corresponding
to a bi-non-crossing partition is non-zero if and only if it decomposes into a bi-non-crossing partition on Z
union a bi-non-crossing partition on Z ′.
As the above implies that
L2((Bℓ ∨Br)〈X,Y〉, ϕ) ⊖ L2(C, ϕ) and L2((Cℓ ∨ Cr)〈X′,Y′〉, ϕ)⊖ L2(C, ϕ)
are orthogonal subspaces by taking L2-limits, the result follows. 
Proposition 5.8 (Bi-Free Stam Inequality). Let X,X′ be n-tuples of self-adjoint operators, let Y,Y′ be
m-tuples of self-adjoint operators, and let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-
commutative probability space (A, ϕ) such that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free and the pairs have no algebraic relations other than possibly left operators commuting with right
operators. Then
(Φ∗(X+X′ ⊔Y +Y′ : (Bℓ ∨ Cℓ, Br ∨Cr)))−1 ≥ (Φ∗(X ⊔Y : (Bℓ, Br)))−1 + (Φ∗(X′ ⊔Y′ : (Cℓ, Cr)))−1 .
Proof. If both of
Φ∗(X ⊔Y : (Bℓ, Br)) and Φ∗(X′ ⊔Y′ : (Cℓ, Cr))
are infinite then the result is immediate. If exactly one is infinite then the desired inequality is equivalent to
Φ∗(X+X′ ⊔Y +Y′ : (Bℓ ∨ Cℓ, Br ∨ Cr)) ≤ Φ∗(X ⊔Y : (Bℓ, Br))
(when Φ∗(X′ ⊔ Y′ : (Cℓ, Cr)) = ∞) and thus easily follows from Proposition 4.4 as a projection onto a
subspace decreases the L2-norm. Thus we will assume that both relative bi-free Fisher informations are
finite.
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Let P0, P1, and P2 be as in Lemma 5.7, and take P3 to be the orthogonal projection onto the algebra
generated by the sums of the variables:
P0 : L2(A, ϕ)→ C1A
P1 : L2(A, ϕ)→ L2((Bℓ ∨Br)〈X,Y〉, ϕ)
P2 : L2(A, ϕ)→ L2((Cℓ ∨Cr)〈X′,Y′〉, ϕ)
P3 : L2(A, ϕ)→ L2(((Bℓ ∨Cℓ) ∨ (Br ∨Cr))〈X+X′,Y +Y′〉, ϕ).
By Lemma 5.7, P1P2 = P2P1 = P0.
For notational simplicity, let X ′′i = Xi +X
′
i for all i, Y
′′
j = Yj + Y
′
j for all j, and let
ξ1,i = Jℓ(Xi : (Bℓ〈Xˆi〉, Br〈Y〉)),
ξ2,i = Jℓ(X ′i : (Cℓ〈Xˆ′i〉, Cr〈Y′〉)),
ξ3,i = Jℓ(X ′′i : ((Bℓ ∨ Cℓ)〈Xˆ′′i 〉, (Br ∨ Cr)〈Y′′〉)),
η1,j = Jr(Yj : (Bℓ〈X〉, Br〈Yˆj〉)),
η2,j = Jr(Y ′j : (Cℓ〈X′〉, Cr〈Yˆ′j〉)), and
η3,j = Jr(Y ′′j : ((Bℓ ∨ Cℓ)〈X′′〉, (Br ∨ Cr)〈Yˆ′′j 〉)).
By Proposition 4.4 we have that
ξ3,i = P3(ξ1,i) = P3(ξ2,i) and η3,j = P3(η1,j) = P3(η2,j).
Since P1P2 = P2P1 = P0, 〈1, ξk,i〉 = 0 = 〈1, ηk,j〉, and Pk(ξk,i) = ξk,i and Pk(ηk,j) = ηk,j for all k = 1, 2,
1 ≤ i ≤ n, and 1 ≤ j ≤ m, we obtain that
〈ξ1,i, ξ2,i〉 = 0 = 〈η1,j , η2,j〉
for all 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Let ζk,i = ξk,i − ξ3,i = (I − P3)(ξk,i) and θk,j = ηk,j − η3,j = (I − P3)(ηk,j) for all 1 ≤ i ≤ n, 1 ≤ j ≤ m,
and k ∈ {1, 2}. Clearly
ξk,i = ξ3,i + ζk,i, ξ3,i⊥ζk,i, ηk,j = η3,j + θk,j , and η3,j⊥θk,j .
Hence if for k ∈ {1, 2, 3} we define
hk = (ξk,1, . . . , ξk,n, ηk,1, . . . , ηk,m) ∈ (L2(A, ϕ))⊕(n+m)
and for k ∈ {1, 2} we define
fk = (ζk,1, . . . , ζk,n, θk,1, . . . , θk,m) ∈ (L2(A, ϕ))⊕(n+m),
then
h3 + f1 = h1, h3 + f2 = h2, h3⊥f1, h3⊥f2, and h1⊥h2.
Thus
0 = 〈h1, h2〉 = 〈h3, h3〉+ 〈f1, f2〉
so that
‖h3‖42 ≤ ‖f1‖22 ‖f2‖22
=
(
‖h1‖22 − ‖h3‖22
)(
‖h2‖22 − ‖h3‖22
)
= ‖h1‖22 ‖h2‖22 − ‖h3‖22
(
‖h1‖22 + ‖h2‖22
)
+ ‖h3‖42 .
This implies
‖h1‖22 ‖h2‖2 ≥ ‖h3‖22
(
‖h1‖22 + ‖h2‖22
)
.
Hence (
‖h3‖22
)−1
≥
(
‖h2‖22
)−1
+
(
‖h1‖22
)−1
,
which is the desired inequality. 
Next we note that the bi-free Fisher information behaves well with respect to specific transformations.
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Proposition 5.9. Let X,Y be self-adjoint operators of length n and m respectively, and let Bℓ, Br be self-
adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ) with no algebraic relations except for
possibly left operators commuting with right operators. Let A = [ai,j ] ∈ Mn(R) be an invertible matrix and
for each i ∈ {1, . . . , n} let
X ′i =
n∑
k=1
ai,kXk.
Then for all 1 ≤ k ≤ n,
Jℓ(Xk : (Bℓ〈Xˆk〉, Br〈Y〉)) =
n∑
i=1
ai,kJℓ(X ′i : (Bℓ〈Xˆ′i〉, Br〈Y〉)).
In particular, if A is an orthogonal matrix then
Φ∗(X ⊔Y : (Bℓ, Br)) = Φ∗(X′ ⊔Y : (Bℓ, Br)).
For general A, we have that(
max{
∥∥A−1∥∥ , 1})−2Φ∗(X′ ⊔Y : (Bℓ, Br)) ≤ Φ∗(X ⊔Y : (Bℓ, Br))
≤ (max{‖A‖ , 1})2Φ∗(X′ ⊔Y : (Bℓ, Br)).
A similar result holds on the right.
Proof. As A is an invertible matrix, we see that
L2((Bℓ ∨Br)〈X′,Y〉, ϕ) = L2((Bℓ ∨Br)〈X,Y〉, ϕ).
The equation for the conjugate variables then follows by the linearity of the cumulants. The remainder of
the proof follows from easy L2-norm computations. 
We note Proposition 5.9 only applies only to matrices acting on either just the left operators or just the
right operators. Due to the rigidity of the bi-free cumulants only accepting left operators in left entries and
right operators in right entries (except for the final entry) it is unclear how such a transformation would
affect the bi-free Fisher information.
Next we obtain a lower bound for the bi-free Fisher information based on the the variance of each operator.
Proposition 5.10 (Bi-Free Cramer-Rao Inequality). Let X,Y be tuples of self-adjoint operators of length
n and m respectively, and let Bℓ, Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability
space (A, ϕ) with no algebraic relations except for possibly left operators commuting with right operators.
Then
Φ∗(X ⊔Y : (Bℓ, Br))ϕ
 n∑
i=1
X2i +
m∑
j=1
Y 2j
 ≥ (n+m)2.
Moreover, equality holds if X,Y are centred semicircular distributions of the same variance and {(Bℓ, Br)}∪
{(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1 is bi-free. The converse holds when Bℓ = Br = C.
Proof. Let
Bℓ,i = (Bℓ〈Xˆi〉, Br〈Y〉) and
Br,j = (Bℓ〈X〉, Br〈Yˆj〉).
Then
Φ∗(X ⊔Y : (Bℓ, Br))ϕ
 n∑
i=1
X2i +
m∑
j=1
Y 2j

=
 n∑
i=1
‖Jℓ(Xi : Bℓ,i)‖22 +
m∑
j=1
‖Jr(Yj : Br,j)‖22
 n∑
i=1
‖Xi‖22 +
m∑
j=1
‖Yj‖22

≥
∣∣∣∣∣∣
n∑
i=1
ϕ(XiJℓ(Xi : Bℓ,i)) +
m∑
j=1
ϕ(YjJr(Yj : Br,j))
∣∣∣∣∣∣
2
= (n+m)2
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by the Cauchy-Schwarz inequality. Moreover, equality holds if and only if there exists a λ ∈ R \ {0} such
that
Jℓ(Xi : Bℓ,i) = λXi and Jr(Yj : Br,j) = λYj
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m.
Suppose X,Y are centred semicircular distributions of the same variance, say λ−1, and {(Bℓ, Br)} ∪
{(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1 is bi-free. By Proposition 4.3 and Lemma 4.1,
J (Xi : Bℓ,i) = Jℓ(Xi : (C,C)) = λ 12Jℓ(λ 12Xi : (C,C)) = λ 12
(
λ
1
2Xi
)
= λXi.
Similarly J (Yj : Br,j) = λYj so equality occurs in this case as desired.
To see the converse if Bℓ = Br = C, notice that if
J (Xi : Bℓ,i) = λXi and J (Yj : Br,j) = λYj
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m, then the definition of the conjugate variables gives relations on the
bi-free cumulants of ({Xi}ni=1, {Yj}mj=1) which imply X,Y are centred semicircular distributions of the same
variance λ−1 and {(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1 is bi-free. 
Remark 5.11. The reason that the converse of the last statement in Proposition 5.10 may fail when Bℓ
and Br are not both C comes down to the fact that knowing the behaviour of conjugate variable does not
tell us about bi-free cumulants with elements of Bℓ or Br in the final entry. In the free setting this difficulty
is absent due to the traciality of the state.
In order to perform many computations with the bi-free Fisher information, we require an understanding
of some analytical aspects. Thus we will prove the following.
Proposition 5.12. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with no algebraic
relations except for possibly left operators commuting with right operators. Suppose further that for each
k ∈ N that X(k),Y(k) are tuples of self-adjoint elements in A of length n and m respectively such that
lim sup
k→∞
∥∥∥X(k)i ∥∥∥ <∞,
lim sup
k→∞
∥∥∥Y (k)j ∥∥∥ <∞,
s- lim
k→∞
X
(k)
i = Xi, and
s- lim
k→∞
Y
(k)
j = Yj
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m (where the strong limit is computed as bounded linear maps on L2(A, ϕ)).
Then
lim inf
k→∞
Φ∗
(
X(k) ⊔Y(k) : (Bℓ, Br)
)
≥ Φ∗(X ⊔Y : (Bℓ, Br))
The proof of Proposition 5.12 first requires the following.
Lemma 5.13. Under the assumptions of Proposition 5.12 along with the additional assumptions that
ξk = Jℓ
(
X
(k)
1 : (Bℓ〈Xˆ(k)1 〉, Br〈Y(k)〉)
)
exist and are bounded in L2-norm by some constant K > 0, it follows that
ξ = Jℓ(X1 : (Bℓ〈Xˆ1〉, Br〈Y〉))
exists and is equal to
w- lim
k→∞
P (ξk)
where P is the orthogonal projection of L2(A, ϕ) onto L2((Bℓ ∨Br)〈X,Y〉, ϕ).
If, in addition,
lim sup
k→∞
‖ξk‖2 ≤ ‖ξ‖2
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then
lim
k→∞
‖ξk − ξ‖2 = 0
The same holds with X1 replaced with Xi, and a similar result holds for the right.
Proof. First, as (ξk)k≥1 is bounded in the L2-norm, (ξk)k≥1 has a subnet that converges in the weak topology.
If ζ is the limit of this net, we will show that P (ζ) = ξ. From this it follows that (P (ξk))k≥1 converges in
the weak topology to ξ due to the uniqueness of the bi-free conjugate variables. Thus, for the purposes of
that which follows, we will assume that (ξk)k≥1 converges to ζ in the weak topology.
For q ≥ 0 fix a χ : {1, . . . , q + 1} → {ℓ, r} such that χ(q + 1) = ℓ and choose Z1, . . . , Zq ∈ A such that
Zp ∈ Bℓ ∪ {X} if χ(p) = ℓ and Zp ∈ Br ∪ {Y} if χ(p) = r. For each k ∈ N, let
Z(k)p =

Zp if Zk ∈ Bℓ ∪Br
X
(k)
i if Zk = Xi
Y
(k)
j if Zk = Yj
.
Hence
κχ(Z1, . . . , Zq, P (ζ)) = κχ(Z1, . . . , Zq, ζ) (1)
= lim
k→∞
κχ
(
Z
(k)
1 , . . . , Z
(k)
q , ξk
)
(2)
where (1) follows from the fact that Z1, . . . , Zq ∈ P (L2(A, ϕ)) and (2) follows from the fact that the cu-
mulants are sums of moments, we have weak convergence of ξk to η, the ξk are bounded in L2(A, ϕ), and
strong convergence of non-commutative polynomials in X(k),Y(k), Bℓ, Br to the corresponding polynomials
in X,Y, Bℓ, Br by the assumptions of Proposition 5.12. Therefore, as
κχ
(
Z
(k)
1 , . . . , Z
(k)
q , ξk
)
is either 0 or 1, we see that κχ(Z1, . . . , Zq, P (η)) obtains the appropriate values to be ξ. Thus the first claim
is proved.
By the first claim we obtain that
lim inf
k→∞
‖ξk‖2 ≥ ‖ξ‖2 .
Thus the additional assumption
lim sup
k→∞
‖ξk‖2 ≤ ‖ξ‖2
implies that
lim
k→∞
‖ξk‖2 = ‖ξ‖2 .
This together with the fact that ξ is the weak limit of (ξk)k≥1 implies that
lim
k→∞
‖ξk − ξ‖2 = 0
as desired. 
Proof of Proposition 5.12. If
lim inf
k→∞
Φ∗
(
X(k) ⊔Y(k) : (Bℓ, Br)
)
=∞
there is nothing to prove. Otherwise, we may pass to subsequences to assume that
lim sup
k→∞
Φ∗
(
X(k) ⊔Y(k) : (Bℓ, Br)
)
<∞.
Combining part (2) of Remark 5.4 with Proposition 5.12 then implies the result. 
The convergence properties obtained in Proposition 5.12 allows for many analytical results pertaining to
the bi-free Fisher information.
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Corollary 5.14. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ, Br
be unital, self-adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ). Suppose further that for
each k ∈ N that X(k),Y(k) are tuples of self-adjoint elements of length n and m respectively, and Cℓ, Cr are
unital, self-adjoint subalgebras of A such that
(Bℓ〈X〉, Br〈Y〉) and
(
Cℓ
〈
X(k)
〉
, Cr
〈
Y(k)
〉)
are bi-free, there are no algebraic relations other than possibly left operators commuting with right operators,
and
lim
k→∞
∥∥∥X(k)i ∥∥∥ = lim
k→∞
∥∥∥Y (k)j ∥∥∥ = 0
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m. Then
lim
k→∞
Φ∗
(
X+X(k) ⊔Y +Y(k) : (Bℓ ∨ Cℓ, Br ∨Cr)
)
= Φ∗(X ⊔Y : (Bℓ, Br)).
Furthermore, if Cℓ = Cr = C, and
Φ∗(X ⊔Y : (Bℓ, Br)) <∞,
then
Jℓ
(
X
(k)
i :
(
Bℓ
〈
̂(X+X(k))i
〉
, Br
〈
Y +Y(k)
〉))
tends to
Jℓ(Xi : (Bℓ〈Xˆi〉, Br〈Y〉))
in L2-norm. A similar result holds for right bi-free conjugate variables.
Proof. Proposition 5.12 and part (5) of Remark 5.4 implies that
lim inf
k→∞
Φ∗
(
X+X(k) ⊔Y +Y(k) : (Bℓ ∨Cℓ, Br ∨Cr)
)
≥ Φ∗(X ⊔Y : (Bℓ ∨ Cℓ, Br ∨Cr))
= Φ∗(X ⊔Y : (Bℓ, Br)).
However, the bi-free Stam inequality (Proposition 5.8) implies that
Φ∗
(
X+X(k) ⊔Y +Y(k) : (Bℓ ∨ Cℓ, Br ∨Cr)
)
≤ Φ∗(X ⊔Y : (Bℓ, Br))
for all k. Hence the first claim follows. The second claim now trivially follows from Lemma 5.13. 
Theorem 5.15. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ). Suppose further that
S1, . . . , Sn, T1, . . . , Tm are (0, 1) semicircular variables in A such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free and there are no algebraic relations other than possibly left operators commuting with right oper-
ators. Then the map
h : [0,∞) ∋ t 7→ Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br))
is decreasing, right continuous, and
(n+m)2
C2 + (n+m)t
≤ h(t) ≤ n+m
t
where
C2 = ϕ
 n∑
i=1
X2i +
m∑
j=1
Y 2j
 .
Moreover h(t) = (n+m)
2
C2+(n+m)t for all t if X,Y are centred semicircular distributions of the same variance and
{(Bℓ, Br)} ∪ {(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1 are bi-free. Finally, if Bℓ = Br = C and h(t) = (n+m)
2
C2+(n+m)t for all t,
then X,Y are centred semicircular distributions of the same variance such that {(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1
is bi-free.
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Proof. Let S′1, . . . , S
′
n, T
′
1, . . . , T
′
m be (0, 1) semicircular variables in A (or a larger C
∗-non-commutative prob-
ability space) such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1 ∪ {(S′i, 1)}ni=1 ∪ {(1, T ′j)}mj=1
are bi-free. Then for all ǫ > 0 we have that
Φ∗(X+
√
t+ ǫS ⊔Y +√t+ ǫY : (Bℓ, Br)) = Φ∗(X+
√
tS+
√
ǫS′ ⊔Y +
√
tT+
√
ǫT′ : (Bℓ, Br)).
It follows that the desired map is right continuous by Corollary 5.14 and decreasing from the bi-free Stam
inequality (Proposition 5.8). The lower bound follows from the bi-free Cramer-Rao inequality (Proposition
5.10) as
ϕ
((
Xi +
√
tSi
)2)
= ϕ(X2i ) + t and ϕ
((
Yj +
√
tTj
)2)
= ϕ(Y 2i ) + t
whereas the upper bound follows from the bi-free Stam inequality (Proposition 5.8), which implies
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)) ≤ Φ∗(
√
tS ⊔
√
tT : (Bℓ, Br)) =
n+m
t
.
The final claims follow from the equality portion of the bi-free Cramer-Rao inequality (Proposition 5.10)
together with the fact that {(Xi +
√
tSi, 1)}ni=1 ∪ {(1, Yj +
√
tTj)}mj=1 are bi-free centred semicircular dis-
tributions of the same variance if and only if {(Xi, 1)}ni=1 ∪ {(1, Yj)}mj=1 are bi-free centred semicircular
distributions of the same variance. This may be seen through examination of bi-free cumulants using the
fact that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1 ∪ {(S′i, 1)}ni=1 ∪ {(1, T ′j)}mj=1
are bi-free. 
6. Non-Microstate Bi-Free Entropy
In this section, we introduce the non-microstate bi-free entropy as follows.
Definition 6.1. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ, Br
be unital, self-adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ). The relative bi-free
entropy of (X,Y) with respect to (Bℓ, Br) is defined to be
χ∗(X ⊔Y : (Bℓ, Br)) = n+m
2
log(2πe) +
1
2
∫ ∞
0
(
n+m
1 + t
− Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br))
)
dt
where S1, . . . , Sn, T1, . . . , Tm are self-adjoint operators in (a larger) A that have centred semicircular distri-
butions with variance 1 such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free.
In the case that Bℓ = Br = C, the relative bi-free entropy of X,Y with respect to (Bℓ, Br) is called the
non-microstate bi-free entropy of (X,Y) and is denoted χ∗(X ⊔Y).
Remark 6.2. We note that we have used a specific bi-free Brownian motion in Definition 6.1, namely the
one defined by completely independent bi-free central limit distributions. This appears to be the optimal
choice as this choice of bi-free central limit distribution has the maximal microstate bi-free entropy among all
bi-free central limit distributions (see [7]) and minimizes the inequality in the bi-free Cramer-Rao inequality
(Proposition 5.10). We note other non-microstate bi-free entropies are possible by selecting different bi-free
Brownian motions.
Remark 6.3. By part (1) of Remark 5.4, it is easy to see that ifm = 0 and Br = C then χ
∗(X⊔Y : (Bℓ, Br))
is the non-microstate free entropy ofX with respect to Bℓ, while if n = 0 andBℓ = C then χ
∗(X⊔Y : (Bℓ, Br))
is the non-microstate free entropy of Y with respect to Bℓ.
In addition, by Remark 2.24, it is elementary to see that
Φ∗(X ⊔Y : (Bℓ, Br)) ≥ Φ∗(X : Bℓ) + Φ∗(Y : Br)
for any X,Y and thus
χ∗(X ⊔Y : (Bℓ, Br)) ≤ χ∗(X : Bℓ) + χ∗(Y : Br) <∞.
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Example 6.4. Let ({Sk}nk=1, {Sk}n+mk=n+1) be a centred, self-adjoint bi-free central limit distribution with
respect to a state ϕ. Recall the joint distribution of these operators is completely determined by the matrix
A = [ai,j ] = [ϕ(SiSj)] ∈Mn+m(R)sa
which is positive.
Let ({Tk}nk=1, {Tk}n+mk=n+1) be a centred, bi-free central limit distribution with variance one and covariance
zero that are bi-free from ({Sk}nk=1, {Sk}n+mk=n+1). For each t ∈ (0,∞) let
Sk(t) = Sk +
√
tTk.
Hence ({Sk(t)}nk=1, {Sk(t)}n+mk=n+1) is a centred, self-adjoint bi-free central limit distribution with covariance
matrix
At = [ϕ(Si(t)Sj(t))] = tIn+m +A.
Therefore, since At is invertible for all t ∈ (0,∞) as A ≥ 0, we obtain from Example 5.3 that
Φ∗(S1(t), . . . , Sn(t) ⊔ Sn+1(t), . . . , Sn+m(t)) = Tr((tIn+m +A)−1).
AsA is a self-adjoint matrix, there exists a unitary matrix U and a diagonal matrixD = diag(λ1, . . . , λn+m)
such that A = U∗DU . Hence it is easy to see that
Φ∗(S1(t), . . . , Sn(t) ⊔ Sn+1(t), . . . , Sn+m(t)) = Tr((tIn+m +D)−1) =
n+m∑
k=1
1
t+ λk
.
Therefore, as
∏n+m
k=1 λk = det(D) = det(A), we see that
χ∗(S1, . . . , Sn ⊔ Sn+1, . . . , Sn+m) = n+m
2
log(2πe) +
1
2
∫ ∞
0
n+m
1 + t
−
n+m∑
k=1
1
t+ λk
dt
=
n+m
2
log(2πe) +
1
2
(
log
(
(1 + t)n+m∏n+m
k=1 (t+ λk)
))∣∣∣∣∣
∞
t=0
=
n+m
2
log(2πe) +
1
2
log
(
n+m∏
k=1
λk
)
=
n+m
2
log(2πe) +
1
2
log (det(A)) .
Note this agrees with the microstate bi-free entropy of ({Sk}nk=1, {Sk}n+mk=n+1) obtained in [7] and that
n+m
2 log(2πe) is n+m times the free entropy of a single semicircular operator with variance one.
To understand the non-microstate bi-free entropy, we first demonstrate an upper bound.
Proposition 6.5. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with no algebraic
relations other than possibly the commutation of left and right operators. If
C2 = ϕ
 n∑
i=1
X2i +
m∑
j=1
Y 2j

then
χ∗(X ⊔Y : (Bℓ, Br)) ≤ n+m
2
log
(
2πe
n+m
C2
)
.
Furthermore equality holds if X,Y are semicircular operators of the same variance such that {(Xi, 1)}ni=1 ∪
{(1, Yj)}mj=1 are bi-free and, if Bℓ = Br = C, the converse holds.
Proof. By Theorem 5.15
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)) ≥ (n+m)
2
C2 + (n+m)t
.
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Hence
χ∗(X ⊔Y : (Bℓ, Br)) ≤ n+m
2
(
log(2πe) +
∫ ∞
0
1
1 + t
− 1
t+ (n+m)−1C2
dt
)
=
n+m
2
(
log(2πe) +
(
log
(
1 + t
t+ (n+m)−1C2
))∣∣∣∣∞
t=0
)
=
n+m
2
(
log(2πe)− log
(
1
(n+m)−1C2
))
=
n+m
2
log
(
2πe
n+m
C2
)
.
As equality holds if and only if the equality from Theorem 5.15 holds for almost every t > 0, the final claims
follow as Theorem 5.15 specifies when the equality holds. 
Several other properties of the non-microstate bi-free entropy easily follow from our knowledge of bi-free
Fisher information.
Proposition 6.6. Let X,Y,X′,Y′ be tuples of self-adjoint operators of lengths n, m, n′, and m′ respectively,
and let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ)
with no algebraic relations other than possibly left and right operators commuting.
(1) We have
χ∗(X,X′ ⊔Y,Y′ : (Bℓ ∨ Cℓ, Br ∨ Cr)) ≤ χ∗(X ⊔Y : (Bℓ, Br)) + χ∗(X′ ⊔Y′ : (Cℓ, Cr)).
(2) If
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free, then the inequality in part (1) is an equality.
(3) If Cℓ ⊆ Bℓ and Cr ⊆ Br, then
χ∗(X ⊔Y : (Bℓ, Br)) ≤ χ∗(X ⊔Y : (Cℓ, Cr)).
(4) If
(Bℓ〈X〉, Br〈Y〉) and (Cℓ, Cr)
are bi-free, then
χ∗(X ⊔Y : (Bℓ, Br)) = χ∗(X ⊔Y : (Bℓ ∨ Cℓ, Br ∨ Cr)).
Proof. Part (1) follows from Proposition 5.6, part (2) follows from Proposition 5.5, part (3) follows from
part (4) of Remark 5.4, and part (4) follows from part (5) of Remark 5.4. 
Furthermore, the non-microstate bi-free entropy behaves well with respect to limits.
Proposition 6.7. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with no algebraic
relations other than possibly the commutation of left and right operators. Suppose further that for each k ∈ N
that X(k),Y(k) are tuples of self-adjoint elements in A of lengths n and m respectively such that
lim sup
k→∞
∥∥∥X(k)i ∥∥∥ <∞,
lim sup
k→∞
∥∥∥Y (k)j ∥∥∥ <∞,
s- lim
k→∞
X
(k)
i = Xi, and
s- lim
k→∞
Y
(k)
j = Yj
for all 1 ≤ i ≤ n and 1 ≤ j ≤ m (with the strong limit computed as bounded linear maps acting on L2(A, ϕ)).
Then
lim sup
k→∞
χ∗
(
X(k) ⊔Y(k) : (Bℓ, Br)
)
≤ χ∗(X ⊔Y : (Bℓ, Br)).
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Proof. By assumption there exists a constant C > 0 such that
C2 ≥ ϕ
 n∑
i=1
(
X
(k)
i
)2
+
m∑
j=1
(
Y
(k)
j
)2
for all k and
C2 ≥ ϕ
 n∑
i=1
X2i +
m∑
j=1
Y 2j
 .
By Theorem 5.15, if S
(k)
1 , . . . , S
(k)
n , T
(k)
1 , . . . , T
(k)
m are (0, 1) semicircular variables such that(
Bℓ
〈
X(k)
〉
, Br
〈
Y(k)
〉)
∪
{(
S
(k)
i , 1
)}n
i=1
∪
{(
1, T
(k)
j
)}m
j=1
are bi-free, then
n+m
1 + t
− Φ∗
(
X(k) +
√
tS(k) ⊔Y(k) +
√
tT(k) : (Bℓ, Br)
)
≤ n+m
1 + t
− n+m
t+ (n+m)−1C2
.
Since n+m1+t − n+mt+(n+m)−1C2 is integrable and since
lim sup
k→∞
n+m
1 + t
− Φ∗
(
X(k) +
√
tS(k) ⊔Y(k) +
√
tT(k) : (Bℓ, Br)
)
≤ n+m
1 + t
− Φ∗
(
X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)
)
by Proposition 5.12, the result follows by the Dominated Convergence Theorem. 
Proposition 6.8. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ). Suppose further that
S1, . . . , Sn, T1, . . . , Tm are (0, 1) semicircular variables in A such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free and there are no algebraic relations other than possibly the commutation of left and right operators.
For t ∈ [0,∞), let
g(t) = χ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)).
Then g : [0,∞) → R ∪ {−∞} is a concave, continuous, increasing function such that g(t) ≥ n+m2 log(2πet)
and, when g(t) 6= −∞,
lim
ǫ→0+
1
ǫ
(g(t+ ǫ)− g(t)) = 1
2
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)).
Proof. Let S′1, . . . , S
′
n, T
′
1, . . . , T
′
m be (0, 1) semicircular variables in A (or a larger C
∗-non-commutative prob-
ability space) such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1 ∪ {(S′i, 1)}ni=1 ∪ {(1, T ′j)}mj=1
are bi-free. Then for all ǫ > 0 we have that
Φ∗(X+
√
t+ ǫS ⊔Y +√t+ ǫT : (Bℓ, Br)) = Φ∗(X+
√
tS+
√
ǫS′ ⊔Y +
√
tT+
√
ǫT′ : (Bℓ, Br))
≥ Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br))
by Proposition 5.8. Hence g is increasing.
If t0 ≥ 0, ǫ > 0, g(t0) 6= −∞, and
h(t) = Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br))
is as in Theorem 5.15, the above computations show
g(t0 + ǫ)− g(t0) = 1
2
∫ ∞
0
n+m
1 + t
− h(t+ t0 + ǫ) dt− 1
2
∫ ∞
0
n+m
1 + t
− h(t+ t0) dt
=
1
2
∫ t0+ǫ
t0
h(t) dt.
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Since h(t) is right continuous and decreasing by Theorem 5.15, we see that g is concave, continuous, and
lim
ǫ→0+
1
ǫ
(g(t+ ǫ)− g(t)) = 1
2
h(t) =
1
2
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)).
Furthermore, by Theorem 5.15
g(t0) ≥ n+m
2
log(2πe) +
1
2
∫ ∞
0
n+m
1 + t
− n+m
t+ t0
dt =
n+m
2
log(2πet0). 
As it is unknown whether non-microstate free entropy behaves well with respect to all transformations
performed on the variables, we prove only the following in the bi-free setting. Again we are limited to
transformations on only the left or only the right variables as per the comments after Proposition 5.9.
Proposition 6.9. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with no algebraic
relations other than the possibility of left and right operators commuting. Let U = [ui,j ] be an n× n unitary
matrix with real entries. If for each 1 ≤ i ≤ n we define
X ′i =
n∑
k=1
ui,kXk,
then
χ∗ (X′ ⊔Y : (Bℓ, Br)) = χ∗(X ⊔Y : (Bℓ, Br))
A similar holds for the right variables.
Proof. Let S1, . . . , Sn, T1, . . . , Tm be (0, 1) semicircular variables such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free with no algebraic relations other than the possibility of left and right operators commuting. If
for each 1 ≤ i ≤ n we define
S′i =
n∑
k=1
ui,kSk,
then S′1, . . . , S
′
n, T1, . . . , Tm are (0, 1) semicircular variables such that
(Bℓ 〈X′〉 , Br〈Y〉) ∪ {(S′i, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free. By Proposition 5.9,
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)) = Φ
∗
(
X′ +
√
tS′ ⊔Y +
√
tT : (Bℓ, Br)
)
and hence the result follows. 
In the case of scaling transformations, we have the following.
Proposition 6.10. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ). Let λ ∈ R \ {0}.
Then
χ∗(λX ⊔ λY : (Bℓ, Br)) = (n+m) log |λ|+ χ∗(X ⊔Y : (Bℓ, Br)).
Proof. It suffices to prove the result for λ > 1 as this also implies the result for λ < −1 since −In and −Im
are unitary matrices so we can apply Proposition 6.9. Notice this then implies the result for 0 < |λ| ≤ 1 via
using λ−1. For λ > 1, we see that
χ∗(λX ⊔ λY : (Bℓ, Br))
=
1
2
∫ ∞
0
(
(n+m)λ−2
λ−2 + tλ−2
− λ−2Φ∗(X+
√
tλ−2S ⊔Y +
√
tλ−2T : (Bℓ, Br))
)
dt+
n+m
2
log(2πe)
=
1
2
∫ ∞
0
(
n+m
λ−2 + s
− Φ∗(X+√sS ⊔Y +√sT : (Bℓ, Br))
)
ds+
n+m
2
log(2πe)
= χ∗(X ⊔Y : (Bℓ, Br))− 1
2
∫ λ−2−1
0
n+m
1 + s
ds
= χ∗(X ⊔Y : (Bℓ, Br)) + (n+m) log |λ|. 
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In the case of finite bi-free Fisher information, we have a lower bound on the non-microstate bi-free
entropy.
Proposition 6.11. Let X,Y be tuples of self-adjoint operators of lengths n and m respectively and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with no algebraic
relations other than possibly left and right operators commuting. If
Φ∗(X ⊔Y : (Bℓ, Br)) <∞,
then
χ∗(X ⊔Y : (Bℓ, Br)) ≥ n+m
2
log
(
2π(n+m)e
Φ∗(X ⊔Y : (Bℓ, Br))
)
> −∞.
Proof. Let λ = Φ∗(X ⊔Y : (Bℓ, Br)).
Let S1, . . . , Sn, T1, . . . , Tm be (0, 1) semicircular variables such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free. By the bi-free Stam inequality (Proposition 5.8), we see for all t ∈ (0,∞) that
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)) ≤ 11
λ
+ t
n+m
=
n+m
n+m
λ
+ t
.
Hence
χ∗(X ⊔Y : (Bℓ, Br)) ≥ n+m
2
log(2πe) +
1
2
∫ ∞
0
n+m
1 + t
− n+m
n+m
λ
+ t
dt
=
n+m
2
log(2πe) +
n+m
2
log
(
n+m
λ
)
. 
Additional lower bounds can be obtained in the tracially bi-partite setting using the non-microstate free
entropy.
Theorem 6.12. Let X,Y be tracially bi-partite tuples of self-adjoint operators of lengths n and m respec-
tively in a C∗-non-commutative probability space (A, ϕ). Suppose there exists another C∗-non-commutative
probability space (A0, τ0) and tuples of self-adjoint operators X′,Y′ ∈ A0 of lengths n and m respectively
such that τ0 is tracial on A0 and
ϕ(Xi1 · · ·XipYj1 · · ·Yjq ) = τ0(X ′i1 · · ·X ′ipY ′jq · · ·Y ′j1)
for all p, q ∈ N ∪ {0}, i1, . . . , ip ∈ {1, . . . , n}, and j1, . . . , jq ∈ {1, . . . ,m}. Then
χ∗(X′,Y′) ≤ χ∗(X ⊔Y).
Proof. First suppose that {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1 have a bi-free central limit distribution that is bi-free
from (Bℓ〈X〉, Br〈Y〉) and that {S′1, . . . , S′n, T ′1, . . . , T ′m} are free semicircular operators that are free from
{X′,Y′}. It can be verified that for all t ∈ (0,∞), for all p, q ∈ N ∪ {0}, and for all i1, . . . , ip ∈ {1, . . . , n}
and j1, . . . , jq ∈ {1, . . . ,m},
ϕ((Xi1 +
√
tSi1) · · · (Xip +
√
tSip)(Yj1 +
√
tTj1) · · · (Yjq +
√
tTjq ))
= τ0((X
′
i1
+
√
tS′i1) · · · (X ′ip +
√
tS′ip)(Y
′
jq
+
√
tT ′jq ) · · · (Y ′j1 +
√
tT ′j1)).
Therefore, due to the definition of the free and bi-free entropies under consideration, it suffices to show that
if
ξi = Jℓ(Xi : (C〈Xˆi〉,C〈Y〉)),
ξ′i = Jℓ(X ′i : C〈Xˆ′i,Y′〉)),
ηj = Jr(Yj : (C〈X〉,C〈Yˆj〉)), and
η′j = Jr(Y ′j : C〈Xˆ′i, Yˆ′j〉))
all exist, then
n∑
i=1
‖ξ′i‖22 +
m∑
j=1
∥∥η′j∥∥22 ≥ n∑
i=1
‖ξi‖22 +
m∑
j=1
‖ηj‖22 ;
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this then passes to all times t by applying the same but replacing Xi by Xi+
√
tSi, et cetera. The existence
follows from [26, Corollary 3.9] and Theorem 4.5. The inequality then follows from Lemma 2.26. 
7. Non-Microstate Bi-Free Entropy Dimension
In this section, we extend the notion of non-microstate free entropy dimension to the bi-free setting and
generalize the basic properties.
Definition 7.1. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ, Br
be unital, self-adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ). The n-left, m-right,
non-microstate bi-free entropy dimension of (X,Y) relative to (Bℓ, Br) is defined by
δ∗(X ⊔Y : (Bℓ, Br)) = (n+m) + lim sup
ǫ→0+
χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
| log(√ǫ)|
where S1, . . . , Sn, T1, . . . , Tm are self-adjoint operators in (a larger) A that have centred semicircular distri-
butions with variance 1 such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free.
In the case that Bℓ = Br = C, the non-microstate bi-free entropy dimension of (X,Y) relative to (Bℓ, Br)
is called the non-microstate bi-free entropy of (X,Y) and is denoted δ∗(X ⊔Y).
Clearly if m = 0 then δ∗(X ⊔ Y) is the non-microstate free entropy dimension of X and if n = 0 then
δ∗(X ⊔ Y) is the non-microstate free entropy dimension of Y. Consequently, the non-microstate bi-free
entropy dimension is an extension of the non-microstate free entropy dimension.
To justify the terminology that non-microstate bi-free entropy dimension is a dimension, we note its value
of bi-free central limit distributions.
Theorem 7.2. Let ({Sk}nk=1, {Sk}n+mk=n+1) be a centred self-adjoint bi-free central limit distribution with
respect to ϕ with ϕ(S2k) = 1 for all k. Recall that the joint distribution is completely determined by the
positive matrix
A = [ai,j ] = [ϕ(SiSj)] ∈Mn(R).
Then
δ∗(S1, . . . , Sn ⊔ Sn+1, . . . , Sn+m) = rank(A).
Proof. Let ({Tk}nk=1, {Tk}n+mk=n+1) be a centred self-adjoint bi-free central limit distribution with respect to
ϕ, bi-free from ({Sk}nk=1 , {Sk}n+mk=n+1), with
ϕ(TiTj) =
{
1 if i = j
0 if i 6= j .
If we define Zk,ǫ = Sk +
√
ǫTk for all 1 ≤ k ≤ n +m, then ({Zk}nk=1, {Zk}n+mk=n+1) is a centred self-adjoint
bi-free central limit distribution with respect to ϕ with
ϕ(Zi,ǫZj,ǫ) =
{
1 + ǫ if i = j
ϕ(SiSj) if i 6= j
and
δ∗(S1, . . . , Sn ⊔ Sn+1, . . . , Sn+m) = (n+m) + lim sup
ǫ→0+
χ∗(Z1,ǫ, . . . , Zn,ǫ ⊔ Zn+1,ǫ, . . . , Zn+m,ǫ)
| log(√ǫ)| .
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By applying Proposition 6.10 and Example 6.4, we see that
χ∗(Z1,ǫ, . . . , Zn,ǫ ⊔ Zn+1,ǫ, . . . , Zn+m,ǫ)
= (n+m) log(
√
1 + ǫ) + χ∗
(
1√
1 + ǫ
Z1,ǫ, . . . ,
1√
1 + ǫ
Zn,ǫ ⊔ 1√
1 + ǫ
Zn+1,ǫ, . . . ,
1√
1 + ǫ
Zn+m,ǫ
)
=
n+m
2
log(1 + ǫ) +
n+m
2
log(2πe) +
1
2
log
(
det
((
1− 1
1 + ǫ
)
In+m +
1
1 + ǫ
A
))
=
n+m
2
log(2πe) +
1
2
log (det (ǫIn+m +A)) .
As A is a positive matrix and thus diagonalizable, we know that
det (ǫIn+m +A) = ǫ
nullity(A)p(ǫ)
where p is a polynomial of degree rank(A) with real coefficients that does not vanish at 0. Consequently, we
obtain that
δ∗(S1, . . . , Sn ⊔ Sn+1, . . . , Sn+m)
= (n+m) + lim sup
ǫ→0+
n+m
2 log(2πe) +
1
2 log(ǫ
nullity(A)p(ǫ))
| log(√ǫ)|
= (n+m) + lim sup
ǫ→0+
n+m
2 log(2πe) +
1
2nullity(A) log(ǫ) +
1
2 log(p(ǫ))
| log(√ǫ)|
= n+m− nullity(A) = rank(A) 
Example 7.3. Let (S, T ) be a bi-free central limit distribution with variances 1 and covariance c ∈ [−1, 1].
Then
δ∗(S ⊔ T ) =
{
2 if c 6= ±1
1 if c = ±1 .
In particular, the support of the joint distribution of (S, T ) has dimension δ∗(S ⊔ T ): indeed, if c 6= ±1 then
(S, T ) has joint distribution with support [−2, 2]2 ⊂ R2 by [11], while otherwise it is supported on the line
y = cx.
Due to the previous results in this paper, the basic properties of non-microstate free entropy dimension
carry-forward to the bi-free setting.
Proposition 7.4. Let X,Y,X′,Y′ be tuples of self-adjoint operators of lengths n, m, n′, and m′ respectively.
Let Bℓ, Br, Cℓ, Cr be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ) with
no algebraic relations other than possibly left and right operators commuting.
(1) We have
δ∗(X,X′ ⊔Y,Y′ : (Bℓ ∨ Cℓ, Br ∨ Cr)) ≤ δ∗(X ⊔Y : (Bℓ, Br)) + δ∗(X′ ⊔Y′ : (Cℓ, Cr)).
(2) If
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free, then the inequality in part (1) is an equality.
(3) If Cℓ ⊆ Bℓ and Cr ⊆ Br, then
δ∗(X ⊔Y : (Bℓ, Br)) ≤ δ∗(X ⊔Y : (Cℓ, Cr)).
(4) If
(Bℓ〈X〉, Br〈Y〉) and (Cℓ, Cr)
are bi-free, then
δ∗(X ⊔Y : (Bℓ, Br)) = δ∗(X ⊔Y : (Bℓ ∨ Cℓ, Br ∨ Cr)).
Proof. This result immediately follows from Definition 7.1, Proposition 6.6, and the fact that the semicircular
perturbations have zero covariance. 
Moreover, we have an unsurprising upper bound for the non-microstate bi-free entropy dimension.
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Proposition 7.5. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ). Then
δ∗(X ⊔Y) ≤ n+m.
Proof. If S1, . . . , Sn, T1, . . . , Tm are self-adjoint operators in (a larger) A that have centred semicircular
distributions with variance 1 such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free, then using bi-freeness, we see that
ϕ
 n∑
i=1
(Xi +
√
ǫSi)
2 +
m∑
j=1
(Yj +
√
ǫTj)
2
 = C2 + (n+m)ǫ.
Therefore Proposition 6.5 implies that
δ∗(X ⊔Y) = (n+m) + lim sup
ǫ→0+
χ∗(X+
√
tS ⊔Y +√tT : (Bℓ, Br))
| log(√ǫ)|
≤ (n+m) + lim sup
ǫ→0+
n+m
2 log
(
2πe
n+m (C
2 + (n+m)ǫ)
)
| log(√ǫ)|
≤ (n+m) + lim sup
ǫ→0+
n+m
2 log
(
2πe
n+m (C
2 + (n+m))
)
| log(√ǫ)|
= n+m. 
Furthermore, a similar known lower bound for the non-microstate free entropy dimension extends to the
bi-free setting.
Proposition 7.6. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ,
Br be unital, self-adjoint subalgebras of a C
∗-non-commutative probability space (A, ϕ). Then
δ∗(X ⊔Y) ≥ (n+m)− lim sup
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
where S1, . . . , Sn, T1, . . . , Tm are self-adjoint operators in (a larger) A that have centred semicircular distri-
butions with variance 1 such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free. Furthermore, if
lim
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
exists, then the inequality becomes an equality.
Proof. Let
L = lim sup
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br)).
Given δ > 0 there exists an ǫ0 > 0 such that
Φ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br)) ≤ L+ δ
ǫ
for all 0 < ǫ < ǫ0. Therefore, the same computation as used in Proposition 6.8 implies for all 0 < ǫ < ǫ0 that
χ∗(X+
√
ǫ0S ⊔Y +√ǫ0T : (Bℓ, Br))− χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
=
1
2
∫ ǫ0
ǫ
Φ∗(X+
√
tS ⊔Y +
√
tT : (Bℓ, Br)) dt
≤ 1
2
∫ ǫ0
ǫ
L+ δ
t
dt
=
L+ δ
2
ln
( ǫ0
ǫ
)
.
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Hence
χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br) ≥ χ∗(X+√ǫ0S ⊔Y +√ǫ0T : (Bℓ, Br))− L+ δ
2
ln(ǫ0) +
L+ δ
2
ln(ǫ)
for all 0 < ǫ < ǫ0. Therefore, since
χ∗(X+
√
ǫ0S ⊔Y +√ǫ0T : (Bℓ, Br))
is finite (Proposition 6.5 gives an upper bound, while Theorem 5.15 and Proposition 6.11 give a the lower
bound), we obtain that
lim inf
ǫ→0+
χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
| log(√ǫ)| ≥ − (L+ δ)
for all δ > 0. Hence
δ∗(X ⊔Y : (Bℓ, Br)) = (n+m) + lim sup
ǫ→0+
χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
| log(√ǫ)|
≥ (n+m) + lim inf
ǫ→0+
χ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
| log(√ǫ)|
≥ (n+m)− L
as desired.
If
lim
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
exists, given δ > 0 there exists an ǫ0 > 0 such that
Φ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br)) ≥ L− δ
ǫ
for all 0 < ǫ < ǫ0. By performing similar computations to those above with reversed inequalities, we obtain
δ∗(X ⊔Y) = (n+m)− lim
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br))
as desired. 
The above lower bound in conjunction with previous results in this paper immediately give us the following.
Corollary 7.7. Let X,Y be tuples of self-adjoint operators of length n and m respectively, and let Bℓ, Br
be unital, self-adjoint subalgebras of a C∗-non-commutative probability space (A, ϕ). Then
(1) δ∗(X ⊔Y) ≥ 0, and
(2) if Φ∗(X ⊔Y) <∞, then δ∗(X ⊔Y) = n+m.
Proof. Let S1, . . . , Sn, T1, . . . , Tm be self-adjoint operators in (a larger) A that have centred semicircular
distributions with variance 1 such that
(Bℓ〈X〉, Br〈Y〉) ∪ {(Si, 1)}ni=1 ∪ {(1, Tj)}mj=1
are bi-free. Since Theorem 5.15 implies that
0 ≤ lim sup
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br)) ≤ lim sup
ǫ→0+
ǫ
n+m
ǫ
= n+m,
we easily obtain that δ∗(X ⊔ Y) ≥ 0 by Proposition 7.6. Furthermore, if λ := Φ∗(X ⊔ Y) < ∞, then by
applying the bi-free Stam inequality (Proposition 5.8) in the same manner as in Proposition 6.11 we see
0 ≤ lim sup
ǫ→0+
ǫΦ∗(X+
√
ǫS ⊔Y +√ǫT : (Bℓ, Br)) ≤ lim sup
ǫ→0+
ǫ
1
1
λ
+ ǫ
n+m
= 0.
Hence Proposition 7.6 implies that δ∗(X ⊔Y) = n+m, as desired. 
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8. Additivity of Bi-free Fisher Information
By [27] it is known that if X1, . . . , Xn are self-adjoint operators such that
Φ∗(X1, . . . , Xn) = Φ
∗(X1, . . . , Xk) + Φ
∗(Xk+1, . . . , Xn) <∞,
then {X1, . . . , Xk} and {Xk+1, . . . , Xn} are freely independent. Thus it is natural to ask:
Question 8.1. Is the converse to Proposition 5.5 true? That is, if
Φ∗(X,X′ ⊔Y,Y′ : (Bℓ ∨Cℓ, Br ∨ Cr)) = Φ∗(X ⊔Y : (Bℓ, Br)) + Φ∗(X′ ⊔Y′ : (Cℓ, Cr))
and all terms are finite, is it the case that
(Bℓ〈X〉, Br〈Y〉) and (Cℓ〈X′〉, Cr〈Y′〉)
are bi-free?
Question 8.1 is of interest as verifying collections are bi-freely independent has been difficult so any
equivalent characterizations would be exceptional. In this section we illustrate some partial results towards
such a characterization in the case that Bℓ = Br = Cℓ = Cr = C and n = m = 1. In this case, we are trying
to demonstrate that if
Φ∗(X ⊔ Y ) = Φ∗(X) + Φ∗(Y ) <∞,
then X and Y are classically independent with respect to ϕ. In particular, this would imply X and Y
commute in distribution.
We begin with the following where we do not assume X and Y commute in distribution.
Lemma 8.2. Let (X,Y ) be a pair of self-adjoint operators in a C∗-non-commutative probability space (A, ϕ).
If Φ∗(X ⊔ Y ) <∞ (so Φ∗(X),Φ∗(Y ) <∞ by Proposition 5.6), then
Φ∗(X ⊔ Y ) = Φ∗(X) + Φ∗(Y )
if and only if
Jℓ(X : (C,C〈Y 〉)) = J (X : C) and Jr(Y : (C〈X〉,C)) = J (Y : C).
Proof. Clearly if
Jℓ(X : (C,C〈Y 〉)) = J (X : C) and Jr(Y : (C〈X〉,C)) = J (Y : C).
then Φ∗(X ⊔ Y ) = Φ∗(X) + Φ∗(Y ).
Conversely, let A = C〈X,Y 〉, X = C〈X〉, Y = C〈Y 〉, and let P : L2(A, ϕ)→ L2(X , ϕ) and Q : L2(A, ϕ)→
L2(Y, ϕ) be the orthogonal projections onto their codomains. Since Φ∗(X ⊔ Y ) <∞, we know that
ξ = Jℓ(X : (C,C〈Y 〉)) and η = Jr(Y : (C〈X〉,C))
exist, and
P (ξ) = J (X : C) and Q(η) = J (Y : C)
by Remark 2.24. Therefore, as
‖P (ξ)‖2 + ‖Q(η)‖2 = ‖J (X : C)‖2 + ‖J (Y : C)‖2
= Φ∗(X) + Φ∗(Y )
= Φ∗(X ⊔ Y )
= ‖ξ‖2 + ‖η‖2 ,
it must be the case that ξ = P (ξ) and η = Q(η). 
To proceed, we recall the following result of Dabrowski [8, Lemma 12]. Suppose X is an n-tuple of
algebraically free self-adjoint operators that generate a tracial von Neumann algebra (M, τ). If J (X1 : C〈Xˆ1〉)
exists, then the operator (τ ⊗ 1) ◦ ∂X1 : C 〈X〉 → C 〈X〉 extends to a bounded linear operator, which will
also be denoted (τ ⊗ 1) ◦ ∂X1 , from M to L2(M, τ). Note that although the result is stated only for tuples
with n ≥ 2, it extends to the n = 1 case as well (by, for example, formally including a semi-circular variable
free from X1 and then restricting the resulting (τ ⊗ 1) ◦ ∂X1 to the W ∗-algebra generated by X1. In fact, we
will only use this result in the bi-free setting applied to a single left or a single right operator in which case
traciality is trivial.
Using Dabrowski’s result, we can state the following continuing on what was learned in Lemma 8.2.
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Lemma 8.3. Let (X,Y ) be a pair of self-adjoint operators in a C∗-non-commutative probability space (A, ϕ),
let A = C〈X,Y 〉, let X = C〈X〉, and let P : L2(A, ϕ) → L2(X , ϕ) be the orthogonal projection onto the
codomain. Suppose the distribution of X is absolutely continuous with respect to the Lebesgue measure with
density fX . Suppose further that for each m ∈ N there exists an element E(Y m) ∈ C∗(X) such that
〈E(Y m), ζ〉L2(X ,ϕ) = 〈Y m, ζ〉L2(A,ϕ)
for all ζ ∈ L2(X , ϕ) ⊆ L2(A, ϕ) (i.e. E(Y m) = PY mP ∈ C∗(X)).
If Φ∗(X ⊔ Y ) <∞ and Jℓ(X : (C,C〈Y 〉)) = J (X : C), then
[(ϕ⊗ 1) ◦ ∂X ] (E(Y m)) = 0
for all m ∈ N.
Proof. Since Jℓ(X : (C,C〈Y 〉)) = J (X : C) exists, we see for all n ∈ N that
n∑
i=1
ϕ(Y mXn−i)ϕ(X i−1) = (ϕ⊗ ϕ)(∂ℓ,X(Y mXn))
= 〈Y mXnJℓ(X : (C,C〈Y 〉)), 1〉L2(A,ϕ)
= 〈XnJ (X : C), Y m〉L2(A,ϕ)
= 〈XnJ (X : C), E(Y m)〉L2(X ,ϕ).
Since E(Y m) ∈ C∗(X), there exists a sequence of self-adjoint polynomials (qk(X))k≥1 from X such that
limk→∞ ‖qk(X)− E(Y m)‖ = 0. Hence, as this implies limk→∞ ‖qk(X)− E(Y m)‖2 = 0, we obtain that
n∑
i=1
ϕ(Y mXn−i)ϕ(X i−1) = lim
k→∞
〈XnJ (X : C), qk(X)〉L2(X ,ϕ)
= lim
k→∞
〈qk(X)XnJ (X : C), 1〉L2(X ,ϕ)
= lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X)Xn))
= lim
k→∞
(ϕ⊗ ϕ) (∂X(qk(X))(1 ⊗Xn) + (qk(X)⊗ 1)∂X(Xn))
= lim
k→∞
(ϕ⊗ ϕ) (∂X(qk(X))(1 ⊗Xn)) +
n∑
i=1
ϕ(qk(X)X
n−i)ϕ(X i−1).
Therefore, as
lim
k→∞
n∑
i=1
ϕ(qk(X)X
n−i)ϕ(X i−1) =
n∑
i=1
ϕ(Y mXn−i)ϕ(X i−1)
via inner product computations, we obtain that
lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1 ⊗Xn)) = 0
for all n ∈ N. Hence
lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1⊗ r(X))) = 0
for all r(X) ∈ C〈X〉.
Fix m ∈ N, and let Zm := [(ϕ⊗ 1) ◦ ∂X ] (E(Y m)). Choose any polynomial r(X) ∈ X . Then, as L2(X , ϕ)
can be expressed as L2(R, fX(x) dx), as limk→∞ ‖qk(X)− E(Y m)‖ = 0, and as (ϕ⊗1)◦∂X is norm continuous,
we obtain that
〈Zm, r(X)〉L2(X ,ϕ) =
∫
R
Zm(x)r(x)fX(x) dx
= lim
k→∞
∫
R
([(ϕ⊗ 1) ◦ ∂X ](qk(X))) (x)r(x)fX(x) dx
= lim
k→∞
∫
R
∫
R
(∂X(qk(X))) (y, x)r(x)fX(x)fX(y) dy dx
= lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1⊗ r(X)))
= 0.
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It follows that Zm = 0 since X is dense in L2(X , ϕ). 
Remark 8.4. Unfortunately we cannot easily see how to replace the condition E(Y m) ∈ C∗(X) with
E(Y m) ∈ W ∗(X) as we only know operator norm continuity of (ϕ⊗ 1) ◦ ∂X .
Remark 8.5. In the case (X,Y ) is bi-partite with joint distribution f(x, y) dλ2, it is easy to compute E(Y
m).
Indeed
E(Y m)(x) =
∫
R
ym
f(x, y)
fX(x)
dy.
Therefore, provided f(x, y) is sufficiently nice, it is not too much to assume that E(Y m) ∈ C∗(X).
In fact, in the bi-partite case, the converse of Lemma 8.3 holds.
Lemma 8.6. Under the assumptions of Lemma 8.3 together with the assumption that (X,Y ) is bi-partite,
if Φ∗(X ⊔ Y ) <∞ and
[(ϕ⊗ 1) ◦ ∂X ] (E(Y m)) = 0
for all m ∈ N, then Jℓ(X : (C,C〈Y 〉)) = J (X : C).
Proof. Since E(Y m) ∈ C∗(X), there exists a sequence of self-adjoint polynomials (qk(X))k≥1 ⊆ X such that
limk→∞ ‖qk(X)− E(Y m)‖ = 0. Hence for all r(x) ∈ C〈X〉 we have as in the proof of Lemma 8.3 that
0 = 〈Zm, r(X)〉L2(X ,ϕ) = lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1⊗ r(X))).
Hence
lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1 ⊗Xn)) = 0
for all n ∈ N. Therefore
(ϕ⊗ ϕ)(∂ℓ,X(Y mXn)) =
n∑
i=1
ϕ(Y mXn−i)ϕ(X i−1)
= lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1⊗Xn)) +
n∑
i=1
ϕ(qk(X)X
n−i)ϕ(X i−1)
= lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X))(1⊗Xn) + (qk(X)⊗ 1)∂X(Xn))
= lim
k→∞
(ϕ⊗ ϕ)(∂X(qk(X)Xn))
= lim
k→∞
ϕ(qk(X)X
nJ (X : C))
= ϕ(Y mXnJ (X : C)).
Therefore, as the above holds for all m,n ∈ N and as (X,Y ) is bi-partite, we obtain that Jℓ(X : (C,C〈Y 〉)) =
J (X : C) as desired. 
Remark 8.7. Lemma 8.3 is useful in the context of Question 8.1 as, by Lemma 8.2, Φ∗(X ⊔ Y ) = Φ∗(X) +
Φ∗(Y ) <∞ implies Jℓ(X : (C,C〈Y 〉)) = J (X : C) and thus Lemma 8.3 implies [(ϕ⊗ 1) ◦ ∂X ] (E(Y m)) = 0
for all m ∈ N. This later condition often implies E(Y m) is a scalar. In this case, we must have E(Y m) =
ϕ(Y m) and that X and Y are independent.
For an example where [(ϕ⊗ 1) ◦ ∂X ] (E(Y m)) = 0 implies E(Y m) is scalar, consider the case that X is a
semicircular variable with variance 1. Recall that if U0(X) = 1, U1(X) = X , and Un(X) = UN−1(X)X −
Un−2(X), then {Un(X)}n≥0 form an orthonormal basis for L2(X , ϕ). If T = (ϕ ⊗ 1) ◦ ∂X , then clearly
T (U0(X)) = 0, T (U1(X)) = U0(X), and, by induction,
T (Un(X)) = T (Un−1(X)X)− T (Un−2(X))
= (ϕ⊗ 1)(∂X(Un−1(X))(1⊗X) + (Un(X)⊗ 1))− Un−3(X)
= T (Un−1(X))X + ϕ(Un(X))− Un−3(X)
= Un−2(X)X + 0− Un−3(X)
= Un−1(X).
Hence T is the annihilation operator on the Chebyshev polynomials so we easily see that if ζ ∈ W ∗(X) has
the property that T (ζ) = 0 if and only if ζ = λU0(X) = λ for some λ ∈ C.
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Consequently, we have the following.
Corollary 8.8. Under the assumptions of Lemma 8.3, if X is a semicircular operator and
Φ∗(X ⊔ Y ) = Φ∗(X) + Φ∗(Y ) <∞,
then X and Y are independent.
Unfortunately, it is possible that the kernel of (ϕ⊗ 1) ◦ ∂X contains more than just scalar operators. For
example, if we take
fX(x) = c
(√
4− (x− 4)2χ[2,6] +
√
4− (x+ 4)2χ[−6,−2]
)
where c is a normalization constant to make f a probability distribution, it is not too hard to see the free
conjugate variable exists. Moreover X−1 ∈ C∗(X) and
[(ϕ⊗ 1) ◦ ∂X ] (X−1) = −ϕ(X−1)X−1 = 0
as ϕ(X−1) = 0. However, this does not immediately provide a counter example to Question 8.1 as we do not
know whether E(Y m) = X−1 is possible for some selection of Y such that the joint density f(x, y) satisfies
all of the necessary properties.
9. Open Questions
We conclude this paper with several important and interesting questions raised in this paper in addition
to the question of whether results in bi-free probability may be applied to obtain results pertaining to von
Neumann algebras.
To begin, recall the previous questions: Question 8.1 and Question 3.11. The interest in Question 8.1 was
discussed in Section 8 and the importance of Question 3.11 is that the free analogue is an essential fact in
many works (e.g. [6, 8–10,13]).
One interest in regards to bi-freeness is the following.
Question 9.1. In the context of Theorem 6.12, is the supremum of χ∗(X′,Y′) over acceptable tuples X′,Y′
always equal to χ∗(X ⊔Y)?
It is worth pointing out that there are often choices of X′ and Y′ for which equality is not attained;
for example, if X contains at least one variable and Y consists of a single variable, the tuples X and Y
themselves satisfy the conditions of X′ and Y′, but χ∗(X,Y) = −∞ regardless of χ∗(X ⊔ Y) (since the
algebraic relation X1Y = Y X1 is satisfied). The answer to Question 9.1 is affirmative for the bi-free central
limit distributions and for independent distributions. A general answer to Question 9.1 would be of interest
as it directly relates the free and bi-free non-microstate entropies in the case that the bi-free entropy is
tracially bi-partite.
One question related to Question 9.1 is the following.
Question 9.2. Let (X,Y ) be a bi-partite pair with joint distribution µ. Is there an integration formula
involving just µ to compute χ∗(X ⊔ Y )?
Question 9.2 arises from the fact that [26] demonstrated that if X is a self-adjoint operator with distribu-
tion µ, then the non-microstate free entropy of X is
χ∗(X) =
1
2
log(2π) +
3
4
+
∫
R
∫
R
log |s− t| dµ(s) dµ(t).
Of course, an affirmative answer to both Questions 9.1 and 9.2 would enable the computation of the non-
microstate free entropy of two self-adjoint operators via an integration formula. Thus it is unlikely that both
Question 9.1 and Question 9.2 can be answered in the affirmative. In addition, a negative answer to Question
9.2 would give merit to the statement that bi-free probability is not a probability theory for measures on R2
but completely a non-commutative probability theory.
In terms of the proof of this formula from [26], we appear to have all the necessary tools to prove a formula
(if a formula exists at all). Given a pair (X,Y ) of commuting self-adjoint operators and self adjoint operators
S, T with centred semicircular distribution with variance 1 such that {(X,Y ), (S, 1), (1, T )} are bi-free, for
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all t ∈ R let (Xt, Yt) = (X+
√
tS, Y +
√
tT ). If (Xt, Yt) have distributions fXt and fYt respectively and joint
distribution ft(x, y), let
hX,t(x) =
∫
R
fXt(s)
x− s ds,
hY,t(y) =
∫
R
fYt(r)
y − r dr,
HX,t(x, y) =
∫
R
ft(s, y)
x− s ds, and
HY,t(x, y) =
∫
R
ft(x, r)
y − r dr.
It is possible to show that
1
π
dfXt
dt
(x) = −hx,t(x)dfXt
dx
(x) − fXt(x)
dhx,t
dx
(x)
and
1
π
dft
dt
(x, y) = −hX,t(x)dft
dx
(x, y)− fXt(x)
dHX,t
dx
(x, y)− hY,t(y)dft
dy
(x, y)− fYt(y)
dHY,t
dy
(x, y).
Using the integral formula from [26] as the definition for χ∗(Xt) and the first differential equation, one shows
that
d(χ∗(Xt))
dt
=
1
2
Φ∗(Xt)
from which the equivalence of definitions then follows. For the bi-free side, we know from Proposition 6.8
that
d(χ∗(Xt ⊔ Yt))
dt
=
1
2
Φ∗(Xt ⊔ Yt).
As Proposition 2.22 gives a formula for Φ∗(Xt ⊔ Yt) in terms of ft, fXt , fYt , hX,t, hY,t, HX,t, and HY,t, one
needs ‘simply’ modify the integral expression for Φ∗(Xt ⊔ Yt) to invoke the above differential equations to
obtain a d
dt
of a new expression which will be the formula for χ∗(Xt ⊔ Yt). Such a formula has remained
elusive to us.
Of course, the most natural question is
Question 9.3. Does the microstate bi-free entropy from [7] agree with the above non-microstate bi-free
entropy for tracially bi-partite collections?
In the free setting, [2] first showed that the microstate free entropy is always less than the non-microstate
free entropy. Thus perhaps a good starting point would be a bi-free version of [2]. Of course much progress
was made towards the converse in [9].
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