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FOREWORD 
MAPSEP (Mission Analysis Program f o r  
is a computer program developed by Martin 
Solar  E l e c t r i c  Propulsion) 
Mariet ta  Aerospace, Denver 
Division, f o r  the NASA Marshall Space F l i g h t  Center under Contract 
NAS8-29666. MAPSEP conta ins  the bas i c  modes: TOPSEP ( t r a j e c t o r y  
generat ion) ,  GODSEP ( l i nea r  e r r o r  ana lys i s )  and SIMSEP (simulation). 
These modes and t h e i r  var ious  opt ions give the  user  suff ic ier . t  f l e x i -  
b i l i t y  t o  analyze any low t h r u s t  mission wi th  r e spec t  t o  t r a j e c t o r y  
performance, guidance and navigat ion,  and t o  provide meaningful sys- 
tem r e l a t e d  requirements f o r  the purpose of vehic le  design. 
This  volume is  the  f i r s t  of t h ree  and conta ins  the a n a l y t i c a l  o r  
func t iona l  desc r ip t ion  of MAPSEP. Subsequent volumes r e l a t e  t o  opera- 
t i o n a l  usage and t o  program l o g i c a l  flow. 
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INTRODUCTION 
A major requirement f o r  spacecraf t  systems desigr; is the e f f ec -  
ana lys i s  of performance e r r o r s  and t h e i r  impact on mission success. 
requirement i s  e spec i a l ly  necessary f o r  low t h r u s t  missions where 
t h r u s t  e r r o r s  daninate  a l l  spacecraf t  e r r o r  sources.  Fas t ,  accura te  para- 
met r ic  e r r o r  analyses  can only be performed by a computer program which 
i s  e f f i c i e n t l y  construe ted,  easy t o  use, f l e x i b l e ,  and conta ins  model- 
i n g  of a l l  pe r t i nen t  spacecraf t  and environmental processes.  MAPSEP 
(Mlssion Analysis Program fo r  Solar  E l e c t r i c  Propulsion) i s  designed 
t o  meet these c h a r a c t e r i s t i c s .  It i s  intended t o  provide rap id  evalu- 
a t i o n  of guidance, navigat ion and performance requirements t o  the 
degree necessary f o r  spacecraf t  and mission design. 
The base l ine  design of. MAPSEP was taken from a previous study 
e f f o r t  (Rer'ermce 1 ) .  Su i t ab l e  modif icat ions t o  the  design were made 
which r e f  l e ~  ted subsequent opera t iona l  experience (References 2 and 3) 
- 
and a c t u a l  cons t ruc t ion  and t e s t i n g  of MAPSEP. Considerable knowledge 
was a l s o  gained i n  the cons t ruc t ion  and usage of the  engineering ver-  
s i o n  of MAPSEP which was a c t u a l l y  t h ree  separa te  programs t h a t  cor re-  
sponded t o  the modes (Figure 1-1) : TOPSEP, GODSEP and SIMSEP. Driving 
cons idera t ions  i n  the program design and cons t ruc t ion  were: r e a l i s t i c  
veh ic l e  and environment modeling cons i s t en t  wi th  preliminary vehic le  
design,  f l e x i b i l i t y  i n  usage, camputational speed end accuracy, mini- - 
mram core  u t i l i z a t i o n  ( for  turnaround time and opera t ing  c o s t s )  and 
maximum growth po ten t i a l  through modularity. 
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This~docmnent is t h e  f i r s t  of th ree  volumes. contained he re in  
is  a b r i e f  i&roduct ion t o  MAPSEP organizat ion and d e t a i l e d  a n a l y t i -  
c a l  desc r ip t ions  of a l l  models and algorithms. These include,  f o r  
example, t r a j e c t o r y  and e r r o r  covariance propagation methods, o r b i t  
determinat ion processes,  t h r u s t  modeling and t r a j e c t o r y  co r r ec t ion  
(guidance) schemes. This  a n a l y t i c  background i s  necessary t o  f u l l y  
understand program operat ion and t o  maximize program c a p a b i l i t y  with 
respec t  t o  t h e  user. 
The second volume i s  a  desc r ip t ion  of program usage, t h a t  is, 
inpu t ,  ou tput ,  recommended operat ing procedures and sample cases.  
The t h i r d  volume i s  a  d e t a i l e d  desc r ip t ion  of i n t e r n a l  MAPSEP s t r u c -  
t u r e  including macrologic, va r i ab l e  d e f i n i t i o n ,  subrout ines  and log i -  
ca l  flow. 
PROGRAY DESCRIPTION 
This  s ec t ion  summarizes MAPSEP's func t ion  and use, and MAPSEP 
s t ruc tu re .  These a r e a s  a r e  discussed i n  g r e a t e r  d e t a i l  i n  t he  u s e r ' s  
manual and programmer ' s manua 1, respec t ive ly  . 
As mentioned e a r l i e r ,  MAPSEP i s  composed of th ree  primary modes. 
Each mode is  intended t o  serve  a given funct ion i n  the mission design 
8equence. TOPSEP (Targeting and Optimization f o r  SEP) is  used t o  
generate  numerically i n t eg ra t ed  t r a j e c t o r i e s  cons i s t en t  with dynamic 
and system cons t r a in t s .  Performance da t a  and r e l a t e d  s e n s i t i v i z i e s  
a r e  cmputed  i n  the  process of t r a j e c t o r y  generat ion but  can a l s o  bc 
obtained by parametric app l i ca t ion  of TOPSEP. Indeed, each mode 
r e a d i l y  lends i t s e l f  t o  parametric use which i s  a necessary f ea tu re  
f o r  mission and system design s tudies .  
GODSEP (Guidance and Orbi t  Determination f o r  SEP) i s  used t o  
perform a l i n e a r  covariance ana lys i s  about a s e l ec t ed  reference t r a -  
- 
j ec tory ,  generated by TOPSEP. Various dynamic and measurement r e l a t e d  
e r r o r  sources a r e  appl ied  i n  a s t a t i s t i c a l  sense t o  compute t r a j e c t o r y  
e r r o r  covariances.  These covariances; corresponding t o  e s t b a t i o n  un- 
c e r t a i n t y  (knowledge) and t o  a c t u a l  t r a j e c t o r y  devia t ions  from the 
naninal (cont ro l ) ,  a r e  propagated through a sequence of mission events:  
t h r u s t e r  switching, navigat ion measurement/statc update,  t r a j e c t o r y  
co r r ec t ion  (guidance), e t c .  Thus, GODSEP computes a time h i s t o r y  of 
the ensemble of a l l  expected t r a j e c t o r y  e r r o r s ,  and i n  t h e  procesr  
d i ap l sys  such use fu l  system parameters a s  required t h r u s t  c o n t r o l  
a u t h o r i t y ,  p r e d i c t e d  t e r m i n a l  misa ,  a d d i t i o n a l  f u e l  e x r * e n d i t u r e s  f o r  
of f -nominal  performance,  c t c .  
SIMSEP ( T r a j e c t o r y  STXulat ion o f  SEP) is  used i n  t h e  l a t t e r  
s t a g e s  of sys tem des ign .  I t  d e t e r m i n i s t i c a l l y  s i m u l a t e s  t h e  t r a j e c -  
t o r y  i n c l u d i n g  t h e  a p p l i c a t i o n  o f  d i s c r e t e  dynamic e r r o r s .  T r a j e c t o r y  
c o r r e c t i o n s  a r e  s imu la t ed  i n  an o p e r a t i o n a l  s e n s e  through a  t h r u s t  
upda te  d e s i g n  an3  e x e c u t i o n  p r o c e s s .  Naviga t ion  i s  s i m u l a t e d  by 
sampling e s t i m a t i o n  e r r o r  c o v a r i a n c e s  (genera ted  by GODSEP) p r i o r  t o  
each guidance  e v e n t .  By o p e r a t i n g  SIMSEP i n  a  Monte C a r l o  f a s h i o n ,  
any d e s i r e d  number of s imu la t ed  m i s s i o n s  c a n  be o b t a i n e d ,  and e s t i m a t e d  
s i n g l y  o r  c o l l e c t i v e l y  i n  s t a t i s t i c a l  d i s p l a y s .  
A f o u r t h  "mode", REFSEP (REFerence SEP), i s  a c t u a l l y  a n  expans ion  
of TOPSEP t o  p rov ide  a  g r e e t e r  amount o f  t r a j e c t o r y  and n a v i g a t i o n  
r e i a r e d  d a t a  f o r  a  p a r t i c u l a r  r e f e r e n c e  t r a j e c t o r y .  
Each mode of  MAPSEP u s e s  a  c o m o l  t r a j e c t o r y  p ropaga t ion  r o u t i n e ,  
TRAJ.  Th i s  guara t i tees  t r a j e c t o r y  r e p r o d u c i b i l i t y  among modes. TRAJ 
i n t e g r a t e s  t h e  e q u a t i o n s  of  n . ~ r i o n  i n  Encke form u s i n g  a  f o u r t h  o r d e r  
Runge-Kutta schem-. Covar4ance  p ropage t ioq  a d  t r a n s i t i o n  m a t r i c e s  
a r e  computed by i n t e g r a t i n g  v a r i a t i o n a l  e q u a t i o n s  s i m u l t a n e o u s l y  w i t h  
t h ?  e q ~ a t i o n s  o f  motion.  An o p t i o n  e x i s t s  i n  GODSEP which s t o r e s  a  
c o a p l e t e  s e t  of t r a j e c t o r y  pa rame te r s  and t r a n s i t i o n  m a t r i c e s  a s  i t  
is  gene ra t ed  by TRAJ o n t o  a  magnet ic  d i s c  c a l l e d  t h e  STM f i l e  s o  t h a t  
subsequent  e r r o r  a n a l y s e s  w i l l  n o t  havs  t c  r e g e n e r a t e  t h s  d a t a .  The 
i n f o r m a t i o q  on d i s c  can  then  be t r a n s f e r r e d  t o  magnetic  t a p e  f o r  pe r -  
manent s t o r a g e ,  i f  d e s i r e d .  A more l i m i t e d  o p t i o n  i s  a v a i l a b l e  f o r  
TOPSEP and SIMSOP which s t o r e s  o n l y  t h e  I n i t i a l  ( i n p u t )  t r a j e c t o r y  
d a t a  on d i s c .  
Input t o  MAPSEP i s  p r imar i ly  through c a r d s  us ing the tUME1 X 
f e a t u r e ,  wi th  supplementary means depending upon mode and func t ion  
(Table 2-1). A l l  modes r e q u i r e  the  ~ T R A J  namel is t  which d e f i n e s  
OUTPUT 
Namelist Forma fed Tape 
C a i d s  (or d i s c )  
Pu nc, he d  Tape 
Cards (or d i s c )  
TOPSEP 
TABLE 2-1. MAPSEP Input/Output 
I 
I 
GODSEP 
1 
SIMSEP 
I 
1 REFSEP 
the nominal t r a j e c t o r y  and subsequent mode usage. However, i f  
$TRA J None STM 
STQPSEP 
r e c y c l i n g  o r  c a s e  s t a c k i n g  i s  performed i t  i s  not  necessary t o  i n -  
None STM 
GAIN 
S ta  t e s  
$G~DSEP Event 
SGEVENT Data G A I N  
SUMARY 
put $TRAJ a g a i n  u n l e s s  des i red .  The second namel is t  r equ i red  f o r  
6TRA J None STM 
$SIMSEl' 
$GUID 
$TRA J P r i n t  STM 
Events 
each mode corresponds t o  mode p e c u l i a r  inpu t  and b e a r s  the  name of 
S t a t i s t i c s  STM 
G A I N  
SWRY 
Ncne STM 
t h a t  p a r t i c u l a r  mode. Addi t ional  namel i s t ,  formated c a r d s ,  and t ape  
inpu t  a r e  g e n e r a l l y  op t iona l .  Besides t h e  s t andard  p r i n t o u t  a s r o -  
c i a t e d  wi th  MAPSEP a u x i l i a r y  output  can be obtained which w i l l  
f a c i l i t a t e  subsequert  runs.  
The s t r u c t u r e  of PAPSEP i s  organized i n t o  three  l e v e l s  of 
"werlays" which a r e  designed t o  mi-nimize to ,  :I c a n h t e r  storage. 
A t  any given time, only those rout ines  which a r e  i n  a c t i v e  use a r e  
loaded i n t o  the working core  of the computer. The main overlay 
(Figure 2-1) i s  always i n  core and conta ins  t he  main execut ive,  
XAPSEP, and a l l  u t i l i t y  rou t ines  t ha t  a r e  coarmon t o  the t h r e e  modes. 
The primary overlays con ta in  key operat ing rou t ines  of each mode, 
t h a t  i s ,  those rou t ines  which a r e  always needed when t h a t  p a r t i c ~ ~ l a r  
mode i s  i n  use. Also included a s  a primary overlay is  the  da t a  
i n i t i a l i z a t i o n  rou t ine ,  DATAM, where $TRAJ namelis t  i s  read,  t r a  jec- 
t o r y  and preliminary mode parameters a r e  i n i t i a l i z e d ,  and appropr ia te  
parameters a r e  pr in ted  out .  
The secondary overlays conta in  rou t ines  which perform varic  
computations during a p a r t i c u l a r  opera t iona l  sequence. Included - r e  
da t a  i n i t i a l i z a t i o n  rou t ines ,  analgous t o  DATAM, which operate  on 
- 
mode pecul ia r  input  and perform mode i n i t i a l i z a t i o n .  An example of 
core  usage i n  the  changing overlay s t r u c t u r e  may be provided by a 
rtandard e r r o r .  a n a l y s i s  event  sequence. Er ror  a n a l y s i s  i n i t i a l i z n -  
tion i r  performed by the overlay DATAG. Trans i t i on  mat r ices  a r e  then  
read from the S R I  f i l e ,  the s t a t e  covariance i s  propagated t o  a 
Pururement  event ,  and the  w e r l a )  MEAS is  c a l l e d ,  which phys ica l ly  
t e p l a c e r ,  o r  w e r l a y s ,  the same c o r t  used previously by MTAC. 
S h i l a r l y  a t  a guidance event ,  overlay TSL? w i l l  r ep lace  MEAS to  
.canputt  t a r g e t  s e n s i t i v i t y  matrJcas and ovt;t?dy CUID w i l l  then 

rep lace  T ~ J  t o  compute guidance cor rec t ions .  Overlay sv i t&ing  is 
performed i n t e r n a l l y  and i s  t ransparent  t o  the user .  
A l l  of the  rou t ines  and s t r u c t u r e  of MAPSEP a r e  cons t ruc ted  t o  
minimize core s torage  (thus reducing turn-around time and computer 
run c o s t )  y e t  r e t a i n  t h  f l e x i b i l i t y  needed f o r  broad a n a l y s i s  re- 
quirements. Furthermore, rou t ines  a r e  b u i i t  a s  moaular a s  poss ib le  
to reduce t he  d i f f i c u l t i e s  i n  fu tu re  modif icat ions and extensions.  
3. ;3MENCLATURE 
- 
The following symbols a r e  used throughout the ~ n a l ~ t i c '  Manual, and 
t o  a grea t  extent  i n '  the User's and Program Manuals. however, deviat ions 
from these symbols may occur i n  local ized discussion i f  required for  pur- 
poses of c l a r i t y .  
SYMBOL 
a 
DEFINITION 
propulsive accelera t ion  
propulsive exhaust veloci ty 
c ross  covariance between i and j parameters 
t a r g e t  e r r o r  index 
dynamic va r i a t ion  matrix 
performance gradient  o r  th rus t  t ransfor-  
ma t ion  ma cr  i x  
observation s e n s i t i v i t y  matrix (WRT s t a t e )  
i d e n t i t y  matrix 
f i l t e r  gain matrix 
spacecraft  m a s  
covariance of s t a t e  deviat ions ot elec-  
t r i c a l  power or projection operator 
e f fec t ive  power a t  1 AU 
dynamic ( thrus t )  noise matrix 
rpacecraft  pos i t ion  
solve-for parameters 
I 
t a rge t  sensi t iy-i ty matrix WRT contro l  para- 
meters 
time 
SYMBOL 
-
SUBSCRIPT 
( )c 
( )k+-l,k 
DEFINITION 
event time, or t a r g e t  va r i ab les ,  or 
t h rus t  
dynamic (consider) parameters 
th rus t  accelera t ion  proport ionali ty ( t h r o t t l i n  
Control parameters 
spacecraft  ve loci ty  ormeasurement para- 
meters 
ignore parameters 
weighting matrix 
spacecraft  s t a  t e  
guidance matrix 
propulsive e f f i c i ency  
t r a n s i t i o n  matrix of dynamic parameters 
g rav i t a t iona l  constant 
r e l a t i v e  range 
standard devia t ion  
c o t r e l a t i &  time of th rus t  noise 
t r a n s i t i o n  matrix of augmented s t a t e  
s t a t e  t r a n s i t i o n  matrix from t i m e  t t o  k 
t h rus t  noise 
DEFINITION 
r t a t e  cont ro l  covariance 
matrix evaluated w e r  t h e  i n t e r v a l  t k 
s t a t e  knwledge covariance 
SUBSCRIPT 
SEP 
planet related parameters 
solve-for parameters 
measurement consider parameters 
ignore parameters 
rpacecraf t s t a t e  parameters 
DEFINITION 
guidance and navigation 
orb i t  determination 
Projected Gradient Method 
spacecraft 
so lar  e l e c t r i c  propulsion 
with -respect t o  
expected value opera t i on  
post-event value 
- 
pre-event value 
time derivative 
unit vector 
4.0 TRAJ 
Essent ia l  t o  any program used f o r  performance and navigat ion 
a n a l y s i s  is  an accurate ,  bu t  computationally e f f i a i e n t ,  t r a j e c t o r y  
propagation rout ine .  This rout ine  must conta in  r e a l i s t i c  models of 4 
t he  dynamic processes a c t i n g  on and performed by the spacecraf t .  I n  
MAPSEP, the subroutine TRAJ f u l f i l l s  t h i s  ro l e .  TRAJ i s  designed t o  be 
used by the th ree  modes TOPSEP, GODSEP and SIMSEP, and is capable 
o f  dup l i ca t ing  the  same t r a j e c t o r y  i n  a l l  modes. 
The t r a j e c t o r y  overlay TRAJ propagates planetary and i n t e r -  
planetary low t h r u s t  t r a j e c t o r i e s ,  using Encke's formulation of 
the  equations of motion, from any epoch t o  a  terminat ion condit ioc.  
TRAJ can opt iona l ly  propagate the s t a t e  covariance o r  the s t a t e  
t r a n s i t i o n  mat r ix  along the t r a j e c t o r y  f o r  e i t h e r  the bas ic  s t a t e  
c ,  a n  augmented s t a t e .  Two of the most important f ea tu re s  incorpo- 
r a t e d  i n t o  TRAJ a r e  the v a r i a b l e  i n t eg ra t ion  s t e p  algori thm and 
t r a j e c t o r y  repea t i b i l i  ty . - 
4.1 Equations of Motion 
I n  Encke's formulation, a l l  a cce l e ra t ions  o the r  than those due 
t o  the  g rav i ty  of a  primary body a r e  c a l l e d  per turb ing  acce l e ra t ions .  
Pos i t i on  (?;) and v e l o c i t y  4) vectors  a r e  computed r e l a t i v e  t o  the  
primary body using two body formula. The devia t ion  vec tors  from 
. 
the reference conic pos i t i on  and ve loc i ty  vcc t o r s ,  6 y and 6 L, 
r e spec t ive ly ,  a r e  the  d i r e c t  r e s u l t s  of numerically i n t e g r a t i n g  the 
sum of the perturbing acce lera t ions .  The t rue  pos i t i on  and v e l o c i t y  
v e c t o r s  a r e ,  r e s p e c t i v e l y ,  
. 
Since r and r can e a s i l y  be computed from conic formula (See 
-c T 
Appendix 1 \ ,  the  only problem i s  to  compute L and L. 
. . 
Let 6~ be the a c c e l e r a t i o n  d e v i a t i o n  from two body motion, such 
. . 
t h a t  g r  i s  the  sum of a l l  pe r tu rb ing  a c c e l e r a t i o n s ,  e.g.,  o t h e r  
bodies ,  t h r u s t ,  e t c  . 
N 
The f i r s t  term i s  the  d i f f e r e n c e  brtween two body and perturbed two 
body motion. The second term i s  the  sum of the  a c c e l e r a t i o n s  due t o  
the N pe r tu rb ing  bodies. The t h i r d  term (a) i s  the  a c c e l e r a t i o n  due 
t o  t h r u s t .  The f o u r t h  term (a ) i s  the a c c e l e r a t i o n  due t o  r a d i a t i o n  
-R 
pressure .  
The f i r s t  term i s  computed f r o ~ n  the  fo l lowing equa t ions  (See 
Reference 4 ) ,  
.-, 
where i s  the t rue  s / c  posi t ion vector r e l a t i v e  t o  the primary body 
and i s  the g rav i t a t iona l  constant of the primary bgdy. 
! To compute the  second term, the he l iocent r ic  pos i t ion  vectors ,  
fis of the perturbing bodies, a re  computed from mean 
o r b i t a l  elements t o  obtain 
ana ly t i ca l  
3 
r % =  q 2 X . B  
= Q i  
-P 
I 
where r i s  the he l iocent r ic  posi t ion vector of the primary body. 
The accelera t ion  vector  due t o  r ad ia t ion  pressure is  
where 1.024 X lo8 - solar  f lux  constant 
DL - instantaneous mass of the s / c  
5 - he l iocen t r i c  posi t ion vector  of the s / c  
A - e f fec t ive  cross sec t ional  area of the s / c  
=I 
- coef f i e n t  of r e f l e c t i v i t y .  
The option e x i s t s  i n  TRAJ, t o  include o r  exclude the  e f f e c t s  of 
r ad ia t ion  pressure when 
16 
propagating both planetary and in terplanetary  
t r a j e c t o r i e s .  Before defining the accelera t ion  due t o _ t h r u s t  2, we 
w i l l  model the power subsystem. There a r e  two power subsystem models 
used by TRAJ f o r  low thrus t .  They a r e  so la r  e l e c t r i c  and nuclear e l e c t r i c .  
The power t o  the  th rus te r s  (p) i s  
-pL(t-t  - P so la r  
r 
DL I 
e l e c t r i c  
I P, exp [-pL(t- t DL 3 
s o l a r  
' e l e c t r i c  
, nucl~lar  
e l e c t r i c  
- Power avai lable  (a t  1 AU f o r  so la r ,  a t  energizat ion for  
nuclear e l e c t r i c  
- (Empirical) Constants defining s o l a r  a r r a y  charac ter is  t i c s  
- Heliocentr ic  pos i t ion  magnitude of the s/C 
- 
- Power decay constant  
9 
- Time from epoch 
- Time delay 
%x - Maximum allowable so la r  e l e c t r i c  paver 
=mi,, - Heliocentr ic  d is tance  a t  which P reaches PUx 
The exponential term i n  the s o l a r  e l e c t r i c  expression describes the  
degradation of the  so la r  a r ray  as a function of t h e .  
The t h r u s t e r s  provide the spacecraf t  wi th  the a b i l i t y  t o  rnaneu- 
ver. By changing the  o r i e n t a t i o n  of the t h r u s t  vector,.and maintain- 
ing t h a t  o r i e n t a t i o n  f o r  a  long enough time, it is  poss ib le  t o  s t e e r  
the spacecraf t  and "shape" the t r a j ec to ry .  The t h r u s t  con t ro l s  a r e  
def ined i n  terms of cons tan t  parameters over a  given time segment of 
the t r a j e c t o r y .  Thus the user  or  mode can spec i fy  the  following 
c o n t r o l s  f o r  each segment (up t o  20): 
1. Thrust pol icy:  Cone + Clock (s'i.. . r i en tab ion) ,  I n  and 
Out of  Plane Angles (o rb i t  plane coord ina tes ) ,  o r  coas t .  
2. Segment end time (referenced t o  launch) of the cu r r en t  
segment. 
3. Thro t t l i ng  l e v e l ,  u T 
4 .  Cone angle (or In Plane Angle). 
5. Clock Angle (or Out of Plane Angle). 
6. Time r a t e  of (4). 
7. Time r a t e  o f  (5). - 
8. Number of opera t ing  th rus t e r s .  
The t h r u s t  pol icy is  merely th rus t ing  o r  no t  t h r u s t i n g  (coasting).  
During t h r u s t ,  the  user  has a n  opt ion a s  t o  the re ference  system f o r  
t he  acce l e ra t ion  vector .  The two reference  systems a r e  Cone and Clock 
Angles, Figure (4 -1 ) .  and In  and Out of Plane Angles, Figure ( 4 - 2 ) .  
The l a t t e r  is  priamri ly used f o r  Earth o r b i t a l  app l i ca t ions  and the 
former i s  primari ly  used f o r  i n t e rp l ane ta ry  missions. 
The spacecraft  i s  assumed 
to be or iented  with the 2 '  
a x i s  i n  the sun-spacecraft  
l i n e  and the X '  a x i s  i n  a 
plane containing 2 '  and 2 
(reference s t a r  d irec t ion9  . 
Figure (4-1). Cone and Clock Angles 
6 - Out of plane angle  
- In plane angle  
*1 
Orbit Plane L, v_ 
(s/C Veloc i ty )  
Figure (4.2). I n  and Out o f  Plane Angles 
The acce l e ra t ion  due t o  t h r u s t  i s  
Conversion f a c t o r  
Averaged e f f i c i e n c y  of the t h r u s t e r s  
Power de l ive red  t o  the t h r u s t e r s  
T h r o t t l i n g  l e v e l  
Spacecraf t  mass 
Exhaust v e l o c i t y  
The mass is  numerically i n t eg ra t ed  from the equat ion 
0 The t h r u s t  a c c e l e r a t i o n  vec tor  2 r e l a t i v e  t o  the spacecraf t  f o r  
the two reference  systems i s  
8' = a cos CNK 
X 
s i n  CONE 
8' = cos CONE 2 
for the Cone-Clock system and 
f ' x  8 COS s COS )I 
I' = a c o s s  s i n Y  
Y 
I@, a s i n  S 
for the I n  and Out of Plane system. In  order  t o  transform . - a '  i n t o  g, 
which i s  i n  h e l i o c e n t r i c  e c l i p t i c  coord ina tes ,  we must. def ine  the 
matrix A such t h a t  
where 
and 
r is the h e l i o c e n t r i c  spacecraf t  pos i t i on  vec tor  and 2 a r e  the - S 
e c l i p t i c  d i r e c t i o n  cos ines  of a  re ference  s t a r  f o r  the Cone/Clock 
Syrtem. For the In/Out of Plane system, A is  defined i n  terms 
of the  pos i t i on  and ve loc i  ty vec to r s  r e l a t i v e  t o  the primary body. 
Iet L be t h e  pos i t i on  vec tor  and be the v e l o c i t y  vec tor ,  then 
A can be def ined  a s  
Since the t r a j e c t o r y  i s  made up of segments, TRAJ propagates 
the t r a j e c t o r y  us ing  the appropriate  s e t  of cont ro ls .  over the i n t e r -  
v a l  the con t ro l s  a r e  i n  e f f e c t .  Updates a r e  automatical ly  performed, 
a t  the beginning of each new segment. 
. . 
Now t h a t  the  per turb ing  acce l e ra t ion ,  b~ , i s  defincd,  we can 
. . . 
obta in  sL and 64 , To do t h i s ,  $ r i s  numericcll' .. t egra ted  
wi th  a  general ized 4 th  Order Runge-Kutta a l g o r i ~ h m  f . . t s t  order  
I' . 
d i f f e r e n t i a l  equat ions (Appendix 2). We can express  6~ a s  s s e t  
of f i r s t  order  equat ions 
(% can be numerically i n t eg ra t ed  to '  give 6 5 ( t )  = when 
given the following i n i  t i a  1 condi t ions  : 
The propagation of bl: (and sx ) continues u n t i l  SL is g r e a t e r  
than o r  equal t o  some prescribed value 6rux, then " r e c t i f i c a t i o n "  
occurs. 
~ c n c e ,  when 6 r  > S t  a t  sane time, t ,  
m8x 
we r e i n i t i a ~ z e  = &(el, ; w and 6 4 1 .  
and compute a new reference  conic o r b i t .  R e c t i f i c a t i o n  ensures  t h a t  
tbe conic i s  always "c'ose" t o  the t r u e  s t a t e .  The propagation 
continues u n t i l  sr i s  again g rea t e r  than o r  equal t o  and 
r o  on t o  the end of the t r a j ec to ry .  
The use of  cons tan t  t h r u s t  c o n t r o l s  over d i s c r e t e  time i n t e r v a l s  
makes the t r a j e c t o r y  discontinuous i n  acce l e ra t ion  a t  the con t ro l  
rwitching boundaries. The in t eg ra t ion  i s  thus  done piecewise. That 
l o ,  the s t a t e  a t  the boundary between segments is used a s  i n i t i a l  
conartion: (rec t i £  ica  t i on )  f o r  the next segment. 
4.2 Trz lec tory  Tcnnination 
There a r e  four  opt ions fo r  terminating t r a j e c t o r i e s  i n  TRAJ: 
(1) f i n a l  time, (L) c l o s e s t  approach t o  a t a r g e t  body, (3) sphere of 
in f luence  of the  t a r g e t  body, and (4) tr radius r e l a t i v e  t o  a t a r g e t  
body. Termination a t  f i n a l  time i s  s t r a i g h t  forward. For the o ther  
condi t ions ,  termination c r i t e r i a  a r e  tes ted  a f t e r  each i n t e g r a t i o n  
r tep .  Once a  c u t o f f  condi t ion  i s  sensed, a s t ep - s i ze  i s  cmputed  s o  
t h a t  TRAJ can propagate LO an in te rpola ted  time. TRAJ takes  the  th ree  
previous planet  r e l a t i v e  pos i t i on  magnitudes p lus  the present  r e l a t i v e  
pos i t i on  magnitude, and the corresponding t r a j e c t o r y  times, and f i t s  
8 t h i r d  order polynuminal through the four da ta  poin ts ,  using Newton's 
3rd order  divided d i f fe rence  in t e rpo la t ion  polynomial ' ( ~ ~ ~ e n d i x  3). 
The independent va r i ab l e s  f o r  sphere of inf luence and stopping rad ius  
terminat ion a r e  the pos i t i on  magnitudes and the corresponding t r a j e c -  
tory times a r e  the  dependent 'var iables .  Since the  rad ius  of the sphere 
of inf luence o r  the s topping rad ius  is  known before hand, the in fo r -  
o r t i o n  t h a t  i s  needed i s  the  time a t  these pos i t i on  magnitudes. For 
c l o s e s t  approach, the same information i s  s tored  a s  before,  b u t  now 
the independent v a r i a b l e s  a r e  the t r a j e c t o r y  times and the pos i t i on  
magnitudes a r e  the dependent var iab les .  Ins tead  of knowing a time 
f o r  which the pos i t i on  magnitude is  a minimum, e value i s  computed 
corresponding t o  the minimum of a 3rd order  polynomial. 
Of p a r t i c u l a r  note  i s  s topping on the sphere of inf luence or  
rad ius  of c l o s e s t  approach (Figure 4-3).  These s topping condi t ions  
a r e  used t o  eva lua te  B- plane (impact plane) p?rameters, PT and 
(Figure 4-4). These parameters form a convenient s e t  of v a r i a b l e s  
f o r  the desc r ip t ion  of the approach geometry f o r  i n t e rp l ane ta ry  m i s -  
s ions.  Let l& denote the hyperbolic excess v e l o c i t y  of the space- 
c r a f t .  Then 
where k is  a u n i t  vec tor  normal t o  the re ference  plane, usua l ly  t he  
p lane tocent r ic  e c l i p t i c  plane. 
4.3 Tra iec tory  Accuracy 
As with  a l l  problems t h a t  r equ i r e  numerical i n t e g r a t i o n ,  some 
c r i t e r i a  must be used i n  determining the nominal i n t e g r a t i o n  s teps ize .  
The c teps ize  algori thm used i n  TRAJ i s  empir ica l ,  and i t  meets the  
Figure (4-3). Radius Stopping Conditions 
Parallel To 
B-Plane 
To Incoming 
Incoming Asymptote 
B = Impact Parameter (Vector from Planet Center t o  Aiming Point) 
- 
0 = Orientation of & Relative to  T 
S = Parallel  to  Incoming Asymptote 
- 
T = Parallel t o  Reference Plane (Ecliptic Unless Otherwise Specified) 
Figure (4-4). B-Plane 
requirements of reasonable numerical r e s u l t s  and computer run time. 
The algorithm i s  
where h i s  the in tegra t ion  s teps ize ,  f  is the gravi ty  gradient  (See 
Appendix 4) and € is  a user  input sca le  factor .  There a r e  con- 
s t r a i n t s  on h such tha t  
h I 5  days ' 
f o r  he l iocen t r i c  t r a j e c t o r i e s  and 
h $ 1  day 
f o r  planetary t r a j ec to r i e s .  
The e f f e c t s  of h on the  s t a t e  t r a n s i t i o n  matrix a r e  small com- 
pared t o  the spacecraft  s'ate- Mass and mass va r i a t ion  a r e  a l s o  not  
- 
strongly af fec ted  by h.because they a r e  af fec ted  primarily by the 
spacecraft  he l iocent r ic  posi t ion.  Therefore, a good choice of h 
ensures a sa t i s fac to ry  t ra jec tory .  
4.4 Tra iectory Repea t a b i l i t v  
A major goal i n  bui ld ing TRAJ was the  a b i l i t y  t o  reproduce the 
same t r a j ec to ry  i n  a l l  modes, given the  same i n i t i a l  and spacecraft  
r e l a t ed  data. To accomplish t h i s ,  a l l  propagation tha t  resul ted  i n  
a l t e r i n g  the nominal in teg ra t ion  s t eps ize  was decoupled from the  
event s teps ize  logic. That is ,  event times and p r i n t  times do not 
a l t e r  the nominal  s teps ize ;  instead,  the  information a t  tile previous 
nominal s t eps i ze ,  t, i s  saved and a  separa te  s t eps i ze  is  computed 
fo r  the  event  o r  p r i n t  time, t + hE (Figure 4-5). I f  there  a r e  
many events  o r  p r i n t s  between t and t + h a s t e p s i r e  h i s  compuced E 
f o r  each. Afterward, TRAJ r e tu rns  t o  the nominal t r a j e c t o r y  and 
cont inues t h e  propagaticn. This suggests  :hat, i f  t he  t r a j e c t o r y  
s t a r t s  a t  any nominal i n t e g r a t i o n  s t e p  the  t r a j e c t o r y  w i l l  be 
dupl ica ted ,  e spec i a l ly  with respec t  t o  termical  condi t ions ,  f o r  any 
run wi th  d i f f e r e n t  p r i n t  and event times. For t r a j e c t o r i e s  t h a t  do 
not  s t a r t  a t  a  naninal  i n t eg ra t ion  s t ep ,  there  w i l l  be s l i g h t  devi-  
a t i o n s  5n the terminal  condi t ions  from the nominal, bu t  they w i l l  be 
c lose .  
A - nominal i n t eg ra t ion  time 
- event o r  bprint time 
- e v e r t  o r  p r i n t  i n t e g r a t i o n  s t e p  
h - nominal i n t e g r a t i o n  s t e p  
Figure 4-5. Trajec tory  Preservat ion 
4.5 State Transition Matrix Generation 
In a linear analysis, the state transition matrix, 
is used to map perturbations about t.le reference trajectory from one 
e y c ! ~  to another ~ccording to the equation, 
s k+l 6 %  
- 
Because this mathematical operation is repeated many times, 
important to use the most efficient and accurate method of computing 
3 available. This is best done by simultaneously integra.ing the 
variational differential equations which generate $ and the S I C  
equations of motion. In MAPSEP these variational equations have been 
implemented and 5 is augmented to the state variabl ls in the inte- 
grator. 
The origin and composition of the variational equations are best 
understood by first considering the equations of S I C  motion written as 
a system of first order, coupled differential equations; namely, 
In 4-1, 5 is a six-dimensional state vector of position and velocity 
components, and f is a vector function giving the time derl-vst~ve of 
each state component. The most general form for f may be written as 
where g is the gravitaticnal acceleration due to the primary body, 
t g i s  t h e  g r a v i t a t i o n a l  a c c e l e r a t i o n  c o n t r i b u t i o n  from secondary bodies ,  
and a  i s  t h e  t h r u s t  caused a c c e l e r a t i o n  term d i scussed  i n  Sect ion 4.1. 
-'l' 
c) i s  a  term of mrscel laneous  a c c e l e r a t i o n s  due t o  r a d i a t i o n  p ressure ,  
- 
plane ta ry  ob la teness ,  e t c . ,  and i s  normally neglected f o r  i n t e r p l a n e t a r y  
miss ions  a s  a low order  e f f e c t .  It should be noted t h a t  the  t h r e e  
I primary terms,  g, g and a  a r e  a l l  dependent on t h e  SIC p o s i t i o n  v e c t o r .  
-T' 
# For example, g and g depend on p o s i t i o n  through the  law of graviLy; q, 
through t h e  e l e c t r i c  power func t ion  and the  t ransformat  ion  which r e l a t e s  
t h e  body a x i s  syacem t o  the  i n e r t i a l  r e p r e s e n t a t i o n .  
To d e r i v e  the  v a r i a t i o n a l  equa t ions ,  t h e  v e c t o r  func t ion ,  f, i s  
expanded i n  a  Taylor s e r i e s  about some r e f e r e n c e  s o l u t i o n  t o  equat ion 
4-1. Hence, the  r i g h t  hand s i d e  of 4-1 becomes 
J f  b x +  2 g ( z+  6 2 ,  t >  = g (2, t >  + - 6 ( S x  
A E 
where b x  - i s  r e l a t i v e  t o  the  re fe rence  t r a j e c t o r y  s t a t e  a t  time t .  
By neg lec t ing  second and higher  o rde r  terms,  t h i s  express ion  reduces t o  
where i s  def ined by 
and F i s  a  mat r ix  of f i r s t  o rde r  p a r t i a l s  of the  v e c t o r  f u n c t i o n  f with  
r e s p e c t  t o  s t a t e  components. E x p l i c i t l y  w r i t i n g  the  F mat r ix ,  i t  i s  
seen t h a t  i t  has only  two non-zero p a r t i t i o n s .  
where I is a 3x3 identity matrix and f33 13 a 3x3 matrix of time 3 3 
varying expressions evaluated along the reference trajectory. The 
components of f33, in terms of state variables, ere obtained by 
analytically differentiating g, and a with respect to r. 
-r 
The solution of 4-2 is known from the theory of linear dif- 
ferential equationf to be of the form 
where is identified as the state transition matrix and is 
representable as 
As noted before, 6 % is a perturbation, or deviation, from the 
reference trajectory at the initial epoch and, as such, it is arbitrary 
but constant. Differenting 4-3 with respect to time and substituting 
the resulting expression into 4-2 yields 
This equation is the veriational differential equation for the state 
transition matrix and is numerically integrated to obtain over an 
arbitrary interval, to to t with initial conditions s t  to be:ng given f' 
by 
From the more general point of view, equation 4-1 can be 
considered to be dependent on other parameters as well as the usual 
state variables. For example, the trajectory generated as a solution 
to 4-1 is dependent on the thrust controls, the inertial states and 
gravitational constants of planetary bodies, and the solar gravitationil 
constant. When some of these parameters are of Interest in a linear 
analysis, the state vector.of dynamic parameters is said to be augmented, 
thus increasing its dimension to as great as seventeen. This occurs 
when there are three thrust controls, six ephemeris elements, and two 
gravitational constants in addition to the vehicle state. 
For the sake of modeling simplicity, MAPSEP allows ephemeris 
elements for only one planet to be augmented as dynamic parameters. 
This body is referred to as the "ephemeris iody" and is usually 
selected to be the planet that most strongly influences the S/C tra- 
jectory (other than the earth). In many cases, the ephemeris body is 
the same as the target planet. 
For the problem where the state vector is augmented with para- 
meters, the equations of motion are more suitably written as 
where A is the augmented state vector, i.e., 
In the a b w e  expression, x_ corresponds, as before, to the S/C state 
vector; 5 , to the thrust control vector; 5, to the ephemeris 
planet state vector; and the )A 's refer to gravitational constai~ts. 
Following the previous analysis, it is possible to expand 4-5 to obtain 
variational equations for the augmented state transition matrix. This 
differential equation is of the form 
where is part:tioned as 
and where F is given as A 
Explicit definitions for the terms in FA are given in Appendix 4. Terms 
appearing in tA are explicitly defined as follown: 
h = (partials of state component w.r.t. state catiponents) 66 4 %I 
8 = (partials of state components w.r.t. thrust controls) 
u 
63 d E 
8 = (partials of state components w.r.t. ephemeris planet state 
P components) = 
M = (partials of state components w.r.t. ephemeris planet gravitational 
constant) = 
F: = (partials of state components v.r.t. solar gravitational constant) = 
8 
ap= (partials of ephemeris planet state components at the final epoch - w.r.t. ephemeris planet state components at the initial epoch) 
Mb = (partials of ephemeris planet state components w.r.t. ephemeris 
planet gravitational c~.~stant) = 
and MIs = (partials of ephemeris planet state components w.r.t. so-dr 
gravitational cnnstant) 
Before concluding this section, it should be noted that MAPSEP 
has program lagic which allows arbitrary augmentation of dynamic para- 
meters. Thnt is, the program organizes and integrates matrices in 
equation 4-6 dimensioned to accommodate only those parameters requested 
during input. In this way, there is no time wasted in unnecessary 
calculations. 
4.6 Covariance I n t e g r a t i o n  
I n  any l i n e a r  e r r o r  a n a l y s i s ,  a  major problem i s  t h e  prop- 
aga t ion  of s t a t e  e r r o r  covar iances  (P) from one event  t o  the  
next event .  Two methods a r e  g e n e r a l l y  used: propagat ion wi th  
s t a t e  t r a n s i t i o n  mat r i ces  and numerical i n t e g r a t i o n  of the  
covar iance  mat r ix  d i f f e r e n t i a l  equa t ions ;  both  of which a r e  
op t ions  i n  TRAJ. In the  l a t t e r  c a s e ,  t h e  covar iance  i s  i n t e -  
g ra ted  t o  an  even t ,  where opera t ions  a r e  performed on P ,  and 
t h e  updated P i s  i n t e g r a t e d  t o  the  next  event.  
Given t h e  nonl inear  equat ions  of motion 
where i s  t h e  s p a c e c r a f t  p o s i t i o n  and v e l o c i t y ,  u a r e  cons tan t  
s p a c e c r a f t  c o n t r o l s  and (J a r e  time-varying t h r u s t  parameters 
(nominally z e r o ) ,  these  equa t ions  can be l i n e a r i z e d  about a  
r e fe rence  t r a j e c t o r y  such t h a t  
where 5% 
where s&, 2 5,  5 and j& a r e  e r r o r s  I n  the  r e s p e c t i v e  dynamic para-  
meters.  Both 6 1! and s& a r e  desc r ibed  i n  terms of the 3x1 parameter 
s e t :  u, cone and c lock.  The 6x1 Sg a c t u a l l y  models two d i s t i n c t  
processes  f o r  each parameter s e t  (See a l s o  Page 62-A) .  Whereas Equation 
4-7 d e s c r i b e s  motion of the  d e t e r m i n i s t i c  r e fe rence  t r a j e c t o r y ,  Equat icn  
4-8 d e s c r i b e s  the  l i n e a r i z e d  propagat ion of t r a j e c t o r y  d e v i a t i o n s  r e s u l t -  
ing  from dynamic and g p r i o r i  u n c e r t a i n t i e s .  The covariance i n t e g r a t e d  
by TRAJ not only  maps dynamic e r r o r s  b u t  a l s o  measurement r e l a t e d  
e r r o r s ,  s p e c i f i c a l l y ,  u n c e r t a i n t i e s  i n  t h r e e  s t a t i o n  loca t ions .  The 
augmented s t a t e  covar iance  i s  de f ined  a s  
. 
s o  t h a t  T P = FP + P F  + Q  
where F i s  s i m i l a r  t o  t h a t  used i n  the  d e f i n i t i o n  of t h e  s t a t e  t r a n s i -  
t i o n  mat r ix ,  and i s  evaluated a long  the  re fe rence  t r a j e c t o t y ,  and Q i s  a  
process  no i se  matrix.  The augmented F mat r ix  i s  def ined a s  
where I i s  a 3 x 3 identity matriz, 
and h i s  the matrix of process noise correlation times 
A ~ l y t i c a l  equations for terms i n  the P matrix appear in  Appendix 4. 
The process qolse, Q, i s  modeled as a ?tatlonary f i r s t  order Couss- 
brkov process and i s  def iaed 8s 
For a discussion of Q ,  see  Chapter 6 (GODSEP). 
. 
Propagating P t y  integrating P i s  more mathematically 
accurate than the use of e f f ec t ive  process noise a s  i n  the f method, 
and i t  lends i t s e l f  t o  greater modeling f l e x i b i l i t y  for Q. The draw- 
back t o  th is  method i s  the increased run time. 
5.0 TRAJECTORY GENERATION - TOPSEP 
The t a r g e t i n g  and op t imiza t ion  mode, TOPSEP, genera tes  a  r e f e r e n c e  
t r a j e c t o r y  which i s  suppl ied  a s  b a s i c  inpu t  t o  the  e r r o r  a n a l y s i s  and 
s imula t ion  modes. The primary purpose of TOPSEP i s  t o  incorpora te  i n  
t h i s  t r a j e c t o r y  a l l  of the d e s i r e d  f l i g h t  c h a r a c t e r i s t i c s  f o r  a  p a r t i c u l a r  
i ~ t e r p l a n e t a r y  o r  near-Ear t h  miss ion  whi le  opt imizing the f i n a l  s p a c e c r a f t  
mass. I n j e c t i o n  cond i t ions  (See Appendix 5), a  t h r u s t i n g  time h i s t o r y ,  
and o t h e r  c o n t r o l  parameters a r e  found which accomplish t h i s  op t imiza t ion  
and y e t  lead t o  the required t a r g e t  cond i t ions .  The t a r g e t  c o n s t r a i n t s  may 
be the  f i n a l  spacecraft .  s t a t e  ( c a r t e s i a n  o r  B-plane c o o r d i n a t e s ) ,  f i n a l  
o r b i t a  1 e lements ,  r a d i u s  of  c l o s e s t  approach, o r  o t h e r  miss ion  s p e c i f i c a t i o n s  
which a r e  l i s t e d  i n  Table 5-1 and i n  the  inpu t  s e c t i o n  of the Users Manual. 
Control  Parameters 
I n i t i a l  S t a t e  and Mass 
Thrust  Magnitude 
Thrust  Di rec t ion  
Thrust  Times 
Base Power Level 
Exhaust Veloci ty  
Target  Parameters 
Impact (B) Plane 
Sphere-of-Influence Time 
Closes t  Approach Condit ions 
(Radius, I n c l i n a t i o n ,  Time) 
Target  Centered S t a t e  
He l iocen t r i c  S t a t e  
Performance 
Pararne t e r  
F i n a l  Mass 
(Payload) 
Table 5-1. Con t ro l ,  Targe t ,  and Performance Parameters 
The manipula t ion of t r a j e c t o r i e s  t o  s a t i s f y  miss ion requirements i s  
managed i n  th ree  submodes of TOPSEP which represen t  success ive  s t a g e s  of 
t r a j e c t o r y  development . These submodes a r e  : 
1. Nomitral t r a j e c t o r y  propagation 
2. Grid generat ion 
3. Target ing and Optimization 
a. Tra jec tory  t a rge t ing  only 
b. A combination of t r a j e c t o r y  t a rge t ing  and opt imizat ion 
c. Trajec tory  opt imizat ion only 
Generally,  these  submodes a r e  employed i n  order  a s  l i s t e d  above. However, 
any submode may be skipped o r  used ind iv idua l ly  i f  the  proper con t ro l  pro- 
f i l e  i s  ava i l ab l e .  Due t o  the  s imp l i c i ty  of the i i rs t  two submodes a  
b r i e f  d i scuss ion  of t h e i r  opera t iona l  procedgres i s  a l l  t h a t  i s  necessary t o  
understand t h e i r  a n a l y t i c a l  bas i s  i n  TOPSEP. The t a r g e t i n g  and optimiza- 
t i o n  submode w i l l  be reviewed in g rea t e r  depth. 
5.1 NOMINAL TRAJECTORY F90PAGATION 
The simplest  TOPSEP app l i ca t ion  i s  propagation of a  s i n g l e  t r a j e c t o r y  
f o r  spacecraf t  ephemeris infornat ion.  Af te r  a l l  the t r a j e c t o r y  parameters 
a r e  i n i t i a l i z e d ,  the t r a j e c t o r y  is  propagated from the i n i t i a l  s t a t e  t o  
the terminat ion condit ion.  TOPSEP performs no a d d i t i o n a l  a n a l y s i s  of 
t he  t r a j e c t o r y  when opera t ing  in  t h i s  submode. This submode i s  a l s o  
used f o r  manVal manipulation of t he  con t ro l  p ro f i l e .  
5.2 G R I D  CELTRATION 
The g r i d  genera t icn  suhmode is  ava i l ab l e  t o  produce a  number of t r a -  
j e c t o r i e s  which do not necessar i ly  s a t i s f y  mission requirements but  pro- 
v ide  a  range of t r a j e c t o r y  solut ions.  Thus, the main purpose of the  g r i d  
subode i s  t o  l o c a t e  des i r ab l e  con t ro l  regions f o r  f u r t h e r  examination. 
I n  t u r n ,  each c o n t r o l  i s  incremented a  f ixed  amount whi le  t h e  remaining 
c o n t r o l s  mainta in  t h e i r  n ~ m i n a l  values .  A s i n g l e  low t h r u s t  t r a j e c t o r y  
i s  genera ted f o r  each c o n t r o l  change and the  a s s o c i a t e d  t a r g e t  e r r o r  index 
i s  c a l c u l a t e d .  Subsequently,  contours  of cons tan t  t a r g e t  e r r o r  may t e  
p l o t t e d  i n  the  c o n t r o l  space s o  t h a t  some c o n t r o l  r eg ions  can be e l imina ted  
from f u r t h r r  cons ide ra t ion .  Upon completion of  the g r i d ,  the  t r a j e c t o r y  
genera t ion  mode i s  terminated and the  program use r  m u s t  choose the  b e s t  
c o n t r o l  p r o f i l e  t o  i n i t i a l i z e  t a r g e t i n g  and op t imiza t ion  o r  t o  employ 
another  g r i d  approach. 
5.3 TARGETING AND OPTIMIZATION 
The t r a j e c t o r y  t a r g e t i n g  and op t imiza t ion  sutmode f e a t u r e s  a  d i s c r e t e  
parameter i t e r a t i o n  a lgor i thmwhich acc.ormodates the  non- l inear  a s p e c t s  of 
the low t h r u s t  problem. The a lgor i thm i s  a  modi f i ca t ion  of Rosen's pro- 
jec ted  g rad ien t  method (PGM) f o r  non- l inear  programming (Refs. 5 and 6) .  
The , ,qrameters whichhave been chosen t o  shape t h e  t r a j e c t o r y  (Table 5-1) 
c o n s t i t u t e  the  c o n t r o l  p r o f i l e  and a r e  s u b j e c t  t o  modi f i ca t ion  by the PGM 
algor i thm.  Based upon the  s e n s i t i v i t i e s  of the  f i n a l  SIC mass and s t a t e  
t o  c o n t r o l  v a r i a t i o n s ,  c o r r e c t i o n s  t o  t h e  p r o f i l e  a r e  computed which 
maximize performance whi le  minimizing t a r g e t  er rors :  The performance i s  
measured simply by the  va lue  of the  f i n a l  s p a c e c r a f t  mass whi le  the  t a r g e t  
e r r o r s  a r e  measured according t o  the  c o n s t r a i n t  v i o l a t i o n s .  The method 
chosen t o  r e p r e s e n t  the  t a r g e t  e r r o r s  i n  terms of a  s c a l a r  measure i s  the 
quadre t i c  e r r o r  index which i s  the  weighted sum of t h e  squares  of t h e  
t a r g e t  e r r o r s .  
When the  t a r g e t i n g  and optin,;zi+cion submode is  e n t e r e d ,  a  nominal 
t r a j e c t o r y  i s  propagated d i r e c t l y  from the inpu t  p e r a m e ~ e r s ,  A s e r i e s  of 
t e s t s  i s  performed t o  determine which submode ( t a r g e t i n g ,  op t imiza t ion  o r  
both) i s  t o  be executed,  I f  t h e  t a r g e t  e r r o r  index i s  l a r g e ,  t h e  suhmode 
w i l l  be exc lus ive ly  t a r g e t i n g .  However, a  t a r g e t  e r r o r  index smal le r  than 
some value  (TUP i n  namel is t  $T@PSEP) w i l l  r e s u l t  i n  simultaneous t a r g e t i n g  
and opt imizat ion.  Whenever the  index i s  below a s p e c i f i e d  lower bound 
(TLW i n  namel is t  STQPSEP), the  op t imiza t ion  a lgor i thm w i l l  bc executed.  
P r i o r  t o  the  a p p l i c a t i o n  of the  p ro jec ted  g r a d i e n t  a lgor i thm,  the  
t a r g e t i n g  s e n s i t i v i t v  mat r ix  S  and the performance g r a d i e n t  g, a r e  computed. 
Elements of the S  mat r ix  represen t  t h e  s e n s i t i v i t i e s  of ind iv idua l  t a r g e t  
parameters t o  changes i~ c o n t r o l s  and a r e  used f o r  both t a r g e t i n g  and 
opt imizat ion.  S i m i l a r l y ,  the  elements of the g v e c t o r  r ep resen t  the 
s e n s i t i v i t y  of t \ e  performance index t o  changes i n  c o n t r o l s  altllough 
these  elements a r e  ! ~ s e d  only f o r  opt imizat ion.  For purposes of t a r g e t i n g  
only ,  S  i s  computed from the  i n t e g r a t e d  s t a t e  t r a n s i t i o n  matr ix  (STM) 
and g i s  ignored.  Appendix 7 d i s c u s s e s  the  formulat ion o f  S  from the  
i n t e g r a t e d  STM. Whenever op t imiza t ion  i s  t o  occur both  S and g a r e  con- 
s t r u c t e d  by f i n i t e  d i f f e r e n c i n g  techniques.  Following the de te rmina t ion  
of S  and g a  weight ing mat r ix  which a m p l i f i e s  or  d iminishes  the  e f f e c t s  
of the  chosen c o n t r o l s  i s  c a l c u l a t e d .  Applying the  projected g r a d i e n t  
a lgor i thm a  c o n t r o l  c o r r e c t i o n  i s  e s t a b l i s h e d .  The magnitude of t h e  con- 
t r o l  change i s  determined by computing t r i a l  t r a j e c t o r i e s .  The new c o n t r o l  
p r o f i l e  is  simply the o ld  c o n t r o l  p r o f i l e  p lus  a  s c a l a r  m u l t i o l e  o f  the  
c o n t r o l  c o r r e c t i o n  such t h a t  t h e  t a r g e t i n g  e r r o r  index i s  minimized and/or  
the  performance index i s  maximized. I f  t h e  op t imiza t ion  i s  complete ( the  
va lues  of the  performance index have converged t o  a maximum), TOPSEP i s  
terminated.  Otherwise, the submode d e c i s i o n  i s  made a g a i n  and t h e  c y c l e  
i s  repeated.  
Of primary importance i n  the  t a r g e t i n g  and o p t i m i z a t i o n  submode i s  
t h e  s e l e c t i o n  of the  c o n t r o l  c o r r e c t i o n .  I n  the  fo l lowing s e c t i o n s  t h i s  
s e l e c t i o n  proccps w i l l  be d i scussed ,  
THE PROJECTED GRADIENT METHOD 
The p ro jec ted  g r a d i e n t  method has  been devised t o  maximize a  per-  
formance index whi le  s imul taneously  minimizing a n  e r r o r  iadex.  S ince  
maximizing performance is  equ iva len t  t o  mi,limizing c o s t  i n  an op t imiza t ion  
sense ,  PGM's purpose r e l a t i v e  t o  the  t r a j e c t w y  problem may be r e s t a t e d  a s  
minimizing f u e l  expended a s  w e l l  a s  minimizing t a r g e t  e r r o r .  The concept 
of n e t  c o s t ,  which i s  simply a  more r e a l i s t i c  assessment of f u e l  expended, 
w i l l  be d iscussed l a t e r  i n  t h i s  s e c t i o n .  
The p ro jec ted  g r a d i e n t  a lgor i thm employs c o s t - f u n c t i o n  and c o n s t r a i n t  
g r a d i e c t  informat ion t o  r e p l a c e  the  mult i-dimensional  t a r g e t i n g  and o p t i -  
miza t ion  problem by an equ iva len t  sequence of one-dimensional searches  
(Ref. 7 ) .  I n  t h i s  manner, i t  s o l v e s  a  d i f f i c u l t  mult i-dimensional  problem 
by so lv ing  a  sequence of s impler  problems. I n  genera l ,  a t  the  i n i t i a t i o n  
of the  i t e r a t i o n  srquence,  PGM pr imar i ly  s a t i s f i e s  the  c o n s t r a i n t  r e q u i r e -  
ments. A s  the  i t e r a t i o n  process  proceeds,  the  emphasis changes f r o n  con- 
s t r a i n t  s a t i s f a c t i o n  t o  c o s t - f u n c t i o n  reduct ion.  
Since numerous a n a l y t i c a l  developments of t h i s  technique a r e  a v a i l a b l e  
(Refs. 5 and 6 ) ,  t h i s  p r e s e n t a t i o n  w i i l  p r imar i ly  emphasize t h e  geome- 
t r i c a l  a s p e c t s  of the  a lgor i thm.  C l e a r l y ,  the  geometric i n t e r p r e t a t i o n  of 
the  a lgor i thm i s  t h e  mot iva t ion  f o r  the  l o g i c  conta ined i n  TOPSEP, and a 
b a s i c  understanding of t h e s e  concepts  is  u s u a l l y  s u f f i c i e n t  t o  enable  the  
use r  t o  e f f i c i e n t l y  manipulqte 8TOPSEP input  and t o  handle  d i v e r s e  miss ion 
problems . 
PROBLEM FORMULATION 
The p r o j e c t e d  g r a d i e n t  method s o l v e s  t h e  f o l l o w i n g  non- l i nea r  pro-  
gramming problem: 
Determine t h e  v a l u e s  o f  t h e  c o n t r o l  v a r i a b l e s ,  l, t h a t  minimize t h e  c o s t  
f u n c t i o n  ( o p t i m i z a t i o n  v a r i a b l e )  
s u b j e c t  t o  t h e  e q u a l i t y  c o n s t r a i n t s  
u& U ,  an  M-dimensional c o n t r o l  space  
T & T, an N-dimensional t a r g e t  space  
- 
x& X ,  a  s i x -d imens iona l  s t a t e  space  
where t h e  e l emen t s  of  4, 2, T+, and a r e  r e f e r r e d  t o  a s  t h e  t a r g e t  e r r o r ,  
t h e  t a r g e t  v a l u e s ,  t h e  d e s i r e d  t a r g e t  v a l u e s ,  and t h e  f i n a l  s t a t e  r e spec -  
t i v e l y ;  and F is  a  s c a l a r  va lued  f u n c t i o n  measur ing  sys tem c o s t .  
I n  an  a t t e m p t  t o  s o l v e  t h e  c o n s t r a i n e d  o p t i m i z a t i o n  problem, i t e r a t i v e  
methods a r e  employed. The fo l lowing  scheme 3 r i e f l y  d e s c r i b e s  t h e  p r o c e s s  
o c c u r r i n g  i n  TOPSEP. 
8 Guess ( In  g e n e r a l  u  w i l l  no t  s a t i s f y  t h e  c o n s t r a i n t s  no r  
a 
Determine a c o r r e c t i o n  ~2 such t h a t  
eo F k  +A??) < F(%) and 
0 I t e r a t e  u n t i l  
me F i s  minimized and 
me 11 < E, a pre-determined t o l e r a n c e  
NOMENCLATURE Ah9 CONCEPTS 
To f a s c i l i  t a t e  t h e  d i s c u s s i o n  o f  t h e  p r o j e c t e d  g r a d i e n t  a l g o r i  th, 
t h e  fo l lowing  nc~rnenclature and b a s i c  concep t s  w i l l  be in t roduced.  & denotes  
column v e c t o r  whose e lements  a r e  x where i = 1 , 2 ,  * * * ,  n and n i s  t h e  i ' 
T dimension of t h e  space c o n t a i n i n g  E. Y deno tes  t h e  t r anspose  o f  the  z e a l  
I 
I m a t r i x  Y. The f e a s i b l e  r e g i o n  d e f i n e d  i n  t h e  M-dimensional c o n t r o l  space I 
w 
w i t h i n  which PC24 o p e r a t e s  i s  t h e  r e s t r i c t e d  space 
The e q u a l i t y  c o n d i t i o n  i m p l i e s  t h a t  t h e  c o n t r o l  i s  on a bound. The c o s t  
g r a d i e n t  g is a n  M-vector of p a r t i a l  d e r i v a t i v e s  and i s  d e f i n e d  a s  
- 
The s e n s i t i v i t y  m a t r i x  i s  t h a t  m a t r i x  whose rows a r e  t h e  g r a d i e n t s  t o  t h e  
e q u a l i t y  c o n s t r a i n t s ,  and i s  denoted by 
where 2 i s  a n  N-dimensional v e c t o r .  The t a r g e t  e r r o r  f u n c t i o n  i s  def ined  
where W i s  a t a r g e t  weighting matr ix which w i l l  be defiried l a t e r .  
e 
Corresponding t o  each con t ro l  vec tor  2 i n  the con t ro l  space U,  
t he re  i s  an e r r o r  vec tor  2. Let A. be the s e t  of a l l  2 such t h a t  
e(u) = 0. 
0 
A then represents  a l l  the con t ro l  vec tors  s a t i s f y i n g  ze ro - t a rge t  e r r o r .  
0 
It can be shown (Reference 6) t h a t  A. de f ines  an  M-N dimensional non-linear 
hype r s i i r f~ce  o r  manifold i n  U. Unfortunately,  A cannot be defined 
0 
e x p l i c i t l y ;  hence, one cannot e a s i l y  f ind  a which i s  an  element of Ao. 
However, A can be estimated impl ic i ty  v i a  the s e n s i t i v i t y  matrix.  
0 
Let Ac be the s e t  of a l l  2 such t h a t  
vhere i s  a vec tor  of constants .  Thus, A represents  a non-linear mani- 
c 
f o l d  conta in ing  those control ,  vec tors  which provide conseant t a r g e t  e r r o r .  
It can a l s o  be shown (Reference 6) t h a t  any 2 i n  the con t ro l  space i s  
- 
contained i n  one and only one A . A t  a given g, the corresponding C 
aon-l inear  manifold A may be approximated by a l i n e a r  manifold B ( 2 )  which 
C 
1s defined e x p l i c i t l y  by the s e n s i t i v i t y  matr ix S(9. The l i n e a r  manifold 
B(u) may be considered a tangent hyperplane t o  Ac a t  5. The o r i e n t a t i o n  
of I&) i n  the con t ro l  space al lows one t o  def ine  a search d i r e c t i o n  t o  A. 
which i s  orthogonal t o  B ( 2 ) .  This  search i s  i n  the  d i r e c t i o n  of maximum 
decreasing t a r g e t  e r r o r .  
rr)  
Let B&) denote the  orthogonal complement t o  Bk). One can demon- 
s t r a t e  (Reference 6) t h a t  ~ ( U J  is  the unique l i n e a r  space t h a t  can be 
t r a n s l a t e d  t o  o b t a i n  the l i n e a r  manifold BW. Furthermore, there  
m 
e x i s t  unique orthogonal pro jec t ion  opera tors  P (u) and P(uJ t h a t  resolve 
any vector  i n  the con t ro l  space i n t o  i t s  corresponding components i n  
u 
B(u) and B ( u ) ,  r e spec t ive ly ;  t h a t  i s  
I n  p a r t i c u l a r ,  
d -1 
P("J - ST ( S T )  S 
and 
N 
P(11)- I - P  
where I is an i d e n t i t y  matrix.  The projectionopelators P and P thus pro- 
v ide  a  simple method fo r  recons t ruc t ing  a  general  v e c t o r n u  emanating f r m  
ry 
u i n t o  i ts two components i n  B and B. I n  a  d i scuss ion  t o  follow l a t e r  i n  
- 
Cu 
t h i s  s ec t ion ,  i t  w i l l  he explained how n u m a y  be defined such t h a t  P A 2  
represents  ' he ..er t r o l  c o r r e c t i o n  t o  minimize the t a r g e t  e r r o r  and P O E  
- represents  the cont ra1  co r r ec t ion  t o  minimize cos t .  
The f i n a l  key concept employed by PGM i s  'the idea of problem scal ing.  
The purpose of problem sca l ing  is  t o  increase  the e f f i c i ency  of the t a r -  
ge t ing  and opt imizat ion algori thms by transforming the  o r i g i n a l  problem 
i n t o  a n  equivalent  problem t h a t  i s  numerically e a s i e r  t o  solve. 
To numerically s c a l e  a problem, hJc general  types of s ca l ing  a r e  
required:  1) con t ro l  va r i ab l e  s ca l ing ,  and 2) t a r g e t  va r i ab l e  scal ing.  
Control va r i ab l e  s c a l i n g  i s  a&anpl i  shed by def in ing  a  pos i t i ve  diagonal 
e m l i n g  matr ix,  W u (UWATE i n  namelist  S T ~ P S E P ~  such t h a t  the  weighted 
con t ro l  v a r i a b l e s  a r e  given by 
S i m i l a r l y ,  t a r g e t  v a r i a b l e  weighting is  accomplished by d e f i n i n g  a 
p u i i  t i v e  d iagonal  s c a l i n g  mat r ix ,  We ( W R T ~ L  i n  namel is t  STOPSIP), such 
t h a t  the weighted t a r g e t  v a r i a b l e s  a r e  
The t a r g e t  e r r o r  index i s  then 
TOPSEP con ta ins  s e v e r a l  op t ions  f o r  computing the c o n t r o l  v a r i a b l e  
weighting matr ix .  The o p t i o n  most o f t e n  used i s  t h e  normal izs t ioc  s c a l i n g  
matr ix  ( S c e  Appendix 6 f o r  o t h e r  op t ions ) .  
The t a r g e t  v a r i a b l e  weight ing mat r ix  i s  always computed a s  the  r e c i p r o c a l  
of the c o n s t r a i n t  t o l e r a n c e s  and i s  given by 
where Ci i s  the to le rance  f o r  the ith t a r g e t  e r r o r .  
For s i m p l i c i t y ,  the fo l lowing d i s c u s s i o n  of  the a lgor i thm assumes an , 
a p p r o p r i a t e l y  sca led  problem. However, the  sca led  equa t ions  can be obta ined 
by making the  following simple s u b s t i t u t i o n s .  
u  replaced by y' 
- 
e  rep laced  by 2' 
- 
S replaced by ~e\bl!d 
g replaced b-1 buy1 
DIRECTION OF SFARCH 
The concept of the d i r e c t i o n  of search i n  con t ro l  space nceds 
r l i g h t l y  more e labora t ion .  The d i r e c t i o n  of search i s  i o th ing  more than 
a  p a r t i c u l a r  l i n e  i n  the  c o n t r o l  space along which the t a r g e t  e r r o r  i s  
reduced o r  along which the  cos t  func t ion  i s  decrease.J. I n  a more prec ise  
sense, the d i r e c t i o n  of search a t  4 i s  a  ha l f - r ay  emanating from 5. Thus, 
fo r  any pos i t i ve  s c a l a r ,  8 ,  the equation 
r e t a  t he  l i m i t s  of t h i s  ha l f - r ay  and r ep resen t s  a  "step" An the d i r e c t i o n  
O: from . This  i s  i l l u s t r a t e d  i n  Figure 5-1. 
F igure  5-1. Direc t ion  of Search 
This  concept of d i rec t ion-of -search  is  p a r t i c u l a r l y  important s ince  i t  
enables  the H-dimensional ncn-l inear  programming problem t o  be replaced by 
a requence of one-dimensional minimizations. What remains t o  be explained 
ir: 1) how t o  s e l e c t  t he  d i r e c t i o n  of search ,  and 2 )  how t o  determine 
! 
t he  s t e p  s i z e  i n  t h a t  d i r ec t ion .  
i 
45 
The projected gradien t  method uees two bas i c  search d i r ~ c t i o n s .  
For t h i s  d i scuss ion  they w i l l  be termed cons t r a in t  and opt imizat ion 
d i rec t ions .  PC;M proceeds by taking successive s t e p s 3 3  one o r  the o ther  
of these two d i r ec t ions .  The computation of each of these search d i r ec -  
t i ons  is  described below a t  a  pd r t i cu l a r  point  g i n  the M-dimensional con- 
t r o l  space where N c o n s t r a i n t s  ( t a rge t  condi t ions)  a r e  enforced. 
CONSTRAINT DIRECTION 
The cons t r a in t  d i r e c t i o n  depends c r i t i c a l l y  on the number of t a rge t s .  
Two cases  a r e  d i s t i n g u ~ s h e d  below: 
1. If N<M, then t h a t  unique con t ro l  c o r r e c t i o n ~ L  i s  sought which 
so lves  the l i nea r i zed  cons t r a in t  equat ion 
and  minimize:^ the norm of ag . The so lu t ions  t o  the preceding 
vector  equa::ion def ine  the M-N dimensional l i n e a r  manifold Bow 
which i s  ail es t imate of the  non-linear manifold A. (zero-target  
L 
e r r o r ) .  The des i red  minimum norm c q r e c t i o n  A 2  is  then the vec tor  
of minitrum length i n  the con t ro l  space iran t o  the l i n e a r  -ani- 
fo ld  Ba@,  thus requi r ing  t o  be orthogonal t o  Bo (d. 
U 
Applicat ion of the l i nea r  opera tors  P and P a l l w  one t o  represent  
a 6 4  as the  rum of N o  orthogonal vec to r s  r e l a t i v e  t o  Bow o r  
mirace there  
A g w y  be 
1 P a s - 0  - 
E 
a r e  no components of a; i n  BOD From equat ion (5-1) 
expressed a s  
which 'hay be reduced t o  
-1 
a% = -sT (ssT) g < 
us ing  the cons t r a in t  equat ion (5-2). This co r r ec t ion  i s  i l l u s -  
t r a t e d  i n  Figure 5-2. 
As, minimum norm B (2). i n t e r sec t ion  of 0 
co r rec t ion  l inear ized  cons t r a in t s  
1 7 
/ F i r s t  l inear ized  Second 
- cons t r a in t  (e.=O) cons t r a in t  (e 
1 
Figure 5-2. I l l u s t r a t i o n  of Yinimum Norm Const ra in t  Direct ion 
f o r  N = 2,  M e  3. 
The d i r e c t i o n  of search then is  simply taken t o  be t h i s  minimum 
norm co r rec t ion  t o  the l i nea r i zed  c o n s t r a i n t s ,  
2. If PI = H there  is  unique so lu t ion  t o  the l i nea r i zed  cons t r a in t  
equat ions without the sdd i tona l  requirement t h a t  the  norm of 
the con t ro l  co r r ec t ion  be minimized. The so lu t ion  fo r  A: reduces 
to the f a n i l i a r  Newton-Rephson formula for  so lv ing  H equat ions 
v i t h  H unknovns; ~ s m e l y  
A 
as = - s - e k )  
The Newton-Raphson co r rec t ion  i s  i l l  
Figure 5-3. 
.us t ra  ted gemnetri 
Second l i nea r i zed  
c o n s t r a i n t  (e =0) 2 
c a l l y  i n  
Figure 5-3. I l l u s t r a t i o n  of Newton-Raphson c o n s t r a i n t  d i r e c t i o n  f o r  
N = M = 3  
OPTIMIZATION DIRECTION 
When t he  number of t a r g e t s  is  l e s s  than the  number of c o n t r o l s ,  i t  
is  then possible  t o  minimize the c o s t  funct ion F 6) assuming, of course,  
& 
t h a t  2 is  sane non-optimal con t ro l  p r o f i l e .  Obviously, the  s t eepes t  
descent d i r e c t f m .  - g(i), would be the bes t  l o c a l  search d i r e c t i o n  fo r  
- 
reducing the cos t  function. Such a  d i r e c t i o n ,  however, cotlid produce 
unacceptable c o n s t r a i n t  v io l a t ions .  To avoid t h i s  d i f f + . c u l t y  PGM ortho-  
gonally p ro j ec t s  the unconstrained negat ive g rad ien t , -  g, on to  the l o c a l  
- 
l i nea r i zed  cons t r a in t  manifold B (3 . By searching i n  the d i r e c t i o n  of  
C 
t h i s  negative projected gradien t  the algorithm cen guarantee i n  a  l i n e a r  
A 
sense t h a t  there i s  no f u r t h e r  cons t r a in t  v i o l a t i o n  than t h a t  of gk) . 
To c a l c u l a t e  t h i s  d i r e c t i o n ,  i t  is  only necessary t o  apply t o  - g the  
- 
4 projec t ion  operator  P(u) which w i l l  map the vector  i n t o  i ts  component on 
L. 
the  l i n e a r  manifold Bc(uJ . Thus, 
COMBINED TARGETING ASD OPTIMIZATION DIRECTION 
When i t  i s  des i r ab l e  t o  minimize the cos t  funct ion a s  we l l  a s  reducing 
the  t a r g e t  e r r o r  the cons t r a in t  d i r e c t i o n  and opt imizat ion d i r e c t i o n  may 
be combined such t h a t  the r e s u l t i n g  con t ro l  co r r ec t ion  i s  of the form 
vhere Agl i s  the opt imizat ion co r rec t ion  and Au i s  the c o n s t r a i n t  cor rec-  
-2 
t ion. Note t h a t  A U  andAu a r e  orthogonal components a f B g  . Depending 
-1 -2 
. upon the magnitude of the t a r g e t  e r r o r ,  one may want t o  emphasize e i t h e r  
opt imizat ion o r  ta rge t ing .  Since t h i s  dec is ion  i s  r a t h e r  subjec t ive  and 
l inked d i r e c t l y  t o  the degree of problem non- l inear i ty ,  an  opt ion i s  pro- 
vided t o  weight 4 2  (See Page SO) i n  one of i t s  component d i r ec t ions .  
Figure 5-4 and Figure 5-5 i l l u s t r a t e  the  geometric i n t e r p r e t a t i o n  of the 
r e s u l t i n g  con t ro l  cor rec t ion .  
Nonlinear Constraint 
Manifold (e=O) 
Optimum Y 
Figure 5-4.  Geometric Interpretation of a Cmbined Targeting 
and Optimization Control - Correction, N = 1 ,  M=3 
Intersect ion of  BE(& and 4 
D 
Figure 5-5.  I l lu s t ra t ion  of Combined Targeting and Optimization , 
Control Correction A s  Seen In G), 
*) (Enlargement of Bc (i) from Figure 5-4).  
The t o t a l  c o n t r o l  c o r r e c t i o n  i s  cons t ruc ted  a s  fo l lows,  where d i s  an inpu t  
scalar ,  
(DP2 i n  namel is t  $T@PSEP) .Thus, one has  the f l e x i b i l i t y  of determining 
the magnitude of the  op t imiza t ion  c o r r e c t i o n  r e l a t i v e  t o  the  magnitude of 
the c o r s t r a i n t  c o r r e c t i o n .  The op t imiza t ion  c o r r e c t i m  can  then be w r i t t e n  
The norm of the  c o n t r o l  c o r r e c t i o n A ~ , w h i c h  i s  obta ined by sununingAgl and 
& g 2 , i s  not  a s  important  a s  t h e  d i r e c t i o n .  The r e s u l t i n g  h a l f - r a y  provides 
the b a s i c  sea rch  d i r e c t i o n  wi th  which t o  c a l c u l a t e  t h e  t r i a l  s t ep .  
TRIAL STEP-SIZE CALCULATION 
A A t  any p a r t i c u l a r  po in t  2 i n  the  c o n t r o l  space ,  the  PGM a lgor i thm 
proceeds by reducing the mult i-dimensional  problem t o  a  one-dimensional 
search i n  the  d i r e c t i o n  p resc r ibed  by the c o n s t r a i n t  o r  op t imiza t ion  con- 
& 
t r o l  change vec to r .  Once the  i n i t i a l  p o i n t  and the d i r e c t i o n  of search 
A 
A 2  a r e  s p e c i f i e d ,  the  problem reduces t o  the numerical minimization of a  
func t ion  of  a  s i n g l e  va r i ab le ,  namely, the s t e p  s c a l e  f a c t o r  3 . PGM per-  
forms t h i s  numerica 1 minimization by polynomial i n t e r p o l a t i o n  based on 
func t ion  va lues  a long the search r a y  and the  f u n c t i o n ' s  value  and s lope  a t  
the s t a r t i n g  po in t .  
CONSTRAINT DIRECTION 
b 
The func t ion  t o  be minimized along the  c o n s t r a i n t  d i r e c t i o n  A E ~  ic 
~ ( a ) ,  the  sum of the squares  of the t a r g e t  e r ro r s .  
Evaluation of the funct ion a t  5 = 0 r e s u l t s  i n  
D i f f e r e n t i a t i o n  v i a  the cha in  r u l e  y i e l d s  
If c o n s t r a i n t s  a r e  reasonably l i n e a r ,  a  good i n i t i a l  es t imate  f o r  the 
minimizing 8 i s  one. 
OPTTMIZATION DIRECTION 
The funct ion t o  b e  minimized along the opt imiza t ion  d i r e c t i o n b u  -1 i s  
t he  est imated n e t  c o s t  funct ion ~ ( 8  ), where 
Change i n  cos t  produced Linear-ized approximation t o  change 
by a s t e p  of lengt: i n  c o s t  required t o  perform a minimum 
I5 ll&il 11 along A21 norm c o r r e c t i o n  i n  order  t o  r e t a r g e t  
Clear ly ,  - 
T T '1 A 
C(0) = - g S  (SS) 2 @) 
- 
expanding C ( 0 )  i n  a  tay l o r  s e r i e s  i n  1 about f = 0, and by making use  
- A 
t he  f a c t  t h a t  P A g l  = 9 , it  can  be shuwn t h a t  
These prope r t i e s  a r e  i l l u s t r a t e d  i n  Figure 5-6. 
Both the c o n s t r a i n t  and opt imizat ion d i r e c t i o n s  a r e  based on a 
s e n s i t i v i t y  mat r ix  assuming a  l i n e a r  space. Due t o  n o n l i n e a r i t i e s  i n  the 
problem, i t  i s  o f t e n  necessary t o  r e s t r i c t  the t r i a l  s t e p  such t h a t  
unexpected increases  i n  c o s t  o r  t a r g e t  e r r o r  a r e  reduced. To add i t i on ,  
the  con t ro l  c o r r e c t i o n A 2  does not r e f l e c t  the "nearness" of c o n t r o l  bounds 
as long a s  g i s  not  on any bound. Thus, the t r i a l  s t e p  must a l s o  be 
r e s t r i c t e d  s o  t h a t  t he  new con t ro l  vec tor  remains wi th in  the  bounded con- 
t r o l  space. For these  reasons a  qaximurn l i m i t  i s  placed on 5 . Af te r  
Estimated change 
L i n  c o s t  funct ion 
due t o  cons t r a in t  / 
co r rec t ion  
A 
C!U ) 
Cost index 
Estimate net  
c o s t  funct ion 
Equa 1 
s lopes  
. .  I 
Figure  5-6. Prope r t i e s  of ne t -cos t  funct ion along the d i r e c t i o n  of 
search. 
i s  computed, a  ca l cu la t ion  is  made t o  f lnd  the .along the 
, 
search d i r e c t i o n  which w i l l  s i z e  a  t r i a l  s t e p  that: i n t e r s e c t s  t he  
boundary of the f ea s ib l e  region. This value is  compared t o  the  
maximum s t e p  allowed by the user  t o  counter the nonl inear i ty  prob- 
lem. The smaller  value i s  spec i f ied  a s  the maximum allowed 
during the search. A method has been devised t o  a l l e v i a t e  the 
problem of a  con t ro l  which i s  very near a  boundary. A tolerance 
region i s  def ined i n  the neighborhood of the boundary sur face  such 
t h a t  i f  the con t ro l  i s  wi th in  t h i s  region and A x  i n t e r s e c t s  t he  
boundary the  search  t o  minimize the n e t  c o s t  o r  t a r g e t  e r r o r  can 
cont inue along the  boundary without c a l c u l a t i n g  a  new s e n s i t i v i t y  
matrix.  Once a  con t ro l  element reaches one of i t s  bounds i t  becomes 
inac t ive .  Unless a  subsequent co r r ec t ion  f o r  t h i s  con t ro l  element 
i s  back i n t o  the f e a s i b l e  region i t  remains inac t ive .  
ONE DINENSIONAL MINTMIZATION 
Nonvariant rninimiza t i o n  i n  PGM i s  performed exc lus ive ly  by 
polynominal i n t e rpo la t ion .  The a c t u a l  func t ion  t o  be minimized i s  
f i t t e d  with one o r  more quadra t ic  or cubic polynominals u n t i l  a  
auf f i c i e n t l y  .wcurate curve f i t  i s  obtained. . The minimum of t h i s  
curve and the corresponding sca l e  f ac to r  can e a s i l y  be found ana ly t -  
i c a l l y .  
The one-dimensional search proceeds by taking t r i a l  s t eps  i n  
the A: d i r e c t i o n  t o  ob ta in  information about the funct ion t o  be 
miaimized. I f  r d ,  2 is a c o n s t r a i n t  correct ion,  the quadra t ic  
error func t ion  i s  evaluated;  i f  r ~ y  is an  opt imizat ion c o r r e c t i o n ,  
the  n e t - c o s t  f u n c t i o n  is e b a l u a t e d ;  and if  S A ~  i s  a combined cor -  
r ec t ion ,a  fur.ction whicfr i s  a  weighted combination of the  e r r o r  
f u n c t i o n  and n e t - c o s t  f u n c t i o n  is e v a l u a t e d ,  
The minimizat ion r o u t i n e  makes ingen ious  use  of a l l  t h e  i n f o r -  
mat ion i t  accumulates .  The fo l lowing c u r v e - f i t t i n g  techniques  a r e  
a p p l i e d  i n  o r d e r .  
1. Q u a d r a t i c  polynomial f i t :  two points-one s l o p e ;  
0 2. Cubic polynomial f i t :  three points-one s l o p e ;  
3. Quadra t i c  polynomial f i t :  t h r e e  p o i n t s ;  
4. Cubic polynomial f i t :  f o u r  p o i n t s .  
Each time a t r i a l  s t e p  i s  taken,  the  f u n c t i o n  whic.1 is  e v a l u a t e d  i s  
used a s  a t r i a l  p o i n t  t o  a n a l y t i c a l l y  determine the nex t  t r i a l  s t ep .  
The a n a l y t i c a l  formula t i o n  o f  t h e  above curve  f i t s  may be found i n  
the s u b r o u t i n e  d e s c r i p t i o n  of MZNMUM i n  t h e  Propram Manual. 
6, LINEAR ERROR ANALYSIS - GODSEP 
GODSEP analyzes spacecraf t  and t r a j e c t o r y  r e l a t ed  d i spe r s ions  a s  
a funct ion of expected u n c e r t a i n t i e s  i n  dynamic and 'navigation parameters. 
The ensemble of expected e r r o r s  i s  s tud ied  without a c t u a l l y  s imulat ing 
ind iv idua l  t r a j e c t o r i e s  by applying l i n e a r  techniques. That is, small  
dev ia t ions  about a  re ference  t r a j e c t o r y  a r e  l i n e a r l y  r e l a t ed  t o  o ther  
devia t ions  by a  t ransformation matrix.  For example, the s t a t e  t r a n s i t i o n  
mat r ix  r e l a t e s  pos i t i on  and ve loc i ty  devia t ions  about the reference t r a -  
jec tory  from one time point  t o  another .  The ensemble of e r r o r s ,  or covar- 
iance,  i s  assumed t o  have a  zero-mean Gaussian d i s t r i b u t i o n ,  except f o r  
s p e c i a l  processes.  
. Probaba l i s t i c  a - p r i o r i  e r r o r s  i n  the environment, spacec ra f t  and 
t racking  systems a r e  propagated i n  time along the re ference  t r a j e c t o r y  
through sequen t i a l  events  such a s  o r b i t  de tennina t i o n  (OD) and guidance 
cor rec t ions .  Two types of ensemble e r r o r  o r  covariances a r e  d is t inguished  - 
knovledne, which r e f l e c t s  t he  a b i l i t y  of the OD algori thm t o  es t imate  t h e  
- 
spacecraf t  s t a t e  and o ther  parameters; and con t ro l ,  which r ep re sen t s  the  
d i spe r s ions  of the a c t u a l  spacecraf t  t r a j e c t o r y  about t he  reference.  
Covariance propagation i s  done by e i t h e r  i n t eg ra t ion  of covariance v a r i a -  
t i o n a l  equat ions,  o r  by the s t a t e  t r a n s i t i o n  mat r ix  method. 
The e r r o r  a n a l y s i s  proceeds sequent ia l ly  from s t a r t  time through each 
rpec i f i ed  t r a j e c t o r y  event  t o  f i n a l  time. Event types a v a i l a b l e  a r e  
measurement, propagation, e igenvector ,  p red ic t ion ,  t h r u s t  switching,  and 
guidance. A measurement event  processes t racking da t a  a t  a  time point  by 
applying the use r  spec i f i ed  OD algorithm. Avai lable  t o  the use r  a r e  both 
klamn-Schmidt (K-S) and sequen t i a l  weighted l e a s t  squares  m) f i l t e r s .  
GODSEP r n o d u l a ~ i t ~ r  a l ~ o  ~ l l c w s  the user  t o  i n s e r t  h i s  own f i l t e r  a lgori thm 
q u i t e  e a s i l y .  The f i l t e r s  a r e  d is t inguished  by t h e i r  methods'of ga in  
mat r ix  c a l c u l a t i o n  and subsequent update of the  kmwledge: covariance. 
A p- pag gat ion event merely updates the knowledge (and con t ro l )  covari-  
ance a t  the event  time. I t s  primary value i s  i n  maintaining accura te  covar i -  
ance values dur ing  long propagations by forc ing  computation of the e f f e c t i v e  
process noise over predetermined, user-specif ied i n t e r v a l s .  
An eigenvector  event  i s  used fo r  information d isp lay  and behaves s imi l a r  
t o  a propagation event.  Covariance mat r ix  sub-blocks a r e  converted t o  
s tandard devia t ions  and c o r r e l a t i o n  c o e f f i c i e n t s .  It a l s o  computes eigen- 
values,  t h e i r  square r o o t s ,  and eigenvectors  f o r  the pos i t i on  and v e l o c i t y  
3x3 sub-blocks of the  s t a t e  covariance matrix.  Thrust switching events  a r e  
I 
c.1 simply eigenvector  events  a t  the  time where a change i n  the number of 
t h r u s t e r s  o r  t h r u s t  pol icy has occurred. 
A guidance event  i s  an  update of the c o n t r o l  covariance t o  r e f l e c t  
implementation of a t r a j e c t o r y  cor rec t ion .  A co r rec t ion  i s  not  performed 
- 
d e t e r m i n i s t i c a l l y ,  but only i n  a p robab l i s t i c  sense. The guidance event 
computes expected c o r r e c t i o n  covariances ( A v  o r  t h r u s t  c o n t r o l ) ,  t a r g e t  
e r r o r  covariances before and a f t e r  t he  guidance event,  and the updated s t a t e  
c o n t r o l  covariance. 
The following sec t ions  w i l l  descr ibe  i n  more d e t a i l  the a n a l y t i c a l  
foundations of GODSEP. 
6.1 AUGMENTED STATE 
n e  augmented s t a t e  discussed previously i n  TRAJ (Section 4.5) 
! inc ludes  dynamic parameters besides t h e  b a s i c  spacccraf t posf t i o n  and 
u v e l o c i t y  vec tors .  In  GODSEP, the augmentation not  only adds measurement 
57 
r e l a t e d  parameters t o  t h i s  l is t ,  but a l s o  d i s t i ngu i shes  between solve- 
f o r  and consider .  Solve-for parameters a r c  d i r e c t l y  est imated by the OD 
process. Consider parameters a r e  system unce r t a in t i e s  which a r e  recog- 
nized and accounted f o r  i n  the est imation algori thm but  a r e  not est imated,  
usua l ly  because the process cannot be adequately modeled o r  t he re  i s  a h i sh  
co r r e l a t ion  between two (or  more) parameters which might cause numerical 
d i f f i c u l t i e s  i f  both were solved-for.  
The poss ib le  augmented parameters t h a t  can be e i t h e r  solved-for or  
considered a r e  
0 t h r u s t  b i a s  (magnitude and point ing)  
0 pos i t i on  and ve loc i ty  of a se lec ted  planetary (ephemeris) body 
g r a v i t a t i o n a l  con i t an t s  of ephemeris body and/or sun 
measure- t racking s t a t i o n  loca t ions  
ment { 
0 sensor b i a s  (range, range-rate ,  e t c . )  
Time varying t h r u s t  noise (magnitude and point ing)  can only  be considered 
i n  tke standard GODSEP a n a l y s i s ,  bu t  can be ao lved-for  (or considered) i n  
the covariance in t eg ra t ion  opt ion (PDOT i n  Sect ion 6.2). A t h i r d  poss ib le  
category,  i n  add i t i on  t o  solve-for  and consider ,  i s  the ignore parameter 
ured i n  general ized covariance ana lys i s  (Section 6.5). 
The t o t a l  ensemble of s t a t e  unce r t a in t i e s ,  o r  e r r o r  covariance,  
inc luding  a l l  augmented parameters,  is formed by applying the expected 
vr lue  opera t i o n  on s t a t e  devia t ions  from t h e i r  reference values.  
The covariance P conta ins  unce r t a in t i e s  and t h e i r  respec t ive  c o r r e l a t i o n s  
f o r  a l l  parameters i n  the  augmented s t a t e ,  There a r e  two c w a r i a n c e s ,  
I corresponding t o  
through a CQDSEP 
modified be tween 
c o n t ~ o l  and knowledge, which a r e  computed i n  p a r a l l e l  
ana lys i s .  S t a r t i n g  with a - p r i o r i  va lues ,  each P i s  
events  by t r a j e c t o r y  propagation e f f e c t s ,  and a t  events  
by e i t h e r  OD (knmlcdge)  o r  by guidance co r r ec t ions  (control) .  
6.2 COVARIANCE PROPAGATION 
There a r e  two methods ava i l ab l e  i n  GODSEP f o r  propagating covariances 
between events:  t r a n s i t i o n  mat r ices  ( 0 )  and e x p l i c i t  covariance i n t e g r a t i o n  
(PDOT). Although these two techniques were discussed i n  TRAJ, Sect ions 4.5 
and 4.6, r e spec t ive ly ,  t h e i r  importance i n  CODSEP requi res  add i t i ona l  explana- 
t ion .  
The most common form of covariance propagation, both i n  GODSEP and in 
o the r  l i n e a r  e r r o r  ana lysc t ,  makes use of t r a n s i t i o n  matr ices .  Thfs is  
I 
because the 6's a r e  a c h a r a c t e r i s t i c  of the t r a j e c t o r y ,  not of the covar i -  
ance. A covariance P ( t  ) i s  propagated from time tl t o ,  t2 by 1 
- - 
where 621 - d ( t  t ) and QZ1 - Q(t2, t l )  i s  an e f f e c t i v e  process noise 2' 1 
covariance. 
Trans i t ion  mat r ices  can be s to red ,  fo r  exar~ple on magnetic tape ,  t o  
be used f o r  ana lyses  of d i f f e r e n t  e r r o r  source l e v e l s  and navigation s t r a t e -  
g ies .  Obviously, i f  4 ' s  have been computed between the i n t e r v a l s  to, tl, 
t p o  *'*tN, they can be used t o  propagate any P a s  long a s  the s e t  of pro- 
1 
pagation times i s  a subset  o r  equal  t o  the o r i g i n a l  s e t .  Trans i t ion  matr ices  
can always be chained t o  cover des i red  propagation i n t e r v a l s ,  f o r  example, 
l e t t i n g  
The method of  computing dnd s t o r i n g  4's (on the STM f i l e )  over a  g r i d  
of time poin ts  i s  used i n  GODSEP t o  f a c i l i t a t e  parametric e r r o r  ana lyses .  
. 
Since covariance propagation accounts f o r  ~ n c ~ r t a i n t i e s  i n a l l  
d y ~ m i c  parameters which have been augmented t o  the  bas ic  spacec ra f t  s t a t e ,  
the t r a n s i t i o n  mat r ix  must have the same augmentation. Ic a c t u a l  opera t ion ,  
TR4J provides a  t r a n s i t i o n  matr ix conta in ing  only dynamic v a r i a t i o n s  which 
GODSEP must eugment wi th  appropr ia te  rows and c o l ~ m n s  of zeros (for  measure- 
ment parameters) such t h a t  the t o t a l  augmented d i s  c o n s i s t e n t  with P. 
An a d d i t i o n a l  requirement for  GODSEP is  the  modif icat ion of the th rus t  
s e n s i t i v i t y  matr ix 0 computed by TRAJ a s  p a r t  of the augmented t r a n s i t i o n  
matrix.  
where 2 a r e  cons tan t  t h r u s t  con t ro l s  (p ropor t iona l i t y ,  cone and clock)  over 
t he  i n t e r v a l  ( t l , t2 ) .  The 0 matrix i s  used i n  GODSEP t>  m p  t h r u s t  b i a ses  
i n t o  spacecraf t  s t a t e  unce r t a in t i e s .  However, GCOSEP t h rus t  b iases  r e f e r  
to 8 s ing le  t h rus t e r .  I f  more t h r u s t e r s  a r e  opera t ing ,  and i f  each opera t ing  
t h r u s t e r  i s  assumed t o  be independent of a l l  o the r s  i n  terms of b i a s ,  then 
the  t o t a l  e f f e c t i v e  b i a s  i s  simply the s i n g l e  t h r u s t e r  b i a s  d iv ided  by fl 
where N i s  the number of t h r u s t e r s ,  o r  
term 
- 
The e f f e c t i v e  process noiss ,  Q , i r  a  very important condi t ion ing  
on the covariance propagation. Because a  r igorous mathematical eom- 
p u t r t i o n  of Q involves (1) modeling of a  process or processes which a r e  
i l l -de f ined  and (2) eva lua t ion  of complex double i n t e g r a l s ,  CODSEP uses 8 
simple a n a l y t i c  approximation.  The e f f e c t i v e  process  n o i r e  asaumer t h a t  
t ime-varying t h r u s t  e r r o r s  appear a s  s t a t i o n a r y  f i r s t - o r d e r  Gauss Markov 
processes .  The mole r igorous  modeling i s  performed !!I the  PDOT o p t i o n  t o  
be discussed s h o r t l y .  The r e l a t i o n s h i p  between P and precludes  the  aug- 
mented s t a t e  from con ta in ing  t ime-varying t h r u s t  terms s o  t h a t  process  n o i s e  
takes  on the appr?rance of cons ide r  parameters.  
The e f f e c t i v e  nois2  over a  time i n t e r v a l  t t o  t d i r e c t l y  a f f e c t s  1 2 
only the s p a c e c r a f t  p o s i t i o n  aad v e l o c i t y  u n c e r t a i n t i e s  a t  t 2 
where p i s  the  6x6 s t a t e  t r a n s i t i o n  s u b - n a t r i x  of the augmented t r e n ~ i t i o n  
matr ix  ($1, 
- var iances  i n  t h r u s t  p r o p o r t i o n a l i t y ,  cone,  c lock ,  
r e s p e c t i v e l y .  
N = nu,,: e r  of o p e r a t i n g  t h r u s t e r s  
34 (see  Sec t ion  4.1 and Appendix 4 )  
g =  ae 
TI' T y  l 3  = process  noise  c o r r e l a t i o n  timer 
Thrust  p r o p o r t i o n a l i t y  e r r o r  i s  sca led  by the  number of  t h r u s t e r s  
because i t  i s  assumed t h a t  time-varying noise  i s  independent f o r  each 
t h r u s t e r ,  j u s t  a s  b i a s  is. Thrust  po in t ing  noise  is  a l s o  sca led  
because i t  i s  assumed t o  be caused by t h e  t h r u s t  vec to r  c o n t r o l  system 
which c u r r e n t l y  c o n s i s t s  of gimbaling each t h r u s t e r  indeprridently. 
This empi r i ca l  model f o r  i s  g e n e r a l l y  e f f e c t i v e  o;rer propagat ion 
i n t e r v a l s  on the o rde r  of 50 days o r  l e s s .  Propagation even t s  can be 
employed i n  GODSEP t o  break up longer  i n t e r v a l s  and t o  ensure  t h e  accuracy 
of Q. 
The second method of covar iance  propagat ion,  PDOT, i s  used p r imar i ly  
t o  examine t h r u s t  noise  e f f e c t s .  Process  modeling i s  mathematically 
r igorous  and inc ludes  augmentazion of t h r u s t  no i se  parameters t o  t h e  b a s i c  
s t a t e ,  Recal l ing from Sect ion 4.1, the  l i n e a r i z e d  equa t ions  of motion, 
and from Sec t ion  4.6, the  corresponding covar iance  m a t r i x  d i f f e r e n t i a l  
equat ions  , 
where 1~ i s  the augmented s t a t e  which, f o r  PDOT, inc ludes  a t  most space- 
c r a f t  p o s i t i o n  and v e l o c i t ; ~ ,  t h r u s t  b i a s e s ,  t h r u s t  no i se  and t r a c k i n g  s t a -  
t i o n  l o c a t i o n s ,  F i s  the  v a r i a t i e n  mat r ix ,  and Q i s  a  whi te  no i se  term 
which a f f e c t s  only the  t h r u s t  noise  d i r e c t l y .  I f  t h r u s t  no i se  i s  omit ted ,  
then the  i n t e g r a t e d  covar iance  would i a  theory be i d e n t i c a l  t o  a s i m i l a r l y  
augmented covariance propagated by t r a n s i t i o n  mat r i ces .  
I n  PDOT, the  time-varying noise  i s  modeled a s  a s t a t i o n a r y  Gauss- 
- 
Markov p rocess ,  a s  i n  Q, 
where ..? i s  a  6x1 vec to r  of independent no i se  parameters corresponding t o  
t h r u s t  p r o p o r t i o n a l i t y ,  cone and c lock ,  each of which is  desc r ibed  by two 
processes  having t h e i r  own d i s t i n c t  c o r r e l a t i o n  t imes (T). Th i s  pe rmi t s  
the  s tudy of superimposed and mul t i -process  e f f e c t s .  W_ i s  a  whi te  n o i s e  
component which d r i v e s  the  t ime va ry ing  no i se  (and def ine;  t h e  only  non- 
T 
z e r o  term of Q which i s  E [ g W f ). 
Since g i s  i n  the  d e s i r e d  form of the l i n e a r i z e d  equa t ions  of motion, 
i t  can e a s i l y  be augmented t o  the s t a t e  v e c t o r  (and covar iance) .  Thus, 
t& can be solved-for i n  the  PDOT mode a l though i n  r e a l L t y  t h i s  p r a c t i c e  i s  
ques t ionab le  because of the  r*, modeling assumptions - who knows how t h r u s t  
noise  r e a l l y  behaves? 
One of the  more u s e f u l  a p p l i c a t i o n s  of PDOT i s  i n  r e f i n i n g  the  form 
- 
of e f f e c t i v e  no i se ,  Q, f o r  a p a r t i c u l a r  miss ion  and i n  v e r i f y i n g  t h e  
- 
e x p l i c i t  assumption i n  Q of ze ro  c o r r e l a t i o n  between noise  and s t a t e  para- 
meters.  
Whether s t a t e  t r a n s i t i o n  mat r i ces  o r  PDOT i s  used f o r  covar iance  
propagation,  an a u x i l l i a r y  computation is  the  v e h i c l e  m d s s  i i x e r t a i n t y .  
Since  mass and t h r u s t  magnitude u n c e r t a i n t i e s  a l e  i n d i s t i n g u i s h a b l e  
i r  t h e i r  t r a j e c t o r y  e f f e c t s ,  t h a t  i s ,  they a r e  c o r r e l a t e d  one t o  one,  
GODSEP has  chosen t o  model t h r u s t  ( a c c e l e r a t i o n  p r o p o r t i o n a l i t y )  magni- 
tude e x p l i c i t l y ,  and provide the  approximate equ iva len t  mass u n c e r t a i n t y  
a s  supplementary informat ion.  
Two types  of  mass u n c e r t a i n t y  a r e  d i s t ingu i shed :  knowledge 
(est imated) and c o n t r o l  ( ac tua l ) .  Estimated mass u n c e r t a i n t y  i s  t h e  
ins tantaneous  knowledge e r r o r  i n  t h r u s t  magnitude, b i a s  and noise .  
2 2 2 
es t imated = ( Q a b  + r a n )  m 
m 
2 2 2 
where cm , cab , can a r e  t h e  v a r i a n c e s  i n  mass, t h r u s t  b i a s  
p r o p o r t i o n a l i t y  (from P ) and t h r u s t  no i se  p r o p o r t i o n a l i t y  (from P k k 
o r  Q),  r e s p e c t i v e l y .  
Actual  mass u n c e r t a i n t y  i s  the  cumulat ive  mass v a r i a t i o n  r e f l e c t e d  
by the  c o n t r o l  e r r o r  covariance.  The a c t u a l  mass d e v i a t i o n  from the  
re fe rence  a t  time t + A t  based upon u n c e r t a i n t i e s  from time t is 
2 
a c t u a l  Wm ( t  + t) = [ O.,(t) + % cab A t ] + 2 qt 7 * s 
where m,  Tb and ran a r e  averaged ever  the i n t e r v a l  A t ,  c  i s  the  
exhaust  v e l o c i t y  and T the  c o r r e l a t i o n  time. rab (and can f o r  PDOT) 
a r e  obta ined from the  augmented c o n t r o l  covariance.  Accuracy of t h e  
mass va r i ance  computation depends upon the  event  schedule because GODSEP 
2 
e v a l u a t e s  (r from one event t o  t h e  next.  
m 
6.3 b!EASUREMENT TYPES 
I n  a l i n e a r  e r r o r  a n a l y s i s ,  t h e  r e f e r e n c e  t r a j e c t o r y  d e t e r m i n i s t i c a l l y  
c h a r a c t e r i z e s  t h e  motion of t h e  SIC, and no r e a l  s t a t e  v e c t o r  e s t i m a t i o n  
i s  e x p l i c i t l y  performed i n  GODSEP. Rather ,  an  o r b i t  de te rmina t ion  a n a l -  
y s i s  e s t i m a t e s  him wel l  the  s t a t e  v e c t o r  can be determined i f  t h e  SIC 
were t o  move a long the  r e f e r e n c e  t r a j e c t o r y  and were t o  be observed es 
d i r e c t e d  by the  ana lys t .  I n  t h i s  sense ,  the  term " o r b i t  de terminat ion"  
r e f e r s  t o  the  c a l c u l a t i o n  of a knowledge covar iance  based upon t h e  proc- 
e s s i n g  of  modeled obse rva t iona l  d a t a .  This  s e c t i o n  of the  Ana ly t i c  Manual 
d e s c r i b e s  t h e  d a t a  types  and mathematical  models t h a t  have been implemented 
i n  GODSEP. The next s e c t i o n  w i l l  t r e a t  t h e  problem of f i l t e r  fo rmula t ion  
and the  process  of updat ing the  knowledge covar iance .  
When a n  obse rva t ion  i s  t o  be s imulated i n  GODSEP, the  knowledge 
covar iance  i s  p r o p a g a ~ e d  t o  the  scheduled measurement p o i n t  and i s  made 
a v a i l a b l e  t c  be updated by t h e  f i l t e r .  Before t h i s  can happen, i t  i s  
necessary  t o  eva lua te  the  obse rva t ion  m a t r i x  which r e l a t e s  the  observables  
t o  t h e  s t a t e  vec to r .  Given an a r b i t r a r y  veci  - (or s c a l a r )  measurement 
y = y (&) where & i s  the  t o t a l  augmented s t a t ,  m s i s t i n g  of 
s p a c e c r a f t  p o s i t i o n  and v e l o c i t y  
solve-f  or  parameters 
dy3emic cons ide r  parameters 
measurement cons ide r  parameters 
ignore  parameters 
then the  l i n e a r i z e d  measurement, which assumes smal l  d e v i a t i o n s  from t h e  
nominal, i s  
where 
a Y 
= -  a Y 
Hx 
, . . . , H = - a r e  t h e  o b s e r v a t i o n  m a t r i c e s ,  a r a x  
a l l  of which a r e  computed a n a l y t i c a l l y  i n  GODSEP. 
GODSEP h a s  t h e  c a p a b i l i t y  o f  p r o c e s s i n g  t h e  f o l l o w i n g  measurement 
t ypes :  
e a r t h -  
based  
s p a c e c r a f t  ( 
based i 
2-way r ange  
2-way dopp le r  
3-way range  
3-way d o p p l e r  
s imu l t aneous  2-way and 3-way r ange  
s imu l t aneous  2-way and 3-way d o p p l e r  
d i f f e r e n c e d  2-way and 3-way r ange  
d i f f e r e n c e d  2-way and 3-way dopp le r  
az imuth  and e l e v a t i o n  a n g l e s  
r i g h t  a s c e n s i o n  and d e c l i n a t i o l l  a n g l e s  (of  t a r g e t  
body 
s t a r - p l a n e t l t a r g e t  body a n g l e s  
p l a n e t  limb a n g l e s  ( appa ren t  p l a n e t  d i ame te r )  
A l l  e a r t h b a s e d  d a t a  t y p e s  which moke o b s e r v a t i o n s  o f  t h e  SIC a r e  
a p p l i c a b l e  t o  bo th  nea r  e a r t h  and deep  space  m i s s i o n s ;  however a s  a  
p r a c t i c a l  m a t t e r ,  azimuth and e l e v a t i o n  a n g l e s  a r e  normal ly  used  f o r  
nea r  e a r t h  a n a l y s i s  on ly .  As t ronomica l  o b s e r v a t i o n s  of  t h e  a p p a r e n t  
r i g h t  a s c e n s i o n  and d e c l i n a t i o n  of  t h e  t a r g e t  body a r e  used  t o  de t e rmine  
ephemeris  e r r o r s  and c a n  be made c o n c u r r e n t l y  w i t h  e a r t h b a s e d  t r a c k i n g  
of t h e  SIC, (Astronomical  o b s e r v a t i o n s  provide  i n f o r m a t i o n  about  t h e  
s t a t e  of t h e  t a r g e t  body and i n d i r e c t l y  imply i n f o r m a t i o n  abou t  i ~ t e  S/C 
motion i f  t h e r e  a r e  dynamic a n d l o r  measurement c o r r e l a t i o n s  between t h e  
S/C and t h e  t a r g e t  body). Spacecraf t  based observa t ions  have been 
formulated t o  model measurements of t h e  t a r g e t  body w i t h  a n  onboard 
o p t i c a l  system. Hence, GODSEP permits an i n t e g r a t e d  n a v i g a t i o n a l  
a n a l y s i s  f o r  i n t e r p l a n e t a r y  miss ions  wi th  a s t r m o m i c a l ,  r a d i o ,  and 
onboard o p t i c a l  measurements a l l  i n  one computer run.  
For ear thbased r a d i o  observa t ions  of the  S/C, the  program normally 
uses  t h e  standard DSN t rack ing  s t a t i o n s  located a t  Goldstone, Madrid, 
and Canberra. However, the  l o c a t i o n s  of these  s t a t i o n s  may be changed 
by input  and a s  many a s  s i x  o t h e r s  added. For as t ronomical  obse rva t ions ,  
t h e  nominal observatory is  assumed t o  be K i t t  Peak i n  Arizona. As w i t h  
the  DSN s t a t i o n s ,  t h e  l o c a t i o n  o f  t h e  observatory may a l s o  be chaaged t o  
model whatever r e a l  observatory the  a n a l y s t  chooses. 
I n  o r d e r  t o  d i s p l a y  t h e  a n a l y t i c  p a r t i a l s  conta ined i n  t h e  observa- 
t i o n  mat r i ces ,  ear thbased d a t a  types  a r e  separated i n t o  two c a t e g o r i e s  
according t o  t h e i r  normal a p p l i c a t i o n  f o r  deep space o r  near  e a r t h  
miss ions .  Thus, a l l  mathematica 1 models f o r  range and range-ra te  d a t a  
w i l l  be descr ibed a s  deep space d a t a ,  al though they a r e  d i r e c t l y  a p p l i -  
cab le ,  without reformulat ion,  t o  the  near  e a r t h  problem. The r i g h t  ascen- 
s i o n  and . p l i n a t i o n  o b ~ e r v a t i o n s  a r e  a l s o  grouped i n  t h e  deep space c a t e -  
gory although v i s u a l  obse rva t ions  of near  e a r t h  s a t e l l i t e s  could be made 
w i t h  a few minor changes t o  t h e  model. Only azimuth and e l e v a t i o n  angle  
measurements a r e  s p e c i f i c a l l y  t r e a t e d  a s  near  e a r t h  d a t a ,  and a d i scuss ion  
of t h e i r  observat ion p a r t i a l s  w i l l  fol low the  development of the  deep 
space da ta  types .  F i n a l l y ,  a d e s c r i p t i o n  i s  given f o r  t h e  S/C based d a t a  
types  and the  observa t ion  p a r t i a  1s .  
The fol lowing d e f i n i t i o n s  of p o s i t i o n  and v e l o c i t y  v e c t o r s  a r e  neces- 
s a r y  t o  r e l a t e  t h e  miss ion geometry t o  t h e  observable  q u a n t i t i e s .  All 
v e c t o r s  a r e  assumed t o  be column v e c t o r s  and a r e  expressed r e l a t i v e  t o  an 
i n e r t i a l ,  e c l i p t i c  coord ina te  frame, u n l e s s  o therwise  noted. 
- E ,  L  SIC h e l i o c e n t r i c  c a r t e s i a n  p o s i t i o n  and v e l o c i t y  
* 
- 
LE 9 ZE Eerth h e l i o c e n t r i c  c a r t e s i a n  p o s i t i o n  and v e l o c i t y  
= Target  body h e l i o c e n t r i c  c a r t e s i a n  p o s i t i o n  and 
v e l o c i t y  
= 21 9x1 S t a t i o n  1 geocen t r i c  c a r t e s i a n  p o s i t i o n  and v e l o c i t y  
5 
Z2 'Z2 S t a t i o n  2 geocen t r i c  c a r t e s i a n  p o s i t i o n  and v e l o c i t y  
- SIC p o s i t i o n  and v e l o c i t y  r e l a t i v e  t o  S t a t i o n  1 
e2 k2 = SIC p o s i t i o n  and v e l o c i t y  r e l a t i v e  t o  S t a t i o n  2 
A 
- 
 Unit  v e c t o r s  d e f i n i n g  d i r e c t i o n  of S/C from 
S t a t i o n s  1 end 2 r e s p e c t i v e l y  
c,e, = S I C  range and range-rate from S t a t i o n a l  
, 
p2,h2 = S I C  range and range-rate from ~ t & i o n  2 
p3,P., 3-wry range and range-rate 
AP, AP = Differenced 2-wav and 3-way range and range-rate 
+z2 = Geocentric cy l indrica l  coordinates of Stat ions 
1 and 2,  s (rs, X , z) T 
2 - = Zero vector, 3 x 1 
I = Identity matrix, 3 x 3 unless  noted otherwise 
Figure 6-1. Tracking Cemetry for Range and Range-Rate 
We f i r s t  note one i d e n t i t y  which is  used numerous times i n  the fo l low-  
i n g  d e r i v a t i o n s .  Given thc v e c t o r  = - b - - c and i ts  corresp'onding 
Two-way range and range r a t e  from S t a t i o n  1 arc  modeled 
vhere 
D i f f e r e n t i a t i o n  y i e l d s  the fo l lowing  r e s u l t s .  
The remainder of the par t ia l s  are produced i n  l i k e  manner but for 
brevity only the re su l t s  w i l l  be printed 
For use i n  Equations 6-2.3 and 6-2 .5  above, we need the dexivative of 
the instantaneous geocentric e c l i p t i c  cartes ian  s t a t e  of  the tracking 
C 
rtrt fon with respect t o  i t s  cy l indrica l  equatorial coordinates of  spin 
r ad ius  (rS). longi tude (a) and z-height  (2). I f  G r ep re sen t s  the  
Greenwich hour angle a t  launch, to the universa l  time (T.) a t  the 
launch epoch, t the U.T. a t  the cu r r en t  epoch. and o the Ea r th ' s  
s i d e r e a l  r o t a t i o n  r a t e ,  we have 
r 6 e o s [  2 + G + U  ( t - t o ) ]  
r s s i n  [ X +  G + &  ( t - to ) ]  
z 
where E represents  the  3 x 3 transformation from geocent r ic  equato- 
r i a l  t o  geocentr ic  e c l i p t i c  Car tes ian  coordinates .  This  t ransformation 
i s  assumed constant .  Even though the Ea r th ' s  o b l i q u i t y  t o  the e c l i p t i c  
does vary s l i g h t l y .  i t s  e f f e c t  i s  neg l ig ib l e  over the  du ra t ion  of the 
misr ions fo r  which these  programs a r e  used. Le t t i ng  
c o s  0 -r s s i n  Q . 0 
5 
( r s s . z . = .  [ S r O  rsc;O :] (6-2.6) 
-U s i n  0 -or, c o s  0 0 
~ c o s 0  - a r s s i n O  0 
El 
0 0 0 I 
Three-way range and range- ra te  a r e  measured w i t h  one s t a t i o n  on t h e  
DSN u p l i n k  and a n o t h e r  s t a t i o n  on t h e  downlink. Three-way d a t a  may 
be processed by i t s e l f ,  simultaneously w i t h  conven t iona l  two-way d a t a ,  
or 8 s  d i f f e r e n c e d  two-way minus three-way d a t a ,  a l s o  known a s  QVLBI 
(quasi-very long b a s e l i n e  in te r fe romet ry) .  Three-way d a t a  types  a r e  
modeled a s  t h e  sum of  t h e  two-way types  p lus  a t iming  e r r o r  term f o r  
rang ing  and e frequency b i a s  term f o r  range-ra te .  
where A t  i s  t h e  t iming  e r r o r ,  c t h e  speed of l i g h t .  and u ~ f  t h e  
frequency b i a s  term which r e s u l t s  from d r i f t  e r r o r  between t h e  f requency 
1 mtandards a t  t h e  two s e p a r a t e  t r a c k i n g  s t a t i o n s .  The s e n s i t i v i t y  
p a r t i a l s  f o r  t h e  three-way d a t a  types  a r c  formed by adding the  par-  
t i a l s  computed f o r  each  s t a t i o n  i n d i v i d u a l l y .  The c  A t  and 
c A f / f  terms a r c  t r c a t c d  e i t h e r  a s  b i a s e s  or  p a r t  of the whi te  
no i se  term. The d i f f e r e n c e d  d a t a  types  a r e  modeled: 
The p a r t i a l s  f o r  t h e  r l t f f c renced  d a t a  types  a r e  formed by d i f f a r -  
encing the  i n d i v i d u a l  p a r t i a l s ,  w i t h  t h e  fo l lowing excep t io2 .  S incc  
& A 
.- 
, n 
J 5: \ a ~ d  e2 are v e r y  n e a r l y  equa l  [as a r e  P and f2) f o r  
i : . ~ c r p l s ~ c r z i  ,t m i s s i o n s ,  we use the. fol1ow:ng s u b g t i t u t i o n s  
For  t h e  a s t r o n o m i c a i  o b s e r v a t i o n s ,  i t  i s  neces sa ry  t o  r e - d e f i n e ,  
s l i g h t l y ,  c e r t a i n  v e c t o r s  i n  t h e  t a b l e  of v e c t o r  d e f i n i t i o n s  on Page 64-C 
Namely, t h e  v e c t o r  5 i s  computed a s  
- 
and i s  t h e  p o s i t i o n  v e c t o r  of t h e  t a r g e t  body r e l a t i v e  t o  t r - j ck ind  
S t a t i o n  1. S t a t i o n  1  w i l l  now be takc:n t o  be t h e  a s t ronomice i  s v s e r v -  
a t o r y  from which t h e  r i g h t  a s c e n s i o n  ( d ) and d e c l i n a t i t . : ~  ( 6 ) 
measurements a r e  mad(. I n  o r d e r  t o  computc t h e  a p p a r e n t  and 6 , 
f1 m s r .  ?P r o t a t e d  from i t s  e c l i p t i c  r e p r e s e n t a t i o n  i n t o  t h e  geo- 
- 
e q u a t o r i b i  ~~~1 : . ?ccor.'ing t o  t h e  t r ans fo rma t io r .  
From t h c  components of -1, e t h e  r i g h t  a s c e n c i c n  C + L  I - ~ I C .  t a r g e t  body i s  
~0fIlputi.d 83 
I I 
d = t a n  - I  ( f l y  I el,) 
and t h e  d e c l i n a t i o n  6 s  
where el = ( f l (  . 
The observation p a r t i a l s  for the astronomical observations can be 
written a s  
where the , .:and t e r -  on the r ight  hand s i d e  o f  t h i s  equation i s  i d e n t i f i e d  
as 
Elements i n  t':;e f i r s t  matrix on the r ight  hand s ide  above are given by 
a S = - c0s.l sin d I el 
3 lq 
a s = - s i n  sin 1 el 
a v; 
These partials are handled differently than the observacicc partials 
for other deep space data types. Since the astronomical observations are 
made on the target body whose state must be augmented to the usual SIC 
state vector as solve-for or dynamic consider parameters, the partials 
correspond to partitions Hs or HU, respectively, in the augmented 
observation matrix. Furthermore, only when there are onboard optical 
i 
% / 
, c observations or significant dynamical interactions between the SIC and 
the body is the SIC knowledge covariance affected by astronomical 
observat ions .  One f i n a l  no te  about as t ronomical  observat ions:  G ~ D S E P ' ~  
mathematicel model has  been designed t o  handle bo th  measurement n o i s e s  and 
b i a s e s  separa te ly  f o r  each observable  ( d and/or d ). 
The following d e f i n i t i o n s  a r e  used i n  t h e  azimuth and e l e v a t i o n  
angle  p a r t i a l s ,  
S/C azimuth, measured p o s i t i v e  from nor th  toward e a s t  
(See Figure  6-2) 
SIC e l e v a t i o n  
S/C range v e c t o r  from s t a t i o n  
Unit v e c t o r  i n  ? d i r e c t i o n  
- 
Pro jec t ion  of onto plane  normal t o  x 
-s 
Geocentric e q u a t o r i a l  SIC p o s i t i o n  
He l iocen t r t c  e c l i p t i c  SIC p o s i t i o n  
Geocentric e q u a t o r i a l  s t a t i o n  p o s i t i o n  
Unit v e c t o r  i n  x d i r e c t i o n  
-S 
Unit v e c t o r  or thogonal  t o  zs and pole ( l o c a l  e a s t  
from s t a t i o n )  
Unit v e c t o r  orthogonal t o  x and w ( l o c a l  nor th  from 
-ti 
s t a t i o n )  
Transformation from e q u a t o r i a l  t o  e c l i p t i c  coord ina tes .  
For s i m p l i c j t y ,  a l l  azimuth and e l e v a t i o n  p a r t i a l s  a r e  der ived i n  
geocen t r i c  e q u a t o r i a l  c a r t e s i a n  coord ina tes  and then transformed t o  
e c l i p t i c .  
Figure 6-2. Tracking Geometry for Azimuth and Elevation Angles 
i 
, 
1 
Referring to Figure 6-2, we see that the projection rf 9 onto the 
! x direction w i l l  have magnitude sin 9 , or 
-8 
3 1  = 1 
cos  Q [ 6  - s i n p  E s 1 - -- '3 x (6-2.1 0 )  ax. 141 
A 
Again referring t o  Figure 6-2, the projection of  e onto 3 w i l l  have 
magnitude cos  Q s i n  d , or 
s i n 4  = sec :r 6 
ad 
- = tan d tan Q w4E + a -T a~ -
a = [seed seep : - tan* @ ] / e  ) 
- 
where 
a% s i 34, 
- / a r ,  "//as - 
For use i n  Equations 6-2.11 and 6-9.13 above 
where 1 and x2 a r e  components of %* Fina l ly ,  t he  p a r t i a l s  
s s 
computed i n  equa to r i a l  coordinates  must be transformed i n t o  e c l i p t i c  
For vehic le  based o p t i c a l  measurements, we use the fo l l lming  
de f in i t i ons .  
x - spacecraf t  h e l i o s e n t r i c  c a r t e s i a n  pos i t i on  
- 
5 = p l a n e t l t a r g e t  body h e l i o c e n t r i c  c a r t c s i a n  pos i t i on  
- x = plane t  range vec tor  e m + -  
CI d vec tor  of s t a r  d i r e c t i o n  cos ines  
vec to r  of t a r g e t  p lane t  o r b i t a l  elements ( e p l e r i a n )  
t a r g e t  p lane t  rad ius  
s t a r -p l ane t  angle  
apparent  p lane t  diameter measurement - angle  subtended 
by p lane t  d i s c  a t  t h e  spacecraf t  
t e r o  vec to r ,  3 x 1. 
Star -p lane t  angle  p a r t i a l s :  
and i f  the  ephemeris body elements a r e  Keplerian r a t h e r  than Ca r t e s i an  
where t he  p a r t i a l s  of c a r t e s i a n  t o  Kepler ian elements a r e  computed 
numerically.  
Apparent p lane t  diameter p a r t i a l s :  
a%E = - - t a n  - 
P I. 1 t T  
For  any da ta  type which has a b i a s ,  
y = H s X + b  
6.4 FILTER 
A f t e r  the knowledge covar iance  has  been propagated t o  a measurement 
time, aad the obse rva t ion  m a t r i c e s  a r e  computed, t h e  OD f i l t e r  can per-  
form i t s  func t ion  of e s t i m a t i n g  the s e t  of so lve - fo r  parameters (qon- 
d e t e r m i e i s t i c a l l y )  and updat ing the knowledge covar iance  accord ing ly .  
There a r e  two types  o f  f i l t e r s  a v a i l a b l e ,  Kalman-Schmidt (K-S) and 
weighted l e a s t  squares  (WLS), pluc c a p a b i l i t y  f o r  a t h i r d  f i l t e r ,  t o  be 
e s t a b l i s h e d  by the  use r .  K-S i s  the most comnonly used f i l t e r  because i t  
t r e a t s  consider  parameters i n  a r e a l i s t i c  f a sh ion .  
The f i l t e r  updat ing process  r e q u i r e s  computation of s e v e r a l  ms t r i ces .  
F i r s t ,  t he  propagated e s t i m a t i o n  e r r o r  (knowledge) covar iance  P a t  the  
ir , 
, 
measurement even t  time is  
where Px, * * * ,  P a r e  the covariances of the S I C  s t a t e ,  * a * ,  ignore para- 
W 
meters ,  r e spec t ive ly ,  and CxsJ - *  Cw a r e  the cross-covariances be tween 
appropr ia te  augmented parameters. The observat ion mat r ix  H defined i n  the 
previous sec t ion  i s  
The measurement r e s idua l  mat r ix  J i s  defined 3s  
where R is a diagonal matr ix conta in ing  var iances  of the  measurement white  
noise. For example, a simultaneous 2-way/3-way range measurement would 
look l i k e  r A-2 
7 
v h r e  qR2 i s t h e  2-way range noise var iance  and qR i s  the a d d i t i o n a l  
3wry range noise var iance due t o  timing synchronization. For a s i n g l e  
r t a r -p l ane t  angle  measurement, R would be r s c a l e r  
- 
2 2 R -6: + q / r  
where * and a r e  t h e  o p t i c a l  r e s o l u t i o n  and p l a n e t  o r  body 
T 
c e n t e r  f i n d i n g  no i se  v a r i a n c e s ,  r e s p e c t i v e l y ,  and r is  the  s p a c e c r a f t  
range t o  t h e  p l a n e t .  
+ The updated covar iance  (P ) a f t e r  the  mcasc-ment  has  been 
processed (and i n  theory  a f t e r  t h e  s t a . e  e s t i m a t e  has been updated) 
i s  i n  g e n e r a l  
(I - KH) 
where K i s  the  i i l t e r  gain .  
4 
KALNAN-SCHYID'I' 
The f i l t e r  g a i n  f o r  K-S i s  s t r a i g h t l o r w a r d  
S i n c e  on ly  e s t i m a t e d  parameters  can  be updated by t h e  OD p rocess ,  
t h e  e n t r i e s  of  K co r respond ing  t o  c o n s i d e r  and ignore  parameters  
. a r e  zeroed o u t ,  t h a t  i s ,  K [ Kx Ks 0 0 0 ] . The updated 
covar iance  i s  theti formed by Equation 6-3. 
WEIGHTED LEAST SQUARES 
The s e q u e n t i a l ,  o r  r e c u r s i v e  weighted l e a s t  s q u a r e s  (WLS) a l g o r i t h m  
, 
1 
. i implemented i n  GODSEP i s  e q u i v a l e n t  t o  8 ba tch  WLS f i l t e r  t h e r e  i s  no 
' , I process noise.  Since process noise i s  a s i g n i f i c a n t  pa r t  of low t h r u s t  
a n a l y s i s ,  the  WLS f i l t e r  m u s t  be used recurs ive ly ,  because i t  has no 
batch equivalent .  The sequent ia l  WLS consider  f i l t e r  acknowledges con- 
s i d e r  parameters only i n  the covariance update (Eqn.6-3) and not i n  the 
ga in  mat r ix  ca l cu la t ion .  Therefore a s e t  of reference covariances 
fo r  the s t a t e  and solve-for  parameters must be maintained a t  a l l  times. 
This s e t  a l s o  represents  t h e  f i i t e r  ana lys i s  a s  i t  would be i n  non-consider 
fonn. 
Thus, the  WLS f i l t e r  computation requi res  t h ree  operat ions:  (1) pro- 
pagation of the reference covariance t o  t h e  measurement event ,  (2) com- 
put.ation of the f i l t e r  ga in  and (3) updating both the re ference  and 
knowledge covariances.  
h (1) The reference covariance (P) c o n s i s t s  of 
and i s  i n i t i a l i z e d  a t  the a - p r i o r i k a l u e s .  Thereaf te r ,  i t  i s  
propagated from one measurement t o  the next by 
where 4 i s  the augmented t r a n s i t i o n  mat r ix  corresponding t o  t he  
A 
x aqd parameters. P i s  canputed i n  p a r a l l e l  wi th  the ac tua l  
- 
knowledge covariance P. 
(2) Given 8 a t  the measurement event ,  the VU f i l t e r  p i n  i s  
(3) The re ference  covariance 1s updated, a £  t e r  measurement pro- 
cess ing ,  by 
P+ - I -  i 
and t h e  knowledge covariance P i s  updated by Eqn. 6-3, 
Thus, a t  measuremeilt events ,  the OD f i l t e r  updates the knowledge 
covariance t o  s imulate  tak ing  a  t rackfng measurement, processing the measure- 
ment i n  a n  o r b i t  determinat ion a lgo r i t im ,  es t imat ing  des i red  parameters and 
reducing (or updating) the knowledge unce r t a in ty  t o  r e f l e c t  t h i s  new i n f o r -  
ma t i o n  about the t r a j ec to ry .  
6.5 G E E  RALIZED COVARIANCE 
The func t ion  of any f i l t e r i n g  algori thm i s  t o  process a v a i l a b l e  measure- 
ment iniormation 3iid produce a  bes t  es t imate  of the spacec ra f t  s t a t e  and 
I 
any parameters t h a t  a r e  being solved-for.  Best is usua l ly  def ined i n  a  s t a -  
t i s t i c a l  scnse,  such a s  t he  minimum variance processes uscd i n  d i f f e r i n g  £ o m s  
i n  the weighted l e a s t  squares and Kalman-Schmidt f i l t a r s .  But i n  p r a c t i c e ,  
f i l t e r  performance i s  dependent on how w e l l  the assumptions used i n  the 
- 
f i l t e ~  d e f i n i t i o n  approximate real-world processes ,  because a l l  e r r o r  sources 
cannot be modeled, nor can those t h a t  a r e  modeled ever be modeled exac t ly .  
Therefore,  each f i l t e r  must be evaluated not only on i ts  a b i l i t y  t o  produce 
m a l l  e r r o r  covariances i n  the r e s u l t i n g  est imated s t a t e ,  but a l s o  be a s  
i n r e n s i t i v e  a s  poss ib le  t o  e r r o r s  i n  i t s  model assunptions.  
Generalized covariance e r r o r  a n a l y s i s  is a  u se fu l  t o o l  f o r  s tudying 
f i l t e r  o e n r i t i v i t y .  For general ized covariance s t u d i e s ,  two s e t s  of  know- 
ledge e r r o r s  o r e  c a r r i e d  during the  orbi t -determinat ion process,  Assumed 
knwledge u n c e r t a i n t i e s  a r e  those generated by the f i l t e r i n g  algori thm 
according t o  the mathematical model and a l l  the assumed e r r o r s  input  tc 
I 
tt. True knowledge u n c e r t a i n t i e s  represent  the e f f e c t  the f i l t e r i n g  
algorithm has on a c t u a l  s t a t e  es t imat ion  when the real-world e r r o r  sources 
a r e  not  the same a s  those assumed by the f i l t e r .  Evaluating f i l t e r  s ens i -  
t i v i t y  t o  a model assumption involves comparing thc r e s u l t a n t  e f f e c t  on 
assumed and t r u e  u n c e r t a i n t i e s  of e modeling mismatch between the  f i l t e r  
and real-world unce r t a in t i e s .  This modeling mismatch i s  accomplished i n  
one of two ways; t rue  a p r i o r i  u n c e r t a i n t i e s  may be s e t  a t  l e v e l s  o ther  
than assumed l e v e l s  o r  the  t rue  s t a t e  may be augmented by a vec tor  of ignore 
. parameters--parameters whose unce r t a in t i e s  a r c  recognized by the  t rue  
c w a r i a n c e  a n a l y s i s ,  but which a r e  completely ignored by the assumed f i l t e r  
8nr l y s i s .  
The f i l t e r  t h a t  i a  l e a s t  s e n s i t i v e  t o  a model mismatch i s  determined 
on the b a s i s  of two c r i t e r i a .  F i r s t ,  which f i l t e r  y i e l d s  the smal les t  t rue  
e s t iwa t ion  e r r o r s .  Second, f o r  which f i l t e r  a r e  the t rue  e r r o r s  most c lo se ly  
jpproximated by the e r r o r s  predicted by the f i l t e r  covariance ana lys i s .  Thus, 
given a mission with a s p e c i f i c  s e t  of model mismatches, i f  two d i f f e r e n t  
. r i l t e r s  produce equiva len t  t rue  e r r o r s ,  then the super ior  f i l t e r  i s  tne  
one whose assumed e r r o r s  a r e  c l o s e s t  t o  the t rue  ones. S imi l a r ly ,  i f  the  
r e s u l t a n t  assumed e r r o r s  of the two f i l t e r s  a r c  equiva len t ,  the super ior  
f i l t e r  i s  the one with the  l e a s t  t r u e  es t imat ion  uncer ta in ty .  Generally,  
q u a l i t a t i v e  judgments a r e  required because seve ra l  s e t s  of mismatches must 
be s tudied ,  and the r e l a t i v e  performance of thc f i i t e r s  may vrry .  
I n  e r r o r  ana lys i s ,  general ized c w a r i a n c e  l a  a f i l t e r  s e n s i t i v i t y  
study too l  t h a t  i s  normally ava i l ab l e  only i n  r s imulat ion program. X t  i s  
accanplished i n  GQDSEP with  a  minor increese  i n  core and cunoutat ional  
time compared t o  a  f u l l  s imulat ion and has the add i t i ona l  advantage of 
generat ing ensemble t r u e  s t a t e  s t a t i s ~ i c s  r a t h e r  than a s i n g l e  sample a s  
i n  a  simulation. The o n l : ~  disadvantage nf general ized cocariance IS t h a t  
i t  uses  the same l i nea r i zed  dynamic and observation nrodels a s  the  assumed 
f i l t e r  ana lys i s ,  and can therefore not study problems t h a t  a r i s e  from 
non l inea r i t i e s .  
The a c t u a l  operat ion of general ized covariance in  C0DSEP r equ i r e s  t h a t  
r s tandard e r r o r  ana lys i s  be run f i r s t .  The f i l t e r  gains ,  assoc ia ted  with 
the assumed knowledge unce r t a in t i e s ,  a r e  s tored  on Cisc or tape. Now the  
e r r o r  ena lys i s  wi th  a l l  the same measurement events  i s  repeated. Only t h i s  
time, a - p r i o r i  uncer ta in ty  l e v e l s  and measurement noise a r e  modified, and 
ignore parameters a r e  added, t o  the ex t en t  of des i red  mismodeling. A t  
each measurement event ,  Eqn. 6-3 i s  appl ied t o  what i s  now the  t t u e  knaw- 
ledge c w a r i s n c e  using the appropr ia te  s to red  f i l t e r  gain. The t r ue  
c w a r i a n c e  ana lys i s  thus proceeds Ilr analogorls fashion t o  the previous 
- 
rsrrrmed covariance ana lys is .  Obviou::ly, many mismodeling condi t ions  can 
oe s tudied  wi th  the same f i l t e r  by repea t ing  the generalized covariance 
r n r l y s i s .  
6.6 CUIMNCE 
Although the knowledge ccvariance i s  modified by measurement events ,  
the con t ro l  c w a r i a n c e ,  which represents  the enztmble of  a c t u a l  devia t ions  
from the des i red  o r  reference t r a j e c t o r y ,  w i l l  grcv without  bound. The 
only procesr which w i l l  reduce the con t ro l  c w a r i a n c e  i s  a gaidance event 
t h a t  i s ,  the design and execution of a t r a j e c t o r y  co r r ec t ion ,  e i t h e r  
impulsive AV o r  low t h r u s t .  
Low t h r u s t  guidance r e p r e s e n t s  a n  update of  t h e  nominal t h r u s t  con- 
t r o l s  (magnitude, d i r e c t i o n  and c u t - o f f  time). I n  terms of system c o s t  
and e f f i c i e n c y ,  i t  i s  b e t t e r  t o  use  t h e  e x i s t i n g  low t h r u s t  p ropu l s ion  
system f o r  guidance than  t o  add a u x i l i a r y  means, f o r  example high t h r u s t  
chemical engines  t o  produce impulsive h v .  Of course ,  c e r t a i n  problems 
inheren t  i n  low t h r u s t  propuls ion,  i n  p a r t i c u l a r  t e rmina l  c o n t r o l l a b i l i t y ,  
may f o r c e  the a d d i t i o n  and use of an a u x i l i a r y  chemical propuls ion system. 
I n  mathematical terms, given a  t r a j e c t o r y  s t a t e  d e v i a t i o n ,  2& - 
s 5 ( to ) ,  where t. i s  the  guidance epoch, we wish t o  n u l l  o u t  t h e  e f f e c t s  
of b x by making a  b i a s  type c o r r e c t i o n  5 2  t o  the  nominal t h r u s t  c o n t r o l s .  
-V 
To be e f f i c i e n t ,  the  c o r r e c t i o n  i s  a p p l i e d  over some f i n i t e  i n t e r v a l  
[ to, tcl such t h a t  the  t a r g e t  e r r o r  , caused t y  6 x a t  some f i n a l  
-0 ' 
time ( t f )  i s  removed. For l i n e a r  a n a l y s i s ,  we seek  t h e  guidance m a t r i x  , 
such t h a t  
6 1  = r 6 %  
The l i n e a r  ensemble of t h r u s t  c o n t r o l  c o r r e c t i o n s  i s  then 
I n  GBDSEP, the t r a j e c t o r y  e r r o r  ensemble E 
covar iance  P - ( to ) .  Using P- r e p r e s e n t s  a  
C C 
[ S  % s x o y i s  t h z  c o n t r o l  
p e s s i m i s t i c  s i z i n g  of the  
t h r u s t  c o r r e c t i o n s  because only the  known t r a j e c t o r y  z r r o r  (not t o  be 
confused wi th  the knowledgr e r r o r )  can be removed. The known e r r o r  
g e n e r a l l y  corresponds t o  the  c o n t r o l  e r r o r  a s  long a s  P -(to)>> Pk( to)  
C 
where P  is  t h e  knowledge covariance.  k  
84 
To compute the guidance m a t r i x  r we f i r a t  compute t h e  sensitivity 
m a t r i c e s  
s ( t f ,  t,) 
where the  f i r s t  ma t r ix  i n  S  and V i s  formed by numerical  d i f f e r e n c i n g  
and t h e  second two m a t r i c e s  (4 and 8) a r e  obta ined from t r a n s i t i o n  m a t r i c e s  
genera ted by t h e  t r a j e c t o r y  propagat ion r o u t i n e  (Sect ion 6.2). I f  v a r i a b l e  
time of  a r r i v a l  i s  d e s i r e d ,  t h e  c o n t r o l  a r r a y  (u i s  augmented w i t h  the  
a r r i v a l  time and the  S mat r ix  i s  augmented by ( tf) ,  r e l a t i v e  t o  
the  t a r g e t .  
The guidance mat r ix  can now be de f ined  by 
where N end N a r e  the  aumber of  parameters i n  t 5 e  c o n t r o l  and t a r g e t  s e t ,  
u  '1: 
r e s p e c t i v e l y ,  and W end W a r e  d iagonal  weighting m p t ~ i c e s  f o r  t h e  c o n t r o l  
u T  
end Larget  parameters,  r e s p e c t i v e l y .  The f i r s t  f ~ r m  of  r, 6-5.1, r e f l e c t s  
a nit- sum q u a d r a t i c  c o n t r o l  c o r r e c t i o n  and t h e  second, 6 - 5 . 2 ,  corresponds  
t o  minimum q u a d r e t i c  t a r g e t  e r r o r .  
8 5-A 
General ly ,  t h e r e  a r e  more c o n t r o l  parameters than t a r g e t s  w i t h  the  
e x e p t i o n  of two caaes :  (1) t e rmina l  approach t o  t h e  t a r g e t  where con- 
t r o l l a b i l i t y  drops  u f f  r a p i d l y ;  and (2) t h e  a p p l i c a t i o n  of  c o n t r o l  
c o n s t r a i n t s  which e f f e c t i v e l y  reduces  the  s e t  of a v a i l a b l e  c o n t r o l s .  
I f  c o n s t r a i n t s  on t h e  c o n t r o l  c o r r e c t i o a s  a r e  imposed, then r mist 
be s u i t a b l y  modified. F i r s t ,  t h e  unconstrained r i s  computed a long wi th  
t h e  ensemble unconst ra ined c o n t r o l  c o r r e c t i o n s ,  
u = r pCo rT (6-4) aga in  
2 Each -1iagonal component of U, 6 u  , i s  cmpored  a g a i n s t  i t s  c o n s t r a i n t  
2 
va lue  ( SuMAX) . I f  Qu i s  g r e a t e r  than S urn, then the  a p p r o p r i a t e  
row of  r i s  scal,ed by urn/ Qu. The t o t a l  c o n t r o l  s e t  (and guidance 
matr ix)  i s  then  separa ted  i n t o  two subse t s :  unccnst ra ined c o n t r o l s ,  $ g 
and rl, and cons t ra ined  c o n t r o l s ,  b c2 and 2 ' 
The new c o n t r o l  c o r r e c t i o n s  a r e  computed wi th  (6-+),  ( d c t u a l l y  only t h e  
remaining unco.~st ra ined c o n t r o l s  a r e  computed ) the  t e s t  f o r  c o n s t r a i n t s  
a r e  made, ? i d  modified again,  and the  e n t i r e  process  is  repeated u n t i l  
e l l  c o n s t r a i n t s  a r e  met, o r  t h e r e  a r e  no more c o n t r o l s  l e f t .  The guidance 
c o r r e c t i o n s  a r e  executed ( f i g u r a t i v e l y )  a t  time t t h a t  i s ,  a r e  uplinked 
0' 
t o  the  s p a c e c r a f t ,  but  apply over  t h e  e n t i r e  guidance i n t e r v a l  [ to, tc] . 
Execution of the  guidance updates  causes  t h e  c o n t r o l  covar iance  t o  
d iminish  from t t o  t whereupon i t  begins  t o  grow again .  Guidance accuracy 
0 C 
i s  measured by how much the  c o n t r o l  covar iance  can be reduced a t  t c which 
depends upon how w e l l  t h e  t h r u s t  c o r r e c t i o n s  were designed.  The l i m i t i n g  
accuracy of maneuver d e s i g n  i s  t h e  knowledge e r r o r  o r  covar iance  a t  t . 0 
Thus, the  pos t  maneuver c o n t r o l  covar iance  a t  t i s  t h e  propagated 
C 
knowledge covar iance  ( a s  per Eqn. 6-1) from to t o  tc, 
+ I n  GqDSEP, t o  denote guidance execu t ion ,  Pc( to)  i s  s e t  equa l  t o  
Pk(to).  This  i s  equ iva len t  i n  e f f e c t  a t  t t o  app ly ing  Eqn. 6-6.  C 
+ However, i t  means t h e  v a l u e  of  P i n  the  guidance i n t e r v a l  i s  not  v a l i d .  
C 
This  i s  a r e l a t i v e l y  minor problem compared t o  t h e  reduced burden on 
computational s t o r a g e  and l o g i c .  
+ 
One except ion t o  s e t t i n g  PC = Pk occurs  when t h e r e  a r e  more 
t a r g e t s  than a v a i l a b l e  c o n t r o l s ,  which o f t e n  happens when c o n t r o l  
c o n s t r a i n t s  have been a c t i v a t e d .  I n  t h i s  case ,  t h e r e  w i l l  be some non- 
ze ro  t a r g e t  e r r o r  t h a t  was not  removed by the  guidance c o r r e c t i o n s .  Th i s  
- 
impl ies  t h a t  not  a l l  of PC was removed. Hence, the  pos t  maneuver c o n t r o l  
covar iance  must inc lude  the  r e s i d u a l  s t a t e  e r r o r .  
A Y  long as no more guidance even t s  a r e  executed between [ t  0 4  * 
updating the  c o n t r o l  covar iance  a t  to i s  t h e o r e t t i c a l l y  no d i f f e r e n t  
then us ing Eqn. 6-6 a t  tc. However, i f  m o t h e r  guidance event  i s  scheduled 
i n  the  bv~rn i n t e r v a l ,  say  a t  t then a somewhat d i f f e r e n t  l o g i c  is a p p l i e d  1' . . 
t o  s i z e  the  c o r r e c t i o n .  It i s  assumed t h a t  the  f i r s t  guidance .-vent between . . 
to end tC is a primary maneuver. Subsequent guidance even t s  i n  t h i s  i n t e r -  
" ,  
v a l  a r e  considered t o  be v e r n i e r  maneuvers, r e p r e s e n t i n g  re f inements  of t h e  
t h r u s t  c o r r e c t i o n s  computed i n  the primary maneuvers. 
-- For v e r n i e r  maneuvers, 8 and 4 a r e  redef ined f o r  the  v e r n i e r  burn 
i n t e r v a l  and r i s  computtJ rs i n  Eqn. 6-5. The guidance updates  a r e  
computed us ing Eqn. 6-4 w i t h  the  knowledge gained s i n c e  t h e  primary 
(or previogs v e r n i e r ) ,  t h a t  i s ,  
+ Reca l l  from t h e  previous d i s c u s s i o n  t h a t  P ( t  ) is  u s u a l l y  t h e  propagated 
c 1 
knowledge from the  previous  guidance event.  
A measure of  guidance e f f e c t i v e n e s s  i s  t h e  es t imated t a r g e t  e r r o r  
be fo re  and a f t e r  the maneuvers. 
be fo re  guidance c o r r e c t i o n ,  E [ b r  s zT ] = V P: ( to)  V T 
+ T 
a f t e r  guidsnce c o r r e c t i o n ,  E [ ST s T ]  = V P ( to)  V . 
This  simple measure assumes, of course ,  t h a t  no f u r t h e r  dynamic e r r o r  
w i l l  occur from t t o  the  t a r g e t  time t 
0 f '  
An important p a r t  of the guidance a~:d navigat ion process i s  
f 
the  time i n t e r v a l  from the l a s t  navigat ion measurement used f o r  
guidance des ign  t o  the a c t u a l  time of guidance implementation 
(to). The time i n t e r v a l  (or delay) is  necessary f o r  ground pro- 
ce s s ing  of a l l  prevdous measurements, es t imat ion  of the  S/C s t a t e ,  
designing t h e  t h r u s t  updates t o  c o r r e c t  the t r a j e c t o r y ,  and 
execut ion of the updates. Typical i n t e r v a l s  a r e  3 t o  15 hours,  
and a r e  u sua l ly  c r i t i c a l  only i n  the terminal  mission phase where 
t r a j e c t o r y  c c a t r o l l a b i l i t y  (with r e spec t  t o  t h r u s t  con t ro l s )  
diminishes  rap id ly .  This  time de lay  i s  user  spec i f i ed  f o r  each 
guidance event.  
C 1 , .  
Impulsive LLV guidance i s  very s i m i l a r  t o  low t h r u s t  except  
for  a  ze ro  burn i n t e r v a l  (to - tc). The del t&-veloci ty  is t r e a t e d  
as i f  i t  were a  c o n t r o l  c o r r e c t i o n  s g, t h a t  i s ,  
To compute r , the  s e n s i t i v i t y  matr ix  S is  f i r s t  p a r t i t i o n e d  
into p o s i t i o n  and v e l o c i t y  subatatrices,  
* 
where A = 
- 
and B = 
3% 3 %  
If the  t a r g e t  vec to r  has  only two components, e.g., BeT and BmR, 
then  163 1 i s  minimized and 
C 
If has three  components, e.g., the p c s i t i o n  vec tor  a t  t f ,  then 
The computation of ensemble ve loc i ty  co r r ec t ion ,  U i n  Equation 6-4, 
follows d i r e c t l y .  A s  i n  low t h r u s t  guidance, the  pre-maneuver con t ro l  
covariance P- (to) is used t o  s i r e  U. 
C 
Execution e r r o r s  r e l a t e d  t o  low t h r u s t  con t ro l  updates a r e  neg- 
l ec t ed  because they a r e  seeon4 order  e f f e c t s  compared ro  t h r u s t  e r r o r  
assoc ia ted  with the nominal t h r u s t  p r o f i l e .  Hwever,  A y  execut ion 
- 
e r r o r s  a r e  taken i n t o  account because impulsive maneuvers o f t e n  occur 
during b a l l i s t i c  o r  coas t ing  port ions of the mission and can  represent  
8 s i g n i f i c a n t  con t r ibu t ion  t o  t r a j e c t o r y  e r r o r .  In order  t o  compute 
by execut ion e r r o r s ,  the  most probable &v_ '% f i r s t  determined by 
the  Hoffman-Young approximation (Reference 8). Let 2 2 2, 1 
A be the eigenval**es of the & V  - covariance, U, and be the  l a r g e s t  
e igenvector  of U, def ine  
*"1 . 
then the probable , i s  E [b.] . = P 2 = [ A r 2 ]  ' 
4v3 
EI Now the 3 x 3 A! execution error covariance Q i s  composed of 
q2#op2 AV resolution and proportionall ty variances 
= e c l i p t i c  (X-Y) pointing variance 0; 
@ '  = out of e c l i p t i c  ( r )  pointing variance. 
A s  i n  low thrust guidance, the post-maneuver control covariance P + 
C 
(t ) is s e t  equal t o  the knowledge covariance Pk ( t  ) corrupted by 0 0 
the AV exscution errors, 
Pre and post maneuver' target uncertainties are computed i n  equivalent 
fashion to  low thrust guidance. 
7.0 SIMSEP Analysis 
The t r a j e c t o r y  simularion mode SIMSEP has been designed t o  
r 
provide de t e rmin i s t i c  ana lys i s  of b a l l i s t i c  and low t h r u s t  missions. 
Computationally, SIMSEP imi t a t e s  "real" t r a j e c t o r i e s  i n  the presence 
of a  wide v a r i e t y  of environmental and system unce r t a in t i e s .  A p r i -  
I 
mary ob jec t ive  i s  t o  deduce expected o r  p robaba l i s t i c  behavior of 
the r e a l  mission by studying a  r e l a t i v e l y  small  subset  of simulated 
missions. 
The purpose of  t h i s  s e c t i o n  is  t o  d iscuss  the key a n a l y t i c  
concepts i n  SIMSEP.  his w i l l  be done i n  two par t s :  1 )  by d iscuss-  
i ng  the p r inc ipa l  a lgori thms,  and 2) by ou t l i n ing  the bas ic  compu- 
t a t i o n a l  s t ruc tu re .  Although many algori thms used i n  SIMSEP a r e  
s imi l a r  i n  funct ion t o  algori thms used i n  TQPSEP and CgDSEP, t h e i r  
ryec i f  i cgapp l i ca  t i ons  here warrant a n  extended d iscuss ion  of t h e i r  
underlying theories .  
7.1 Pronratii Scope and Methods - 
Before proceeding with a  step-by-step desc r ip t ion  of the 
algori thms and computational s t r u c t u r e ,  i t  i s  worthwhile t o  compare 
the  e s r e n t i a l  s i m i l a r i t i e s  and d i f f e rences  between GQDSEP m d  SIMSEP. 
Unlike the  e r r o r  a n a l y s i s  mode which works exc lus tve ly  with e r r o r  
earembles and a  re ference  t r a j e c t o r y ,  the s imulat ion mode a c t u a l l y  
i 
f o m u l r t e s  many d i s c r e t e  examples of the " rea l  world" o r  "actual" 
' 
t r a j ec to ry .  Each of these i s  propagated, i n  a  de t e rmin i s t i c  sense,  
1 
1 by the  s a ~ e  t r a j e c t o r y  i n t e g r a t o r ,  i n t e g r a t i n g  the same equat ions of 
equations a r e  subjected t o  random a l t e r a t i o n s ,  corresponding t o  
d i sc re te  uncer ta in t ies .  Hence, each determinis t ic  simulation : s 
mission i s  d i f f e r e n t  according t o , t h e  e f f e c t s  of the sampled e r ro r s .  
Operationally, SIMSEP does not sample each e r r o r  i n  succession 
and propagate t r a j e c t o r i e s  with jus t  one e r r o r  source ac t ive  a t  a 
time. Rather, a l l  a r e  i n i t i a l i z e d  by d i f f e r i n g  amounts fo r  each 
I 
a c t u a l  t ra jec tory .  Thus the averaged e f f e c t  of a l l  e r r o r  sources 
a c t i n g  i n  concert can be estimated by repeating the mission simula- 
t i o n  procesa a s u f f i c i e n t  number of times. This i s  the  essence of 
the Monte Carlo method and i s  the b a s i s  of the simulation approach 
t o  detenniniag how t r a j ec to ry  non l inea r i t i e s  and uncer ta in t ies  can 
a f f e c t  the G&N process. 
Perhaps the bes t  example t o  i l l u s t r a t e  the  fundamental d i f f e r -  
ences between the methods used i n  GBDSEP and SIMSEP is  the problem 
of propagating, o r  mapping, an e r r o r  cwar iance  from one point  to  
another along the reference t ra jec tory .  I L v i S 1  l e  rec- l led  tha t  
the  pr inc ipal  method for  propagating a cwar iance  i n  G ~ D S E P  i s  by 
the  s t a t e  t r e n s i t i o n  matrix mapping, namely, 
Idlere Ik+l,k represents  the  s t a t e  t r a n s i t i o n  matrix and Pk and 
pk+l a r e  cwar iances  a t  t and twl, respectively.  When there  i s  k 
dynamic process noise, an e f fec t ive  prose.. noise matrix, Ir+l,k, 
i r  8180 added, (See Section 6.2). The s t a t e  t r a n s i t i o n  matrix is  
senera l ly  compute; simultaneously v i t h  the t r a  jec tory by i n t e g r r  t i n g  
le v a r i  ~ a t i o n s .  However, the v a r i a  t ion equat ions a r e  
based on l i nea r i zed  expansions of t he  d i f f e r e n t i a l  e rpa t ions  of 
motion and neglec t  a l l  second and higher  order  terms. Hence, a 
b 
r t a t e  t r e n s i t i o n  mat r ix  mapping of covariances must t h e o r e t i c a l l y  
be l imi ted  t o  mapping covariances w i th in  the  envelope of l ~ n e a r i t y  
surrounding the  re ference  t r a j ec to ry .  Rarely i s  t h i s  assumption 
t rue  a t  a l l  po in ts  a long an in t e rp l ane ta ry  t r a j e c t o r y ,  e spec i a l ly  a 
low t h r u s t  t r a j ec to ry .  Covariances prupagated by t h i s  means a r e  
rub jec t  t o  e r r o r  whenever a region of s i g n i f i c a n t  t r a j e c t o r y  non- 
l i n e a r i t i e s  i s  encountered. 
On the o ther  hand, the  method f o r  propagating a c o n t r o l  
covariance i n  SIMSEP i s  not  plagued by these  e f f e c t s ,  although it 
bas i ts  own pecul ia r  shortcomings. The SIMSEP approach t o  t h i s  
problem r e l i e s  on the Monte Carlo method where a mult i tude of 
a m p l e  t r a j e c t o r i e s  a r e  propagated between the two time po in t s  i n  
question. The t r a j e c t o r y  r t a t e  vec tor  da t a  a t  +k+l a r e  processed 
and accumulated i n  such a way t h a t  the  c w a r i a n c e  can be reconstructed 
by standard s t a t i s t i c a l  c s  lcu la t ions .  Hence, SIMSEP maps a c w a r i a n c e  
ar r s t a t i s t i c a l  ensemble c a l c u l r t e d  from many da ta  po in t s  and not  a s  
8 simple ma thematical  e n t i t y  l i k e  GQDSEP. 
Therein l i e s  the primary drawback t o  the Monte Car10 method and 
t o  t he  use of SIMSEP f o r  general  C&K analys is .  Although the Monte 
Car10 method w i l l ,  i n  theory, converge t o  t he  exac t  covariance,  the 
r a t e  of convergence tends t o  be extremely a l w .  For accu ra t e  
r t a t i s t i c s ,  t n o r d i m t e l y  l a rge  amount8 of computer t i m e  a r e  o f t e a  
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necessary t o  perform the  many t r a  jectpry propagations. . 
Althoughboth  GQDSEP and SIMSEP a r e  n r e f l i g h t  mission a n a l y s i s  
programs used t o  i d e n t i f y  the general  C&H subsystem c h a r a c t e r i s t i c s ,  
they a r e  usua l ly  used a t  d i f f  1-ing phases i n  the  development of a n  
o v e r a l l  systems ana1yst.s. For the purposes of a preliminary systems 
design,  a C0DSEP a n a l y s i s  is  the most cos+ e f f e c t i v e  means of evaluat- .  
i ng  the bas i c  C&N subsystem requirements. As such, SIMSEP i s  genera l ly  
re lega ted  t o  ve r i fy ing  the l i n e a r  a n a l y s i s  r e s u l t s ,  and only i n  t he  
advent of s e r i o u s  n o n l i n e a r i t i e s  is the  s imulat ion mode c a l l e d  upon 
f o r  more extensive s tudies .  
7.2 Def in i t ions  and Concepts 
'The f i r s t  important concGpt i n  SIMSEP and c m o n  t o  a l l  MAPSEP 
.odes is  the refer;nce t r a j e c t o r y ,  denoted by 4 = (t). The 4 
re ference  t r a j e c t o r y  is  computed under sane s e t  of "reference 
i n t e g r a t i n g  conditions" t o  s a t i s f y  des i red  t a r g e t s  a t  mission 's  end. 
Worewer , 5 represents  a de re rmin i s t i s  solu-tion t o  the equat ions of 
motion f o r  the  assumed dynamic and systems models. For SIMSEP, the 
i n i t i a l  s t a t e  and re ference  i n t e g r a t i n g  condi t ions ,  i.e., ephemeris 
parameters, t h r u s t e r  c h a r a c t e r i s t i c s ,  e t c . ,  a r e  read aa input  s ince  
i t  i r  aarumed t h a t  they have a l ready  been computed a s  output  from a 
HPsEP annlyair .  
A aecond quan t i t y  important i n  SlHSEP and cormmon t o  CgDSEP i s  
the con t ro l  e r r o r  c w a r i a n c e ,  PC. Central ly .  a n  r p r i o r i  c o n t r o l  
c w a r i a n c e  it defined a t  i n j e c t i o n  (or a t  the  s t a r t i n g  poin t  of the 
mfrsioa being studfed). This  wtr ix m a t h e w t i c a l l y  desc r ibe r  t he  
d i s t r i b u t i o n  of r e a l  s t a t e  e r r o r s  r e l a t i v e  t o  the i n i t i a l  re fe rence  
t r a j e c t o r y  s t a t e .  I n  SIMSEP, i t  i s  i m p l i c i t l y  assumed t h a t  t he  
probabi l i ty  d i s t r i b u t i o u  of these e r r o r s  is ~ a u s s i a i ' w i t h  ze ro  mean. 
Once an  c p r i o r i  con t ro l  has been given, i t  is  randomly sampled t o  
form an e r r o r  vec to r ,  $ , which corresponds t o  a  devia t ion  of the  
a c t u a l  t r a j e c t ~ r y  s t a t e  r e l a t i v e  t o  the reference.  A t  the  same 
time, e r r o r  sources assoc ia ted  with the hos t  of  o ther  dynamical 
and systems unce r t a in t i e s  a r e  a l s o  sampled t o  c r e a t e  the so-cal led 
" rea l  world in t eg ra t ing  conditions", For t h e  a c t u a l  t r a j ec to ry  
s t a t e  vec tor ,  t h i s  procedure may be w r i t t e n  a s  
where 6 & is  a devia t ion  obtained by sampling P U t i l i z i n g  G 
these i n t e g r a t i n g  condit ions,  the a c t u a l  t r a j e c t o r y  s t a t e ,  X+, is 
propagated from point  t d  poin t  a s  a  d i s c r e t e  example of an a c t u a l  
t ra jec tory .  
- 
The t h i r d , c r i t i c a l  va r i ab l e  used i n  both GODSEP and SIMSEP i s  
the  knowledge e r r o r  covariance, 2 This mat r ix  i s  propagated i n  K 
the e r r o r  ana lys i s  from measurement t o  measurement where it is  
systematical ly  updated according t o  the filtering algorithm. I n  
SIMSEP, instantaneous eva lua t ions  of P a r e  i npu t  a t  each guidance k 
event and a r e  l e f t  unchanged throughout a given run s ince  the re  i s  
no e x p l i c i t  o r b i t  determinatron process modeled. However, the  
knowledge covariance, l i k e  the con t ro l  covariance, i s  sampled t o  
formulate an e r r o r  vector .  This  e r r o r  vec tor  determines the  e r r o r  
i n  t he  es t imated  s t a t e  r e l a t i v e  t o  the  a c t u a l  t r a j e c t o r y  s t a t e ,  and 
i s  used t o  compute an est imated s t a t e  vec to r  by 
..: 
where 1 i s  t he  sampled e r r o r  vec tor  from Pk. I f  o the r  parameters 
a r e  es t imated dur ing  the o r b i t  determinat ion c a l c u l a t i o n s ,  they a r e  
included a s  augmentation parameters. These too  a r e  sampled i n  order  
to formulate a  s e t  of "estimated world i n t e g r a t i n g  conditions". 
With each of these  key q u a n t i t i e s  hnving'been def ined ,  it is 
worthwhile t o  mention why each is important i n  a  s imula t ion  run, 
The re fe rence  t r a j e c t o r y ,  f o r  example, s e rves  t o  d e f i n e  t he  mean 
f o r  a l l  a c t u a l  t r a j e c t o r i e s ,  a s  w e l l  a s  de f in ing  the  re fe rence  t a r g e t  
condi t ions  used dur ing  guidance. The a c t u a l  t r a j e c t o r y  is ,  o f  course,  
t he  mathematical r ep re sen t a t i on  of  t he  r e a l  motion and is  c a r r i e d  
from event  t o  event  u n t i l  t h e  f i n a l  t a r g e t  i s  reached. On t h e  
o t h e r  hand, the  est imated t r a j e c t o r y  i s  u s e d e x c l u s i v e l y  f o r  re- 
t a r g e t i n g  the  a c t u a l  t r a j e c t o r y  back t o  the  des i r ed  t a r g e t s  and is 
computed only during guidance. . 
7.3 Guidance 
One of  t he  p r i n c i p a l  purposes o f  SIMSEP is  t h e  d e t a i l e d  exami- 
na t ion  o f  nonl inear  t r a j e c t o r y  e f f e c t s .  e s p e c i a l l y  a s  they bear  
a 
. upon the  guidance problem. In  t h i s  s ec t i on ,  t he  fundamental concepts  
underlying l i n e a r  and nonl inear  guidance w i l l  be presented,  and t h e  
implementation o f  these concepts i n t o  a lgor i thms  w i l l  be discussed.  
Beforehand, a c a r e f u l  d i s t i n c t i o n  between t a r g e t i n g  and guidance 
must be drawn s ince  MAPSEP has algorithms fo r  bath and s ince  many 
of the  basic s t eps  and operations a r e  s imilar .  Whereas a  ta rget ing  
problem is solved by formulating an e n t i r e  cont ro l  s t r a t egy  fo r  a  
complete mission, a  guidance problem assumes t h a t  a  so lu t ion  t o  the 
ta rget ing  problem has already been found. Furthermore, the current  
t r a j ec to ry  which is t o  be corrected i s  assumed t o  be i n  a  "close 
neighborhood" t o  the  o r ig ina l  reference solution. Hence, the  con- 
t r o l  changes computed by e guidance law a r e  expected t o  be small 
refinements t o  the o r i g i n a l  cont ro ls ,  even i n  the presence of  non- 
l i n e a r i t i e s .  
7.3.1 Linear Guidance 
The l i n e a r  guidance option i n  SIMSEP is  analogous t o  the  guid- 
ance used i n  G(6DSEP except t h a t  it appl ies  t o  a  d i s c r e t e  t r a j ec to ry  
e r r o r  a s  opposed t o  an  ensemble of er rors .  For both modes, the 
l i n e a r  guidance matrix is  the same. To compute a guidance matrix, 
a s e n s i t i v i t y  matrix i s  evaluated between the  point of the guidance 
event and t h e  t a r g e t  about the reference t ra jec tory .  This matrix 
of l i n e a r  p a r t i a l s  r e l a t e s  cont ro l  changes t o  t a r g e t  deviat ions and 
is used t o  map estimated t r a j e c t o r y  e r r o r s ,  f $, i n t o  cont ro l  
updates, according t o  the  guidance laws: 
1) = &, f o r  impulsive correc t ions ,  and 
, fo r  low thrus t .  
I n  s p i t e  of i t s  overa l l  simplic!ty and ease of implementation, 
t he  advantages of l i n e a r  guidance a r e  o f f - s e t  smewhat.by i t s  draw- 
I 
backs. F i r s t ,  t h e  t r a j e c t o r y  e r r o r ,  b s, must l i e  w i th in  the 
envelope of  l i n e a r i t y  f o r  t h i s  t o  be a  v a l i d  method. Whenever t h i s  
is v i o l a t e d ,  t h e  r e s u l t i n g  guidance co r r ec t i on  can be inva l ida ted .  
Furthermore, a  l i n e a r  guidance co r r ec t i on  i s  executed without  i t e r a -  
t ions.  I n  f a c t ,  w i th  t h i s  guidance t he re  is  no d i r e c t  eva lua t ion  of  
a  con t ro l  c o r r e c t i o n ' s  e f f ec t i venes s  i n  reducing t a r g e t  e r r o r .  Only 
i f  the updated t r a j e c t o r y  i s  propagated t o  the t a r g e t  c;*n t h e  r r s u l t -  
i n g  t a r g e t  e r r o r  be determined, and even then the re  i s  no recourse 
f o r  making f u r t h e r  c o r r e c t i o n s  i f  the o r i g i n a l  co r r ec t i on  is  
i n e f f e c t i v e .  
7 -3.2 Linear Impulsive Guidance 
The essence of impulsive guidance i s  founded on the  mapping 
r e l a t i o n s  which propagate a r b i t r a r y  l i n e a r  dev i a t i ons  r e l a t i v e  t o  
some known t r a j e c t o r y  i n t o  new dev ia t i ons  a t  some l a t e r  time. 
Clear ly ,  t h i s  i s  a  proper ty  of the  s t a t e  t i a n s i t i o n  mat r ix  which 
amps a  s i x  component s t a t e  d e d a t i o n ,  S X  evaluated a t  tk i n t o  r +' 
dev ia t i on ,  a t  tk+l, by t h e  equat ion,  
If tk+l i s  the t a r g e t  time and t i s  the time of t h e  guidance event ,  k 
then + ,  can a l s o  map s t a t e  vec to r  changes, l i k e  an impulsive 
v e l o c i t y  co r r ec t i on ,  i n t o  s t a t e  changes a t  t he  t a r g e t .  
However, i n  most a n a l y s i s  the  a c t u a l  t a r g e t  condi t ions  a r e  
speci f ied  i n  terms of t a rge t  var iables  such a s  8-plane parameters, 
lteplerian elements, etc. ,  instead of X, Y,. . .., i s t a t e  coordinates. 
. 
Fortunately, the  t a rge t  var iables  a r e  functions of the f i n a l  t r a j e c -  
tory s t a t e  and i t  i s  possible t o  generate a  d i f f e r e n t i a l  trsnsforma- 
t i o n  of the form 
which transforms d i f f e r e n t i a l  coordinate changes i n t o  t a rge t  va r i ab le  
variat ions.  I n  the above equation, n\ represents  a matrix of  l i n e a r  
p a r t i a l s  of the  form 
where there a r e  n-target  var iables ,  TI', T2, ...., T and s i x  s t a t e  
n 
components. By subs t i tu t ing  Eq. 7-1 i n t o  7-2, a  r e l a t i o n  f o r  mapping 
s t a t e  changes a t  tk i n t o  t a rge t  changes a t  t is obtained, that is, k+l 
- 
= ?#k+l,k 
Performing the indicated matrix mu1 t i p l i c a  t ion  and replacing 
with N, the equation becmes 
T = N& 
- 
where N has dimensions (n x 6). 
i With t h i s  backgroand, the impulsive guidance problem can be 
atated most simply a s  a  de termhat ion  of a  ve loc i ty  change, 
which, when added t t  &Y+, n u l l s  t he  t a r g c t  e r r o r ,  a. Again 
w r i t i n g  Eq. 7-4 but  i n  a pa r t i t i oned  fortcat, 
t 
i t  is  recognized chat  can be m d e  zero  by adding some appropri-  
a t e  t o  by*, i.e. 
For t he  case  of th ree-var iab le  impulsive guidance, i.e., t h ree  
unique t a r g e t s ,  the so lu t ion  for: & i s  given as 
provided N(2) i s  nonsingular.  ~ o t e  t h a t  t h i s  can be r e w r i t t e n  a s  
t he  desired.guidance law. 
For the case  where there  a r e  two t a r g e t  v a r i a b l e s  ins tead  of 
th ree ,  the problem has more c o n t r o l s  (3-velocity components) than 
end condi t ions  and a general ized inverse  which minimizes the  magni- 
tude of  the  ve loc i ty  c o r r e c t i o n  is  used according t o  
where N ( l )  and N(2) a r e  non-square matrices with dimensions (nx3). 
Again t h i s  r e l a t i o n  can be re-wri t ten a s  
Algorithms based on Eqs. 7-5a and 7-6a a r e  the .bas is  of the 
l i n e a r  impulsive guidance contained i n  subroutine LCUID. The guid- 
ance m a t r i x , . T  , fo r  e i t h e r  the  two o r  three  va r i ab le  cases ,  a r e  
canputed a s  outl ined above and the s t a t e  vector  deviat ion,  
- -8 
is  ca lcula ted  a s  the  e r r o r  i n  the estimated t r a j ec to ry  s t a t e  r e l a t i v e  
t o  the  reference,  namely, 
evrlua ted a t  the guidance event. 
7.3.3 Low Thrust Linear Guidance 
The low t h r u s t  l i n e a r  guidance law has the same format a s  the  
impulsive law except cont ro l  changes a r e  made t o  the  vector  of lw 
thruat  cont ro l  var iables ,  x. Another d i f ference  i s  t h a t  the  low 
\ 
t h r u s t  a c c e l e r a t i o n  a c t s  slowly t o  b r i n g  about s t a t e  changes;  hence, 
t h e  low t h r u s t  l i n e a r  guidance ~ l a t r i x  opera tes  i n  an i n t e g r a t e d  
fash ion  over a  f i x e d  t r a j e c t o r y  segment t o  r e d i r e c t  t h e  motion. 
Otherwise, low t h r u s t  guidance i s  simply an ex tens ion  of  t h e  b a s i c  
methods d i scussed  above. 
The most complex p a r t  of computing low t h r u s t  c o r r e c t i o n s  i s  
t h e  de te rmina t ion  of t h e  guidance mat r ix ,  . This  m a t r i x  depends 
not  only on t h e  t r a j e c t o r y  dynamics between tt.e maneuver p o i n t  and 
t h e  t a r g e t ,  but  i t  a l s o  depends on t h e  t r a j e c t o r y  response t o  con- 
t r o l  changes, i .e . ,  c o n t r o l l a b i l i t y .  As b e f o r e ,  the  f i r s t  s t e p  i s  
t o  i n t e g r a t e  the  r e f e r e n c e  t r a j e c t o r y  from t h e  guidance po in t  t o  
t h e  t a r g e t ,  e v a l g a t i n g  t h e  augmented s t a t e  t r a n s i t i o n  matr ix .  I. 
SIMSEP, t h e  t r a n s i t i o n  m a t r i x  is  computed by i n t e g r a t i n g  the  v a r i -  
a t i o n a l  equat ions  a s  was d i scussed  i n  S e c t i o n  4-5. By s e l e c t i v e l y  
p a r t i t i o n i n g  t h e  t r a n s i t i o n  m a t r i x ,  t h e  r e q u i s i t e  s e n s i t i v i t y  mat r i ces  
r e l a t i n g  s t a t e  and c o n t r o l  v a r i a b l e  d e v i a t i o n s  t o  f u t u r e  s t a t e  devia-  
t i o n s  a r e  0btain.d. 
I n  terms of p a r t i t i o n s  i n  the augmented s t a t e  t r a n s i t i o n  m a t r i x ,  
s t a t e  d e v i a t i o n s  a t  the  t a r g e t  time, tk+l, a r e  g iven by 
where I k+l ,k i s  a  s t a t e  t r a n s i t i o n  mat r ix  a s  def ined i n  Eq. 7-1 
and 0 i s  a  m a t r i x  which maps c o n t r o l  v a r i a b l e  d e v i a t i o n s  i n t o  
s t a t e  changes a t  t k+l & i n  Eq. 7-7 corresponds  t o  a s e t  of  
t h r u s t  c o n t r o l  b iases .  can a l s o  be w r i t t e n  a s  
and i s  seen t o  be ( 6 x 4  where m i s  the  number of c o n t r o l s .  Follow- 
ing  t h e  same l i n e  of reasoning a s  was given i n  Sec t ion  7.3.2, i t  i s  
recognized t h a t  p a r t i a l s  of t a r g e t  v a r i a b l e  v a r i a t i o n s  wi th  r e s p e c t  
t o  c o n t r o l  v a r i a b l e  changes a r e  needed. Hence, Eq. 7-7 is m u l t i p l i e d  
by t h e  t ransformat ion mat r ix  7 (Se :. 7-3) t o  o b t a i n ,  
Therefore ,  the  guidance problem i s  reduced t o  f ind ing  a Ag which 
when added t o  w i l l  make ST = 0. For convenience, it i s  assumed 
t h a t  & is  e i t h e r  ze ro  o r  t h a t  i t  can be solved-for  dur ing the o r b i t  
determinat ion;  thus pe rmi t t ing  Eq,  7-8 t o  be r e - w r i t t e n  a s  
For the  problem where the  number of c o n t r o l s  (m) equa l s  t h e  number 
of t a r g e t s  (n) and t h e  matr ix  7 has a n  inverse ,  the s o l u t i o n  f o r  
A u  i n  Eq. 7-9 is  
-
where LIJ i s  the d e v i a t i o n  o f  t h e  es t imated s t a t e  v e c t o r  r e l a t i v e  
t o  the re fe rence  a t  the  guidance event.  From Eq.  7-10 it is easy 
t o  see  t h a t  t h e  d e s i r e d  guidance mat r ix  f o r  t h i s  p a r t i c u l a r  case  
e 
i s  given a s  
and i s  a (6x6) matrix. 
The problem is  complicated somewhat when the number of t a r g e t s  
is  l e s s  than the number of controls .  In  t h i s  case,  a generalized, 
o r  pseudo-, inverse matrix operation i s  used, and the transformation 
matrix 7 does not  drop out. Nevertheless, a so lu t ion  i s  obtained 
by determining the A& t ha t  makes = 0.  Let t ing  A -70 and 
= T k+l,k i n  Eq. 7-9, a pa r t i cu la r  so lu t ion  (out of  the  
i n f i n i t y  of solut ions)  i s  given a s  
This pa r t i cu la r  choice of 4 2  a l s o  minimizes the  magnitude of the 
cont ro l  change (See Section 5.3). Therefore, the  desired guidance 
law can be wr i t t en  a s  
- 
- 1 
*re O -  B. 
As before, the computational s t e p s  described here a r e  imple- 
mented i n  LGUID. 
7.34 Nonlinear Guidance 
lbnl inear  guidance p a r a l l e l s  I n  many respects  a t a rge t ing  
problem where an  i t e r a t i v e ,  l i n e a r  algorithm i s  used t o  determine 
cont ro l  changes. The primary d i f ference  i s  that the  t r a j e c t o r y  i s  
amuumed t o  be reasonably c l o s e  t o  the reference.  By reasonable,  i t  
is  meant t o  imply t h a t  the  algori thm should be ab le  t o  r e d i r e c t  the  
< 
m/c motion t o  the designated t a r g e t  by making a few i t e r a t i o n s  ( three  
or four). I n  p rac t i ce ,  a r e a l  t r a j e c t o r y  can devia te  widely from 
the  reference and thereby r equ i r e  a s  many a s  e i g h t  t o  t e n  i t e r a t i o n s  
1 
before the guidance algori thm i s  ab l e  t o  compensate. For s i t u a t i o n s  
where convergence i s  not  achieved a f t e r  many i t e r a t i o n s ,  the guidance 
i r  oaid t o  be divergent .  The r e a l  c r i t e r i o n  f o r  qua l i fy ing  a maneuver 
am divergent  i s  sinnewhat sub jec t ive  and e s t ab l i shed  by the ana lys t .  
In @me cases ,  a n  extremely slow r a t e  of convergence ou t h e  p a r t  of 
the  l i n e a r  co r r ec t ion  sct.erne can be a t t r i b u t e d  t o  non-adaptive i t e r a -  
t i o n  log ic .  
Mathematically,  divergence impl ies  t h a t  t h e  r e a l  world i n t e g r a t -  
i n g  condi t icns  ac ted  i n  such a way t h a t  the  guidance algori thm was 
unable t o  r e c t i f y  the  motion. Phys ica l ly ,  divergence suggests  t h a t  
rane th ing  i n  the dynamics or  s / c  system has  been mismodeled, or  under- 
derigned, and t h a t  i t  has  i n t e r a c t i o n s  wi th  the  o the r  systems t o  cause 
v ide ,  u sua l ly  nonl inear ,  dev ia t ions  from the re ference  mission. From 
the C6N point  of  view, i t  is these rn:ssions t h a t  a r e  o f t en  of  the  
g r e a t e s t  i n t e r e s t .  They i d e n t i f y  p o t e n t i a l  problems e i t h e r  i n  the 
base l ine  conf igura t ion  o r  with the  naviga t ion  and opera t iona l  proce- 
d u r e ~ .  In  many ins tances ,  divergence i n  the guidance can be t raced  
to sane vei l -understood phenomena, e.g., c o n t r o l l a b i l i t y ,  t r a j e c t o r y  
w n - l i n e a r i t i e s ,  suboptimal schedule of  guidance evcnts ,  e t c . ,  bu t  
8 c l e a r  i d e a t i f i c a t i o n  and r e s o l u t i o n  of these  problems i n  tenor  of 
changes t o  the  system d s s i g n  and/or o p e r a t i o n a l  procedures m y  not  
be s o  s t r a igh t fo rward .  
The b a s i c  computational  s t e p s  taken i n  a s i n g l e  i t e r a t i o n  a r e  
a s  follows: F i r s t ,  a n  e s t i m a t e  of  t h e  a c t u a l  s t a t e  v e c t o r  and t h e  
corresponding es t imate* I n t e g r a t i n g  c o n d i t i o n s  a r e  obta ined from 
the  s imulated o r b i t  de te rmina t ion  l o g i c .  The es t imated s t a t e  i s  
i n t e g r a t e d  t o  genera te  t h e  es t ima ted  t r a j e c t o r y  between the  guid- 
ance po in t  and the  t a r g e t .  A t  the t a r g e t e d  s topping c o n d i t i o n s ,  
an  es t ima ted  t a r g e t  e r r o r  i s  computed by 
where T and T a r e  the  t a r g e t  v a r i a b l e s  on the es t ima ted  and r e f e r -  
-E -R 
ence t r a j e c t o r i e s ,  r e s p e c t i v e l y .  Next, a  s e n a i t i v i t y  tnat r ix ,  S, o f  
t a r g e t  v a r i a t i o n s  wi th  r e s p e c t  t o  c o n t r o l  v a r i a t i o n s  i s  computed 
about the  es t ima ted  t r a j e c t o r y  accord ing  t o  the mat r ix  r e l a t i o n ,  
where 7 i s  t h e  s t a t e  t o  t a r g e t  t r ans fonna t ion  def ined i n  Eq. 7-3 
and where 8 i s  t h a t  p a r t i t i o n  i n  the  a u p ? n t e d  s t a t e  t r a n s i t i o n  
mat r ix  which maps c o n t r o l  changes i n t o  s t a t e  v a r i a t i o n s  (Eq. 7-U). 
The mat r ix  S has  the  format ,  
and has  dimensions (nxm), where n i s  t h e  number of  t a r g e t s  and m 
the  number of cont ro ls ,  With S i t  i s  possible t o  r e l a t e  control  
changes a t  the maneuver t o  ta rget  variable changes according t o  
< 
I f  the matrix S i s  square, i.e., the number of cont ro ls  and 
I 
t a rge t s  a r e  equal, then the solu t ion  t o  (7-12) r .;. ' r e s  only a 
r ing le  matrix inversion,  namely, 
However, i n  most p rac t i ca l  cases,  S is  a nonsquare matrix (mpn) 
and a generalized inversion must be used, 1.e. 
& = ST [ss' j1 &. 
Rote tha t  Eqs. (7-13) and (7-14) again assume. the form of a l inea r  
guidance r e l a t i o n  Q = r I. 
Once a(A has been determined, the updated cont ro ls  a r e  used to  
generate a new estimated t r a j ec to ry  t o  see  i f  the t a rge t  e r r o r s  have 
decreased, This overa l l  process i s  repeated u n t i l  the t a rge t  e r r o r s  
a r e  made less than some speci f ied  tolerances, o r  u n t i l  a maximum 
amber  of a l lovable  i t e r a t i o n s  ha8 occurred. In  SIMSEP, the prin- 
cipal mearure of t a rge t  e r r o r  is given by a 80-called quadrat ic  e r r o r  
function defined by $ 
where A T ( j )  i a  the jth caaponent of the t a rge t  e r r o r  vector  ~ n d  
T~~~ (J) i s  the  jth component of  a v e c t o r  of t a r g e t  e r r o r  t o l e r -  
ances.  Convergence occurs  i n  the  non l inea r  guidance whenever Q i s  
made l e s s  than one. 
Guidance divergence i s  s a i d  t o  have occurred i f  t h e  q u a d r a t i c  
e r r o r  func t ion  i s  g r e a t e r  tnan t h e  backup convergence c r i t e r i o n  
(AQK) a f t e r  i t e r a t i n g  a  maximum number of times (NMAX) . Divergence 
a l s o  occurs  i f  t h e  q u a d r a t i c  e r r o r  funct io l t  i n c r e a s e s  c i t h r e e  
success ive  p red ic ted  c o r r e c t i o n s .  A s  f a r  a s  the Monte Car lo  ~ . i s s i o n  
c u r r e n t l y  being executed,  divergence i s  considered t o  be c a t a s t r o p h i c ,  
and the miss ion i s  ended. As a backup, weak convergence occurs  i f  
s t r o n g  convergence f a i l s  t o  be s a t i s f i e d  bu t  Q i s  l e s s  than ABK. 
In  t h i s  way, t h e  non l inea r  guidance a lgor i thm can be t o l e r a n t  of 
I I near misses" wi thout  b r ing ing  the  miss ion t o  a h a l t .  
Another f e a t u r e  included i n  the  non l inea r  guidance log ic  i s  
t h e  a b i l i t y  t o  weight c e r t a i n  low t h r u s t  c o n t r o l s  more than o t k r s .  
Th i s  permits  t h e  u s e r  an  added f l e x i b i l i t y  whereby hc can e f f e c t  a  
normal iza t ion of d i s p a r i t i e s  i n  t h e  u n i t s  a s s o c i a t e d  w i t h  c o n t r o l s .  
I n  a d d i t i o n ,  t h e  u s e r  has  the  o p t i o n  t o  a r b i t r a r i l y  weight some 
c o n t r o l s  more heav i ly ,  based upon knowledge and exper ience  gained 
dur ing the  t r a j e c t o r y  t a r g e t i n g  process. 
Algorithms based a n  the  camputational  s t e p s  o u t l i n e d  above a r e  
implemented i n  NLGUID. Both d e l t a - v e l o c i t y  maneuvers and low t h r u s t  
c o r r e c t i o n s  a r e  handled by essentially the  same log ic  w i t h  A\ i n  
Eqs. (7-13) and (7-14) being a ve loc i ty  update f o r  impulsive guid- 
ance. 
t 
7.4 Simulated Orb i t  De tennind t i o n  
SIMSEP, i n  the  s t r i c t e s t  sense o f  t h e  word, i s  not  a complete 
"sirnula t ion" i n  t h a t  a n  e x p l i c i t  o r b i t  determinat ion process i s  
not included i n  the computational algorithms. The problem of  
e s t ima t ing  a s t a t e  vec to r  is  done by sampling a knowledge covariance 
i n  much th?  same way a s  i t  samples a c o n t r o l  covariance o r  a n  ephem- 
eris e r r o r  covariance. Simply s t a t e d ,  an  augmented.knowledge 
covariance i s  sampled t o  ob t a in  a n  e r r o r  i n  t he  est imated s t a t e  
vec tor ,  g ,  r e l a t i v e  t o  t h e  a c t u a l  t r a j e c t o r y  s t a t e ,  X+. Therefore ,  
the  est imated s t a t e  vec to r  i s  given by 
Likewise, parameters which have been augmented t o  the s t a t e  and 
est imated d u r i n ~  the o r b i t  determinat ion process a r e  a l s o  computed. 
Typica l ly ,  t he  knowledge e r r o r  covariances  which a r e  read a s  
input  t o  SIMSEP have been computed i n  an  equiva len t  GBDSEP run,  
they a r e  equiva len t  i n  the  sense t h a t  the same t r a j e c t o r y  and 
sequence o f  guidance events  a r e  evaluated. With t h i s  procedyre, 
there  is  a n  added advantage of permi t t ing  a d i r e c t  comparison of  
guidance r e s u l t s  computed i n  GQDSEP and SIMSEP and t h e i r  dependen- 
cies on the  same s t a t e  e s t ima t ion  r e s u l t s .  
There e r e  s eve ra l  reasons why an  e x p l i c i t  o r b i t  determinat ion 
c a p a b i l i t y  has  no t  been included i n  SIMSEP. Pr imari ly ,  t he  
es t imat ion  process  i s  not  a s  s ~ b j e c t  t o  t r a j e c t o r y  n o n l i n e a r i t i e s  
I 
a s  i s  the guidance process. This  is  because the  es t imat ion  e r r o r s  
a r e  genera l ly  small  and w e l l  wi th in  the  envelope of l i n e a r i t y .  I n  
o r b i t  determinat ion minimizes 
program, while  a t  t h e  same time 
of performing an  e f f e c t i v e  s t a t e  
add i t i on ,  t h i s  method of  s imulat ing 
t h e  computational complexity of the  
repre-ent ing a c o s t  e f f e c t i v e  means 
est imat ion.  
7.5 Thrust  Process Noise 
Digressing b r i e f l y  t o  d i scuss  the  a c t u a l  t r a j e c t o r y  aga in ,  
there  i s  one very important process r e l a t e d  t o  t h e  genera t ion  of a 
r e a l  t r a j e c t o r y  t h a t  is  e i t h e r  ignored o r  modeled by a n  e f f e c t i v e  
process  i n  t he  o the r  modes. This  is t h e  t ime-correlated t h r u s t  
noise.  These independar?t s t ochas t i c  processes  co r rup t  the  commanded 
t h r u s t  c o n t r o l s ,  i.e., t h r u s t  magnitude, cone and c lock  angles ,  a s  
small  t ime-correlated pe r tu rba t ions ,  Each s t o c h a s t i c  parameter i s  
modeled i n  SIMSEP a s  a Gauss-Markov s e q u e n k  which i s  computed during 
t h e  a c t u a l  t r a j e c t o r y  in tegra t ion .  A t  time point  t k+l ' t h e  vec to r  
++1 of s t o c h a s t i c  parameters is  given by 
where U._ has  been evaluated a t  t i s  assumed t o  remain cons t an t  
w e r  the  i n t e r v a l  A t  tk+l -tk, with i t s  e f f e c t  being determined by 
the c o e f f i c i e n t  mat r ix ,  A. 
where ql, T, ...' a r e  c o r r e l a t i o n  times assoc ia ted  wi th  
n 
each corresponding s t o c h a s t i c  parameter. Ek+l is  a vec tor  of white 
no i se  terms which have s t a t i s t i c s  d i c t a t ed  by the requirement t h a t  
the process remain s t a t i ona ry ;  namely 
2 
where Gj i s  the variance assoc ia ted  wi th  the jth component of 
the  vector .  During the in t eg ra t ion ,  is  evaluated a t  
the  s t a r t ,  the h a l f - i n t e r v a l ,  and the end of a normal i n t eg ra t ion  
s tep.  
7.6 Guidance Execution Errors  
Once t h a t  a guidance co r r ec t ion  has been formulated, the 
execut ion of t h a t  co r r ec t ion  must be performed t o  a f f e c t  the a c t u a l  
I 
t r a j ec to ry .  The commended co r rec t ion  computed by the guidance i s  
rn idea l ized  s e t  of con t ro l  changes which a r e  invar iab ly  cc - rup ted  
by execution e r ro r s .  For a low t h r u s t  con t ro l  change, the executions 
e r r o r s  a r e  a c t u a l l y  b u i l t  i n t o  t he  t h r u s t  process through the  t h r u s t  
b i a s e s  and t h e  dynamic process noise.  However, f o r  a q  impulsive 
maneuver, a n  e x p l i c i t  set of l o g i c  t o  cor rupt  the.:cormuanded d e l t z -  
v e l o c i t y  change must be implemented. 
I n  gene ra l  t he re  a r e  th ree  bas i c  execut ion e r r o r s  which a r e  
modeled f o r  impulsive maneuvers : 1) poin t ing ,  2) r e so lu t ion ,  
and 3) propor t iona l i ty .  Given the  commanded de l t a -ve loc i ty  v e c t o r ,  
i n  i ts  h e l i o c e n t r i c  r ep re sen t a t i on  the  in-and-out of the  
e c l i p t i c  plane angles  a r e  determined a s ,  
speci?ied po in t ing  angle  e r r o r s  a r e  sampled t o  formulate changes 
i n  the  cormnanded angles  ( 6 4  and 69 ) t o  s imulate  o r i e n t a t i o n  e r r o r s  f o r  
t h e  a c t u a l  de l t a -ve loc i ty ,  a. Likewise, e r r o r s  spec i f i ed  a s  
- 
propor t iona l  t o  the maneuver magnitude, bp , and a s  a minimum meas- 
urab le  r e s o l u t i o n  of a maneuver magnitude, 
'r* 
a r e  a l s o  sampled and 
added t o  the co~manded co r r ec t i on .  The a c t u a l  v e l o c i t y  change i s  g iven  a s  
for the  a c t u a l  v e l o c i t y  magnitude. The a c t u a l  v e l o c i t y  vec to r  i s  
given a s  
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APPENDIX 1 .  
9.1 Conic Equations Far Position And ~ e l o c i  ty '1n El l ip t i ca l  
And Hyperbolic Orbits 
Given: G, G, to and Y 
Find: r and v a t  time t .  
- - 
From the i n i t i a l  conditions we can find the inverse semi-major 
M ~ S  
The mean angular motion 
and relationships for the eccentricity and eccentric anomaly for 
e l l i p t i c a l  orbits  (a>o) - 
or for hyperbolic orbits  (a<o) 
r v 2  
e eosh Ho - 0 0 -1 
v 
To f ind the posi t ion and veloci ty  along the conic o r b i t .  Keplers 
equation must be solved f o r  the change i n  eccentr ic  anomaly. ' 
c 
Newton's method is used to solve the equation i t e r a t i v e l y .  Let 
Newton's method be given i n  the form 
Then f o r  e l l i p t i c a l  o r b i t s  
x L E - E O  
f(x) = x + e * s i n  Eo (1  - cos x) - e0cos  E o s i n  x - n (t-to) 
and fo r  hyperbolic o r b i t s  
x = u p  (H - Ho) 
X 
- 
f (x) = 4 e-exp(Ho) -x  + +e*exp(-Ho)x+l - ln(x+i) - n(t-to).  
The posi t ion and velocity a t  time t i n  e l l i p t i c a l  o r b i t s  is given by 
- 
- e o ( s i n  E - s i n  
and fo r  a hyperbolic o r b i t  
APPENDIX 2 
9.2 A Generalized 4th Order Runge-Kutta Algorfthrn With 
Runge's Coefficients  For A Matrix System Of F i r s t  Order Di f fe ren t i a l  
Equa t ions. 
The 4th Order Runge-Kutta formula f o r  numerically in tegra t ing  
f i r s t  order  Di f fe ren t i a l  Equations of the form 
where h is the  s t eps ize ,  x is t'he independent va r i ab le ,  y is the  
dependent va r i ab le  and 
To general ize these equations f o r  an mxn Matrix system of 
firut order d i f f e r s n t i a l  equations, write equation (1) as 

' APPENDIX 3 
Newton's 3rd Order Divided Difference Interpolation 
Polynomial. 
Find: A third Order Polynomial that f i t s  the given points 
Construct the following table 
1 Newton's 3rd Order Divided Difference Interpolation Polynomial 
has the following form, 
5 
vhile a 3rd Order Polynomial can be written 
To find a,b,c and d, the coefficients of the x terms in the Newton's 
0 
Divided Difference Polynomial can be equated to a,b,c and d, such 
that 
Now a third order polynominal can be fitted to the four points and 
J can be determined from a given x or a maximum or minimm can 
be found from the following values of x ,  
and 
119 
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9.4 Analytic Exprereionr f o r  Terms i n  the  FA Matrix 
I n  Sect ion 4.5 it was shown t h a t  the augmented s t a t e  t r a n s i t i o n  matrix,  
#As i s  computed by in tegra t ing  the matrix differential equation, 
I n  order t o  e f f i c i e n t l y  i n t eg ra t e  t h i s  expression, i t  i s  necessary t o  have 
ana ly t i c  representat ions f o r  the individual  elements of FA. 
FA has been iden t i f i ed  i n  equation 4-6 a s  a matrix of f i r s t  order  
p a r t i a l  der iva t ives  cbtained by expanding the equations of motion. I n  
concise symbolism, FA may be wr i t t en  a s ,  
where was defined i n  equation 4 - 5  and i s  the augmented dynamic s t a t e .  
For an ana lys is  wh,re covariances a r e  propagated by the s t a t e  t r a n s i t i o n  
matr ix,  l e e . ,  the S R I  mode, the (maximum)component vectors  of a a re  
defined as:  
a =  
s / c  pos i t ion  vector  
s / c  va loc i ty  vector  
t h rus t  cont ro l  vector  
ephemeris body pos i t ion  vector  
ephemeris body ve loc i ty  vector  
ephemeris body g rav i t a t i ona l  constant 
s o l a r  g rav i t a t i ona l  constant 
and the  corrrmpondinp PA matrix,  i n  par t i t ioned  format, i r  
where the subscr ip ts  r e f e r  t o  the dimensions of the appropriate  p a r t i t i o n s .  
When the covrriances a r e  propagated by in t eg ra t ing  the covariance d i f f e r en -  
t i a l  equation (see Sect ion 4.6) i n  the PD@ mode, the augmented dynamic s t a t e  
vector  i s  defined a s  
and FA i n  t h i s  case i s  given a s  
.- 
I n  e i t h e r  STM o r  PDOT mode, t he  f u l l y  rugamtad r t r t r ,  r r  used by 
GODSEP, may a l s o  incluCe w r r u r e m n t  parrmetrr t .  Bourver, the terns 
appearing f n  5 corresponding t o  meaourew:it parameters a r e  zero becaure 
they do not  a f f e c t  t he  dynamic process.  
Spec i f ic  matr ices  i n  FA a r e  defined a s  follows: 
f3) = p a r t i a l s  of  the s l c  acce le ra t ion  vector  w . r . t .  pos i t i on  
components = d ~ l a ~  , 
833 = p a r t i a l s  of the SIC acce l e r a t i on  vec tor  w . r . t .  the t h r u s t  
con t ro l s  * an/ay , 
k33 = p a r t i a l s  of  t he  s / c  acce l e r a t i on  vector  w . r . t .  the pos i t ion  
of the ephemeris body = dg/dr , 
-P 
d31 = p a r t i a l s  of the s / c  acce l e r a t i on  vector  w . r . t .  the  g rav i t a t i ona l  
constant  of h e  ephemeris body = adaPp 
m31 p a r t i a l s  of the SIC acce le ra t ion  vec tor  w . r . t .  the  s o l a r  
g r av i  t a  t iona 1 constant = d&pS , 
p33 p a r t i a l s  of  the  ephemeris body a c t e l ~ r a t i u n  vec tor  w . r . t .  t he  
pos i t i cn  of the ephemeris body = d a  /ar , 
-P '9 
qjl  a p a r t i a l s  of the  ephemeris body acce le ra t ion  vector w . r , t .  the  
ephemeris body's g r av i t a t i ona l  constant = da  /aflp , 
-P 
S31 = p a r t i a l s  of the ephemeris body acce le ra t ion  vec tor  v . r . t .  
the  s o l a r  g r av i t a t i ona l  constant = 2 a /aps , 
7' 
= p a r t i a l s  of the s / c  acce l e r a t i on  vector  w . r . t .  the  timt-varying 
"36 
th rus t  parameters = 61/62 , and 
= p a r t i a l s  of the timt der iva t ive  of  the  time-varying th rus t  prramaterr 
h66 w . r . t .  the  t ine-varying p a r a m t e r s  a 64/81? . 
I evaluated by d i f f e r e n t i a t i n g  components of the s / c  acce lera t ion  vector ,  
a ,  with respect t o  s / c  coordinates,  i . e . :  
- 
i where a i s  the sum of two contr ibut ing terms: the g rav i t a t i ona l  
accelerat ion,  g , and the th rus t  acce lera t ion ,  2~ . The p a r t i a l s  of g 
with respect t o  2 a re  the components of the  so-called gravi ty  gradient  
matrix and a re  well-known, e .g. see Bat t in  (Reference 4). I n  terms of 
s / c  posi t ion vec tors  r e l a t i v e  t o  the g rav i t a t i ng  bodies, xi, the g rav i ty  
gradient matrix i s  
with the sumat ion  heing performed f o r  a l l  bodies. In  t h i s  equation, Y 
i s  the g rav i t a t i ona l  constant of the ith body, and Ij3 i s  a (2x3) i d e n t i t y  
matrix. 
The second matrix comprising f is  obtained by d i f f e r e n t i a t i n g  the t h r u s t  33 
acce lera t icn  vector ,  a s  seen i n  the i n e r t i a l  frame, with respect t o  the 
he l iocent r ic  posi t ion of the s / c .  Since the ro t a t ion  matrix r e l a t i ng  the 
body ax i s  t h rus t  vector  t o  the i n e r t i a l  frame i s  dependent on the he l io -  
cen t r i c  posi t ion,  it  i s  necessary t o  d i f f e r e n t i a t e  components of the 
orthogonal ro t a t ion  matrix a s  wel l  a s  the components of the  body a x i s  
th rus t  vector .  Recalling from Section 4.1 (page 20) tha t  the  th rus t  
accelerat ion i s  given by 
= A 6 ,  
I 1 \,I t h i s  becomes upon d i f f e r e n t i a t i o n ,  
h A 
where iB, jg and a a r e  un i t  vec tors  defined by 
and 
r is, o i  cc a rse ,  the he l iocen t r i c  pos i t ion  vec tor  of the s / c ,  and 2 is 
- 
-s 
the un i t  vector  of e c l i p t i c  d i r ec t ion  cosines pointing toward the reference 
; t a r  f o r  the cone/clock system. I n  terms of the  un i t  vec tors  defined above 
and the u n i t  vector  f o r  the reference s t a r ,  the f i r s t  three terms of the 
r i g h t  hand s ide  of equation A4-1 a r e  
e f 1 , and 
- = -  
[i, E i  - I~~ ] z 
ax 2 
R i s  the magnitude of the vector  cross  product of r and Ss .  The matrices 
Z ,  J, arra K a r e  skew-symmetric matrices corresponding t o  the u n i t  vec tors  
A A 
Zs, jg and kg, respectivel-y, and a r e  defined a s  
-
The l a s t  term i n  A4-1 r e f l e c t s  how t h e  body a x i s  components of  t h e  
t h r u s t  a c c e l e r a t i o n  va ry  wi th  v a r i a t i o n s  i n  t h e  s o l a r  d i s t a n c e .  Since  t h e  
only q u a n t i t y  i n  each a c c e l e r a t i o n  component which depends on t h e  s o l a r  
d i s t a n c e  is  t h e  ( s c a l a r )  power func t ion .  P ( r ) ,  (See Page 16) ,  t h e  p a r t i a l s  
of  & k i t h  r e s p e c t  t o  2 become 
4 
where t h e  product o f  & and aP/& is  a 3x3 matr ix .  
The 3x3 g matr ix  i s  
where A i s  the transformation matrix from spacecraf t  c a r t e s i r n  t o  i n e r t i a l  
coordinates (Section 4.1) and transforms t h r u r t  cont ro ls  t o  spacecraf t  au 
coordinates.  
X 
t m  I a '  a' cos (clock) cos (cone) as 
a ' s i n  (clock) cos (cone) a ' 
X 
# 
-a sin (cone) 
f o r  the cone/clock system, with at = t h rus t  acce lera t ion  i n  spacecraf t  
coordinates,  and 
f o r  the in!out of plane system. 
The 3x3 k matrix i s  
where E = spacecraf t  posi t ion WRT the ephemeris body. 
The 3x1 d vector  i s  
( '  i The 3x1 m vector  i s  
The 3x3 p matrix i s  
The 3x1 q vector i s  
The 3x1 s vector i s  
The 3x6 n matrix i s  
The 6x6 h matrix i s  
r 
where T I ,  ..., T6 are process noise correlation times. 
APPENDIX 5 
9.5 - TOPSEP Inlection Modeliq 
9.5.1 Inlection Controls 
One set of controls which may be used in the targeting 
and optimization submode of MPSEP is the initial state %, which 
defines a hyperbolic escabe orbit relative to the Launch planet, 
where 
and 
X is the state of the SIC in cartesian elements iamediately follw- 
-0 
ing injection from a parking orbit about the launch planet. Instead 
of using & directly as control parameters, one may simulate the 
heliocentric injection process more realistically with a different 
set of injection parameters (See Figure 9-1, Page 128): 
1) ros the magnitude of the radius vector at the 
point of injection. 
2) is the inclination of the parking orbit. 
3) Dv, the magnitude of the velocity change from 
the parking orbit to a hyperbolic escape 
orbit. 
4) X , the angle locating the projection of A: 
vector in the parking orbit plane relative 
5 )  9, the angle locating the A: vector out of 
the parking orbit plane 
6 )  to, the heliocentric injection time. 
These injection controls are augmented to the control profile in 
MPSEP by correctly setting the following elements of the H arra;r 
in the STOPSEP namelist: H (9, 21), H (10, 21), H (1, 22), H (2, 22), 
H (3, 22), and H (4, 22). Refer to Page 15 in the User's Manual for 
additional information for implementation. The initial values of 
the injection parameters are not input in either the STRAJ namelitt 
or the $TOPSEP namelist but are determined analytically from the 
initial state X based on certain assumptions about the parking orbit. 
--O 
The injection state (r v+) of the reference trajectory for 
-0' 
any given iteration in TOPSEP is assumed to define a circular coplanar 
parking orbit (the eccentricity is very small but non-zero to acconnno- 
date future program modifications for elliptical parking orbits). An 
in-plane A x  is applied at time t which injects the S/C from the 
0 
parking orbit to the hyperbolic orbit. Thus, the nominal or refer- 
ence parking orbit and injection controls sre uniquely defined. 
i = the inclination of the hyperbolic orbit 
1 %  - %k I , where v is thc S / C g 8  velocity 
~k 
in the parking orbit prior to injection 
The v e l o c i t y  i n  t h e  c i r c u l a r  parking o r b i t  p r i o r  t o  i n j e c t i o n  i a  
then 
and 
w5ere PE i s  the  mass of  t h e  Earth.  
* 
During th,? c o n s t r u c t i o n  of the  per turbed t r a j e c t o r i e s  and 
t r i a l  t r a j e c t o r i e s  i n  each i t e r a t i o n  of TOPSZP, t h e  i n j e c t i o n  c o n t r o l s  
a r e  changed by some pre-determined amount s o  t h a t  a new c a r t e s i a n  
I ' 
s t a t e  ( r  v ) may be defi : led.  When the  i n j e c t i o n  c o n t r o l s  ro, i ,  
-' -w 
o r  t  a r e  modified,a new parking o r b i t  must be computed. Changes t o  
0 
these  i n j e c t i o n  c o n t r o l s  a f f e c t  both  p o s i t i o n  4 r ' and v e l o c i t y  Y: ; 
however, modi f i ca t ions  t o  Av, X , o r  + a f f e c t  on ly  v e l o c i t y  5. 
8 8 
I f  ro, i ,  and t a r e  changed t o  r i, an6 t' a  new s t a t e  
0 0' 0 
I 
' 5 9  ?[pk ) may be found. F i r s t ,  t he  u n i t a r y  angular  momentum v e c t o r  
6 4 
h ,  the  node v e c t o r  n  , and the  longi tude of the  ascending node R 
- 
-R 
must be computed. I f  
1 a LL 
n a = n  I n  , R f  t a n  (h,,!-h ). 
-R ' 1 -R n Y 
For the  c a s e  i n  which t h e  parking o r b i t  i s  i n  the  e c l i p t i c , t h e  node is  
d e f a u l t e d  t o  be t h e  x a x i s  s o  
* 
F i n i t e  d i f f e r e n c i n g  techniques a r e  used t o  c s l c u l s t e  i n j e c t i o n  c o n t r o l  
c o r r e c t i o n s  f o r  t a r g e t i n g  purposes. 
The angular position C) of the SIC in the orbital plane as measured 
from the node is 
Finally, 
& traveled by changing k of SIC from node in 
injection time nominal parking orbit I 
and 
sinfl cos 0 + c o s R  sin 0 cos i' 
s i n e  sin i' 
0 
sinfl sine - c o s R  cos 0 cos i' 
-cos 0 sin i' 
L 3 
I 
v is constructed by adding the delta-velocity vector A x' 
a 
to the S/Cts parking orbit velocity v' The vector ~v-'is computed 
'pk' 
in terms of in-orbit plane and out-of-orbit plane components. Let 
8 f / 
A v ,  X ,  and be modified injection controls. Then 
A -1 = AV' cos ( $) cos ( x ' )  _. $
A AY' COB ( 4 )  sin ( x ' )  h' x 5 
A 5 = AV' sin ( d) h' 
-F- 
where 
is the vector in the radial direction *' A< is the vector V '  
orthogonal to r' in the orbit plane, and Av_; is the vector normal to 
-0 
the parking orbit plane and in the direction of the angular momentum 
I / ' 
vector. Thus v- = v + Ax and a new initial atate vector 
7 k  
X' has been established. 
-0 
Figure 9-1 i l lu s t ra te s  how the inject ion parameters determine the 
new i n i t i a l  s ta te  vectors < and %'. 
Figure 9-1. The new s ta te  vectors,  r '  and v 8  a s  
3 Q' 
defined for perturbed and t r i a l  tra jectories  
using inject ion controls.  
9 .5 .2  Tun Multiple-Impulse O r b i t  Trans fe r  
When t h e  i l j e c t i o n  c o n t r o l s  (rO, , to, Av, X , @ ) a r e  
appl ied  !n TOPSEP, the  r e f e r e n c e  parking o r b i t  i s  l i k e l y  t o  change 
from i c e r a t i o n  t o  i t e r a t i o n .  I n  f a c t ,  i t  i s  p o s s i b l e  t h a t  t h e  park- 
ing  o r b i t  c h a r a c t e r i s t i c  of t h e  l a s t  i t e r a t i o n  may not be  a t t a i n a b l e  
d i r e c t l y  from an Earth based launch w i t h i n  r e a l i s t i c  launch c o n s t r a i n t s .  
Therefore ,  i t  becomes necessary  t o  cons ide r  t h e  i n t e r f a c e  between the  
SEP SIC and t h e  launch v e h i c l e  i n  o r d e r  t o  p r e d i c t  t h e  "cost" of 
achieving t h e  re fe rence  parking o r b i t .  The c o s t  may be es t imated 
i n d i r e c t ' y  by determining the  launch v e h i c l e  f u e l  budget t o  t r a n s f e r  
t h e  SEP SIC from some nominal i n n e r  parking o r b i t  t o  t h e  o u t e r  r e f e r -  
ence parking o r b i t .  I f  t h e  i n c l i n a t i o n  o f  the  i n n e r  parking o r b i t  i s  
r e a l i s t i c a l l y  cons t ra ined ,  an  o r b i t  p lane  change may be necessary  t o  
complete t h e  t r a n s f e r .  A s  t h e  ang le  of t h e  p lane  change i n c r e a s e s  
Lne es t imated c o s t  of t h e  o r b i t  t r a n s f e r  w i l l  i n c r e a s e  d ramat ica l ly .  
The es t imated c o s t  may then b e  used t o  d i s t i n g u i s h  between accep tab le  
and unacceptable  o u t e r  parking o r b i t ?  whi le  s i m u l t a n e o u s ~ y  s i z i n g  the  
f u e l  expendi ture  f o r  p r e s e n t l y  conceived o r  o p e r a t i o n a l  launch v e h i c l e s  
(o r  in te rmedia te  s t a g e s ) .  An a d d i t i o n a l  e f f i c i e n c y  check may be made 
by comparing t h e  f u e l  expend i tu re  of t h e  m u l t i p l e  impulse o r b i t  t r a n s f e r  
wi th  t h a t  of a  s i n g l e  impulse i n j e c t i o n  from the  inner  parking o r b i t .  
The only requirement on t h e  s i n g l e  impulse is  t h a t  i t  provide t h e  
c o r r e c t  v  vec to r .  The s i n g l e  impulse c a l c u l a t i o n  i s  not  intended 
-00 
t o  be used i n  conjunct ion wi th  t h e  t h r u s t  c o n t r o l  p r o f i l e  f o r  t a r g e t i n g  
but  r a t h e r  a s  a  s tandard f o r  determining the  i n e f f i c i e n c i e s  of t h e  
m u l t i p l e  impulse i n j e c t i o n  process.  
The launch v e h i c l e  s i m p l i s t i c a l l y  modeled i n  TOPSEP i e  t h e  
* 
expendable space tug  . I n i t i a l l y ,  t h e  tug  i s  i n  a  c i r c u l a r  inner  
parking o r b i t  whose e q u a t o r i a l  i n c l i n a t i o n  i s  cons t ra ined  due t o  
bounds on t h e  boos te r  launch azimuth. The tug  then performs t h e  
t r a n s f e r  t o  t h e  o u t e r  parking o r b i t ,  t h e  c h a r a c t e r i s t i c s  o f  which a r e  
descr ibed i n  Sec t ion  9.5.1. The o u t e r  parking o r b i t  i s  a l s o  c i r c u l a r ;  
however, it i s  assumed t o  have an i n c l i n a t i o n  and ascending node equal  
t o  those  of  t h e  hyperbol ic  escape o r b i t .  The t u g ' s  path from t h e  
inner  parking o r b i t  t o  the  o u t e r  parking o r b i t  w i l l  be a  coplanar  
Hohmann t r a n s f e r  i f  the  requ i red  e q u a t o r i a l  i n c l i n a t i o n  does not 
v i o l a t e  the  launch azimdth c o n s t r a i n t s .  Otherwise, t h e  tug  fol lows 
a  modified Hohmann t r a n s f e r  ( i .e . ,  a  r e g u l a r  Hohmann t r a n s f e r  i n  t h e  
inner  o r b i t  p lane  followed by a  p lane  c h m g e  and c i r c u l a r i z a t i o n  a t  
t h e  l i n e  of i n t e r s e c t i o n  wi th  the  o u t e r  o r b i t  p lane) .  The e q u a t o r i a l  
i n c l i n a t i o n  o f  t h i s  t r a n s f e r  o r b i t  i s  e i t h e r  t h e  maximum o r  minimum 
i n c l i n a t i o n  bound such t h a t  the  requ i red  plane change is  a  minimum. 
For the  coplanar  t r a n s f e r  t h e  ascending node of t h e  i n n e r  o r b i t  i s  
f i x e d ;  thus ,  t h e  launch azimuth may be computed e x p l i c i t l y  and t e s t e d  
f o r  a  c o n s t r a i n t  v i c l a t i o n .  For t h e  plane chasge t r a n s f e r  t h e  launch 
azimuth i s  f i x e d ,  and t h e  i n n e r  parking o r b i t  i s  uniquely  determined 
when t h e  minimum plane change c o n d i t i o n  i s  enforced.  
F igure  9-2 i l l u s t r a t e s  the  s e l e c t i o n  of t h e  inner  o r b i t  normal 
v e c t o r  which minimizes t h e  plane change f o r  the  t r a n s f e r  t o  the  o u t e r  
perking orb1 t ,> 
* 
Although the  launch v e h i c l e  i s  r e f e r r e d  t o  a s  t h e  space tug ,  i n  t h e  
remaining d i s c u s s i o n ,  t h e  o ~ e c i f i c  v e h i c l e  i s  inconsequen t i a l  t o  t h e  
s i z i n g  of t h e  f u e l  budget ( i .e . ,  t h e  v e h l c l e  may be a t rans-mtage,  
Burner 11, Centaur,  e t c . )  
locus  o f  normal 
v e c t o r s  f o r  o r b i t s  
wi th  minimum 
e q u a t o r i a l  i n c l i n a t i o n  
locus o f  normal 
v e c t o r s  f o r  o r b i t s  
wi th  maximum 
e q u a t o r i a l  i n c l i n a t i o n  
=ec n o m l  v e c t o r  o f  i n n r  o r b i t  mini- 
mizing plane 
nonnal v e c t o r  
Figure  9-2 S e l e c t i o n  of the  Nonnal Vector f o r  t h e  Inner  
O r b i t  Which Minimizes t h e  Plane Change 
The l a r g e r  cone i n  the  f i g u r e  r e p r e s e n t s  t h e  locus of nonnal v e c t o r s  f o r  
a l l  p o s s i b l e  inner  o r b i t s  h a t i n g  t h e  maximum e q u a t o r i a l  i n c l i n a t i o n  
allowed by t h e  launch azimuth c o n s t r a i n t s  (AZMIN and AZMAX i n  STODSEP). 
The smal ler  cone is t h e  locus  of normal v e c t o r s  f o r  o r b i t s  having the  
minimum e q u a t o r i a l  i n c l i n a t i o n ,  which i n  general  w i l l  be equal  t o  the  
l a t i t u d e  of the  Kennedy Space Center (28.608 deg). I f  the  normal vec to r  
of t h e  ou te r  parking o r b i t  f a l l s  betweec t h e  two cones,  t h e  parking 
o r b i t s  e r e  assumed coplanar.  If the  normal v e c t o r  f a l l s  o u t r i d e  of t h b  
region,  t h e  inner  parking o r b i t  i s  charac te r ized  a s  fol lows:  
(1) t h e  Lnner o r b i t  I8 i n c l i n e d  t o  t h e  o u t e r  o r b i t  by t h e  
ang le  @ where @ i s  t h e  minimum angle  between 
t h e  nonnal v e c t o r  of  t h e  uu te r  c r b i t  and t h e  n e a t c p t  
cone. 
(2) t h e  normal v e c t o r  of  the  i n n e r  o z b i t  becomes t h e  
p r o j e c t i o n  o f  t h e  o u t e r  o r b i t  normal vec to r  on t h e  
n e a r e s t  cone. 
For both  t h e  Hohmenn and modified Hohmann t r a n s f e r s  t h r e e  
d i s t i n g u i s h a b l e  v e l o c i t y  increments o r  A v ' s  w i l l  occur. Figure  9-3 
i l l u s t r a t e s  t h e  r e l a t i v e  p o s i t i o n s  where t h e s e  maneuvers a r e  executed 
f o r  t h e  g e n e r a l  c a s e  ( r  spec i f  l e d  by RP1 i n  STOPSEP). 
a  
i n t e r s e c t  ion  
of  o r b i t  
p lanes  
Ye c  
t r a n s f e r  
F igure  9-3 The Tug 3-Impulse O r b i t  T r a n s f e r  
The f i r s t  impulse A% occurs  a t  periaps:8 of t h e  Hohmann t r a r s f e r  
a t  t h e  l i n e  o f  i n t e r s e c t i o n  o f  t h e  parking o r b i t  planes.  The second 
impulse &+, o c c u r s ' a t  apoapsis  of the  t r a n s f e r  o r b i t  and provides  
a v e l o c i t y  increment t o  c i r c u l a r i z e  t h e  o r b i t  end lo change o r b i t  
planes i f  necessary.  A t  a  po in t  on the  o u t e r  parking o r b i t  p resc r ibed  
by the  i n j e c t i o n  p o s i t i o n  v e c t o r  G, a t h i r d  impulse i s  executed 
which places  t h e  tug  on a h y p e r b ~ l ~ c  escape t r a j e c t o r y  from Ear th  
(Note t h a t  t h e  i n j e c t i o n  impulse A V  i s  e x a c t l y  t h e  same a s  t h e  a
b . ' ~  v e c t o r  d iscussed i n  Sec t ion  9.5.1). I f  both  parking o r b i t s  a r e  
coplanar t h e  l i n e  of  i n t e r s e c t i o n  becomes m b i g i o u s  so  t h e  impulse 
p o s i t i o a  v e c t o r s  at!d % a r e  assumed o r i e n t e d  such t h a t  
The t o t a l  impulse a t  becomes 
however, the  impulses w i l l  always be r e f e r r e d  t o  i n d i v i d u a l l y  a s  i n  the  
o r b i t a l  plane change example. 
The magnitudes of t h e  v e l o c i t y  increments Ava and Av,, f o r  
the  genera l  c a s e  a s e  computed a s  follows.  
Since the f i c s t  impulse does not i n i t i a t e  a plane change and s ince the 
ve loc i ty  vectors before and af ter  the impuise are aligned 
The second impulse say perform a plane change through the angle @ .  
Thus, by applying the law of cosines 
I f  @ = 0 the abwe equation reduces t o  
The magnitude f o r  t h e  i n j e c t i o n  v e l o c i t y  increment Avo is  
dependent upon t h e  s t a t e  v e c t o r  X . The computations a r e  d i scussed  
a 
i n  d e t a i l  i n  Sec t ion  9.5.1. 
Once A v a ,  Avb ,  and Avo have been c a l c u l a t e d  t h e  f u e l  
budget f o r  t h e  space t u g  may be  computed. The t u g ' s  dry  weight (W ), 
t u g  
t h e  p r o p e l l e n t  weight (Wfuel)w, and t h e  t u g ' s  s p e c i f i c  impulse (I  ) 
s P  
a r e  s p e c i f i e d  i n  the  inpu t  namel i s t  (TUGWT, TGFUEL, and TUGISP i n  
STOPSEP). The f u e l  r equ i red  f o r  t h e  f i r s t  maneuver (W f u e l  ) a  is  then 
= (1 - ex. (2)) wtot 
'fuel a 
where 
W i s  t h e  weight of t h e  SEP v e h i c l e  and g  i s  t h e  g r a v i t a t i o n a l  
sep 
cons tan t .  It fol lows t h a t  the  f u e l  f o r  t h e  second and t h i r d  maneuvers 
a r e  
= ( 1  - ex.(%)) . ( w t o t  - (W ) ('fuel b %p f u e l  a  
and 
The requ i red  f u e l  budget t o  perform the  o r b i t  t r a n s f e r s  inc lud ing  i n j e c t i o n  
$ 
i s  then 
1 
'fuel tot 'fuella + 'fuel'b + 'fue1)o 
) 
'fuel tot > ',el) max 
the  outer  reference parking o r b i t  i s  undesirable and measures must 
be taken t o  make the in j ec t ion  s t a t e  and oz ter  parking o r b i t  r e a l i s t i c .  
Calculations for  the s ing le  impulse in jec t ior .  from the  inner  
+ 
o r b i t  proceed a s  follows. The ve loc i ty  a t  per iaps is  (v ) necessary 
a  
t o  obta in  the hyperbolic excess veloc..ty v, i s  
where a  and e  a re  the semi-major ax is  and eccen t r i c i t y  of the hyperbolic 
o r b i t .  The parameters a  and e  a r e  determined so t h a t  the vector  1- re- 
su l t i ng  from t h i s  o r b i t  i s  the same a s  t h a t  obtained from the mult iple-  
impulse In j ec t ion  process. , 
The s ing le  ve loc i ty  increment i s  then 
The required f u e l  expenditure i s  then 
'fuel) a  - ~ X P  ( ;Is:va))w t o t  
A comparison of OJfuel) 
B 
and ' fue 1)  t o t  
w i l l  i nd i ca t e  the r e l a t i v e  
e f f ic iency  of the mult iple  impulse i n j ec t ion  process. 
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9.6 Control  Weightinn Schemes f o r  TOPSEP 
Various weight ing schemes a r e  provided t o  a l low the  MAPSEP 
u s e r  f l e x i b i l i t y  i n  s c a l i n g  c o n t r o l s  i n  the  TOPSEP mode (Chapter 5). 
The purpose o f  these  schemes i s  t o  a l t e r  the  con tours  of c o n s t a n t  
c o s t  and c o n s t a n t  t a r g e t  e r r o r  i n  the  c o n t r o l  space s o  t h a t  the  
p ro jec ted  g r a d i e n t  a l g o i i t h m  may converge more r e a d i l y .  Convergence 
problems occur most o f t e n  when elements of the  c o n t r o l  v e c t o r  d i f f e r  
i n  unj-ts. For  example, t h e r e  may be cons ide rab le  d i f f i c u l t y  i n  
f ind ing  a  converged s o l u t i o n  when t h r u s t i n g  ang les  (cone o r  c lock)  
a r e  s e l e c t e d  a s  c o n t r o l s  i n  a d d i t i o n  t o  t h r u s t  phase times. Whereas 
the  i n t e r n a l  u n i t s  f o r  the  a n g l e s  and t imes a r e  r a d i a n s  and seconds 
r e s p e c t i v e l y ,  the  corresponding elements of t h e  s e n s i t i v i t y  mat r ix  
may vary  by s e v e r a l  o rde r s  of magnitude. That i s ,  t h e  s e n s i t i v i t y  
of  the  t a r g e t s  t o  a  change of one r a d i a n  i n  t h r u s t i n g  angle  i s  many 
o r d e r s  of magnitude g r e a t e r  than the  s e n s i t i v i t y  of the  t a r g e t s  t o  
a  change of one second i n  t h r u s t  phase dura t ion .  I n  the  example 
j u s t  desc r ibed  one would f i n d  t h a t  the  PGM a lgor i thm would compute 
a  c o n t r o l  c o r r e c t i o n  which would t r y  t o  e l i m i n a t e  the  t a r g e t  e r r o r s  
by l a r g e  changes i n  the  t h r u s t i n g  ang les  and very  smal l  changes i n  
t h r u s t  dura t ion .  Unfor tunate ly ,  l a r g e  c o n t r o l  changes a r e  o f t e n  
i n v a l i d  i n  the  very nonl inear  c o n t r o l  space a s s o c i a t e d  w i t h  low 
t h r u s t  t r a j e c t o r i e s .  To a l l e v i a t e  t h i s  problem, the  normalized 
c o n t r o l  weighting scheme has  been devised.  The d iagona l  elements 
of t h e  c o n t r o l  weighting mat r ix  a r e  def ined a s  
Appl ica t ion  of t h i s  weight ing mat r ix  t o  the  c o n t r o l s  determines  8 
s e n s i t i v i t y  mat r ix  whose elements a r e  roughly the  same o rder  of 
magnitude. Thus, the  removal of the t a r g e t  e r r o r  i s  spread evenly  
among the  s e l e c t e d  c o n t r o l s  r a t h e r  than among m l y  a  few. Hopefully 
a l l  the  c o r t r o l  changes w i l l  be smal l  enough t o  be v a l i d  i n  t h e  
nonl inear  c o n t r o l  space.  
Another t-.pe of convergence problem may occur. Sometimes 
elements o f  the  s e n s i t i v i t y  mat r ix  vary by o r d e r s  of  magnitude 
even though the  c o n t r o l s  a r e  a l l  of the same u n i t s .  For example, 
t a r g e t  parameters a r e  much more s e n s i t i v e  t o  changes i n  t h r u s t i n g  
ang les  e a r l y  i n  the  t r a j e c t o r y  than  they a r e  t o  changes i n  t h e s e  
ang les  l a t e  i n  a  t r a j e c t o r y .  I f  the  c o n t r o l s  a r e  not  s c a l e d ,  t h e  
PGM a lgor i thm computes a  c o n t r o l  c o r r e c t i o n  where changes i n  
t h r u s t i n g  ang les  dur ing e a r l y  phases a r e  unacceptably l a r g e  and 
changes t o  i:m+ ang les  dur ing  l a t e r  phases a r e  undetectable .  The 
fol lowing weight ing schemes have been devised t o  spread t h e  removal 
t a r g e t  e r r o r  more evenly among the s e l e c t e d  c o n t r o l s .  
S e n s i t i v i t y  weighting 
Combined s e n s i t i v i t y ,  t a r g e t  e r r o r ,  and c o n t r o l  weight ing 
c) Gradient weighting 
d )  Averaged g r a d i e n t  and c o n t r o l  w e i g h t i n g  
where g is  d e f i n e d  i n  c .  
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9.7 I n t e g r a t e d  S t a t e  T r a n s i t i o n  Matr ices  f o r  Canputinn t h e  
Tarnetin;? S e n s i t i v i t y  Matr ix  
Within the  t h r e e  b a s i c  modes of MAPSEP, t r a j e c t o r y  guidance 
and/or r e t a r g e t i n g  r e p r e s e n t  one of t h e  primary c ~ m p u t a t i o n a l  
problems worked i n  t h e  program. Whereas t h e  l o g i c  c o n t r o l l i n g  
t h e s e  c a l c u l a t i o n s  i s ,  i n  genera l ,  s t r a igh t fo rward  and e a s i l y  
understood,  t h e  a c t u a l  execut ion remains a s  one of t h e  more c o s t l y  
computational  opera t ions  t o  be performed. Th i s  i s  e s p e c i a l l y  t r u e  
i n  TOPSEP and SIMSEP where t a r g e t i n g  over long t r a j e c t o r y  a r c s  i s  
done r e p e a t l y .  In  o r d e r  t o  minimize computational  expenses, an 
a lgor i thm which uses  s t a t e  t r a n s i t i o n , m a t r i c e s  i n t e g r a t e d  wi th  
t h e  t r a j e c t o r y  has  been implemented and i s  used e x c l u s i v e l y  i n  
GODSEP and SIMSEP f o r  computing t h e  t a r g e t i n g  s e n s i t i v i t y  matr ix .  
I n  TOPSEP, t h e  u s e r  has t h e  o p t i o n  t o  u s e  e i t h e r  t h i s  or  t h e  more 
expensive,  b u t  e q u i v a l e n t ,  numerical  d i f f e r e n c i n g  a lgor i thm.  
The t a r g e t i n g  s e n s i t i v i t y  m a t r i x ,  S, i s  a  m a t r i x  of l i n e a r  
p a r t i a l s  r e l a t i n g  v a r i a t i o n s  i n  the  c o n t r o l  v a r i a b l e s ,  A:, t o  
v a r i a t i o n s  i n  the  t a r g e t s ,  A r, according t o  
Looking a t  t h e  t a r g e t i n g  s e n s i t i v i t y  mat r ix  i n  more d e t a i l ,  i t  i s  
seen t o  be of t h e  form, 
where t h e  T's axe s e l e c t e d  t a r g e t  v a r i a b l e s  and t h e  u ' s  a r e  c o n t r o l s .  
Typical  t a r g e t  v a r i a b l e s  inc lude  X f ,  Y f ,  Z f ,  B*T, B * R ,  e t c .  which a r e  
a l l  eva lua ted  about t h e  f i n a l  t r a j e c t o r y  s t a t e .  Typical  low t h r u s t  
c o n t r o l  v a r i a b l e s  a r e  t h e  t h r u s t  phase s t o p  t ime,  t h m s t e r  t h r o t t l i n g ,  
cone angle ,  ang le  i n  t h e  same o r  d i f f e r e n t  t h r u s t  c o n t r o l  
phases.  
To provide 8 conceptual  unders tanding of how S i s  evaluated 
from t r a j e c t o r y  informat ion genera ted i n  t h e  augmented s t a t e  t r a n s i -  
t i o n  m a t r i x ,  i t  i s  convenient  t o  cons ide r  t h e  t r a j e c t o r y  segment 
dep ic ted  below where time p o i n t s  k ,  
Reference T r a j e c t o r y  
k + 1, .... and f  a r e  shown bounding t h r u s t  c o n t r o l  phases n ,  n + 1, 
e t c .  I n  t h e  f i g u r e ,  time po in t  f  denotes  t h e  t a r g e t  time and r e p r e s e n t s  
the  t r a j e c t o r y  s topping cond i t ion .  Considering a s p e c i f i c  t h r u s t  con- 
t r o l  phase, say n,  i t  i s  r e c a l l e d  from S e c t i o n  4-5 t h a t  the  augmented 
s t a t e  t r a n s i t i o n  mat r ix  genera tes  p a r t i a l s  of s t a t e  v a r i t t i o n s  of time 
k + 1 with r e s p e c t  t o  s t a t e  c h a ~ g e s  a t  k and c o n t r o l  v a r i a b l e  changes 
i n t e r i o r  t o  t h r u s t  phase n, In  p a r t i c u l a r ,  these  p a r t i a l s  a r e  contained 
i n  t h e  f and Bu partitions i ,f  t h e  augmented mat r ix  and may be sym- 
b o l i c a l l y  w r i t t e n  a s ,  
( 9  y ,  
9 Vy ,  vz) k +  1 . 
and 8 = 
U 
The u ' s  co r r e spond  t o  t h e  phase s t o p  t i m e ,  t h r o t t l i n g ,  cone anp,le,  
and c l o c k  a n g l e  f o r  t h e  nth phase.  (Cone and c l o c k  a n g l e  r a t e s  a r e  
exc luded  from t h i s  t r e a t m e n t  s i n c e  t h e i r  p a r t i a l s  must b e  o b t a i n e d  
by numer i ca l  d i f f e r e n c i n g . )  
I f  u2 ( f o r  example) i n  t h r u s t  c o n t r o l  phase n  i s  s p e c i f i e d  a s  
an  a c t i v e  c o n t r o l  f o r  t h e  t a r g e t i n g  e v e n t  be ing  c o n s i d e r e d ,  t h e n  t h e  
a c t i o n  o f  u  on t h e  s t a t e  v e c t o r  a t  f  i s  computed by p r e - m u l t i p l y i n j ~  2  
t h e  a p p r o p r i a t e  column from gU(n)  f o r  phase n by a l l  i n t e r v e n i n g  
A 
Hence, a n  augmented eU, s a y  eu, c a n  be c o n s t r u c t e d  by s t o r i c g  and 
p r e - m u l t i p l y i n g  a p p r o p r i a t e  columns from t h e  g u ' e  a s  t hey  a r e  computed 
d u r i n g  t r a j e c t o r y  i n t e g r a t i o n .  The r e ; u l t i n g  8 g i v e s  t h e  p a r t i a l s  o f  
u  
t h e  f i n e l  s t a t e  w i t h  r e s p e c t  t o  t h e  a c t i v e  c o n t r o l s  o c c u r r i n g  i n  t h e  
v a r i o u s  t h r u s t  phases  between k and f and may be  w r i t t e n  a s  
The f i n a l  component nece r ra ry  t o  compute t h e  r e q u i r i t e  S m a t r i x  
i e  t h e  e v a l u a t i o n  of t a r g e t  v a r i a b l e  p a r t i a l s  wi th  r e s p e c t  t o  t h e  
f i n a l  s t a t e ,  %. Thts  i s  most expedient ly  done by a  numerical  d i f -  
f e renc ing  a lgor i thm t o  genera te  t h e  d i f f e r e n t i a l  p o i n t  t r ans fo rmat ion  
matrix* 7 The 7 matr ix  can be w r i t t e n  a s  
Now S i s  seen t o  be 
I n  TOPSEP where i n i t i a l  s t a t e  c o n d i t i o n s  a r e  a l s o  permit ted  a s  
c o n t r o l  v a r i a b l e s ,  i t  i s  necessary  t o  extend t h e  a b w e  procedure bu t  
not t h e  computational  method. For t h i s  s p e c i a l  case ,  only t h e  chained 
4 ' s  a r e  needed t o  compute t h e  p a r t i a l s  of f i n a l  s t a t e  wi th  r e s p e c t  
t o  ct.;?ges i n  t h e  s t a t e  a t  k. C l e a r l y ,  s e l e c t e d  columns from ? 
f ,k 
which i s  def ined by 
A 
may be augmented t o  t h e  p rev ious ly  def ined aU t o  g ive  t h e  r e q u i s i t e  
t a r g e t i n g  s e n s i t i v i t y  m a t r i x  t o  be used by TOPSEP. 
