We show that if a graph G satisfies certain conditions then the connectivity of neighbourhood complex N (G) is strictly less than the vertex connectivity of G. As an application, we give a relation between the connectivity of the neighbourhood complex and the vertex connectivity for stiff chordal graphs, and for weakly triangulated graphs satisfying certain properties. Further, we prove that for a graph G if there exists a vertex v satisfying the property that for any k-subset S of neighbours of v, there exists a vertex v S = v such that S is subset of neighbours of v S , then N (G − {v}) is (k − 1)-connected implies that N (G) is (k − 1)-connected. As a consequence of this, we show that:(i) neighbourhood complexes of queen and king graphs are simply connected and (ii) if G is a (n + 1)-connected chordal graph which is not folded onto a clique of size n + 2, then N (G) is n-connected.
Introduction
In 1978, L. Lovász ([12] ) introduced the notion of a simplicial complex called the neighbourhood complex N (G) for a graph G. The neighbourhood complex N (G) of a graph G is the simplicial complex whose simplices are those subsets of vertices of G which have a common neighbour. A topological space X is said to be k-connected if every map from an m-dimensional sphere S m → X can be extended to a map from the (m + 1)-dimensional disk D m+1 → X for m = 0, 1, . . . , k. The connectivity of X, denoted Conn(X), is the largest integer k such that X is k-connected. In Theorem 1.1, Lovász relates the chromatic number of a graph G with the connectivity of the neighbourhood complex N (G) and as an application of this he proved the Kneser conjecture, which gives the chromatic number of a class of graphs called the Kneser graphs.
In this article, we derive graph theoretic conditions which are sufficient to imply nconnectedness of its neighbourhood complex for some appropriate n ∈ N. In this vein, we first show that if N (H) is simply connected and the vertex v ∈ G = H ∪ {v} satisfies an appropriate condition (cf. Theorem 3.3) then, N (G) is simply connected. As an application of this we show that the neighbourhood complexes of queen and king graphs are simply connected (cf. Theorem 3.5) . This then implies that the connectivity of the neighbourhood complex can be determined by computing the homology of the complex (see Remark 3.6) .
We prove a more general statement that for a graph G if there exists a vertex v satisfying the property that for any k-subset S of neighbours of v, there exists a vertex v S = v such that S is subset of neighbours of v S , then N (G − {v}) is (k − 1)-connected implies that N (G) is (k − 1)-connected (cf. Theorem 5.1). As a consequence of this we show that if G is an (n + 1)-connected chordal graph which is not folded onto a clique of size n + 2, then N (G) is n-connected (cf. Theorem 5.3) .
Finally for the class of chordal graphs, we show that the vertex connectivity completely determines the connectivity of the neighbourhood complex. We prove that if G is a non complete stiff chordal graph, then vertex connectivity of G is n+1 if and only if Conn(N (G)) = n (cf. Theorem 5.11) . In order to prove this, we prove more general results, which gives a relation between the vertex connectivity of a graph G and the connectivity of N (G) for certain classes of graphs. We show that if a graph G satisfies certain property then the connectivity of N (G) is strictly less than that of the vertex connectivity of G (cf. Theorems 4.3 and 4.6).
Let G be a graph on V (G) = {v 1 , . . . , v n }. The Mycielskian M (G) of G is a graph with V (M (G)) = {v 1 , . . . , v n }⊔{u 1 , . . . , u n }⊔{w} and E(M (G)) = E(G)⊔{ (u 
In Theorem 5.10, we show that for stiff chordal graph G, the vertex connectivity κ(G) > conn(N (G)). From Theorem 4.9, for a class weakly triangulated graphs, κ(G) > conn(N (G)). For any graph G of chromatic number less or equal than three, clearly from Theorem 1.1, κ(G) > conn(N (G)). In [7] , Csorba proved that the neighbourhood complex N (M (G)) is homotopy equivalent to the suspension of N (G). In [6] , Change et al. shown that κ(M (G)) > κ(G). Hence using the results of Csorba and Chang et al., we have κ(G) > conn(N (G)) implies that κ(M (G)) > conn(N (M (G))). So, for all above mentioned classes of graphs, vertex connectivity is strictly greater than the connectivity of its neighbourhood complex.
Preliminaries
We begin by defining our objects of interest. These definitions are standard and are available in [5] and [11] . For completeness we included them here. A graph G is a pair (V (G), E(G)), where V (G) is called the set of vertices of G and E(G) ⊆ V (G) 2 denotes the set of unordered edges. If (x, y) ∈ E(G), it is also denoted by x ∼ y. A subgraph H of G is a graph with V (H) ⊆ V (G) and E(H) ⊆ E(G). For a subset S ⊆ V (G), the induced subgraph G[S] is the subgraph whose set of vertices V (G[S]) = S and the set of edges
is bijective and f −1 is also a graph homomorphism. Two graphs are called isomorphic, if there exists an isomorphism between them. A clique of size n or complete graph on n vertices, denoted by K n , is a graph on n vertices where any two distinct vertices are adjacent by an edge. If G and H are isomorphic, we write G ∼ = H. The chromatic number χ(G) of a graph G is defined as χ(G) := min{n | ∃ a graph homomorphism from G to K n }.
Let G be a graph and v be a vertex of G. The neighbourhood of v is defined as
Let x and y be two distinct vertices of G. A xy-path P is a sequence xv 0 . . . v n y of vertices of G such that x ∼ v 0 , v n ∼ y and v i ∼ v i+1 for all 0 ≤ i ≤ n − 1. For an xypath P = xv 0 . . . v n y, the vertex set of P is V (P ) = {x, v 0 , . . . , v n , y}. Given an xy-path P = xv 0 . . . v n y, the path P −1 = yv n . . . v 0 x is an yx-path. Given two paths P = xv 0 . . . v m y and Q = yu 0 . . . u n z, we define the xz-path P Q = xv 0 . . . v m yu 0 . . . u n z. Two xy-paths P and Q are called internally disjoint if V (P )∩ V (Q) = {x, y}. A graph G is called k-connected if for any two distinct vertices x and y, there exists at least k internally disjoint xy-paths. A graph is called connected if it is 1-connected. The vertex connectivity κ(G) is the maximum value
A chordal graph is a graph having no induced subgraph which is isomorphic to C k for k ≥ 4. It is well known that chordal graph is a perfect graph, i.e., chromatic number of every induced subgraph has a clique of that size.
A finite abstract simplicial complex X is a collection of finite sets such that if τ ∈ X and σ ⊆ τ , then σ ∈ X. The elements of X are called simplices of X. The dimension of a simplex σ is equal to |σ| − 1, here | · | denotes the cardinality. The 0-dimensional simplices are called vertices of X and we denote the set of all vertices of X by V (X). For a subset S ⊆ V (X), the induced subcomplex of X on S, denoted X[S], is a simplicial complex whose simplices are σ ∈ X such that σ ⊆ S.
The neighbourhood complex N (G) of a graph G is the simplicial complex whose simplicices are σ ⊆ V (G) such that N G (σ) = ∅.
Simply connectedness of neighbourhood complex
In this section, we explore a sufficient condition on a vertex v of a graph G under which simply connectedness of N (G − {v}) implies the simply connectedness of N (G). We first recall the following results from [4] , which we use throughout this article. (ii) Suppose every nonempty finite intersection 
Let X be a simplicial complex and let η ∈ X. The link of η is the simplicial complex defined as lk X (η) := {σ ∈ X | σ ∪ η ∈ X and σ ∩ η = ∅}.
The star of η is defined as
Observe that star of a simplex is always contractible.
Theorem 3.3. Let G be a connected graph and let there exist a vertex v in G such that for
is path connected. Then π 1 (N (G−{v})) = 0 implies that π 1 (N (G)) = 0.
Clearly, any non empty finite intersection ∆ i 1 ∩ ∆ i 2 ∩ . . . ∩ ∆ it , 1 ≤ t ≤ r is a simplex and therefore contractible. Hence by Theorem 3.1(i), lk N (G) (v) and the nerve N(
As an application of Theorem 3.3 we show that the neighbourhood complexes of queen graphs and king graphs are simply connected.
Definition 3.2. The m × n queen graph Q m,n is a graph with mn vertices in which each vertex represents a square in an m × n chessboard, and each edge corresponds to a legal move by a queen (see Figure 1 (a)).
Definition 3.3. The m × n king graph K m,n is a graph with mn vertices in which each vertex represents a square in an m × n chessboard, and each edge corresponds to a legal move by a king (see Figure 1 (b)). 
). If q = 2, then without loss of generality we assume that j = 1 and l = 2. In this case,
Theorem 3.5. Let m, n ≥ 2 be positive integers. Then N (Q m,n ) and N (K m,n ) are simply connected.
Proof. Proof is by induction on m and n. Clearly, Q 2,2 ∼ = K 2,2 ∼ = K 4 and therefore N (
which is simply connected. Let p, q be positive integers where min{p, q} ≥ 2 and assume that N (Q p,q ) and N (K p,q ) are simply connected. We show that N (Q p+1,q ), N (Q p,q+1 ), N (K p+1,q ) and N (K p,q+1 ) are simply connected. We first show that Q p+1,q is simply connected.
is simply connected from Theorem 3.3. Hence, by induction N (Q p+1,q ) is simply connected. By a similar argument we can show that N (Q p,q+1 ) is simply connected.
We now show that N (K p+1,q ) is simply connected. For 1 ≤ i ≤ q, let K i be the induced subgraph of K p+1,q on vertex set V (K p,q )∪{(p+1, 1), . . . , (p+1, i)}. Since N K p+1,1 ((p+1, 1)) = {(p, 1), (p, 2)} ⊆ N Kp,q ((p − 1, 1)), K 1 is simply connected by Theorem 3.3. Fix 2 ≤ i ≤ q and inductively assume that N (
is path connected. Since K i−1 is simply connected, K i is simply connected by Theorem 3.3. From induction, K p+1,q is simply connected. By similar argument, we can show that K p,q+1 is simply connected.
Remark 3.6. In Table 1 , we have computed the homology of neighbourhood complexes of queen graphs for some values of m and n by computer (using SAGE). Since Q m,n ∼ = Q n,m and neighbourhood complexes of queen graphs are simply connected, we conclude that Conn(N (Q m,n )) = 2 for 2 ≤ m ≤ 4, 5 ≤ n ≤ 6. P P P P P P P P P 4 Vertex cut and connectivity of neighbourhood complex
In this section, consider graphs G which can be written as a union of two subgraphs G 1 , G 2 such that the connectivity of their neighbourhood complexes are known. We then give conditions on the the subgraph induced by their intersection to give an estimate for the connectivity of the neighbourhood complex of G. We first recall the following results from [4] . 
For a positive integer n, let [n] denotes the set {1, . . . , n}.
equivalent to the simplicial boundary of an (n + 1)-dimensional simplex, which is of same homotopy type as S n .
Proof of Claim 4.4. For 1 ≤ i ≤ n, let Γ i = ∆ i ∩ N (G 1 ) and let Γ n+1 be a simplex on vertex set {x 1 , . . . , x n }. Then N (G 1 ) ∩ X = n+1 i=1 Γ i . Since each Γ i is a simplex, we see that each nonempty intersection Γ i 1 ∩ . . . ∩ Γ it is a simplex and therefore contractible. Thus, from
is an (n − 1)-dimensional simplex. Therefore N (G 2 ) ∩ ∆ is contractible. By Mayer-Vietoris sequence for homology, we have
Since N (G 2 ) is (n − 1)-connected, ∆ and N (G 2 ) ∩ ∆ is contractible, we conclude that H n−1 (X) = 0.
Clearly N (G) = N (G 1 ) ∪ X. By Mayer-Vietoris sequence for homology,
Since N (G) is n-connected and N (G 1 ) is (n − 1)-connected, we haveH n (N (G)) = 0, H n−1 (N (G)) = 0 andH n−1 (N (G 1 )) = 0. So,H n−1 (X) ∼ =H n−1 (N (G 1 ) ∩ X) and therefore Claim 4.4 implies thatH n−1 (X) ∼ = Z, which is a contradiction to Claim 4.5.
(i) If k ≥ |S|, then |S| ≥ Conn(N (G)) + 1.
(ii) If k ≤ Conn(N (G[S])), then |S| ≥ Conn(N (G)) + 3.
Proof. If S = ∅, then G is a disconnected graph and therefore N (G) is disconnected. Since connectivity of a disconnected space is −1, result is true in this case. So assume that S = ∅.
. For a simplicial complex K, let M (K) denotes the set of maximal simplices of K. We first prove the following: (i) Let k ≥ n. Since χ(G[S]) ≤ n, using Theorem 1.1 we see that Conn(N (G[S])) ≤ n − 3.
Hence, Conn(N) ≤ n − 1 by Claim 4.7. Observe that each non empty intersection ∆ i 1 ∩ . . . ∩ ∆ it , t ≥ 2 is a simplex for {i 1 , . . . , i t } ⊆ S ∪ {n + 1, n + 2}. Also, since ∆ n+1 , ∆ n+2 are n-connected and ∆ x i is a simplex for all 1 ≤ i ≤ n, we see that each non empty intersection ∆ i 1 ∩. . .∩∆ it is (n−t+1)-connected for all t ≥ 1 and i 1 , . . . , i t ∈ S ∪ {n + 1, n + 2}. Since Conn(N) ≤ n − 1, using Theorem 3.1(ii) we conclude that Conn(N (G)) ≤ n − 1.
(ii) Without loss of generality, we assume that k = Conn(N (G 2 )). Let
For each 1 ≤ i ≤ n, let Z x i be the simplex on vertex set N G 2 (x i ) and Z n+1 be the simplex on vertex set S. Clearly,
). Since each Z x i and Z n+1 are simplices, any non empty finite intersection of these simplices is also a simplex and hence contractible. Thus
is at least (k + 1)-connected. If N (G) is (k + 1) connected, then from Lemma 4.1, N (G 2 ) has to be (k + 1)-connected, which is a contradiction. Hence,
The compliment graphḠ of G is the graph with vertex set same as of V (G) and E(Ḡ) = {(x, y)| (x, y) / ∈ E(G)}. A graph G is called weakly triangulated, if it has no induced subgraph isomorphic to a cycle with five or more vertices, or to the compliment of such a cycle. Proof. Proof easily follows from Theorem 4.8 and Theorem 4.6.
Vertex connectivity and neighbourhood complexes of chordal graphs
In this section, we show that for stiff chordal graphs, the vertex connectivity completely determines the connectivity of its neighbourhood complex. The following theorem is a generalization of Theorem 3.3.
Theorem 5.1. Let G be a graph and n ≥ 0 be an integer. Let v ∈ V (G) such that for each S ⊆ N (v), |S| ≤ n + 1 there exists a vertex v S = v satisfying S ⊆ N G (v S ). Then for all k ≤ n,
Claim 5.2. The simplicial complex lk N (G) (v) is at least (n − 1)-connected.
Proof of Claim 5.2. For each 1 ≤ i ≤ r, let ∆ i be a simplex on vertex set N G (x i ) \ {v}. Then observe that lk N (G) (v) = ∆ 1 ∪ . . . ∪ ∆ r . Clearly, any nonempty finite intersection 
By assumption there exists a vertex v σ = v such that σ ⊆ N G (v σ ) and thereby showing that σ ∈ X ∩ ∆. Hence, X ∩ ∆ has a full n-skeleton and therefore it is at least (n − 1)-connected. Since k ≤ n, X ∩ ∆ is at least (k − 1)-connected. Further, since X is k-connected and ∆ is contractible, using Lemma 3.2 we conclude that Y is k-connected.
Observe that As an application of Theorem 5.1, we prove the following.
Theorem 5.3. Let n ≥ 0 and let G be an (n + 1)-connected chordal graph. If G is not folded onto a clique of size n + 2, then N (G) is n-connected.
We first establish two lemmas for chordal graphs which we need to prove the above theorem. We recall the following result from [5] . Proof. Since chordal graphs are perfect graphs and G is noncomplete, Theorem 5.4 implies that there exists a simplicial vertex v such that χ(G − {v}) = χ(G). We show that G − {v} is n-connected. To prove this it is enough to show that for any two vertices x, y ∈ V (G − {v}) there exist n internally disjoint xy-paths in G − {v}. Let x, y ∈ V (G − {v}). Since G is n-connected, we get n internally disjoint xy-paths P 1 , . . . , P n in G. Without loss of generality we assume that all these paths are the shortest paths. If v / ∈ V (P i ) for all 1 ≤ i ≤ n, then all P ′ i s are xy-paths in G − {v} and we are done. So, assume that there exists 1 ≤ i ≤ n such that v ∈ V (P i ). Without loss of generality we assume that i = 1. We replace the path P 1 by a xy-path P ′ 1 in G − {v} such that P ′ 1 is internally disjoint from P i for all 2 ≤ i ≤ n. If x, y / ∈ N G (v), then there exist w, w ′ ∈ V (P 1 ) distinct from x and y such that w ∼ v ∼ w ′ . Since v is a simplicial vertex, w ∼ w ′ and we get a xy-path P ′ 1 = x . . . ww ′ . . . y from P 1 = x . . . wvw ′ . . . y by removing v from P 1 , which contradict the fact that P 1 is a shortest path. Hence, {x, y} ∩ N G (v) = ∅. Now, suppose |{x, y} ∩ N G (v)| = 1 and say x ∼ v. Let P 1 = x . . . vw 1 . . . w k y, k ≥ 1. In this case we can replace the path P 1 by P ′ 1 = xw 1 . . . w k y, which is again a contradiction. Hence, x, y ∈ N G (v). Let N G (v) = {x, y, z 1 , . . . , z m }. If there exists a z ∈ N G (v) different from x, y such that z / ∈ V (P i ) for all 1 ≤ i ≤ n, then we replace the path P 1 by the path P ′ 1 = xzy. Since G is n-connected, m ≥ n − 2. If m ≥ n − 1, then we can easily construct m + 1 internally disjoint xy-paths namely P 1 = xy, P 2 = xz 1 y, . . . , P m+1 = xz m y. So, assume that m = n − 2, i.e., deg(v) = n and for each z ∈ N G (v) there exists an i such that z ∈ V (P i ). Since P 1 , . . . , P n are the shortest paths, we can assume that P 1 = xvy, P 2 = xy, P 3 = xz 1 y, . . . , P n = xz n−2 y.
Since G in non complete, there exists w ∈ V (G) such that w / ∈ {v} ∪ N G (v). Further, since G is n-connected, we have n internally disjoint wx paths L 1 , . . . , L n and n internally disjoint wy paths Q 1 , . . . , Q n in G. We consider the following cases.
Case 1. v does not belong to V (L i ) or V (Q j ) for all 1 ≤ i, j ≤ n. If x ∼ w and y ∼ w, then we replace P 1 by xwy. If x ∼ w and y ∼ w, then since deg(v) = n, there exists j 1 such that V (L j 1 ) is disjoint from y, z 1 , . . . , z n−2 . Then we replace P 1 by the path L −1 j 1 y. If x ∼ w and y ∼ w, then there exist j 1 and j 2 such that {y, z 1 , . . . , z n−2 } ∩ V (L j 1 ) = ∅ and {x, z 1 , . . . , z n−2 } ∩ V (Q j 2 ) = ∅. In this case we replace P 1 by L −1 j 1 Q j 2 . Case 2. There exist i 0 and j 0 such that v belong to V (L i 0 ) and V (Q j 0 ).
Then v and t 1 do not belong to V (L l ) for any 1 ≤ l ≤ n, l = i 0 . There exists i 1 such that V (L i 1 ) ∩ {v, y, z 1 , . . . , z n−2 } = ∅. By similar argument there exists j 1 such that V (Q j 1 ) ∩ {v, x, z 1 , . . . , z n−2 } = ∅. Then, we replace the path P 1 by the path L −1 i 1 Q j 1 , which is internally disjoint from P 1 , . . . , P n . Case 3. There exists i 0 such that v ∈ V (L i 0 ) and v / ∈ V (Q j ) for all j. By similar argument as of Case 2, there exists i 1 such that V (L i 1 )∩{v, y, z 1 , . . . , z n−2 } = ∅.
Since v / ∈ V (Q j ) for all j and |{x, z 1 , . . . , z n−2 }| = n−1, there exists j 1 such that Q j 1 is disjoint from v, x, z 1 , . . . , z n−2 . We replace the path P 1 by L −1 i 1 Q j 1 and get n internally disjoint xypaths.
Lemma 5.6. Let n ≥ 1 and let G be an n-connected non-complete chordal graph. Let v be a simplicial vertex such that G − {v} is n-connected and χ(G − {v}) = χ(G). Then for any m ≤ n and {x 1 , . . . ,
Since G is non-complete and v is a simplicial vertex, we see that G − {v} is non-complete. Let T be a maximal clique of G − {v} containing {x 1 , . . . , x m }. Since G − {v} is non-complete and n-connected, using Proposition 7.2, we conclude that T is of size greater than n and result follows.
Proof of Theorem 5.3. Since G is (n + 1)-connected and chordal, it has a clique of size at least n + 2. Suppose each maximal clique of G has size n + 2 by Proposition 7.2. Since G is not folded onto a clique of size n + 2, G has at least two maximal cliques. Let V 1 be a maximal clique of G. Then from Theorem 7.1 and Proposition 7.2, the maximal cliques of G can be arranged in a sequence (V 1 , . . . , V k ) such that V j ∩ (
. From Proposition 7.2, we observe that G − {v k } is also (n + 1)-connected. Since G is not folded onto a clique of size n + 2, G − {v k } is not a complete graph. Now, by similar argument there exists a v k−1 ∈ V k−1 such that G − {v k , v k−1 } is an (n + 1)-connected non-complete chordal graph. Since, k is finite, after k-steps, G is folded onto V 1 , which is a contradiction. Thus, G has a clique of size at least n + 3. If n = 0, then since G has a clique of size 3, χ(G) ≥ 3. It is well known that for any graph G of chromatic number greater than 2, N (G) is path connected. Proof is by induction on number of vertices of graph G. If G is isomorphic to complete graph K p , then p ≥ n + 3 and in this case N (G) ≃ S p−2 and result is true. So, we assume that G is non complete. By Lemma 5.5, there exists a simplicial vertex v such that G − {v} is (n + 1)-connected and χ(G) = χ(G − {v}). Since G has a clique of size n + 3, we see that G − {v} also has a clique of size n + 3 and therefore G − {v} cannot be folded onto a clique of size n + 2. The following is an immediate corollary of Theorem 5.3.
Corollary 5.8. Let G be an n-connected chordal graph. If Conn(N (G)) < n − 1, then χ(G) = n + 1.
Proof. Using Proposition 7.2, we conclude that χ(G) ≥ n + 1. Suppose χ(G) ≥ n + 2. If G is folded onto K n+2 , then from Proposition 5.7, N (G) ≃ N (K n+2 ) ≃ S n and therefore Conn(N (G)) = n−1. If G is not folded onto K n+2 , then by Theorem 5.3 Conn(N (G)) ≥ n−1, which is a contradiction.
Theorem 5.9. [5, Theorem 9.19] Let G be a connected chordal graph which is not complete, and let S be a minimal vertex cut of G. Then G[S] is a clique of G.
We now as a consequence of Theorem 4.3 prove the following.
Theorem 5.10. Let G be an chordal graph. If G is stiff and vertex connectivity of G is n, then Conn(N (G)) < n.
Proof. If χ(G) ≤ n + 2, then by Theorem 1.1, N (G) can not be n-connected. So, assume that χ(G) ≥ n + 3. Since G is n-connected, from Theorem 5.3, N (G) is (n − 1)-connected. Let S = {x 1 , . . . , x n } be a minimal vertex cut of G. From Theorem 5.9, G[S] ∼ = K n . Let X 1 , X 2 , . . . , X r be the S-components of G. Clearly, for each 1 ≤ i ≤ r, X i is a n-connected chordal graph.
Let G 1 = X 1 and G 2 = ∪ r i=2 X i . From Proposition 7.2, we conclude that there exist a i ∈ V (G i ) such that a i ∼ x j for all 1 ≤ i ≤ 2 and 1 ≤ j ≤ n.
Since G contain a clique of size n + 3, either G 1 or G 2 contain a clique of size n + 3. Suppose, G 1 contains a clique of size n + 3. Hence, from Theorem 5.3, N (G 1 ) is (n − 1)connected. If all the maximal cliques of G 2 are of size n + 1, then using Proposition 7.2, we conclude that G 2 is folded onto K n+1 . Hence, G 2 can be folded onto G 1 , which contradict the fact G is stiff. From Theorem 5.3, we have N (G 2 ) is (n − 1)-connected. Using Theorem 4.3, we see that Conn(N (G)) = n − 1. By similar argument, if G 2 contains a clique of size n + 3, then we can show that Conn(N (G)) = n − 1.
Combining Theorems 5.3 and 5.10 we get our main result of this section. Proof. If κ(G) = n + 1, then Theorems 5.3 and 5.10 imply that Conn(N (G)) = n. Now, let Conn(N (G)) = n. From Theorem 5.10, κ(G) ≥ n + 1. But, if κ(G) ≥ n + 2, then Theorem 5.3 implies that N (G) is (n + 1)-connected, which is a contradiction. Thus κ(G) = n + 1.
Remark 5.12. In [9] , Csorba proved that the box complexes of chordal graphs are homotopy equivalent to wedge of spheres. It is well known that box complex and neighbourhood complex are homotopy equivalent [8] . So, the neighbourhood complexes of chordal graphs are homotopy equivalent to wedge of spheres. In his proof, Csorba used the simplicial decomposition of chordal graphs (see Theorem 7.1). He also remarked that using the simplicial decomposition structure, one can tell the possible dimensions of spheres appearing in the wedge. In fact, by following his proof and by using Proposition 7.2, we can conclude that if G is a (n + 1)-connected, non complete, stiff chordal graph, then N (G) is n-connected. Remark 5.13. As mentioned in the introduction, for many classes of graphs the vertex connectivity is strictly greater than connectivity of the neighbourhood complex. But, in general this is not true for all graphs as the graph given in Figure 2 is 1-connected and it can be easily verify that N (G) ≃ S 2 ∨ S 2 ∨ S 2 , which is simply connected. The second author thanks Niranjan Balachandran for useful discussion about chordal graphs.
Appendix
Theorem 7.1. [5, Theorem 9 .20] Let G be a chordal graph and let V 1 be a maximal clique of G. Then the maximal cliques of G can be arranged in a sequence (V 1 , . . . , V k ) such that
is a clique of 2 ≤ j ≤ k. Such a sequence (V 1 , . . . , V k ) is called a simplicial decomposition of G.
The following statement is probably well known to experts. We are proving it here for completeness.
Proposition 7.2. Let G be an n-connected chordal graph which is non complete and let V 1 be a maximal clique of G. Then the maximal cliques of G can be arranged in a sequence
is a clique of size at least n, 2 ≤ j ≤ k.
Proof. Proof is by induction on number of vertices of G. Let S be a minimal vertex cut of G and let X 1 , . . . , X N are the S-components of G. Since G is n-connected, |S| ≥ n. Clearly, each X i is an n-connected chordal graph. Without loss of generality we assume that V 1 is a maximal clique of X 1 . Let C i be a maximal clique of X i containing S, 1 ≤ i ≤ N . Clearly, each maximal clique of X i is also a maximal clique of G. By induction, for each 1 ≤ i ≤ N , we can arrange the maximal cliques of X ′ s i by M i = (W i j 1 , . . . , W i J l i ) such that W i jt ∩ ( t−1 m=1 W i jm ), 2 ≤ t ≤ l i is a clique of size at least n, where W 1 j 1 = V 1 and W i j 1 = C i for 2 ≤ i ≤ N . Let M = (T 1 , . . . , T l 1 , T l 1 +1 , . . . , T l 1 +l 2 , . . . , T l 1 +···+l N−1 +1 , . . . , T l 1 +···+l N ), where M 1 = (T 1 , . . . , T l 1 ) and M i = (T l 1 +···+l i−1 +1 , . . . , T l 1 +···+l i ) for 2 ≤ i ≤ N . Let 2 ≤ t ≤ l 1 +. . .+l N . If t ≤ l 1 , then since M 1 is a simplicial decomposition G, T t ∩ ( t−1 i=1 T i ) will be a clique of size at least n. So assume t ≥ l 1 + 1. There exists 1 ≤ p ≤ N − 1, such that l 1 + . . . + l p + 1 ≤ t ≤ l 1 + . . . + l p + l p+1 .
If t = l 1 + . . . + l p + 1, then V (T t ∩ ( t−1 i=1 T i )) = S and therefore T t ∩ (
T i ) is a clique of size at least n by Theorem 5.9. So, assume t > l 1 + . . . + l p + 1. Observe that the vertices of
T i ) is a clique of size at least n. Hence, M is a simplicial decomposition of G such that T t ∩ (
T i ) is a clique of size at least n, 2 ≤ t ≤ l 1 + . . . + l N .
