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Abstract
In this paper, we study the singular perturbation problem
p(x)uxx + 2(x − a)(b − x)q(x)ux − 2su = 0, 0<x < 1, 0<a<b< 1,
where 0< >1 is a small positive parameter, p(x) and q(x) are sufﬁciently smooth and strictly positive functions.
The main feature of this equation is that there are two second-order turning points in the interval (0, 1). Based on
the rigorous results on singular perturbation problems with one second-order turning point in our previous work, we
obtain a uniform asymptotic approximation for the general solution of the above equation by means of a matching
technique.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
A typical problem in singular perturbation theory is described as
y′′ + a(x)y′ + b(x)y = 0, x ∈ [x1, x2], x1 < 0, x2 > 0, (1)
where 0< >1 is a small positive parameter, a(x) and b(x) are sufﬁciently smooth real-valued functions.
This problem has been well studied and the results can be found in much of the literature ([2–7,9–11]). It
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is so attractive to both applied mathematicians and pure mathematicians due to the fact that the solutions
exhibit some interesting behavior such as boundary layer, internal layer and resonance phenomena.When
a(x) does not change sign in the whole interval [x1, x2], the solutions are characterized by a boundary
layer near one endpoint as  → 0 [3,6]. When a(x) has a simple zero, say x0 = 0, in [x1, x2], the point x0
is the so-called turning point of second order and the problem is a singular perturbation problem with a
second-order turning point. In this situation, the behavior of the solutions depends on the properties of the
coefﬁcient functions a(x) and b(x) at the turning point x0 = 0. Precisely, we assume that a(x) ∼ x and
b(x) ∼  as x → 0.As > 0 and / = 1, 2, 3, . . ., an internal layer occurs near the turning point x0 =0.
As < 0 and / = 0,−1,−2, . . ., there are two boundary layers appearing at the two endpoints of the
interval. In the exceptional cases /=1, 2, 3, . . . if > 0 and /=0,−1,−2, . . . if < 0, the solutions
exhibit a very interesting phenomenon, Ackerberg-O’Malley’s resonance phenomenon. To understand
these results in detail, one can refer to [9–11].
The ways to approach the foregoing problem may be classiﬁed into two types. One type of methods is
a formal way used by applied mathematicians. Based on their heuristic intuition, applied mathematicians
construct formal asymptotic solutions for the problem without rigorous proof. Although these formal
asymptotic solutions are often useful in revealing the intrinsic behavior of the exact solutions, they are
incorrect in some cases as we mentioned in the previous paper [10]. The other approach to the study of
the problem belongs to pure mathematicians. They obtain asymptotic approximations for the solutions
along with error remainders which are rigorously justiﬁed.
In the present paper, we investigate a natural extension of (1) which has two second-order turning
points. It is described as
p(x)uxx + 2(x − a)(b − x)q(x)ux − 2su = 0, x ∈ (0, 1), (2)
where 0<a<b< 1, 0< >1 is again a small positive parameter and s is a constant independent of x
and . The functions p(x) and q(x) are strictly positive and sufﬁciently smooth on the interval (0, 1).
The points x = a and x = b are second-order turning points of Eq. (2) on (0, 1). In our work [9–11], we
thoroughly solved the problem containing only one turning point. It is these previous results that provides
us with ideas and methods for solving Eq. (2). This problem was also studied by Wazwaz in [8]. Using
the uniform reduction theorem in [2], he formally constructed a uniform asymptotic approximation to the
solution of (2) (see (2.12) and (3.10) in [8]). The lack of mathematical proof inWazwaz’s work is another
reason for us to investigate Eq. (2) in a rigorous manner.
The arrangement of this paper is as follows. In Section 2, we summarize the results concerning the
problems with one turning point in our previous work [9] and [10]. Using these results, we can construct
two linearly independent solutions for Eq. (2) on each of two subintervals (0, b) and (a, 1). In order to
obtain a uniform asymptotic solution for equation (2) on the whole interval (0, 1), we employ a matching
technique in Section 3. The matching takes place on the overlap interval (a, b) and depends on the
asymptotic behavior of the solutions obtained in Section 2. In this section we will also give two lemmas
which play a very important roll in the matching procedure. The last section is devoted to the application
of the general solution obtained in the preceding section to the solution of a boundary value problem.
Then, nonuniform formulas of the solution on subintervals [0, a), (a, b) and (b, 1] are derived. These
formulas are helpful for us to observe the behavior of the solution. A concrete example is also give in the
last part of this section.
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2. The solutions in the intervals containing one turning point
Consider the ordinary differential equation
p(x)uxx + 2(x − a)(b − x)q(x)ux − 2su = 0 (3)
for x ∈ (0, 1) and 0<a<b< 1. It is assumed that functions p(x) and q(x) are sufﬁciently smooth
and strictly positive. Then, there are two second-order turning points x = a and x = b for Eq. (3) on
the interval (0, 1). If we deal with the problem on two subintervals (0, b) and (a, 1) separately, then the
rigorous results in [9,10] can be used to give two linearly independent solutions of Eq. (3) on each of
these subintervals. To help in this aim, a brief summary of our previous work is presented ﬁrst.
The problem with one second-order turning point is given by
y′′ + a(x)y′ + b(x)y = 0, x ∈ (x1, x2), x1 < 0, x2 > 0, (4)
where 0< >1 is a small positive parameter. It is assumed that a(x) and b(x) are real-valued functions
which are, respectively, thrice and twice continuously differentiable in (x1, x2). We also assume that
a(x) ∼ x( = ±1), b(x) ∼  as x → 0 and −/ + /2 = −n − 12 , n = 0, 1, 2, . . . . By making the
change of variables
t = t (x) =
{−[2 ∫ x0 a() d]1/2, x0,[
2
∫ x
0 a() d
]1/2
, x0
(5)
and
y(x) = exp
[
−
∫ x
0
h() d
]
U(t), (6)
we can transform Eq. (4) into
U¨ + tU˙ + U = [f (t)U˙ + g(t)U ], (7)
where “·” denotes the derivative with respect to t. In (6) and (7), h(x), f (t) and g(t) are given by
h(x) = b(x)
a(x)
− a(x)
t2
, f (t) = 2h(x)(dt/dx) − (d
2t/dx2)
(dt/dx)2
(8)
and
g(t) = h
′(x) − h2(x)
(dt/dx)2
. (9)
By means of the method used in [10], we obtain following two linearly independent solutions of
Eq. (4):
y1(x) = exp
[
−
∫ x
0
h() d
]
1(, t)U
(
,− t (x)√

)
e−t2/4 + M1(, t)O(√), (10)
y2(x) = exp
[
−
∫ x
0
h() d
]
2(, t)U
(
, 
t (x)√

)
e−t2/4 + M2(, t)O(√), (11)
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where U(, ), U(,−) are parabolic cylinder functions and
 = − + /2, t2(x) = 2
∫ x
0
a() d. (12)
Functions Mi(, t)(i = 1, 2) satisfy
Mi(, t) =
∣∣∣∣i(, t)U
(
, (−1)i t (x)√

)∣∣∣∣ e−t2/4 as |t |√ (13)
for some positive constant  and
0<mMi(, t)M <∞, i = 1, 2, (14)
for |t |√, where m and M are two constants. In (10) and (11) , i(, t) (i = 1, 2) are deﬁned by
i(, t) = exp
[∫ t
0
i
(
√

)
f () d
]
, (15)
where
1
(
t√

)
= −
∫ ∞
t/
√

U(, )U( + 1, ) d
/[
U2
(
,
t√

)
+ U2
(
,− t√

)]
(16)
and
2
(
t√

)
= 1
(
− t√

)
. (17)
The auxiliary functions i(t/
√
) (i = 1, 2) have the following asymptotic behavior (see Lemma 2 in
[10]):
1
(
t√

)
∼ −	
2(−)
2

(
t√

)4
e−t2/, 2
(
t√

)
∼ 1 (18)
as t/
√
 → ∞, and
1
(
t√

)
∼ 1, 2
(
t√

)
∼ −	
2(−)
2

( |t |√

)4
e−t2/ (19)
as t/
√
 → −∞. Therefore, i(, t) satisﬁes
1(, t) ∼ 1, 2(, t) ∼ exp
[∫ t
0
f () d
]
as t/
√
 → ∞, (20)
and
1(, t) ∼ exp
[∫ t
0
f () d
]
, 2(, t) ∼ 1 as t/√ → −∞. (21)
In order to apply the above results to tackle Eq. (3), it is convenient to change the equation into
uxx + 2(x − a)(b − x) q(x)
p(x)
ux − 2s 1
p(x)
u = 0 (22)
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for x ∈ (0, 1) and 0<a<b< 1. Since this equation contains two second-order turning points x = a
and x = b on the whole interval (0, 1), our discussion will proceed on two subintervals (0, b) and (a, 1),
respectively.
On subinterval (0, b), let
1 = x − a, u(x) = u(1 + a) = Y (1), 1 = c1, (23)
where c1 = p(a)/2(b − a)q(a)> 0. Then, (22) is reduced to
1Y
′′ + a1(1)Y ′ + b1(1)Y = 0, −a < 1 <b − a, (24)
where
a1(1) = 2c11(b − a − 1) q(1 + a)
p(1 + a), b1(1) = −
2c1s
p(1 + a) . (25)
It is readily found from (25) that, as 1 → 0,
a1(1) ∼ 1, b1(1) ∼ − 2c1s
p(a)
= − s
(b − a)q(a) = 1. (26)
Suppose 1 = 1, 2, 3, . . ., then Eq. (24) is in the form of Eq. (4) with  = 1. Therefore, formulae
(10) and (12) provide two linearly independent solutions for Eq. (24) in (−a, b − a). Denoting the two
solutions by Y1(1) and Y2(1), then
Y1(1) = exp
[
−
∫ 1
0
h1() d
]
1(1, t1)U
(
−1 + 1/2,−
t1(1)√
1
)
e−t21 /41 + M1(1, t1)O(√1),
(27)
Y2(1) = exp
[
−
∫ 1
0
h1() d
]
2(1, t1)U
(
−1 + 1/2,
t1(1)√
1
)
e−t21 /41 + M2(1, t1)O(√1),
(28)
where t1(1) and h1(1) are given by (5) and (8), respectively. This means
t1(1) =
⎧⎪⎨
⎪⎩
−
[
2
∫ 1
0 a1() d
]1/2
, 10,[
2
∫ 1
0 a1() d
]1/2
, 10,
(29)
h1(1) = b1(1)
a1(1)
− 1a1(1)
t21
. (30)
The auxiliary functions i(1, t1)(i = 1, 2) are deﬁned by (15)–(17) . Functions M1(1, t1) and M2(1, t1)
satisfy the conditions (13) and (14).
Hence, any solution u(x) of Eq. (3) in (0, b) can be expressed in terms of Y1(1) and Y2(1) as
u(x) = A()Y1(1) + B()Y2(1), x ∈ (0, b), (31)
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where A() and B() are constants with respect to x. Substituting Y1(1) and Y2(1) in (31) with (27) and
(28) yields
u(x) = A() exp
[
−
∫ 1
0
h1() d
]
1(1, t1)U
(
−1 + 1/2,−
t1(1)√
1
)
e−t21 /41
+ B() exp
[
−
∫ 1
0
h1() d
]
2(1, t1)U
(
−1 + 1/2,
t1(1)√
1
)
e−t21 /41
+ [A()M1(1, t1) + B()M2(1, t2)] O(√1). (32)
Similarly, on the subinterval (a, 1), we let
2 = x − b, u(x) = u(2 + b) = Z(2), 2 = c2, (33)
where c2 = p(b)/2(b − a)q(b)> 0. Then, Eq. (22) is changed into
2Z
′′ + a2(2)Z′ + b2(2)Z = 0, a − b< 2 < 1 − b, (34)
where
a2(2) = −2c22(2 + b − a) q(2 + b)
p(2 + b), b2(2) = −
2c2s
p(2 + b) . (35)
Thus, as 2 → 0,
a2(2) ∼ −2, b2(2) ∼ − 2c2s
p(b)
= − s
(b − a)q(b) = 2. (36)
When 2 = 0, 1, 2, . . ., we use (10) and (11) to obtain the following two linearly independent solutions
for Eq. (34) on the subinterval (a − b, 1 − b):
Z1(2) = exp
[
−
∫ 2
0
h2() d
]
1(2, t2)U
(
−2 − 1/2,
t2(2)√
2
)
et
2
2 /42 + M3(2, t2)O(√2),
(37)
Z2(2) = exp
[
−
∫ 2
0
h2() d
]
2(2, t2)U
(
−2 − 1/2,−
t2(2)√
2
)
et
2
2 /42 + M4(2, t2)O(√2),
(38)
where
t2(2) =
⎧⎪⎨
⎪⎩
−
[
−2 ∫ 20 a2() d]1/2, 20,[
−2 ∫ 20 a2() d]1/2, 20,
(39)
h2(2) = b2(2)
a2(2)
− 2a2(2)
t22
. (40)
The auxiliary functions i(2, t2) (i =1, 2) are deﬁned by (15)–(17) . Functions M3(2, t2) and M4(2, t2)
satisfy the conditions (13) and (14).
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Therefore, in terms of Z1(2) and Z2(2), a solution u(x) of Eq. (3) on the subinterval (a, 1) can be
expressed as
u(x) = C()Z1(2) + D()Z2(2), x ∈ (a, 1), (41)
where C() and D() are two constants with respect to x. Inserting (37) and (38) into (41) gives
u(x) = C() exp
[
−
∫ 2
0
h2() d
]
1(2, t2)U
(
−2 − 1/2,
t2(2)√
2
)
et
2
2 /42
+ D() exp
[
−
∫ 2
0
h2() d
]
2(2, t2)U
(
−2 − 1/2,−
t2(2)√
2
)
et
2
2 /42
+ [C()M3(2, t2) + D()M4(2, t2)]O(√2). (42)
3. Matching
In this section, we construct the general solution of Eq. (3) on thewhole interval (0, 1) throughmatching
the solutions obtained in the preceding section on a common interval (a, b). To execute the matching
process, it is necessary to give two lemmas ﬁrst.
On the common interval x ∈ (a, b), it is obvious that 0< 1 <b − a, a − b< 2 < 0. Then, we have
the following Lemmas.
Lemma 1. For 0< 1 <b − a and a − b< 2 < 0, it is true that
t21 (1)
c1
+ t
2
2 (2)
c2
= 4
∫ b
a
(x − a)(b − x) q(x)
p(x)
dx. (43)
Proof. Substituting 1 = x − a and 2 = x − b into (25) and (35) yields
a1(1) = 2c1(x − a)(b − x) q(x)
p(x)
, a2(2) = 2c2(x − a)(b − x) q(x)
p(x)
. (44)
From (29) and (39), we have
t2i (i) = 2
∫ i
0
ai() d, i = 1, 2. (45)
Inserting (44) into (45) and changing variables gives
t21 (1) = 4c1
∫ x
a
( − a)(b − ) q()
p()
d, (46)
t22 (2) = 4c2
∫ b
x
(x − a)(b − x) q(x)
p(x)
dx. (47)
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Therefore, we have
t21 (1)
c1
+ t
2
2 (2)
c2
= 4
∫ b
a
(x − a)(b − x) q(x)
p(x)
dx. (48)
The lemma is proved. 
Lemma 2. For x ∈ (a, b), let
h0(x) = h1(1(x)) + h2(2(x)) + s
(x − a)(b − x)q(x) . (49)
Then h0(x) is integrable in [a, b]. Furthermore,∫ x
a
h0() d =
∫ 1
0
h1() d + 2 ln
∣∣∣∣ t2(2)t2(a − b)
∣∣∣∣ , (50)
∫ x
b
h0() d =
∫ 2
0
h2() d − 1 ln
t1(1)
t1(b − a) . (51)
Proof. Since p(x) is strictly positive, h1(1) and h2(2) are continuous functions in [0, b − a] and
[a − b, 0], respectively (see Lemma 1 in [10]). It is obvious that h0(x) is continuous on (a, b).
Substituting a1(1) and b1(1) in (30) with (25) yields
h1(1(x)) = − s
(x − a)(b − x)q(x) −
1a1(x − a)
[t1(x − a)]2
. (52)
Similarly, from (35) and (40), we ﬁnd that
h2(2(x)) = − s
(x − a)(b − x)q(x) −
2a2(x − b)
[t2(x − b)]2
. (53)
Thus, for x ∈ (a, b),
h0(x) = h1(1(x)) − 2a2(x − b)[t2(x − b)]2
= h2(2(x)) − 1a1(x − a)[t1(x − a)]2
. (54)
Taking the limit in (54), we obtain
lim
x→a h0(x) = h1(0) −
2a2(a − b)
[t2(a − b)]2
, lim
x→b h0(x) = h2(0) −
1a1(b − a)
[t1(b − a)]2
. (55)
Therefore, h0(x) is integrable in [a, b]. Moreover, integration of (54) gives∫ x
a
h0() d =
∫ 1
0
h1() d − 2
∫ 2
a−b
a2()
t22 ()
d (56)
and ∫ x
b
h0() d =
∫ 2
0
h2() d − 1
∫ 1
b−a
a1()
t21 ()
d. (57)
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Since t ′1(1) = a1(1)/t1(1) and t ′2(1) = −a2(2)/t2(2), we have∫ 2
a−b
a2()
t22 ()
d = −
∫ t2(2)
t2(a−b)
d

= ln
∣∣∣∣ t2(a − b)t2(2)
∣∣∣∣
and ∫ 1
b−a
a1()
t21 ()
d =
∫ t1(1)
t1(b−a)
d

= ln t1(1)
t1(b − a) .
Thus, ∫ x
a
h0() d =
∫ 1
0
h1() d + 2 ln
∣∣∣∣ t2(2)t2(a − b)
∣∣∣∣ , (58)
∫ x
b
h0() d =
∫ 2
0
h2() d − 1 ln
t1(1)
t1(b − a) . (59)
The proof is now completed. 
Before we use the matching process, it is necessary to give the following well-known asymptotic
properties of the parabolic cylinder functions (see [1]):
U(, ) ∼ −− 12 e−2/4,  → ∞, (60)
U(, ) ∼
√
2

	
(
 + 12
) ||− 12 e2/4,  → −∞, (61)
for  = −n − 12 , n = 0, 1, 2, . . . .
With the forgoing preparation, we will obtain the general solution of Eq. (3) through matching the
solutions obtained in Section 2 on a common interval (c0, d0) ⊂ (a, b). It is easily seen that 1 >c0−a > 0
and 2 <d0 − b< 0 hold as x ∈ (c0, d0). Hence, on the common interval, we have t1(1)/√1 → ∞,
and t2(2)/
√
2 → −∞, as  → 0. By making use of (60) and (61), it is found that as  → 0,
U
(
−1 + 1/2,
t1√
1
)
∼
(
t1√
1
)1−1
e−t21 /41 , (62)
U
(
−1 + 1/2,−
t1√
1
)
∼
√
2

	(1 − 1)
(
t1√
1
)−1
et
2
1 /41 , (63)
U
(
−2 − 1/2,
t2√
2
)
∼
√
2

	(−2)
( |t2|√
2
)−(2+1)
et
2
2 /42 , (64)
U
(
−2 − 1/2,−
t2√
2
)
∼
( |t2|√
2
)2
e−t22 /42 . (65)
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From the asymptotic behavior of the auxiliary functions i(, t)(i = 1, 2) in (20) and (21), we obtain
that as x ∈ (c0, d0) and  → 0
1(1, t1) ∼ 1, 2(1, t1) ∼ exp
[∫ t1
0
f () d
]
, (66)
1(2, t2) ∼ exp
[∫ t2
0
f () d
]
, 2(2, t2) ∼ 1. (67)
Using (8) and changing variables in the integral yield that for i = 1, 2,
∫ ti
0
f () d = 2
∫ i
0
hi(s) ds − ln t
′
i (i)
t ′i (0)
.
Notice that
t ′1(1) =
a1(1)
t1(1)
, t ′2(2) = −
a2(2)
t2(2)
, t ′1(0) = t ′2(0) = 1.
Then, one can verify that
exp
[∫ ti
0
f () d
]
= (−1)i−1 ti(i)
ai(i)
exp
[
2
∫ i
0
hi() d
]
, i = 1, 2. (68)
Inserting (68)into (66) and (67), respectively, yield that for x ∈ (c0, d0) and as  → 0
1(1, t1) ∼ 1, 2(1, t1) ∼ t1(1)
a1(1)
exp
[
2
∫ 1
0
h1() d
]
, (69)
1(2, t2) ∼ − t2(2)
a2(2)
exp
[
2
∫ 2
0
h2() d
]
, 2(2, t2) ∼ 1. (70)
Formulas (62)–(65), (69) and (70) reveal the asymptotic behavior of the parabolic cylinder functions
and the auxiliary functions on the common interval (c0, d0) as  → 0. Therefore, substituting them into
(32) and (42), respectively, give the following asymptotic behavior of a solution u(x) of Eq. (3) for
x ∈ (c0, d0) and as  → 0:
u(x) ∼ A()
√
2

	(1 − 1)
exp
[
−
∫ 1
0
h1() d
](
t1(1)√
1
)−1
+ B() exp
[∫ 1
0
h1() d
]
t1(1)
a1(1)
(
t1(1)√
1
)1−1
e−t21 /21 (71)
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and
u(x) ∼ C()
√
2

	(−2)
exp
[∫ 2
0
h2() d
]
|t2(2)|
a2(2)
( |t2(2)|√
2
)−(2+1)
et
2
2 /22
+ D() exp
[
−
∫ 2
0
h2() d
]( |t2(2)|√
2
)2
. (72)
In order to match the solution, it is necessary to require
A()
√
2

	(1 − 1)
exp
[
−
∫ 1
0
h1() d
](
t1(1)√
1
)−1
= D() exp
[
−
∫ 2
0
h2() d
]( |t2(2)|√
2
)2
(73)
and
B() exp
[∫ 1
0
h1() d
]
t1(1)
a1(1)
(
t1(1)√
1
)1−1
e−t21 /21
= C()
√
2

	(−2)
exp
[∫ 2
0
h2() d
]
|t2(2)|
a2(2)
( |t2(2)|√
2
)−(2+1)
et
2
2 /22
. (74)
Thus
C() = B()	(−2)√
2

a2(2)
a1(1)
√
1
2
e−
1
2 [t21 /1+t22 /2] ×
exp
[∫ 1
0 h1() d
]
exp
[∫ 2
0 h2() d
]( t1(1)√
1
)1( |t2(2)|√
2
)2
(75)
and
D() = A()
√
2

	(1 − 1)
exp
[∫ 2
0 h2() d
]
exp
[∫ 1
0 h1() d
]( t1(1)√
1
)−1( |t2(2)|√
2
)−2
. (76)
Recalling that i = ci(i = 1, 2), an application of Lemma 1 gives
e−
1
2 [t21 /1+t22 /2] = exp
[
−2

∫ b
a
(x − a)(b − x) q(x)
p(x)
dx
]
. (77)
By making use of Lemma 2, we have
exp
[∫ 1
0 h1() d
]
exp
[∫ 2
0 h2() d
] = [ t1(b − a)
t1(1)
]1∣∣∣∣ t2(a − b)t2(2)
∣∣∣∣
2
exp
[∫ b
a
h0(x) dx
]
. (78)
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Furthermore, (44), (46) and (47) show that for i = 1, 2,
a2(2)
a1(1)
= c2
c1
, t2i ((−1)i−1(b − a)) = 4ci
∫ b
a
(x − a)(b − x) q(x)
p(x)
dx (79)
Inserting (77)–(79) into (75), (76) and simplifying yield
C() = 	(−2)√
2

√
p(b)q(a)
p(a)q(b)
exp
[∫ b
a
h0(x) dx
]
×
[
4t0(b)

](1+2)/2
e−2t0(b)/B(), (80)
D() =
√
2

	(1 − 1)
exp
[
−
∫ b
a
h0(x) dx
] [
4t0(b)

]−(1+2)/2
A(). (81)
where t0(x) =
∫ x
a
( − a)(b − ) q()
p() d.
Now, we can state our conclusion as follows:
Theorem 1. Under the assumptions given at the beginning of Section 2 for 1=−s/(b−a)q(a) = n+1,
2 = −s/(b − a)q(b) = n (n = 0, 1, 2, . . .), the general solution of Eq. (3) is given by
u(x) = A() 1(1, t1)
exp
[∫ 1
0 h1() d
]U (−1 + 12 ,− t1(1)√1
)
e−t21 /41
+ B() 2(1, t1)
exp
[∫ 1
0 h1() d
]U (−1 + 12 , t1(1)√1
)
e−t21 /41 + [A()M1(1, t1)
+ B()M2(1, t2)]O(√), x ∈ (0, b), (82)
u(x) = C() 1(2, t2)
exp
[∫ 2
0 h2() d
]U (−2 − 12 , t2(2)√2
)
et
2
2 /42
+ D() 2(2, t2)
exp
[∫ 2
0 h2() d
]U (−2 − 12 ,− t2(2)√2
)
et
2
2 /42 + [C()M3(2, t2)
+ D()M4(2, t2)]O(√), x ∈ (a, 1). (83)
The coefﬁcients A(), B(), C(), D() are related by (80) and (81).
4. Solution of a boundary value problem
In this section, we consider the following boundary value problem
p(x)uxx + 2(x − a)(b − x)q(x)ux − 2su = 0, 0<x < 1, (84)
0a <b1, u(0) = k1 u(1) = k2, (85)
where ki, i = 1, 2 are two prescribed nonzero constants independent of the parameter .
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Since the general solution of (84) is given by (82) and (83), the task of solving the boundary value
problem (84) and (85) is to determine constants A(), B(), C() and D(). For this aim, we ﬁrst derive
asymptotic approximations for the solution of the boundary value problem. Formulas (84) and (85) show
us that
u(x) ∼ A() exp
[
−
∫ 1
0
h1() d
]
1(1, t1)U
(
−1 +
1
2
,− t1(1)√
1
)
e−t21 /41
+ B() exp
[
−
∫ 1
0
h1() d
]
2(1, t1)U
(
−1 +
1
2
,
t1(1)√
1
)
e−t21 /41 (86)
for x ∈ [0, b) as  → 0 and
u(x) ∼ C() exp
[
−
∫ 2
0
h2() d
]
1(2, t2)U
(
−2 −
1
2
,
t2(2)√
2
)
et
2
2 /42
+ D() exp
[
−
∫ 2
0
h2() d
]
2(2, t2)U
(
−2 −
1
2
,− t2(2)√
2
)
et
2
2 /42 (87)
for x ∈ (a, 1] as  → 0.
It is obvious that t1(1)/
√
1 → −∞ as  → 0 for x ∈ [0, a) and t2(2)/√2 → ∞ as  → 0 for
x ∈ (b, 1]. Hence, by using the asymptotic behavior of the auxiliary functions i(i , ti) (i = 1, 2) and the
parabolic cylinder functions, we have
u(x) ∼ A() t1(1)
a1(1)
exp
[∫ 1
0
h1() d
][
4t0(x)

](1−1)/2
e−2t0(x)/
+ B()
√
2

	(1 − 1)
exp
[
−
∫ 1
0
h1() d
][
4t0(x)

]−1/2
(88)
for 0x <a as  → 0 and
u(x) ∼ C() exp
[
−
∫ 2
0
h2() d
][
4

(t0(b) − t0(x))
]2/2
− D()
√
2

	(−2)
t2(2)
a2(2)
exp
[∫ 2
0
h2() d
][
4

(t0(b) − t0(x))
]−(2+1)/2
e2(t0(b)−t0(x))/
(89)
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for b<x1 as  → 0. Using (80) and (81), (89) can be expressed in terms of A() and B() as
u(x) ∼ B()	(−2)√
2

√
p(b)q(a)
p(a)q(b)
exp
[∫ b
a
h0(x) dx
]
exp
[
− ∫ 20 h2() d]
×
[
4t0(b)

](1+2)/2[4

(t0(b) − t0(x))
]2/2
e−2t0(b)/
− A() 2

	(1 − 1)	(−2)
t2(2)
a2(2)
exp
[∫ 2
0 h2() d
]
exp
[∫ b
a
h0(x) dx
]
×
[
4t0(b)

]−(1+2)/2[4

(t0(b) − t0(x))
]−(2+1)/2
e2(t0(b)−t0(x))/ (90)
for b<x1 as  → 0.
There is only one dominant term in each of formulas (88) and (90). Hence, by applying the boundary
conditions to (88) and (90), we can determine A() and B() as
A() = − k2	(1 − 1)	(−2)2

a2(1 − b)
t2(1 − b)
exp
[∫ b
a
h0(x) dx
]
exp
[
− ∫ 1−b0 h2() d]
×
[
4t0(b)

](1+2)/2[4

(t0(b) − t0(1))
](2+1)/2
e2(t0(1)−t0(b))/, (91)
B() = k1	(1 − 1)√
2

exp
[∫ −a
0
h1() d
] [
4t0(0)

]1/2
. (92)
So far, we ﬁnd that the solution of the boundary value problem (84) and (85) is given by formulas (82)
and (83) with the coefﬁcients A(), B(), C() and D() determined by (80), (81), (91) and (92).
To observe the asymptotic behavior clearly, we derive a nonuniform asymptotic expansion for the
solution on several different parts of the interval [0, 1]. From the corresponding relation between ti(i(x))
(i=1, 2) and the independent variable x, it is easily found that as  → 0, t1(1)/√1 → −∞ for x ∈ [0, a),
t2(2)/
√
1 → ∞ for x ∈ (b, 1] and ti(i)/√1 → ∞ for x ∈ (a, b). Thus, from (86) and (87) we obtain
the following theorem:
Theorem 2. As  → 0, the asymptotic behavior of the solution for the boundary value problem (84) and
(85) is given by
u(x) ∼ k1 exp
[
s
∫ x
0
d
( − a)(b − )q()
]
, x ∈ [0, a), (93)
u(x) = O(−1/2), x = a + O(√), (94)
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u(x) ∼ K1−1+ 12 p(x)
(x − a)(b − x)q(x)w(x)e
−2t0(x)/
+ K2−2− 12 [w(x)]−1e−2(t0(b)−t0(1))/, x ∈ (a, b), (95)
u(x) = O(−(21+2)/2)e−2t0(b)/ + O(−(2+1)/2)e−2(t0(b)−t0(1))/, x = b + O(√) (96)
and
u(x) ∼ K3−(1+2) exp
[
−s
∫ 1
x
d
( − a)(b − )q()
]
e−2t0(b)/
+ K4 p(x)
(x − a)(b − x)q(x)
[
t0(b) − t0(x)
t0(b) − t0(1)
](2−1)/2
× exp
[
s
∫ 1
x
d
( − a)(b − )q()
]
e2(t0(1)−t0(x))/, x ∈ (b, 1]. (97)
In (95)–(97),
w(x) = [4t0(x)]1/2 exp
[∫ 1(x)
0
h1() d
]
, x ∈ (a, b),
K1 = k1	(1 − 1)2√2c1
 [4t0(0)]
1/2 exp
[∫ −a
0
h1() d
]
,
K2 = 2k2
√
c2	(−2)√
2

(1 − a)(1 − b)q(1)
p(1)
[4t0(b)](1+2)/2
× [4(t0(b) − t0(1))]2/2 exp
[∫ b
a
h0(x) dx
]
exp
[
−
∫ 1−b
0
h2() d
]
,
K3 = k1	(1 − 1)	(−2)2

√
p(b)q(a)
p(a)q(b)
[4t0(0)]1/2[4t0(b)](1+2)/2
× [4(t0(b) − t0(1))]2/2 exp
[∫ b
a
h0(x) dx
]
exp
[∫ −a
0
h1() d
]
and
K4 = k2(1 − a)(b − 1)q(1)
p(1)
.
It turns out from formulas (93)–(97) that as  → 0 the solution approximates to the solution of the
reduced problem
(x − a)(b − x)q(x)ux − su = 0, u(0) = k1, x ∈ [0, a). (98)
Then there is an internal layer of thicknessO(
√
) near the turning point x=a. The solution is exponentially
small on (a, 1) and a boundary layer of thickness O(
√
) appears near the endpoint x = 1.
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Example. Now, we apply the forgoing formulas to the boundary value problem
uxx + 2
(
x − 1
3
)(
2
3
− x
)
ux − 2su = 0, 0x1,
u(0) = u(1) = 1, (99)
where  is a small positive parameter and s is a constant satisfying s = −n3 (n = 0, 1, 2, . . .). Then, the
uniform asymptotic solution of (99) derived from (86) and (87) is given by
u(x) ∼ 3
15s− 12 s	2(3s)
23s− 12 

3s−
1
2
(
5
3
− 2x
)−3s/2
(2 − 3x)−3s
× 1
(
3
2
, t1
)
U
(
3s + 1
2
,
√
2
3
t1
)
e−
1
162 [(3x−1)2(5−6x)]
+ 2
(3s−1)/2 × 39s/2+1s	(3s)√


3s/2
(
5
3
− 2x
)−3s/2
(2 − 3x)−3s
× 2
(
3
2
, t1
)
U
(
3s + 1
2
,
√
2
3
t1
)
e−
1
162 [(3x−1)2(5−6x)] (100)
for x ∈ [0, 23) as  → 0 and
u(x) ∼ 3
27s/+1s	2(3s)
2−(3s+1)/2

3s
(
2x − 1
3
)3s/2
(3x − 1)3s
× 1
(
3
2
, t2
)
U
(
3s − 1
2
,
√
2
3
t2
)
e
1
162 [(3x−2)2(6x−1)]
+ 2 × 3
6s−1	(3s)√


−1/2e−
5
81
(
2x − 1
3
)3s/2
(3x − 1)3s
× 2
(
3
2
, t2
)
U
(
3s − 1
2
,−
√
2
3
t2
)
e
1
162 [(3x−2)2(6x−1)] (101)
for x ∈ (13 , 1] as  → 0, where
t1(1(x)) =
(
x − 1
3
)√
5
3
− 2x, 0x < 2
3
,
t2(2(x)) =
(
x − 2
3
)√
2x − 1
3
,
1
3
<x1
and 1
(3
2 , ti
)
, 1
(3
2 , ti
) (i = 1, 2) are deﬁned by (15).
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Then, applying (93)–(97) to boundary value problem (99), we get the following nonuniform formulas
as  → 0:
u(x) ∼
[
2(3x − 1)
3x − 2
]3s
, x ∈
[
0,
1
3
)
, (102)
u(x) = O(3s/2), x = a + O(√), (103)
u(x) ∼ 3
9s+1/2s	(3s)
2
√


3s+1/2
(
x − 1
3
)−(3s+1)(2
3
− x
)3s−1
e
− 13s
(
x− 13
)2( 5
3−2x
)
+ 2 × 3
9s−3/2
√


3s−1/2
(
x − 13
2
3 − x
)3s
e−
5
81 , x ∈
(
1
3
,
2
3
)
, (104)
u(x) = O(9s/2)e− 181 , x = b + O(√), (105)
u(x) ∼ 3
39s/2+1 × 5−3s/2s	2(3s)
26s+1

(
x − 13
x − 23
)3s
e−
1
81 + 2
3s+1
9
(
x − 1
3
)−(3s+1)(
x − 2
3
)3s−1
× e− 19 (1−x)(6x2−3x+1), x ∈
(
2
3
, 1
]
. (106)
In his paper [8], Wazwaz formally derived an asymptotic solution for equation (5) (see (2.12) and
(3.10) in [8]). It is found that as  → 0 the asymptotic behavior of his solution is the same as that of
the general solution we obtained in (3.45) and (3.46). However, due to the reason that U(−k − 0.5, Y ),
V (−k − 0.5, Y )and U(−c + 0.5, Z), V (−c + 0.5, Y ) used in his formulas are not a satisfactory pair
on [0, a) and (b, 1], respectively, it is not appropriate to apply his formulas to solve the boundary value
problem.
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