Abstract: Disturbances in supply chains may be either exogenous or endogenous. The ability automatically to detect, diagnose, and distinguish between the causes of disturbances is of prime importance to decision makers in order to avoid uncertainty. The spectral principal component analysis (SPCA) technique has been utilized to distinguish between real and rogue disturbances in a steel supply network. The data set used was collected from four different business units in the network and consists of 43 variables; each is described by 72 data points. The present paper will utilize the same data set to test an alternative approach to SPCA in detecting the disturbances. The new approach employs statistical data pre-processing, clustering, and classification learning techniques to analyse the supply network data. In particular, the incremental k-means clustering and the RULES-6 classification rule-learning algorithms, developed by the present authors' team, have been applied to identify important patterns in the data set. Results show that the proposed approach has the capability automatically to detect and characterize network-wide cyclical disturbances and generate hypotheses about their root cause.
INTRODUCTION
A supply network is a system whose constituent parts include material suppliers, production facilities, distribution services, and customers linked together by the feedforward flow of materials and the feedback flow of information [1] [2] [3] . The system is aimed at matching supply with demand. As such, it should maximize value in terms of satisfying final customer needs in terms of quality, delivery time, availability, and total costs.
A major inhibitor to supply network value delivery is uncertainty [4] [5] [6] [7] [8] [9] [10] [11] . Uncertainties in supply networks may be described as variance and/or perturbations in the information and material flows, which lead to increased total logistics costs. Production companies in a supply network may either aim to track the variations and thus increase their oncosts, or buffer themselves against such variations via the use of inventory, thereby increasing the risk from stock holding and obsolescence costs. Importantly, such uncertainties may propagate through the supply network [12, 13] .
Davis [12] classified these uncertainties into three principal categories:
(a) production uncertainties associated with a company's own manufacturing process such as equipment breakdown, operator absenteeism, or material yield losses; (b) supplier uncertainties related to late deliveries, incomplete orders, or poor-quality products; (c) customer uncertainties resulting from changes in customer schedules or delivery specifications.
Of particular interest to this research is the detection of uncertainties known as 'rogue seasonalities' which represent cyclical disturbances with periods of few months and which should not be present in supply networks. These are seasonal demand patterns that are induced by the internal processes themselves and not by any external disturbances. Forrester [14] highlighted internal decision structures, such as inventory control policies, as the primary cause of such 'rogue seasonality'. More recently, the term 'bullwhip' was used to describe this phenomenon [15, 16] . This is an important area of research for improving the supply network's performance. In particular, the research efforts are focused on developing methods for automated detection of rogue seasonality and also diagnostic tools for identifying its root causes.
Thornhill and Naim [17] proposed a data-driven technique known as spectral principal component analysis (SPCA) to identify rogue seasonality by detecting and characterizing cyclical disturbances in a supply network. Principal component analysis (PCA) is an analytical procedure that reduces the dimensionality of the data set by transforming a number of possibly correlated features of the data into a smaller number of uncorrelated features called principal components (PCs). The first few PCs are usually taken for further analysis because they capture the main characteristics of the original data set. In contrast, the last few PCs are often considered only as representative of the residual 'noise' in the data. SPCA performs a PCA analysis on the power spectra (see section 3.1) rather than on the time series data. Detailed descriptions of PCA can be found in reference [18] .
The empirical study by Thornhill and Naim [17] demonstrated the capability of the SPCA technique in identifying seasonal endogenous and exogenous disturbances in a steel industry supply network. Using this technique, consultants or managers can effectively perform a unified statistical analysis to associate groups of variables with a disturbance, and reach conclusions about the root cause of the latter. However, further work is required to automate the clustering process and increase its accuracy. In addition, as was stated by Thornhill and Naim, there is a need to compare SPCA against other techniques with a potential for providing a greater clarity in grouping the variables.
The current paper discusses an alternative datamining-based approach that automates the identification of network cyclical characteristics. The aim is to develop a method for extracting meaningful signatures from time series data that characterize the dynamical behaviour of a complex supply network. By applying this method the ultimate goal is to be able to differentiate between exogenous induced dynamics, such as customer orders, and rogue seasonality induced by production scheduling systems.
The paper is organized as follows. Section 2 presents an overview of data mining techniques. Section 3 describes the data mining approach for identifying the network cyclical characteristics. Then, section 4 outlines the case study used in this research to illustrate the proposed data mining approach. Empirical results are reported in section 5. Section 6 summarizes the capabilities of the proposed data mining approach.
OVERVIEW OF DATA MINING
Recently, the field of data mining, or knowledge discovery in databases (KDD), has seen a great deal of interest from both academia and industry [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] . Data mining is an interdisciplinary field that attracts researchers with interests in databases, information systems, statistics, machine learning, artificial intelligence, and pattern recognition, with the aim of processing data into knowledge bases for better decision making. It includes all the processing steps in identifying important patterns and relationships in rich databases. There are three main steps in data mining, namely, data preparation, data modelling, and postprocessing and model evaluation, as shown in Fig. 1 [31] [32] [33] [34] .
High-quality data are a prerequisite for applying any data mining technique. Prior to data modelling, the data need to be prepared. The objective at this stage is two-fold: to convert the data in a format required by the data mining algorithms and also to expose as much information as possible to data modelling. Data preparation includes such steps as data selection, data cleansing, and data transformation. First, the data might need to be extracted from different sources and then integrated to obtain a data set. After this initial compiling of the data, data cleansing needs to take place. This includes many activities such as identifying and removing the duplicate data objects, and replacing or deleting the missing values. After consistent and clean data sets have been formed, data sampling and feature selection techniques are usually employed to reduce the data, thus speeding up the data mining process. Data often contain a mixture of categorical and continuous-valued attributes, and therefore continuous-valued attributes may have to be discretized first [35] . Data preparation is the most time-consuming stage in the whole data mining process. While the focus of data mining research has been on developing different modelling techniques, the data preparation process still cannot be fully automated. There is even a lack of integrated tools to support this important task [36] .
In any data mining application it is very important to select the most appropriate algorithms for processing the available data sets. There are many different kinds of algorithms, such as those for clustering and classification. Clustering techniques are concerned with partitioning of data sets into several homogeneous clusters. These techniques assign a large number of data objects to a relatively small number of groups so that data objects in a group share the same properties while, in different groups, they are dissimilar. Classification learning employs a set of pre-categorized data objects to develop a model that can be used to classify new data objects from the same population or to provide a better understanding of the data objects' characteristics. Clustering can be used as a pre-processing step to identify groups of related data that can be further explored [37] . For example, rather than focusing on each data point in the database, the data points can be clustered first, and then each cluster can be summarized and represented by its characteristics, such as its mean and standard deviation. Thus, any subsequent analysis can focus on such a compressed representation of the data. Finally, if it is required, classification learning algorithms can be applied to these clusters to discover patterns within them.
The result of the data mining process needs to be analysed carefully. First, post-processing may be required. The models created by many data mining algorithms are not easily understandable to human beings, e.g. they do not always generate 'if-then' rules that use original data attributes. Thus, these algorithms lack the ability to explain their results. Even by applying techniques that are capable of generating information in an understandable form, the volume of the generated information may be such that it is unusable without additional post-processing or visualization. Therefore, post-processing techniques, e.g. rule merging and rule filtering, are usually employed. It is also important to equip data mining tools with a friendly interface to help users to distil valuable patterns. Second, the generated model should be validated against the domain knowledge. The strengths and weaknesses of the model should be explained in the problem context. Furthermore, the model needs to be tested using test data or cross validation [38] .
PROPOSED DATA MINING APPROACH
In this research it is proposed to identify cyclical characteristics of supply networks by applying data mining techniques. This approach includes the following steps.
1. Preparing and transforming data into a format suitable for data mining algorithms. 2. Using clustering techniques to discover groups of related data. 3. Applying classification learning techniques to produce a compact description of the discovered groups in step 2. 4. Identifying the exogenous and endogenous cyclical characteristics of the network from the discovered groups and their description.
This section discusses the techniques applied in this research to realize the first three steps of the proposed approach.
Step 4 is usually performed by an expert who makes a decision based on the structured information provided to them.
Data preparation
To prepare the data for further processing, supply network time series data are transformed into the frequency domain using the discrete Fourier transform (DFT). The Fourier transform is a well-known technique [39, 40] that decomposes a time series into a linear combination of sinusoids at different frequencies. This representation is especially useful in time series data mining because of its ability to reduce the dimensionality of the data (a long time series can be represented by a few sinusoids) [41] . Another key advantage arises from its invariance to time delays or phase shifts in the data and its robustness in handling missing data points [42] . In this research the fast Fourier transform (FFT) algorithm is used for the transformation.
To prepare the available data for further analysis the following pre-processing steps are suggested.
1. Transform the time series data into a frequency domain using Fourier transformation techniques:
(a) mean-centre the data to allow the analysis to focus on its deviation from the mean; (b) calculate the power spectra using the FFT technique; (c) normalize the power spectra to the unit power in order the sum of the spectral power in each frequency channel to be equal to one; (d) filter the data (if required) by removing the low frequency features and thus highlight subtle effects.
2. Organize the frequency components into a data object format that is suitable for data mining algorithms.
Data modelling
This section discusses the data mining techniques that were used to analyse the supply network data.
The analysis is performed in two stages. First, the data points, data objects, are grouped into several homogeneous clusters, and then a compact description of each group is generated.
Clustering techniques
Many clustering techniques have been proposed over the years from different research disciplines [43] [44] [45] [46] [47] [48] [49] ; k-means is one of the best known and commonly used clustering algorithms. The algorithm forms k clusters that are represented by the mean value of the data points belonging to each of them. This is an iterative process that searches for a division of data objects into k clusters to minimize the sum of Euclidean distances between each object and its closest cluster centre. The k-means algorithm is relatively scalable and efficient in clustering large data sets because its computational complexity grows linearly with the number of data objects. However, it is sensitive to the initial selection of cluster centres and requires the number of clusters k to be specified before the clustering process starts. Pham et al. [50] [51] [52] have improved the algorithm to address many of its deficiencies. In particular, a new version called incremental k-means was introduced to reduce the dependence of the kmeans algorithm on the initialization of cluster centres [50] . To validate the robustness of the new algorithm it has been tested on a number of artificial and real data sets. The results showed clearly that incremental k-means consistently outperforms the original algorithm [50] . Therefore, this algorithm was applied in this research to search for interesting and natural clusters in the supply network data.
The incremental k-means algorithm is summarized in Fig. 2 . The algorithm starts initially with one cluster, with the number of clusters k being incremented by 1 at each step thereafter. With each increase of k, a new cluster centre is inserted into the cluster with the highest distortion, and the objects are reassigned to clusters until the centres stop 'moving'. The process is repeated until k reaches the specified number of clusters.
Classification learning techniques
Among the various classification learning techniques developed, inductive learning may be the most commonly used in real-world applications [53] . The inductive learning techniques are relatively fast compared to other techniques. Another advantage is that they are simpler and the models that they generate are easier to understand.
In this study a simple inductive learning algorithm called RULES-6 (RULe Extraction System -version 6) [54] is used to produce a compact description of clustering results. RULES-6 extracts a set of classification rules from a collection of examples, each belonging to one of a number of given classes. The examples together with their associated classes constitute the set of training examples from which the algorithm generates the rules. Every example is described in terms of a fixed set of attributes, each with its own set of possible values.
In RULES-6, an attribute-value pair constitutes a condition. If the number of attributes is N a , a rule may contain between one and N a conditions, each of which must be a different attribute-value pair. Only Fig. 2 A pseudo-code description of the incremental k-means algorithm conjunction of conditions is permitted in a rule, and therefore the attributes must all be different if the rule comprises more than one condition.
RULES-6 works in an iterative fashion. In each iteration, it takes a 'seed' example not covered by previously created rules to form a new rule. Having found a rule, RULES-6 marks those examples that are covered by it and appends the new rule to its rule set. The algorithm stops when all examples in the training set are covered. A pseudo-code description of RULES-6 is given in Fig. 3 .
To form a rule, the procedure Induce_One_Rule performs a general-to-specific beam search for a rule that optimizes a given quality criterion. It starts with the most general rule and specializes it in steps considering only conditions that can be formed from the selected seed example. The aim of specialization is to construct a rule that covers as many examples from the target class and as few examples from the other classes as possible, while ensuring that the seed example remains covered. As a consequence, simpler rules that are not consistent, but are more generic, can be formed. RULES-6 uses effective search-space pruning rules to avoid useless specializations, and terminates any non-productive search during the rule formation. This substantially increases the efficiency of the learning process. A detailed description of the Induce_One_Rule procedure can be found in reference [54] .
RULES-6 deals with continuous-valued attributes using a pre-processing discretization method [55] . With this method, the range of each attribute is split into a number of smaller intervals that are then regarded as nominal values.
DEMONSTRATION CASE STUDY
To illustrate the data mining approach proposed in this research a case study from the steel sector is used. The proposed approach was applied on an analytical research data set that was collected from a steel industry supply network. The data set is the same as that used by Thornhill and Naim [17] in their empirical study. This is done intentionally to ensure ease in comparison between the SPCA technique proposed by them and the data mining approach discussed in the present paper.
Network description
The steel industry supply network consists of four autonomous business units as shown in Fig. 4 . The 'steel works' unit manufactures a wide range of products that are used as raw materials by the three 'mills' units. The mills units then produce an even wider range of products, which are sold to customers who include stock holders as well as end users. The analytical data used were extracted from the companies' management information systems and were made available in spreadsheet form. To check their consistency, both analytical techniques and opinion-based methods were applied. The data include such variables as flowrates of customer orders, production output, despatch and receipts, and inventory levels such as finished goods, raw materials, and order books. The time series are available monthly and cover a period of six years. The variables to be analysed are listed in Table 1 and are referred to as 'tags'. Their meaning should mostly be self-evident from their descriptions in the table. The order books (tags [29] [30] [31] are the orders that have been accepted by a company but have not yet been met. Occasionally, when product is available in stock it is despatched immediately.
Data pre-processing steps
The available data comprise monthly time series data for 72 months and encompass each of the sources of uncertainty defined by Davis [12] . This subsection illustrates how the data pre-processing steps of the proposed approach can be implemented to prepare the supply network data for further processing by data mining algorithms.
First, the FFT algorithm available within the MATLAB software is used to calculate the power spectra. Figure 5 shows the time series and the power spectra of the pre-processed supply network data. The horizontal axis of the spectra is a normalized frequency axis and represents the sampling frequency. Since the data were sampled monthly, a spectral peak for example at 0.25 on the frequency axis, will correspond to a cycle in the time series with a periodicity of 1/0.25, or 4 months. The spectra stop at 0.5 on the frequency axis because the Nyquist sampling theorem requires a sinusoidal signal to be sampled at least twice per cycle [40] .
The following characteristic points can be observed in Fig. 5 [1] .
1. The variability in some of the time series such as tags 16, 32 , and 33 appears visually to be random, Fig. 3 A pseudo-code description of the RULES-6 algorithm while others such as 11, 12, and 13 have a more structured repeating pattern. Peaks in the spectra show that in many cases the variability indeed has a structure. 2. There are prominent spectral peaks at about 0.17, 0.25, and 0.34 on the frequency axis corresponding to oscillatory features in some time series, with periods of about 6, 4, and 3 months. These are the features of interest in this paper because they indicate the seasonality whose origin is to be determined. 3. Some tags show low-frequency spectral features at and below 0.08 on the frequency axis. These correspond to features with periods of more than one year. These trends correspond to longterm effects such as gradual changes in demand because of the long-term economic cycle, and will not be considered further in the present paper because the focus here is on seasonality. However, the modelling techniques will need to distinguish these long-term cycles from the shorter cycles of interest.
4. The data sets were not all complete. Missing data appear as zero values, e.g. in tags 38-43. The main effect of a series of zeros is to distort the low-frequency part of the spectrum.
Second, the spectra are converted into a data set that can be further processed by data mining algorithms. Each tag is considered as an object, and its corresponding frequency coefficients resulting from the Fourier transformation are taken as its attributes. Table 2 shows the structure of the data set created in this way. The next subsection demonstrates how the data mining algorithms are applied on these pre-processed data.
Data modelling techniques
The supply networks are usually multivariable dynamic systems, in which some of the variables have common behaviour and may be correlated. Therefore, the incremental k-means clustering algorithm is applied in this research to process supply networks' Fig. 4 Supply network under study data, and thus identify groups of variables with similar profiles. However, the data are pre-processed before clustering, as described in section 4.2. The distortion error was used to evaluate the clustering results [50] , with a lower value of this measure indicative of better quality of clustering.
The incremental k-means algorithm requires users to specify a number of parameters, namely, the number of clusters and the termination conditions for stopping the clustering process. To find a satisfactory clustering result, a number of iterations were conducted where the algorithm was executed with different values of k, the number of clusters. In this work, the optimal number of clusters was considered to be in the range of 1 to 15. The clustering process could be stopped by specifying termination conditions such as a predefined number of iterations and the percentage reduction of the distortion errors in one iteration being smaller than a given value «. In this work, these two termination criteria were used. In particular, the maximum number of iterations was set to 50 and « to 10 À7 to stop the search process when one of these conditions is satisfied.
To assist users in interpreting the clustering results, the RULES-6 algorithm was applied on the discovered clusters. In particular, this inductive learning algorithm was used to extract if-then rules from the data objects forming each cluster. These rules provide a comprehensive insight into the data and can be used to support future decision making. It should be noted that when clustering the pre-processed supply network data, labels such as G 1 , G 2 , . . ., G n are automatically assigned to the discovered clusters and thus the training set for RULES-6 is created.
Two criteria were used to evaluate the performance of the RULES-6 algorithm: the accuracy for the training data set and the complexity of the rule set. RULES-6 has a number of parameters whose values determine the quality of the induced rule sets. In this research the default settings were used [54] .
RESULTS AND DISCUSSION
This section discusses the results of applying the proposed data mining approach on the steel supply network data. Figure 6 shows the clustering results obtained when the incremental k-means algorithm is applied to the full spectra of the steel supply network data. Eleven distinct clusters were created. This subsection describes their composition and the important features captured by these clusters. In particular, by analysing the results the following observations could be made.
Clustering results

Full spectra analysis
1. Tags in clusters 1 and 2 have two or more of the distinct spectral features noted earlier at 0.17, 0.25, and 0.34 on the frequency axis, corresponding to cyclical features in the time series with periodicity of about 6, 4, and 3 months, respectively. Thus, by applying the proposed clustering technique, cyclical disturbances in the supply network can be detected. Clusters 1 and 2 feature tags from the bar mill and the section mill, respectively. Both clusters indicate that an exogenous cyclical disturbance is apparent in the endogenous variables. 2. Tags in clusters 3, 4, and 5 are characterized by very low-frequency features in the spectrum. Therefore, these tags with long-term, non-stationary trends that reflect long-term changes were grouped together. Clusters 3 and 4 indicate frequencies that appear in all three channels of the network, which are difficult to reconcile from a managerial perspective. For example, it is not obvious why a frequency in tag 17 (section mill's output per shift) should also appear in the rod mill's stock level (tag 36). Cluster 5 has grouped together despatches to the bar mill (tag 40) with total despatches to all three mills (tag 42) and the steel mill's production output (tag 43). 3. Tags in cluster 6 are the order book variables and are clustered together because they have a distinct peak at 0.041 on the frequency axis, a periodicity of about 24 months. This indicates long-term shifts in customer demand due to economic factors external to the supply network. 4. Tags in clusters 7 to 11 are characterized by multiple features over the whole frequency range and thus show a random behaviour in the time domain. Cluster 7 is difficult to explain. Cluster 8 has grouped together all the order tags for the rod mill. Cluster 9 indicates a relationship between raw material stock in the section mill and the bar mill. Managerially this can be explained, as both Table 2 The structure of the training set generated by applying DFT on the supply network data Discrete Fourier transform (DFT) coefficients mills share a common inventory and production control system. In Cluster 10, the grouping of tags 19, 21-23 (section mill) is logical, although their relationship with the rod mill's output per shift (tag 34) is not easily explained. Cluster 11 groups three tags in the rod mill which are intuitively related.
However, owing to the dominance of low-frequency features there is a danger that the interesting and relevant behaviour in the high-frequency range above 0.1 on the frequency axis is not evaluated properly during the clustering process. Thus, cyclical disturbances present in these tags could remain 'hidden' by long-term deviations. To avoid this, the clustering could be conducted on data sets with suppressed low-frequency features.
Filtered spectra analysis
An additional analysis was conducted on the same data set. However, this time its low-frequency features were suppressed. The filtering step mentioned in the data preparation procedure was used to remove spectral features with periodicity of 8 months or longer, in particular the features below 0.125 on the frequency axis. This allows the clustering algorithm to focus on grouping the tags based on their high-frequency behaviour and thus identify cyclical disturbances with periodicities of 6, 4, and 3 months, in particular with spectral peaks at about 0.17, 0.25, and 0.34 on the frequency axis, respectively. Figure 7 shows the clustering results when the incremental k-means algorithm was applied to the filtered spectra of the supply network data. Nine distinct clusters were created. The features captured by these clusters are discussed below, together with the advantages of using the filtered spectra. In particular, the following observations could be made by analysing the results.
1. Although it is difficult to explain the grouping of tag 11 with the other tags, tags in clusters 1 and 2 contain a peak at 0.25 on the frequency axis, indicating Since the orders are independent inputs to the network it could be concluded that the 4 month cycle is an externally induced disturbance. 2. Tags in cluster 3 have distinct peaks at 0.17 and 0.34 on the frequency axis: 6 month and 3 month cycles, respectively; however, there is no evidence of any 4 month cycle. In particular, the 3 and 6 month cycles are present in the bar and section mills, i.e. tags 10 and 24. They operate an order book and therefore make products for stock that are not necessarily synchronized with order arrivals. 3. Tags in clusters 4, 5, and 6 are dominated by 3, 4, and 6 month cycles. The spectra of tags 2 and 16 (the shifts worked), show 3 and 6 months' features especially strongly -spectral peaks at 0.17 and 0.34 on the frequency axis, respectively. The same cycles also appear for tags 1 and 15, and tag 40, the production and the FG billets' despatches of bar and section mills, respectively. It is worth remembering from section 5.1.1 that the section and rod mills have a common inventory and production control system. 4. Tags in clusters 7, 8, and 9 have spectral content across the whole range and are thus random in the time domain.
Tag 4 is a good example of the benefit that an analysis of the filtered spectra could offer. Based on the full spectra analysis, it was categorized as having multiple features across the frequency range and appeared in a cluster difficult to justify. However, now, after suppressing the low-frequency behaviour, it is clear that this tag has three distinct spectral peaks, and thus shows 6, 4, and 3 months' cyclical behaviour and appears in a distinctive explainable cluster.
The following conclusions can be drawn from the above analysis.
1. The filtering leads to more distinctive and more easily explainable clusters. 2. The 3 and 6 months' cyclical disturbances are rogue seasonalities caused by the bar and section mills' production planning that propagate to material requests from the steel works. In addition, the 3 and 6 months' cycles have an impact on customers because disturbances at the same periodicity are present in the despatches, tags 6 and 20. 3. There are no 3 and 6 months' cycles evident in the rod mill. This mill is a make-to-order factory. The production and shifts-worked variables in the rod mill, tags 32, 33, and 37, all have a 4 month cycle with a spectral peak at 0.25 on the frequency axis. It could be concluded that the production in the rod mill is responsive to customer orders because the periodicity of the shift work, tag 33, is the Fig. 7 Incremental k-means clustering results for the filtered spectra of the supply network data same. The material receipts from the steel works to the rod mill, tag 39, also show a 4 month cycle.
Cluster descriptions
The RULES-6 algorithm was applied on the clustering results obtained for the filtered spectra of the steel supply network data. Figure 8 displays the produced set of rules to describe the clusters shown in Fig. 7 . The features F 1 , F 2 , . . ., F n are the DFT coefficients as described in Table 2 . It should be noted that in order to focus the analysis on the spectral peaks, the original DFT values, F i , are transformed to binary values such that
where F and S are the arithmetic mean and standard deviation, respectively, of the DFT values for each tag.
It is clear from Fig. 8 that the number of rules generated is significantly lower than the number of data objects associated with the discovered clusters. Also, the number of features describing each cluster of tags is drastically reduced. The generated rule set is a compressed description of the clustering results that could be used to identify salient features of data objects, the tags. For example, as was already stated, the spectral peaks of the tags are the features of interest because they indicated seasonalities whose origin should be determined. Therefore, it is important to automate the process of identifying such distinctive spectral peaks and thus help consultants and managers in analysing the clustering results. This could be achieved by focusing only on conditions in the rules that identify spectral peaks for a given cluster.
During the rule-forming process only peaks that help one cluster to be distinguished from another are considered, owing to their 'high information content' in the context of the problem domain. If this is carried out for the rule set in Fig. 8 , Table 3 is formed, which includes the important spectral peaks for each cluster. It is not difficult to see that this table depicts the characteristic points observed in Fig. 5 . In addition, this table provides information about the coverage of each rule (the number of tags covered by each rule) that could be used to rank the rules. In particular, the rules that cover a higher number of tags are more general, with a higher 'weight' in regards to cluster descriptions, than those formed for fewer data objects. Thus, the users of the clustering results should focus first on analysing the spectral peaks identified by more generic rules. This is only one example showing how the compressed descriptions of clustering results could be used to analyse the supply network data. Depending on the objectives of the analysis carried out, the rule sets generated using RULES-6 or other inductive learning algorithms could be transferred in other formats to depict better an important behaviour of supply networks. Data mining: a tool for detecting cyclical disturbances in supply networks 6 
SUMMARY AND CONCLUSIONS
The current paper introduces a new approach that employs statistical data pre-processing, clustering, and classification learning techniques to analyse the time series data of supply networks. The FFT technique is first used to produce the power spectra of the variables in the data set by projecting the time series data into the frequency domain. A key advantage is that power spectra are invariant to time delays or phase shifts in the data and are robust to missing data points. The use of power spectra rather than the time trends has proved useful in characterizing the underlying modes of behaviour in the data set.
The proposed approach has the capability automatically to detect and characterize network-wide cyclical disturbances in a complex supply network. The selected clustering algorithm, the incremental kmeans algorithm, has the capability to discover interesting groupings of data objects, from which general descriptions can be derived by applying inductive learning techniques, in particular the RULES-6 algorithm. From the clusters and their descriptions, external and internal disturbances could be distinguished easily, although not all clusters can be fully explained from an intuitive managerial perspective.
To illustrate the work of the proposed approach it was applied on steel supply network data. The full and filtered spectra of this data set were used to analyse the behaviour of the network. In the case of the filtered spectra the low-frequency features were removed in order to focus the analysis on highfrequency components that were more important in studying the network's operational behaviour. Then, the incremental k-means clustering algorithm was applied to the transformed data in order to identify groups of variables with a common behaviour. After that, the RULES-6 classification learning technique was used to produce a compact description for the discovered groups. Finally, the produced groups and their descriptions were used to identify automatically the important spectral peaks of the network variables that were the features of interest in detecting uncertainties such as rogue seasonalities. Figure 9 shows the process charts outlining the technical phase of the SPCA technique as described by Thornhill and Naim [17] and the data mining approach proposed in this research. The data preparation in both cases is identical, thus ensuring that the clustering methods are applied on the same data objects. However, by applying the SPCA approach, the clusters and their characteristics have to be identified visually. In essence, SPCA is only a technique for reducing data dimensionality by forming new features that are combinations of the initial ones. Using these new features, the data can be represented graphically in two or three dimensions, and groups can be distinguished by visual inspection. Thus, this is a manual clustering method that relies on the expert in capturing the clusters' characteristics and structure. In contrast, the data mining approach proposed in this research automates this process. In particular, it Table 3 Important spectral peaks used in forming the rules enables rogue seasonality in the data to be detected quickly, consistently, and rigorously, and thus allows managers to spend more time on interpreting the results than on visual and numerical analysis. This is particularly relevant in view of the proliferation of radio frequency identification devices and advances in information and communication (ICT) technologies, which have significantly increased the scale of data collection.
Further testing and comparison of the approach herein, and that by Thornhill and Naim [17] , is required. This can be undertaken via simulation modelling of a supply network with known structure, parameters, and variables. Stochastic and deterministic disturbances may then be induced in one part of the network with known likely consequences for other variables or parameters. Knowing these causal relationships will lead to a more robust experimental design for testing the approaches. 
