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Abstract
Strongly correlated materials offer promising prospects for numerous applications,
from superconductivity to quantum information processing. The exotic electronic prop-
erties arise from the collective behavior due to strong electron-electron correlation. This
leads to the complex phase diagram of strongly correlated materials consists of multi-
ple distinct yet intertwined electronic orders, for examples spin density-wave, charge
density-wave, nematic order, and superconductivity. Most theoretical studies of this
delicate balance between different electronic orders in strongly correlated systems as-
sume disorder is absent and equilibrium is reached, which sometimes makes comparison
with experiments challenging. In this thesis, I will surpass these assumptions to show
how disorder dramatically changes the way electronic orders develop, and also demon-
strate that non-equilibrium perturbations enable us to understand different dynamics
in various timescales and to search for new physical behaviors which are absent in equi-
librium. In particular, I will discuss the rare region effect in inhomogeneous systems
and show how it changes the critical behaviors of nematic and magnetic quantum phase
transitions. I will propose a self-consistent perturbative approach to study the dynamics
of the superconducting gap at the picosecond time scales after driven out of equilibrium.
Using this approach, I will show that the dynamics of the multi-band superconductor
is distinct from the single-band conventional superconductors. I will also elaborate on
the damping and relaxation effects on the gap dynamics within the electronic system
at picosecond time scales.
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Chapter 1
Introduction
1.1 Quantum materials and Quantum phases
Discovered by Joseph Thomson in 1897, the electron is the first well studied subatomic
particle to human being. It carries one negative elementary charge (-e), which is ap-
proximately 1.6 × 10−19 C, and one half of the intrinsic angular momentum known as
spin-12 . These fundamental properties of electron are described by quantum mechanics,
the fundamental theory that governs the microscopic world. When a large amount of
the electrons is in action, the collective behavior of the electrons can manifest at the
macroscopic scales. Conductivity and magnetic properties are two examples of such
manifestations. These phenomena can be well understood by the classical theory of
electrodynamics and statistical mechanics, despite their quantum mechanical origins.
However, when the interaction between electrons is prominent so that they become
strongly correlated, novel behaviors and phenomena emerge. An understanding of these
novel phenomena usually requires a full quantum mechanical description. Therefore,
materials that host strongly correlated electrons are called quantum materials[1, 2, 3].
In quantum materials, due to strong correlation, electrons behave collaboratively,
leading to electronic orders beyond the single-particle description. These exotic elec-
tronic orders have many potential applications, one of which is the phenomenon of
high-temperature superconductivity. However, it is challenging to have a complete un-
derstanding of all these exotic orders, as they are also intertwined with each other,
giving rise to rather complex phase diagrams[4]. Fig. 1.1 shows the phase diagram of
1
2one iconic family of quantum materials, the cuprate superconductor. As shown in Fig.
1.1, various phases like spin density wave, charge density wave and superconductivity
emerge as the temperature or hole doping concentration changes. At zero temperature,
thermal fluctuations are suppressed. Therefore, the phase transitions at T = 0 are
driven solely by the quantum fluctuations, hence the name quantum phase transitions.
Although it is not possible to directly observe the phase transition at zero tempera-
ture, the existence of a quantum phase transition will leave imprints on the macroscopic
thermodynamical properties at finite temperatures. Therefore, in order to decipher the
complex phase diagram of quantum materials, it is crucial to understand the nature of
the quantum phase transition.
1.2 Vestigial order in quantum materials
Multiple phases appear in the phase diagram of strongly correlated systems, meaning
various symmetries can be broken by the collective behavior of the electrons. Electronic
orders can also break several symmetries at the same time. For example, the stripe spin
density-wave order breaks not only the SU(2) spin rotational symmetry, but also the
underlying lattice symmetry. This leads to the concept of vestigial order. When the
’mother’ electronic order break multiple symmetries, intermediate state can be achieved
by partially melting the ’mother’ state so that a subset of the broken symmetries is
restored[5, 6]. The classical example of the vestigial order is the nematic order in liquid
crystal, which breaks the rotational symmetry. The nematic order in liquid crystal can
be achieved by partially “melting” the smectic order that breaks not only the rotational
symmetry but also the translational symmetry.
In analogy to liquid crystal, electronic systems can also exhibit such hierarchy of
symmetry breaking[7, 8]. As illustrated in Fig. 1.2, in electronic systems, the density
of charge or spin can form inhomogeneous and anisotropic structures call density-wave
order (e.g. spin density-wave or charge density-wave). By tuning an external parameter,
like temperature or the number of electrons, we can completely “melt” the density
wave order to enter the isotropic and homogeneous phase (Fig. 2(c)). Interestingly,
before totally melting the density-wave order, we can also have an intermediate phase
where the density is already homogeneous, but the density fluctuations are anisotropic
3Figure 1.1: Schematic phase diagram of copper oxides taken from Ref. [4]. At low
hole doping and below the temperature TN, the system is in the antiferromagnetic
Mott insulating state (denoted by AF). Between the doping concentration pmin and
pmax, the d-wave superconducting dome emerges. Within the dome, the charge density
wave order and spin-glass type of order can coexist with superconductivity. Above the
dome is the pseudogap phase, within which a short range charge order emerges upon
cooling. The top right portion of the phase diagram is the mysterious strange metal
phase characterized by linear in T dependence resistivity. At the right bottom corner
of the phase diagram, the normal Fermi liquid behavior is recovered.
4Figure 1.2: Schematics of three possible density-wave patterns in quantum materials.
The circles indicate the density profile and the shaded areas indicates the density fluc-
tuations. The density wave order (a) has an anisotropic and inhomogeneous density
profile. The nematic order (b) has a homogeneous density profile, but the density fluc-
tuations are anisotropic. In (c), the system is homogeneous and isotropic.
(shown in Fig. 2(b)). This intermediate phase is called the vestigial nematic order[9].
It has been found in many electronic systems, for example in 2 dimensional electron
gas under weak magnetic field[10], doped Mott insulators[11], and high-temperature
superconductors[12, 13, 14].
1.3 General effects of disorder on phase transitions
In order to understand the electronic properties of quantum materials, it is crucial
to understand the phase transitions between electronic states. For clean systems, the
general framework to study phase transition is the well-known Ginzburg-Landau theory,
which is based on the notion of order parameter and symmetry breaking[15]. Close to
the transition, the order parameter is zero in the symmetry preserved phase and non-zero
in the symmetry broken phase. The behaviors of the order parameter as well as other
thermodynamic observables in the vicinity of the phase transition are called the critical
behaviors. If the order parameter changes at the transition in a discontinuous fashion,
it is called a first-order phase transition. Otherwise, the phase transition is called
continuous (second-order). Since the order parameter is infinitesimal at the continuous
phase transition, the correlation length, ξ, of the fluctuation diverges as a power law:
ξ ∼ t−ν , where t measures the distance to the critical point (T ∝ T −Tc, where Tc is the
5transition point) and ν is the so called critical exponent. All these results are based on
the assumption that the system is perfectly clean and free from any disorder. However,
in real systems, disorder is not only inevitable but also ubiquitous. In the presence of
disorder, the local value of Tc can randomly deviate from its clean value. Therefore, it
is crucial to understand whether random disorder changes the critical behavior of the
continuous phase transition, since it affects the thermodynamical quantities which can
be observed in experiments.
In general, the effects of disorder on the order parameter can be characterized into
two types. If the random disorder directly couples to the order parameter, e.g. magnetic
impurities, it is called the random-field disorder. If the disorder only couples to the
tendency towards the transition, it is called the random-mass (or random-Tc) disorder.
Lattice defects like vacancies and dislocations are very common in real systems, which
are random-mass type of disorder.
One criterion to determine whether disorder can alter the clean critical behavior
is the so-called Harris criterion[16]. The criterion is based on the assumption that
disorder is random-mass type and whether disorder present at different locations is
uncorrelated. As a result, according to the central limit theorem, the fluctuation of Tc
is determined by the size of the region δTc ∼ L−d/2, where d is the dimensionality of the
system. Near the phase transition, the relevant length scale is the correlation length,
ξ ∼ (T − Tc)−ν . Therefore, the random fluctuation of Tc due to disorder is given by
δTc ∼ ξ−d/2 ∼ (T − Tc)dν/2. If δTc goes to zero at least not slower than (T − Tc) when
approaching the critical point, then the critical behavior is stable against disorder. Since
the system is very close to the transition, i.e. (T − Tc) 1, the stability condition leads
to the following result:
ν ≥ 2
d
(1.1)
This inequality is the Harris criterion. The critical behavior of the clean system is stable
against disorder if the Harris criterion is satisfied.
However, the Harris criterion is far from the full story of the interplay between dis-
order and critical behavior of phase transitions[17]. The Harris criterion only considers
uncorrelated disorder. But disorder can also have long range correlation. Particularly,
for quantum phase transitions, disorders can be perfectly correlated along the imaginary
6time axis. For correlated disorders, the presence of large spatial regions that are devoid
of disorder (also called rare regions) requires more detailed analysis. Although such
regions are statistically rare, their contributions to the thermodynamical observables
can be sizable.
The effect of rare regions can be classified based on the comparison between the
effective dimension of the rare region, deff, with the lower critical dimension of the
transition, d−c . At finite temperatures, the effective dimension of the rare region is
determined by the dimensionality of the defect. This is because that point defects can
confine all the spatial dimensions, leaving the effective dimension of the rare region to
be zero, i.e. deff = 0. Line defects can only confine d− 1 dimensions, hence deff = 1. At
T = 0, however, the effective dimension of the rare region is increased by the dynamical
critical exponent, z[18]. Once deff is determined, rare region effects can be classified into
the following three classes[19]. For Class A, the effective dimension of the rare region is
smaller than the critical dimension of the phase transition (deff < d
−
c ). The contribution
of the rare region to the thermodynamical quantities increase with region size as a
power-law. This cannot the overcome the statistical suppression, which increases with
the region size exponentially. As a result, the rare region effect is exponentially small.
For Class B, deff = d
−
c . The rare region’s contribution increases exponentially with
region size, which cancels the statistical suppression, leading to a strong power-law
critical behavior. Finally for Class C, deff > d
−
c , meaning the long-range order can be
established inside the finite size rare regions. After statistical average, rare region effect
will smear the otherwise sharpe phase transition. In chapter 2, we will discuss in detail
about how quench disorders form the rare region and have a dramatic effect on the Ising
nematic quantum phase transitions.
1.4 New phases out of equilibrium
Under the framework of Ginzburg-Landau theory, the phase diagram (e.g. Fig. 1.1)
can be understood as the landscape of the minimum of the free energy. Upon changing
the tuning parameter of the free energy, for example temperature or chemical doping,
the free energy landscape changes, leading to a phase transition. During the transition,
the system remains in the minimum of the free energy. What changes is the minimum
7Figure 1.3: The schematic free energy landscape, F , in and out of equilibrium as a
function of the order parameter, |∆|. For superconductors, ∆ is the superconducting
gap. Panel (A) is taken from Ref. [21]. At equilibrium, the order parameter is in
the minimum of the free energy. After driven to non-equilibrium state by an external
light pulse, the system is in the excited higher energy state and the order parameter
no longer sits at the free energy minimum. Panel (B) is taken from Ref. [22]. In the
ordered phase, the complex order parameter can have amplitude fluctuations and phase
fluctuations.
itself that evolves to a different location in the hyperparameter space. As shown in
Fig. 1.1, the landscape of the free energy minimum can already host many different
phases. But what happens outside the free energy minimum is also worth exploring. In
order to do that, we need to drive the system out of equilibrium by applying external
perturbations to the system, for example, using light pulses as shown in Fig. 1.3(A)[20].
In non-equilibrium, the system is in the excited state with higher energy. This makes
it possible to study new physics which is absent in the equilibrium states.
After driven out of equilibrium, it is important to study how the system will relax
back to thermal equilibrium. However, in non-equilibrium, the system contains many
high energy degrees of freedoms with complex interaction between them, which make
it a daunting task of keep track on their time evolutions. Fortunately, the degrees of
freedom are separable by their different typical dynamical time scales. For example, the
typical relaxation time due to electron-phonon interaction is on the order of nanosec-
ond while relaxations due to electron-electron interaction is on the order of picosecond.
8Therefore, different stages of non-equilibrium are characterized by different types of
degrees of freedoms. For example, as shown in Fig. 1.3(B), at the correct time scale,
we can focus on the dynamics of the order parameter because contributions from other
degrees of freedom are negligible. Recent advances in the ultra-fast laser techniques
make it possible to conduct pump-and-probe experiments at femtosecond time scale.
Therefore, by using a laser at THz domain, the dynamics of the electronic order pa-
rameter, e.g. the superconducting gap, can be measured experimentally. Even for such
relatively simple subsystem, its non-equilibrium dynamics is still very rich. The system
can have completely different dynamical behaviors depending on how far it is driven
from equilibrium. Even new phases can emerge in non-equilibrium. One example is the
gapless superconducting state in the quench dynamics in picosecond time scales[23]. We
will discuss in detail about the different dynamical behaviors of superconductivity from
Chapter 3 to Chapter 5.
1.5 Overview
My thesis work is part of the quest of understanding the complex phase diagrams of
quantum materials. In particular, my studies focused on the effects of disorder and
non-equilibrium perturbations on the electronic orders of quantum materials.
In Chapter 2, I will discuss the rare region effects on the Ising-nematic quantum
phase transitions in inhomogeneous systems. I will first introduce the Ising-nematic
quantum phase transitions in clean systems and the corresponding low-energy model
using the Landau-Ginzburg-Wilson approach. The large-N solution of the low-energy
model shows, that a for clean system, the Ising-nematic quantum phase transition hap-
pens simultaneously with its “mother” density-wave transition and is first-order. Then,
I will discuss the large-N solution inside a single finite size droplet and show that the
Ising-nematic quantum phase transition happens separately from the density-wave tran-
sition. Furthermore, if the size of the droplet is of moderate size, the Ising-nematic
quantum phase transition can be continuous, in contrast to its clean limit counterpart.
After averaging over all droplets, I will show the emergence of a smeared nematic quan-
tum phase transition in inhomogeneous systems and discuss the implications on the
corresponding experimental results. This work was published in Ref. [24].
9In Chapter 3, 4, 5, I will focus on transient dynamics of superconductors after driven
out of equilibrium. Chapter 3 will focus on the conventional single-band superconduc-
tors, where the gap oscillates with a frequency that is two times its long time asymptotic
value with t−1/2 damping at the weakly perturbed regime[25, 26, 23]. I will first intro-
duce the quench dynamics of superconductivity and establish the formalism. Then I
will discuss the integrability of the model and the exact solution for the dynamics for
arbitrary perturbation strengths[27, 26, 23, 28]. Finally, I will prepose a self-consistent
perturbative approach to solve the dynamics in the long-time limit and validate it by
comparing with the exact solution[29].
In Chapter 4, I will generalize the perturbative approach that I introduce in Chap-
ter 3 to solve the dynamics of multi-band superconductors. First, I will discuss some
of the equilibrium properties of multi-band superconductors and then derive the equa-
tions of motion governing the dynamics of non-equilibrium superconductivity. I will
then show the numerical simulation on the superconducting gap oscillations and high-
light the differences to the single-band case. After that, I will apply the perturbative
approach to analyze the long-time dynamics of the superconducting gap and derive a
closed form of the asymptotic behavior. Finally, I will provide the concluding remarks
on the approach we develop and the distinct dynamics that appears in multi-band su-
perconductors. This work was submitted to Physical Review B, which is also available
on arXiv:1908.06125[29].
In Chapter 5, I will discuss recent results from THz pump-probe experiments on the
gap dynamics of NbN and Nb3Sn thin films. I will introduce the theoretical framework
that incorporates damping effects in the time evolution of the gap in the picosecond time
scales. After a detailed analysis of the model, I will apply it to explain the experimental
results on the dynamics of the superconducting gap. I will show that the model is
applicable to different experiments with different pump pulse profiles and shed light on
the relevance of different types of relaxation and damping processes in non-equilibrium
superconductivity. This work is published in Ref. [30]
In Chapter 6, I will give the conclusions of the thesis.
Various technical details will be provided in the Appendices which appear after the
References.
Chapter 2
Smeared nematic quantum phase
transitions due to rare-region
effects in inhomogeneous systems
This chapter reproduces content published in Physical Review B in the article “Smeared
nematic quantum phase transitions due to rare-region effects in inhomogeneous sys-
tems”, Tianbai Cui and Rafael M. Fernandes, Phys. Rev. B 98, 085117 (2018), c©2018
American Physical Society.
2.1 Introduction
In an electronic nematic phase, the crystalline point group symmetry is lowered by
electronic degrees of freedom [31, 32, 8]. In analogy to liquid crystals, it can arise via the
partial melting of a translational symmetry-breaking smectic phase, which in electronic
systems corresponds to a spin or charge density-wave (DW). In several materials, the
DW can have multiple wave-vectors Q related by the symmetries of the underlying
lattice. A well known example is a DW on a square lattice with possible ordering
vectors (Q, 0) and (0, Q), related by tetragonal symmetry. In these cases, upon melting
the DW, the system may form a vestigial Ising-nematic phase in which the translational
symmetry of the lattice is preserved, but its rotational symmetry is broken. In the above
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example on the square lattice, the nematic transition lowers the tetragonal symmetry
down to orthorhombic.
Such a mechanism for electronic nematicity has been proposed in both iron-based
superconductors [13, 12, 14], in which the DW is in the spin channel, and in the high-Tc
cuprates [31, 33, 34, 35], where the DW can be in both spin and charge channels. Inter-
estingly, both materials at optimal doping exhibit behavior characteristic of a quantum
critical point, such as strange metalicity and enhancement of the quasiparticle effective
mass [36, 37, 38]. This has motivated deeper investigations of quantum nematic phase
transitions in metals, in order to elucidate whether a putative nematic quantum critical
point is a key ingredient of the phase diagrams of these superconducting compounds
[39].
Several theoretical works have shown that, for a perfectly clean quasi-two-dimensional
metallic system, the vestigial Ising-nematic order and the mother density-wave order
undergo a simultaneous T = 0 first-order transition, implying the inexistence of a quan-
tum critical point [40, 41, 42, 14]. However, disorder, ubiquitously present in realistic
systems, can have dramatic effects on quantum phase transitions [43, 44, 45, 46, 47, 48,
49, 50, 51, 52, 8]. Thus, in order to assess the relevance of nematicity to the proper-
ties of these compounds, it is paramount to understand the interplay between disorder
and nematic order. Previous works have focused mostly on non-vestigial Ising-nematic
phases [53, 54, 55], including the role of Griffiths effects [56], and on random-field or
random-mass types of disorder in the DW degrees of freedom [57, 58].
In this paper, we investigate the impact of rare regions on the vestigial Ising-nematic
order arising from a DW quantum phase transition. A rare region is a relatively large
droplet that is devoid of impurities in a disordered system (see Fig. 2.1). For our
purposes, we consider point-like, randomly diluted impurities that completely suppress
nematic and DW orders locally. Although the probability of finding such droplets de-
creases exponentially with their size, their impact on phase transitions can be significant
, causing Griffiths singularities in thermodynamic quantities [59, 60] or smearing phase
transitions [61]. These effects are particularly strong near a quantum phase transition,
due to the fact that the impurity at T = 0 is perfectly correlated along the “time” axis
[47, 62].
As we show here, the rare regions completely change the nature of the simultaneous
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Figure 2.1: Illustration of a moderately diluted system displaying an infinite cluster
(light green) and finite-size droplets (dark green) devoid of impurities. For this illustra-
tion, we consider a “mother” spin-density wave and its vestigial Ising-nematic phase.
At T = 0, finite-size droplets cannot sustain long-range spin order (indicated by the
disordered spins in the inset), but they can support long-range nematic order (indi-
cated by the different spin-spin correlations along the x and y axis, resulting in unequal
x and y bonds). Importantly, droplets of moderate sizes undergo a second-order ne-
matic transition even before the bulk system (and thus the infinite cluster) undergoes
its simultaneous first-order density-wave and nematic transition.
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first-order nematic-DW quantum transition in a two-dimensional itinerant system. This
is because of the crucial role of the droplet’s dissipative quantum dynamics [63, 64, 65],
which allows long-range Ising-nematic order in finite-size droplets at T = 0 (see also
Ref. [45]), but not DW order (for spin or incommensurate charge density-waves). By
performing large-N calculations on a finite-size droplet, we find a wide parameter range
for which the first droplets to order nematically at T = 0 are not the largest ones, but the
droplets of moderately large sizes. Remarkably, while the largest droplets undergo a first-
order nematic transition very close to the quantum phase transition of the clean system,
the droplets of moderate sizes undergo a second-order nematic transition even before
the clean system orders. The result is the emergence of an inhomogeneously ordered
nematic phase, characteristic of a smeared nematic quantum phase transition [47, 64],
in the regime where the clean system is not ordered. Our findings, illustrated in Fig.
2.2, indicate also that a DW Griffiths phase appears inside this inhomogeneous nematic
state, preceding the onset of long-range DW and homogeneous nematic order. As we
argue below, this behavior may be related to recent puzzling experimental observations
in iron-based compounds.
2.2 Low-energy model
We consider a general two-dimensional low-energy model that yields vestigial Ising-
nematic order from a mother DW phase on the square lattice. For concreteness, we
consider two N -component DW order parameters, ∆X and ∆Y , corresponding to two
wave-vectors QX = (Q, 0) and QY = (0, Q) related by tetragonal symmetry. In the
case of spin density-wave, N = 3 (commensurate) or N = 6 (incommensurate), whereas
for charge density-wave, N = 1 (commensurate) or N = 2 (incommensurate). Here-
after, we consider only the case N > 1, as relevant for copper-based and iron-based
superconductors. The low-energy action is given by[14]:
S [∆X ,∆Y ] =
∫
q,ω
[
χ−1q,ω
(
∆2X + ∆
2
Y
)
+
u
2
(
∆2X + ∆
2
Y
)2
−g
2
(
∆2X −∆2Y
)2]
(2.1)
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Figure 2.2: Schematic phase diagram illustrating our main results. Here, r0 is a control
parameter, such as doping or pressure. In the clean system at T = 0, the nematic (φ) and
density-wave (∆DW) order parameters appear simultaneously at r
∗
0,clean (dashed line). In
the moderately diluted system, which still has a percolating (infinite) cluster, the first-
order quantum transition is expected to be suppressed down to r∗0,dirty (dotted line).
For r0 > r
∗
0,clean, moderately large droplets undergo a second-order nematic transition,
giving rise to inhomogeneous nematic order. For r∗0,dirty < r0 < r
∗
0,clean, exponentially
large droplets have an exponentially large DW correlation length, resulting in a DW
quantum Griffiths phase. Whether φ jumps or continuously evolves at r∗0,dirty depends
on details of the disorder distribution.
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where
∫
q,ω =
∫ ddq
(2pi)d
∫
dω
2pi . Here, χ
−1
q,ω = r0+q
2+γ |ω|2/z is the inverse DW susceptibility,
with the “tuning parameter” r0 denoting the distance to the mean-field quantum phase
transition. For itinerant systems, the dynamical critical exponent is z = 2 and γ
is the Landau damping coefficient. Vestigial Ising-nematic order arises when g > 0.
Physically, the emergent Ising-nematic order parameter 〈φ〉 = g 〈∆2X −∆2Y 〉, which
can onset before the DW, corresponds to unequal fluctuations around the two DW
wave-vectors. Mathematically, it is obtained by performing a Hubbard-Stratonovich
transformation of the second quartic term of Eq. (2.1):
Seff =
∫
q,ω
{
φ2
2g
− ψ
2
2u
+
N
2
ln
[(
χ−1q,ω + ψ
)2 − φ2]} (2.2)
To obtain this effective action, we also performed a Hubbard-Stratonovich transfor-
mation of the first quartic term of Eq. (2.1) to introduce the Gaussian-fluctuations field
〈ψ〉 = u 〈∆2X + ∆2Y 〉. In the large-N limit, and after rescaling the quartic coefficients
(u, g) → (u, g) /N , the equilibrium values of φ and ψ as function of r0 can be found
within the saddle-point approximation δSeffδψ =
δSeff
δφ = 0. Note that r0+ψ = |φ| indicates
an instability towards the DW phase, whereas φ 6= 0 indicates an instability towards
the Ising-nematic phase. For d = 2, the two transitions are split at finite temperatures,
but merge into a single first-order transition at T = 0 (see Fig. 2.2). These large-N
results, reproduced in the Appendix A.1, were obtained before [14] and confirmed by
renormalization group analysis [40, 41, 42].
2.3 Large-N solution for a single droplet
To assess the relevance of rare regions to the nematic and DW quantum phase tran-
sitions, we first solve the large-N saddle-point equations for a single droplet of linear
size L, and later average over the distribution of droplets. The strategy is similar to
that employed in Ref. [62] to study Griffiths effects near a metallic antiferromagnetic
quantum critical point. Due to the finite size of the droplet, the momentum integration
in Eq. (2.2) is replaced by a discrete sum over momenta q = 2piL n, with n = (nx, ny)
and nx,y integer. The saddle-point equations at T = 0 become (details in Appendix
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A.1):
r = r0 − ur
(
ln
Λ2√
r2 − φ2 + 1−
φ
r
tanh−1
φ
r
)
+
2piu
L2
{F [(r − φ)L2]+ F [(r + φ)L2]} (2.3)
φ = φg
(
ln
Λ2√
r2 − φ2 + 1−
r
φ
tanh−1
φ
r
)
+
2pig
L2
{F [(r − φ)L2]−F [(r + φ)L2]} (2.4)
where r = r0 + ψ is proportional to the inverse squared DW correlation length, r0 →
r0 +u
∫
q,ω
1
q2+γ|ω| is the renormalized distance to the DW quantum critical point, and Λ
is the momentum cutoff, hereafter set to be 1/a (a is the lattice parameter). Note that
the quartic coefficients have been rescaled by u → u/ (4Npi2γ) and g → g/ (4Npi2γ).
The droplet finite-size effects are encoded in the function F(y) = 1pi
∑
n6=0
√
y
|n|K1
(|n|√y),
where K1 (x) is the modified Bessel function of the second kind. Because F (y  1) ∼
y1/4 e−
√
y, Eqs. (2.3)-(2.4) recover the saddle-point expressions for the infinite system
L→∞.
To understand how the finite size of the droplet affects the DW and nematic tran-
sitions, we recall that the DW transition takes place when r = |φ|. But because
F (y  1) ∼ − ln y, there is no solution to Eqs. (2.3)-(2.4) with r = |φ|. This is a
consequence of Mermin-Wagner theorem: at T = 0, the finite-size droplet has an ef-
fective dimensionality deff = z = 2, which is the lower critical dimension for the DW
transition [62].
The situation is completely different for the Ising-nematic transition: since its lower
critical dimension dc = 1 < deff , long-range Ising-nematic order can onset at T = 0
even in a droplet of finite size L [45, 64]. To address which droplets order first, and
the character of the Ising-nematic transition inside them, we solved Eqs. (2.3)-(2.4) to
obtain φ (r0, L). The results are shown in Fig. 2.3; for comparison, we also show the first-
order behavior of the nematic order parameter of the clean system, φclean ≡ φ (L→∞),
which orders at r∗0,clean ≡ r∗0 (L→∞).
The figure illustrates two very different behaviors: droplets of moderately large sizes
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display a non-zero nematic order parameter already in the non-ordered phase of the
clean system, i.e. the nematic transition inside these droplets happens at r∗0 (L) >
r∗0,clean. Importantly, the nematic transition in these droplets is generally second-order.
In contrast, large droplets undergo a first-order nematic transition very close to the
clean phase transition, i.e. r∗0 (L) ≈ r∗0,clean. Note that small droplets (not shown) only
order below r∗0,clean. This is more clearly seen in the inset, which shows the nematic
transition parameter r∗0 (L) as function of the size L. For the particular values of u and
g used here, u = 0.9 and g = 0.25u, the first droplet to order has “volume” L2 ≈ 40a2,
and all droplets with volumes smaller than L2 = 58a2 undergo a second-order nematic
transition. As we show in Appendix A.2, this behavior is not specific to these values of
u and g, but happen in a wide region of the (u, g) parameter space. Importantly, for
all droplets, the DW transition does not take place, i.e. the nematic and DW quantum
phase transitions are naturally split inside a finite-size droplet.
2.4 Average over droplets
To assess the impact of the nematically ordered droplets on the thermodynamic prop-
erties of the system, we need to average over the different possible droplets. The key
quantity is thus the probability P (V ) of a impurity-free droplet of volume V ≡ L2 being
realized in the system, which is determined by the disorder distribution. For concrete-
ness, we consider random dilutions that kill DW and nematic order at a given site with
probability 1 − p, such that p = 0 (p = 1) corresponds to the completely dirty (clean)
system. Using results of percolation theory [66], we can write down the approximate
expression (see Appendix A.3 for details):
P (V ) =
pc V
1−τ exp (−V/V0)∑
V 1−τ exp (−V/V0) (2.5)
Here, τ = 187/91 is a critical exponent, V0 is the typical volume of an impurity-free
droplet for a given p, and pc is the percolation threshold for clean sites. Because V0
changes from 0 to ∞ from p = 0, 1 to the percolation threshold p = pc, we treat V0 as
our disorder “tuning parameter,” instead of p.
We consider here the case where dilution is moderate, and the system is above the
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Figure 2.3: Nematic order parameter φ (in units of Λ2) inside a droplet of “volume”
L2, as a function of the control parameter r0 (in units of the value r
∗
0,clean for which
the clean system undergoes the first-order nematic transition). φclean ≡ φ (L→∞) is
shown as a dashed line. First-order transitions are indicated by the dotted line. The
inset shows the value of the tuning parameter r∗0 at the nematic transition inside a
droplet as function of the droplet volume L2.
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percolating threshold for clean sites, p > pc. In this case, in addition to the finite-
size droplets described above, there is a single infinite percolating droplet devoid of
impurities, which behaves similarly to the clean bulk system (see schematic Fig. 2.1).
Because the infinite droplet has less sites than the bulk system, the DW-nematic first-
order transition inside of it is expected to happen for r∗0,dirty < r
∗
0,clean. Thus, for r0 >
r∗0,dirty, the average Ising-nematic order parameter is given solely by the contributions
from the finite-size droplets, φ¯ =
∑
P (V )φ (V ) dV . We tacitly assume that there is a
very weak inter-droplet interaction – for instance mediated by the lattice – that align
the Ising-nematic order parameters of different droplets.
The results for φ¯ are show in Fig. 2.4 for different values of V0. Because the first
droplets to order have moderate sizes and undergo a second-order transition, φ¯ seems
to evolve continuously as function of r0. Our numerical result suggest a kink of φ¯ at
r∗0,clean, although a small jump might also be possible. This behavior is a consequence
of the fact that most of the large droplets order very close to r∗0,clean (see inset of Fig.
2.3). At r∗0,dirty, φ¯ acquires the additional contribution from the infinite droplet. At this
point, the resulting nematic order parameter can then either undergo a meta-nematic
transition, in which it jumps between two non-zero values, or display another kink in
a continuous fashion. The ultimate behavior is determined by details of the disorder
distribution beyond the scope of our model.
The proliferation of moderate-size droplets sustaining long-range nematic order upon
approaching the clean DW-nematic quantum phase transition at r∗0,clean signals the
emergence of an inhomogeneously ordered nematic state separated from the DW tran-
sition. The resulting phase transition is thus a smeared quantum phase transition. The
smeared nematic quantum phase transition discovered here is very different than the
smeared transitions discussed previously in other contexts [47, 61, 64] (for a review,
see Ref. [19, 67]). First, in our case, many finite-size droplets order even before the
clean system. Second, the droplets that order first are not the largest ones, but the
droplets of intermediate size. This ensures the existence of a well-defined critical point,
regardless of whether the disorder distribution is bounded or not. Finally, the size of the
droplets determines not only when they order, but also the character of the correspond-
ing phase transition (i.e. second- or first-order). As for the DW order, it only onsets
at r∗0,dirty, since finite-size droplets cannot sustain DW long-range order. However, in
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Figure 2.4: Average nematic order parameter of all droplets, φ¯ (in units of Λ2), as
function of the control parameter, r0 (in units of r
∗
0,clean). Different curves correspond
to different “critical” droplet volumes V0 associated with the probability distribution
(2.5).
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the regime r∗0,dirty < r0 < r
∗
0,clean, following the arguments of Ref. [62], exponentially
large droplets have an exponentially large correlation length, which promote quantum
Griffiths behavior. Thus, the regime of inhomogeneous nematic order is followed by a
quantum Griffiths DW phase, as shown schematically in Fig. 2.2. The latter is charac-
terized by power-law singularities of thermodynamic and DW-related quantities, with
non-universal exponents that depend on r0 [62]. Note that, although our analysis has
been restricted to T = 0, we expect the smeared transition behavior to persist for small
enough temperatures, as the moderate sizes of the relevant droplets can still be smaller
than the nematic correlation length.
2.5 Concluding remarks
We showed that even weak disorder fundamentally alters the properties of the Ising-
nematic quantum phase transition associated with a mother charge or spin density-wave
quantum phase transition. The simultaneous first-order transition of the clean, itinerant
system is replaced by an interesting regime that displays inhomogeneous (but long-
range) smeared nematic order accompanied by a DW quantum Griffiths phase. The
extent and relevance of this regime is controlled by the likelihood of finding isolated
droplets of moderate (rather than very large) sizes, which in turn is controlled by the
strength of disorder.
These results have important implications for the understanding of the phase dia-
grams of copper-based and iron-based superconductors, where an Ising-nematic phase
has been argued to emerge from charge and/or spin density-waves. In the case of
the iron pnictides, where the Ising-nematic and DW transition lines follow each other
closely, these effects are expected to be more pronounced and less ambiguous. Inter-
estingly, elasto-resistance measurements of the nematic susceptibility upon approaching
the putative nematic-DW quantum phase transition from high temperatures revealed a
weakening of fluctuations and deviation from Curie-Weiss behavior at low temperatures
[56]. This behavior was observed only in compounds with sufficient degree of disorder.
We argue that it could be attributed, at least in part, to the onset of long-range nematic
order in finite-size droplets. This phenomenon may also help understand the appearance
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of local inhomogeneous nematic order in NQR measurements in the nominally tetrag-
onal state [68, 69]. Finally, magnetic measurements in Mn-doped BaFe2As2, which is
significantly less homogeneous than other doped compounds, have been interpreted in
terms of a magnetic Griffiths phase [70, 71]. It would be interesting to probe whether
local nematic order also emerges in these compounds, simultaneously to the appearance
of the reported Griffiths behavior.
Chapter 3
Transient dynamics of the
superconducting gap in single
band systems
3.1 Introduction to the quench dynamics of superconduc-
tivity
3.1.1 Superconductivity in equilibrium
Superconductivity is a phenomenon in which electricity can be transmitted without
any dissipation. Although first discovered in 1911, its underline mechanism puzzled
many notable physicists for more than 40 years, until 1957 when Bardeen, Cooper and
Schrieffer (BCS) published the theory of superconductivity[72]. One of the key ideas in
BCS theory is that electrons form Cooper pairs under the phonon-induced attractive
interaction. The effective attraction between electrons is illustrated conceptually by Fig.
3.1. When negatively charged electrons move in the background of positive ions, the ion
lattice is distorted by the presence of electron due to the attractive Coulomb interaction
between ions and electrons. Such lattice distortion creates regions with higher positive
charge densities, which attract other electrons. Mediated by this attractive interaction,
electrons form the so-called Cooper pairs. BCS then established the pairing formalism
that successfully describes the emergence of superconductivity.
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Figure 3.1: Schematics of the phonon-induced pairing mechanism.
The pairing formalism starts from the BCS reduced Hamiltonian where the electron-
electron interactions other than the effective attraction between electrons with opposite
momenta are neglected:
HBCS =
∑
k,σ
εkc
†
k,σck,σ +
V
N
∑
k,p
c†k,↑c
†
−k,↓c−p,↓cp,↑, (3.1)
where c†k,σ is electronic creation operater with momentum k and spin index σ, εk,σ is the
electronic dispersion, and V < 0 is the effective attractive electron-electron interaction
which is simplified as momentum independent. Leon N. Cooper showed that Fermi
liquid has an instability against the attractive electron-electron interaction across the
Fermi surface[73]. So, we only consider consider such pairing interaction term and
perform the mean-field decoupling: 〈ABCD〉 ≈ 〈AB〉CD + AB 〈CD〉 − 〈AB〉 〈CD〉.
By introducing the superconducting gap
∆ = −V
N
∑
p
〈c−p,↓cp,↑〉 , (3.2)
we arrive at the mean-field BCS Hamiltonian:
HBCS =
∑
k,σ
εkc
†
k,σck,σ −
∑
k
(
∆c†k,↑c
†
−k,↓ + h.c.
)
− N
V
|∆|2 . (3.3)
Several formalisms were developed to analyze the equilibrium properties of this mean-
field Hamiltonian, such as Bogoliubov’s canonical transformation[74], Anderson’s pseu-
dospin formalism[75] and Gor’kov’s Green’s function method[76]. We will introduce the
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first two formalisms in details as they are later used in the non-equilibrium calculations.
Bogoliubov quasiparticles
The mean-field Hamiltonian, Eq. (3.3), can be diagonalized using the following Bogoli-
ubov transformation:
ck,↑ = u∗kαk + vkβ
†
k, (3.4a)
c†−k,↓ = ukβ
†
k − v∗kαk, (3.4b)
where the new fermionic operators αk and β
†
k are called the Bogoliubov quasiparticles.
The complex coefficients of the transformation, uk and vk, must satisfy |uk|2 +|vk|2 = 1,
in order to ensure the fermion operator algebra for αk and βk. In the literature, they
are often called the coherence factors. The values of the coherence factors are chosen
such that after the Bogoliubov transformation, Eq. (3.4), the mean-field Hamiltonian
is diagonal in a sense that it only contains terms correspond to single-quasiparticle
excitations:
HBCS = E0 +
∑
k
Ek
(
α†kαk + β
†
kβk
)
, (3.5)
where Ek =
√
ε2k + |∆|2 is the dispersion of the Bogoliubov quasiparticles. E0 =∑
k (εk − Ek)− NV |∆|2 is the ground state energy. The corresponding coherence factors
are given by
uk =
√
1
2
(
1 +
εk
Ek
)
, (3.6a)
vk = e
iφ
√
1
2
(
1− εk
Ek
)
, (3.6b)
where φ is the phase of the superconducting gap, i.e. ∆ = |∆| eiφ. The gap equation
becomes
∆ = −V
N
∑
p
upvp
(〈
βpβ
†
p
〉
−
〈
α†pαp
〉)
. (3.7)
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In thermal equilibrium,
〈
αkα
†
k
〉
and
〈
βkβ
†
k
〉
are given by the Fermi-Dirac distribution
function, i.e.
〈
αkα
†
k
〉
=
〈
βkβ
†
k
〉
= nF (Ek, T ) =
1
1+exp
(
Ek
T
) .
In this formalism, the ground state in the superconducting phase is the vacuum for
Bogoliubov quasiparticles with ground state energy E0. The excitation of the Bogoli-
ubov quasiparticles with dispersion Ek is the fundamental excitation of the supercon-
ducting state.
Anderson pseudospins
The mean-field Hamiltonian can be recast into a form of the Hamiltonian in spin systems
using the following transformation:
Sˆ−k = c−k,↓ck,↑, (3.8a)
Sˆ+k = c
†
k,↑c
†
−k,↓, (3.8b)
Sˆzk =
1
2
(
c†k,↑ck,↑ + c
†
−k,↓c−k,↓ − 1
)
, (3.8c)
where Sˆ±k = Sˆ
x
k ± iSˆyk. This transformation is motivated by the fact that the BCS
reduced Hamiltonian can be described by operators that only involve pair creation,
pair annihilation and pair density[72, 75]. Within each pair, the electrons have oppo-
site momenta and opposite spins. The essence of the mapping is summarized in Fig.
3.2(A), i.e. the occupied (empty) pair states are mapped into the pseudospin up (down)
and the creation (annihilation) pair operators are simply pseudospin raising (lowering)
operators.
After this mapping, the mean-field Hamiltonian becomes
HBCS = −
∑
k
Bk · Sˆk +
∑
k
εk − N
V
|∆|2 , (3.9)
where the effective magnetic field is given by Bk = 2 (|∆| cosφ,− |∆| sinφ,−εk), again φ
is the phase of the superconducting gap. In the pseudospin formalism, the gap equation
has the following simple form:
∆ = −V
N
∑
p
〈
Sˆ−p
〉
. (3.10)
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In equilibrium, the pseudospins are parallel to the effective magnetic field in order
to minimize energy. Comparing the two formalisms (Eq. (3.8) and (3.4)), we have the
following equilibrium configuration for the pseudospins:
〈
Sˆxk
〉
=
|∆| cosφ
2Ek
tanh
(
Ek
2T
)
, (3.11)〈
Sˆyk
〉
= −|∆| sinφ
2Ek
tanh
(
Ek
2T
)
, (3.12)〈
Sˆzk
〉
= − εk
2Ek
tanh
(
Ek
2T
)
. (3.13)
It is clear that the magnitude of the pseudospin is determined by the Fermi-Dirac
distribution, i.e.
∣∣∣〈Sˆk〉∣∣∣ = 12 − nF = 12 tanh(Ek2T ). As shown in Fig. 3.2(B), in the
normal state at T = 0, the pseudospins below (above) the Fermi surface (εk = 0)
are pointing up (down), as all the pair states are occupied (empty) below (above) the
Fermi surface. In the superconducting state, however, as the system develops a finite
superconducting gap, all pseudospins will have a non-zero x-component. Consequently,
the pseudospins develop a domain wall structure across the Fermi surface.
At T = 0, in the pseudospin formalism, we get the same ground state energy for the
superconducting state as calculated using the Bogoliubov transformation:
E0 = −
∑
k
|∆|2 cos2φ+ |∆|2 sin2 φ+ ε2k
Ek
+
∑
k
εk − N
V
|∆|2
=
∑
k
(εk − Ek)− N
V
|∆|2 . (3.14)
3.1.2 Typical time scales in non-equilibrium superconductivity
With the success of BCS theory, non-equilibrium properties of superconductivity were
also thoroughly studied[75, 77, 78, 25]. Experimentally, superconductors are driven out
of equilibrium typically by applying external fields. The typical time scale of this exter-
nal perturbation is determined by the pulse shape of the external field. If this time scale
is longer than the equilibration time, τeq, of the system, then the time evolution is in the
adiabatic regime where the system stays in the ground state of the perturbed Hamilto-
nian. Such equilibration process is typically due to the scattering between electrons and
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Figure 3.2: (A) Schematics of the mapping between the electronic operators and the
pseudospin operators. (B) In the pseudospin formalism, the ground state of the normal
phase corresponds to a Ising spin domain wall at the Fermi level (εk = 0). In the
superconducting phase, the ground state is represented by a domain wall structure across
the Fermi level for Heisenberg spins, where the size of the domain wall is determined
by the size of the superconducting gap.
phonons, which usually happens at a time scale of the order of nanoseconds. However,
we will focus on the opposite regime, where the exotic states absent in equilibrium are
accessible, and study the coherence dynamics of the superconducting gap.
In this non-adiabatic regime, the external perturbation is faster than the shortest
intrinsic time scale of the system (indicated by the gray area in Fig. 3.3). For theoretical
convenience, the external perturbation can be approximated by a instantaneous change
of the Hamiltonian, which is called a quench. In fact, such a sudden change can be
realized in some cold atom systems where a nearly-perfect control of the Hamiltonian
is established. In solid state systems, the rapid perturbation can be achieved by the
ultra-fast pump-probe technique[20]. Although the laser pump pulse only perturbs the
electronic states, not the electronic interactions, the post-pump dynamics can still be
approximated by the dynamics after an interaction quench. After all, these two different
protocols are just two different ways to prepare the initial conditions for the dynamics
out of equilibrium. Therefore, a theoretical study on the quench dynamics can provide
valuable insights on the ultra-fast pump-probe experiments of superconductors as well.
29
Figure 3.3: Typical time scales in non-equilibrium superconductivity. ∆i (∆f ) is the su-
perconducting gap in thermal equilibrium for the pairing interaction vi (vf ). In quantum
quench protocols, vi 6= vf . In THz-pump-probe experiments, the pairing interaction is
unchanged, therefore, ∆i = ∆f . In this case, the system is driven out of equilibrium by
modifying the electronic states due to the coupling with the laser pump. Picture taken
from Ref. [29]
In this section we will focus on the interaction quench scenario and study the post-
quench dynamics of the superconductivity.
After the quench, the superconducting gap can exhibit coherent time evolution at
a typical time scale determined by the superconducting gap: τ∆ = ~/∆, which is
typically around tens of picoseconds. Eventually, the electronic system thermalize with
the phonon heat bath. As a consequence, the gap reaches its final equilibrium value at
much larger time scales (as shown in Fig. 3.3).
Because the coherent dynamics of the superconducting gap occurs at the tens of
picosecond time scale, conventional theoretical techniques for studying non-equilibrium
properties such as time-dependent Ginzburg-Landau (TDGL) and Boltzmann kinetic
equation are not suitable. These techniques often rely on a clear distinction between
slow and fast degrees of freedom such that separate treatments of them do not lose
any essential physics. For example, TDGL theory assumes that the superconducting
gap changes much slower than the quasiparticle energy relaxation time, and Boltzmann
kinetic equation requires adiabaticity of the quasiparticle distribution on the time scale
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of τ∆. As a consequence, we adopt the approach that treats the dynamics of the gap
and the dynamics of the quasiparticle distribution on equal footing, i.e. deriving the
equations of motion of the BCS Hamiltonian.
3.2 Derivation of the equations of motion
In this section, we will derive the equations of motion of the mean-field BCS Hamiltonian
(Eq. (3.3)). With the solutions of the equations of motion, the dynamics of the super-
conducting gap is then determined by the self-consistent gap equation (Eq. (3.2)). We
consider an interaction quench protocol to drive the system out of equilibrium, where
the electron-electron interaction is suddenly changed. Then the electronic degrees of
freedom will evolve under the mean-field BCS Hamiltonian. As discussed in the pre-
vious section, both Bogoliubov quasiparticle and Anderson pseudospin are the proper
descriptions of the electronic degrees of freedom of the mean-field BCS Hamiltonian.
We will use both formalisms to derive the equations of motion.
3.2.1 Bogoliubov quasiparticles
In the previous section, we show how to use the Bogoliubov transformation to diagonal-
ize the mean-field BCS Hamiltonian. In this subsection, we apply the density matrix
formalism[79, 80, 81] to derive the equations of motion. After the Bogoliubov transfor-
mation (Eq. (3.4)), the mean-field BCS Hamiltonian is written in terms of Bogoliubov
quasiparticles:
HBCS (t) = E0 (t) +
∑
k
{[
εk
(
|uk|2 − |vk|2
)
+ ∆ (t)ukv
∗
k + ∆
∗ (t)u∗kvk
] (
α†kαk + β
†
kβk
)
+
[(
∆ (t)u2k −∆∗ (t) v2k − 2εkukvk
)
α†kβ
†
k + h.c.
]}
, (3.15)
Since the system is not at equilibrium, the mean-field BCS Hamiltonian is no longer
diagonal in the quasiparticle basis of αk and βk. Such basis is defined by the coherence
factor uk and vk which diagonalize the post-quench Hamiltonian when equilibrium is
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reached,
uk =
√
1
2
(
1 +
εk
Ek
)
, (3.16a)
vk = e
iφ
√
1
2
(
1− εk
Ek
)
, (3.16b)
where Ek =
√
ε2k + |∆f |2 and ∆f = |∆f | eiφ is the equilibrium value of the gap after the
quench. Substituting the coherence factor, we can rewrite the time-dependent mean-
field BCS Hamiltonian in a more compact form:
HBCS (t) = E0 (t) +
∑
k
[
ηk (t)
(
α†kαk + β
†
kβk
)
+
(
γk (t)α
†
kβ
†
k + h.c.
)]
, (3.17)
where
ηk (t) =
ε2k + Re
[
∆ (t) ∆∗f
]
Ek
, (3.18a)
γk (t) = ∆f
[
εk
Ek
(
Re
∆ (t)
∆f
− 1
)
+ iIm
∆ (t)
∆f
]
. (3.18b)
Notice that the condensation energy becomes time-dependent in non-equilibrium,
E0 (t) =
∑
k
(
εk − ε
2
k
Ek
− ∆ (t) ∆
∗
f + ∆
∗ (t) ∆f
2Ek
)
− N
V
|∆ (t)|2 . (3.19)
The gap equation becomes:
∆ (t) = −V
N
∑
p
[
upvp
(〈
βpβ
†
p
〉
−
〈
α†pαp
〉)
+ u2p 〈βpαp〉 − v2p
〈
α†pβ
†
p
〉]
. (3.20)
From the gap equation, it is clear that we need to solve for the quasiparticle densities〈
α†kαk
〉
,
〈
βkβ
†
k
〉
and 〈βkαk〉 in order to determine the dynamics of the superconducting
gap (
〈
α†kβ
†
k
〉
is simply the Hermitian conjugate of 〈βkαk〉). The time evolution of the
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quasiparticle densities is governed by the Heisenberg equation of motion:
i
d
dt
〈A〉 = 〈[A,HBCS]〉 . (3.21)
Using the fermionic anti-commutation relation between Bogoliubov quasiparticles, we
have the following equations of motion:
i
d
dt
〈
α†kαk
〉
= γk (t)
〈
α†kβ
†
k
〉
− γ∗k (t) 〈βkαk〉 , (3.22a)
i
d
dt
〈
βkβ
†
k
〉
= γ∗k (t) 〈βkαk〉 − γk (t)
〈
α†kβ
†
k
〉
, (3.22b)
i
d
dt
〈βkαk〉 = −2ηk (t) 〈βkαk〉 − γk (t)
(〈
α†kαk
〉
−
〈
βkβ
†
k
〉)
. (3.22c)
Given the initial conditions, the dynamics of the superconducting gap can be determined
by solving the equations of motion (Eq. (3.22)) combining with the gap equation (Eq.
(3.20)).
In the interaction quench protocol, the electron-electron interaction is suddenly
changed. Let us say the quench happens at t = 0, and we call the initial interaction at
t < 0, Vi and the interaction after quench, Vf . At t < 0, the system is in equilibrium.
The pre-quench Hamiltonian is diagonalized by the Bogoliubov quasiparticle αi and
βi. Here, the momentum dependence is kept implicit and the subscript i denotes the
quasiparticle in the pre-quench basis. The equilibrium value of the gap corresponding
to interaction constant Vi is denoted by ∆i. Immediately after the quench, the system
is still at the initial state, however, no longer in equilibrium, since the Hamiltonian was
suddenly changed. Now we want to write this initial state in the basis of the post-quench
Hamiltonian, by applying a basis transformation. Let the Bogoliubov quasiparticles in
the post-quench basis be αf and βf . At t = 0, we have the following condition:(
u∗i vi
−v∗i ui
)(
αi
β†i
)
=
(
u∗f vf
−v∗f uf
)(
αf
β†f
)
. (3.23)
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Then, the initial conditions of Eq. (3.22) at the post-quench basis are:
〈
α†fαf
〉
=
[
1
2
+
ε2 + |∆i| |∆f |
2EiEf
]〈
α†iαi
〉
+
[
1
2
− ε
2 + |∆i| |∆f |
2EiEf
]〈
βiβ
†
i
〉
, (3.24a)〈
βfβ
†
f
〉
=
[
1
2
− ε
2 + |∆i| |∆f |
2EiEf
]〈
α†iαi
〉
+
[
1
2
+
ε2 + |∆i| |∆f |
2EiEf
]〈
βiβ
†
i
〉
, (3.24b)
〈βfαf 〉 = ε (∆f −∆i)
2EiEf
(〈
α†iαi
〉
−
〈
βiβ
†
i
〉)
. (3.24c)
〈
αiα
†
i
〉
and
〈
βiβ
†
i
〉
are given by the same Fermi-Dirac distribution function f (Ei, T ) =
1
1+exp
(
Ei
T
) , where Ei/f =
√
ε2 +
∣∣∆i/f ∣∣2 and T is the temperature of the system. The
off-diagonal terms, e.g. 〈βiαi〉 and
〈
α†iβ
†
i
〉
are zero due to the equilibrium condition
before the quench. Therefore, for a given quench (Vi → Vf ), we have the following
initial conditions for the post-quench equations of motion:
〈
α†fαf
〉
=
1
2
+
ε2 + |∆i| |∆f |
2EiEf
tanh
Ei
2T
, (3.25a)〈
βfβ
†
f
〉
=
1
2
− ε
2 + |∆i| |∆f |
2EiEf
tanh
Ei
2T
, (3.25b)
〈βfαf 〉 = ε (∆f −∆i)
2EiEf
tanh
Ei
2T
. (3.25c)
3.2.2 Anderson pseudospins
In the pseudospin formalism, the equations of motion are more intuitive. The post-
quench Hamiltonian is the same as Eq. (3.9), except that both the effective magnetic
field and the pseudospins are time-dependent. Applying the spin algebra,
[
Sˆµk , Sˆ
ν
P
]
=
iµνλδk,pSˆ
λ
k , the Heisenberg equations of motion of the pseudospins have the simple
form of spin precession under magnetic fields:
d
dt
〈
Sˆk
〉
= −Bk (t)×
〈
Sˆk
〉
. (3.26)
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However, the effective magnetic field is self-consistently determined by the pseudospin
configurations, as Bk (t) = 2 (Re∆ (t) ,−Im∆ (t) ,−εk) and
∆ (t) = −Vf
N
∑
k
〈
Sˆ−k
〉
. (3.27)
Before the quench, the pseudospins are parallel to the effective magnetic field defined by
the initial value of the superconducting gap Bk = 2 (Re∆i,−Im∆i,−εk). As a result,
the initial conditions of the pseudospins are given by
〈
Sˆxk
〉
i
=
Re∆i
2E
tanh
(
Ei
2T
)
, (3.28a)〈
Sˆyk
〉
i
= − Im∆i
2E
tanh
(
Ei
2T
)
, (3.28b)〈
Sˆzk
〉
i
= − εk
2E
tanh
(
Ei
2T
)
. (3.28c)
where Ei =
√
ε2k + |∆i|2. From the equations of motion (Eq. (3.26)), it is clear that〈
Sˆ2k
〉
is conserved, as
d
dt
〈
Sˆ2k
〉
= 2
〈
Sˆk
〉
· d
dt
〈
Sˆk
〉
= −
〈
Sˆk
〉
·
(
Bk (t)×
〈
Sˆk
〉)
= 0. (3.29)
Therefore, the quasiparticle distribution is invariant under time evolution.
3.2.3 Comparison between the quasiparticle and pseudospin formalisms
In the previous two subsections, we derived the post-quench equations of motion us-
ing two different formalisms. For the interaction quench protocol, within the BCS
reduced Hamiltonian, these two formalisms are completely equivalent. But clearly, the
pseudospin formalism is more concise and intuitive. So, we will use the pseudospin
formalism for the remainder of the thesis.
If the external perturbation excites finite momentum fluctuations, the pseudospin
formalism will lose the aforementioned advantages over the quasiparticle formalism
since the pseudospin operators are no longer the complete set of operators for the non-
equilibrium problem.
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3.3 Exact solution of long-time asymptotic value
For conventional superconductors, the exact solution of the gap dynamics in interaction
quench protocols can be extracted from the integrability of the BCS model[27, 82, 23,
26]. It is convenient to find the integrals of motion of the BCS Hamiltonian using the
pseudospin formalism (Eq. (3.8)):
HBCS =
∑
k
2εkSˆ
z
k +
V
N
∑
k,p
(
SˆxkSˆ
x
p + Sˆ
y
kSˆ
y
p
)
. (3.30)
The notion of integrability is only well-defined for classical systems. The BCS mean-
field dynamics of the superconducting gap is indeed classical, as it only depends on
the expectation values of the pseudospin operators (Eq. (3.26) and (3.27)). We can
therefore study the classical Hamiltonian system by replacing the pseudospin operators,
Sˆk, with their expectation values, Sk ≡
〈
Sˆk
〉
, and replacing the commutators by the
Poisson brackets. The key observation that allows solving the non-equilibrium problem
exactly is the fact that the BCS model at the mean-field approximation can be mapped
to a linear combinations of central spin models[27]. Due to the particle-hole symmetry,
the total z-component of the pseudospins is zero, i.e.
∑
k S
z
k = 0. And it is conserved
because it commutes with the BCS Hamiltonian (Eq. (3.30))[75]. Therefore, we can
write the BCS Hamiltonian in the following form:
HBCS =
∑
k
2εkS
z
k +
V
N
∑
k,p
Sk · Sp. (3.31)
which can be further rewritten as
HBCS =
∑
k
(
2εkHk +
V
N
S2k
)
. (3.32)
where
Hk =
V
N
∑
p6=k
Sk · Sp
εk − εp + S
z
k, (3.33)
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In order to rewrite HBCS in terms of Hk, we split the last term in Eq. (3.31) and
interchange the summation over k and pfor one of them:
V
N
∑
k,p
Sk · Sp = V
N
∑
k
∑
p6=k
(
εk − εp
εk − εpSk · Sp + S
2
k
)
=
V
N
∑
k
∑
p6=k
(
2εk
εk − εpSk · Sp + S
2
k
)
. (3.34)
It is obvious that S2k is conserved according to the equations of motion (Eq. (3.26)),
as Sk · dSkdt = 0. In order to show that Hk is the other set of integrals of motion, we
calculate the commutator between Hk and Hk′ with k 6= k′:
[Hk, Hk′ ] =
Szk, VN ∑
p6=k′
Sk′ · Sp
εk′ − εp
+
V
N
∑
p 6=k
Sk · Sp
εk − εp , S
z
k′

+
V 2
N2
∑
p6=k
Sk · Sp
εk − εp ,
∑
p6=k′
Sk′ · Sp
εk′ − εp
 . (3.35)
The first two terms add up to zero:Szk, VN ∑
p6=k′
Sk′ · Sp
εk′ − εp
+
V
N
∑
p 6=k
Sk · Sp
εk − εp , S
z
k′

=
V
N
(
Sxk′S
y
k − Syk′Sxk
εk′ − εk +
Sxk′S
y
k − Syk′Sxk
εk − εk′
)
= 0 (3.36)
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The last commutator in Eq. (3.35) is also zero:∑
p6=k
Sµk · Sµp
εk − εp ,
∑
p′ 6=k′
Sνk′ · Sνp′
εk′ − εp′

=
∑
p6=k
∑
p′ 6=k′
Sµk
[
Sµp, S
ν
k′
]
Sνp′ + S
µ
kS
ν
k′
[
Sµp, S
ν
p′
]
+ Sνk′
[
Sµk , S
ν
p′
]
Sµp
(εk − εp)
(
εk′ − εp′
)
=
∑
p6=k 6=k′
[
µνλS
µ
kS
ν
pS
λ
k′
εk − εk′
(
1
εk′ − εp −
1
εk − εp
)
+
µνλS
µ
kS
ν
k′S
λ
p
(εk − εp) (εk′ − εp)
]
=
∑
p6=k 6=k′
µνλS
µ
kS
ν
pS
λ
k′ + µνλS
µ
kS
ν
k′S
λ
p
(εk − εp) (εk′ − εp)
= 0 (3.37)
Hence, Hk commute with each other: [Hk, Hk′ ] = 0. It is rather straightforward that[
Hk,S
2
k
]
= 0. Therefore, [Hk, HBCS] = 0 and in Eq. (3.32) we successfully write the
BCS Hamiltonian as a sum of the integrals of motion. Since the total number of k-states
is N and we found 2N + 1 number of integrals of motion (Hk, S
2
k and
∑
k S
z
k), the BCS
model is integrable.
The oscillation frequency and the asymptotic value of the gap are obtained with the
help of the construction of the Lax vector[27, 26, 23]:
Lq = zˆ +
V
N
∑
k 6=q
Sk
εq − εk . (3.38)
L2q is also a conserved quantity, as it consists of the integrals of motion,
L2q = 1 +
V 2
N2
∑
k 6=q
Sˆ2k
(εq − εk)2
+
V
N
∑
k 6=q
2
εq − εk
V
N
∑
p6=k
Sˆk · Sˆp
εk − εp + Sˆ
z
k
 (3.39)
= 1 +
V
N
∑
k 6=q
1
εq − εk
[
V
N
Sˆ2k
(εq − εk) + 2Hk
]
(3.40)
As shown in Ref. [27, 26, 23], the complex roots of L2q determines the long-time asymp-
totic value of the gap as well as the gap oscillation frequency. It is convenient to work in
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the energy space by using the transformation, − VN
∑
k → v
∫
dε, where v = −VN is the
coupling constant after the quench divided by the density of states at the Fermi level
N . Since L2 is conserved, we evaluate it by substituting the initial conditions for the
pseudospins at T = 0 (Eq. (3.28)) for the Lax vector of the post-quench Hamiltonian
(with coupling constant vf ):
L2 (u) =
zˆ − vf ∫ dε ∆ixˆ− εzˆ
2 (u− ε)
√
ε2 + ∆2i
2 , (3.41)
where the auxiliary spectral parameter, u, is complex, and the initial value of the gap,
∆i, is chosen to be real. Normalizing the energy by the initial value of the gap and
introducing the dimensionless variables s = u/∆i and ξ = ε/∆i, we have
L2 (s) =
(
zˆ − vf
∫
dξ
xˆ− ξzˆ
2 (s− ξ)
√
ξ2 + 1
)2
= v2fG
2 (s) + v2f
[
sG (s) + ln
(
∆i
∆f
)]2
. (3.42)
where G (s) = 12
∫∞
−∞
dξ
s−sinh(ξ) =
1
2
√
1+s2
ln s+
√
1+s2
s−√1+s2 . A detailed analysis of the gap
dynamics (see e.g. Ref. [23]) shows that the oscillation frequency and the asymptotic
value of the gap is determined by the root(s) of the Lax vector. From Eq. (3.42),
it is clear that the root(s) is (are) located at the imaginary axis, i.e. L2
(
i∆∞∆i
)
=
0. Solving for ∆∞/∆i, we get the asymptotic value of the gap as a function of the
quench parameter, ∆i/∆f , as shown in Fig. 3.4(A). There are three quench parameter
regimes corresponds to three different asymptotic behaviors of the gap dynamics, as
shown in Fig. 3.4(B)-(D). Regime A is defined by ∆i/∆f < e
−pi/2. In this regime, the
gap persistently oscillates between ∆+ and ∆− (see Fig. 3.4(B)). In regime B, where
e−pi/2 < ∆i/∆f < epi/2, the gap oscillates with frequency 2∆∞ and t−1/2 damping (see
Fig. 3.4(C)). In regime C, where ∆i/∆f > e
pi/2, the gap decays exponentially to zero
(see Fig. 3.4(D)). We will focus more on the weak quench regime (regime B), where the
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Figure 3.4: (A) Phase diagram of the gap dynamics of single-band superconductors
(Figure taken from Ref. [23]). (B) The persistent gap oscillation between ∆+ and ∆−,
when the quench parameter is in regime A (∆i/∆f < e
−pi/2). (C) The 2∆∞-oscillation
with t−1/2 damping in regime B (e−pi/2 < ∆i/∆f < epi/2). (C) Then exponential decay
of the gap in regime C (∆i/∆f > e
pi/2).
asymptotic behavior of gap oscillation is given by
∆ (t) = ∆∞ + a
cos (2∆∞t+ φ)
(∆∞t)1/2
, (3.43)
since such regime is more relevant to experiments. We will later compare this exact
result with the one obtained from the self-consistent perturbation theory. But before
that, we would like to discuss what could potentially break the integrability of the BCS
model.
There are two crucial conservation laws that lead to the success of mapping the
BCS Hamiltonian into central spin models, Eq. (3.31) and (3.32). The first one is the
40
conservation of the total z-component of the pseudospins. More generally,
∑
k
〈
Sˆzk
〉
= 2Npairs −Ntotal, (3.44)
where Ntotal is the total number of available states and Npairs is the number of pair-
occupied states. Therefore, for systems with particle-hole symmetry,
∑
k
〈
Sˆzk
〉
= 0.
However, the conservation of
∑
k
〈
Sˆzk
〉
, i.e.
[∑
k Sˆ
z
k, HBCS
]
= 0, is independent of
the particle-hole symmetry. What it implies is the conservation of the number of pair-
occupied states within the subspace of nk = n−k. As a result, any perturbations
involving processes of pair breaking or imbalance between nk and n−k, e.g. generation
of quasiparticles or supercurrents, will break the integrability of the BCS model (Eq.
(3.30)).
The second indispensable conservation law is the conservation of the quasiparticle
distribution,
[
Sˆ2k, HBCS
]
= 0. This is due to the fact that quasiparticle scattering is
absent in the BCS mean-field Hamiltonian (see Eq. (3.5)). Out of equilibrium, such
collisionless regime is valid as long as the variation of the gap happens within the quasi-
particle scattering time, as discussed in Section 3.1.2. However, the presence of impu-
rities, which mediates quasiparticle scattering, will eventually break the integrability of
the BCS model. A model that incorporates the aforementioned integrability-breaking
processes to describe the gap dynamics observed in experiments, will be discussed in
Section 5.5.
3.4 Perturbative solution
An alternative approach to solve the problem of the gap dynamics is to expand the
equations of motion around the asymptotic value of the gap self-consistently. Similar
perturbative approach was used to study the gap dynamics by A. F. Volkov and Sh.
M. Kogan[25]. However, they expanded gap around its equilibrium value, which facili-
tated the linearization of the equations of motion. Although the analytical expression
of the gap oscillation was obtained, the asymptotic value of the gap and the oscillation
frequency were off comparing to the exact solution. We improve the perturbative ap-
proach by expanding the gap around the long-time asymptotic value and imposing the
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self-consistency condition to ensure the long-time dynamics converges to the asymptotic
value. Concretely, in the long-time limit, we separate the pseudospins and the gap into
stationary and non-stationary components:
Sz = Sz∞ + g (t) , (3.45a)
S− = S−∞ + f (t) , (3.45b)
∆ (t) = ∆∞ + δ∆ (t) , (3.45c)
where S±∞ = Sx∞, S
y∞ = 0, εSx∞ = −∆∞Sz∞. We work in the energy space and keep the
energy dependence of the pseudospins implicit. Based on the gap equation, we have the
following relations:
∆∞ = vf
∫
dεSx∞, (3.46)
δ∆ (t) = vf
∫
dεf (t) . (3.47)
We first rewrite the equations of motion (Eq. (3.26)) as the following:
S˙z = −i∆ (t) (S+ − S−) , (3.48)
S˙− = −2i [εS− + ∆ (t)Sz] . (3.49)
Then by substituting Eq. (3.45), the equations of motion are linearized:
f˙ ′ (t) = 2εf ′′ (t) , (3.50a)
f˙ ′′ (t) = −2εf ′ (t)− 2∆∞g (t)− 2Sz∞δ∆ (t) , (3.50b)
g˙ (t) = 2∆∞f ′′ (t) , (3.50c)
where f (t) = f ′ (t) + if ′′ (t). The linearized equations of motion are good approxima-
tions to Eq. (3.26), assuming the deviations from the stationary part are small. The
validity of this assumption is crucial for capturing the correct dynamics of the gap but
not the correct asymptotic value of the gap. Contributions from higher order terms
will converge to the same asymptotic value when self-consistency is imposed. So in this
subsection, we will apply Laplace analysis to the linearized equations of motion (Eq.
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(3.50)) and extract the long-time asymptotic value of the gap.
We further simplify the linearized equations of motion by eliminating g (t):
f¨ ′′ (t) = −4E2∞f ′′ (t)− 2Sz∞ ˙δ∆ (t) , (3.51a)
...
f ′ (t) = −4E2∞f˙ ′ (t)− 4εSz∞ ˙δ∆ (t) , (3.51b)
where E∞ =
√
ε2 + ∆2∞. The variation of the gap, δ∆, and the variation of the pair-
occupied states, f , are related through the gap equation (Eq. (3.47)). Due to integra-
bility, the information of the initial condition is not lost in the coherent time evolution.
Therefore, in order to extract the long-time asymptotic behavior, we need to keep the
information of the initial states. A ordinary differential equation with such properties
is known to be particularly well suited for a Laplace analysis, rather than a Fourier
analysis. The Laplace transformation is given by:
y (s) =
∫ ∞
0
y (t) e−stdt (3.52)
Integrating by parts, we obtain the following identity for the Laplace transformation of
y˙ (t): ∫ ∞
0
y˙ (t) e−stdt =
[
y (t) e−st
]∞
0
+ s
∫ ∞
0
y (t) e−stdt
= sy (s)− y (t = 0) . (3.53)
Laplace transformation of higher derivatives can be obtained in the same fashion.
Applying Laplace transformation, the above linearized equations are
f ′′ (s) +
2sSz∞
s2 + 4E2∞
δ∆ (s) =
sf ′′0 + f˙ ′′0
s2 + 4E2∞
+
2Sz∞
s2 + 4E2∞
δ∆0, (3.54a)
f ′ (s)− −4εS
z∞
s2 + 4E2∞
δ∆ (s) =
1
s
[
f ′0 −
−4εSz∞
s2 + 4E2∞
δ∆0
]
− 2ε
s
sf ′′0 + f˙ ′′0
s2 + 4E2∞
, (3.54b)
where s is the complex frequency in the Laplace domain. The initial conditions are
formulated via: f0 ≡ f (t = 0+), δ∆0 ≡ δ∆ (t = 0+), etc.. Since we are interested in the
dynamics of the superconducting gap, we multiply both sides of the linearized equations
of motion by the coupling constant after the quench, vf , and then integrate over ε. By
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substituting the gap equation, Eq. (3.47), and using the fact that Sz∞ is odd in ε due to
the particle-hole symmetry, we obtain the equations of motion for the variation of the
gap in the Laplace space. Using the following notation 〈. . .〉 = vf
∫
dε (. . .), we have
Imδ∆ (s) =
〈
sf ′′0 + f˙ ′′0
s2 + 4E2∞
〉
, (3.55a)
Reδ∆ (s) =
1
s
δ∆0 − 1
s
I (s)
Φ∞ (s)
, (3.55b)
where I (s) =
〈
2ε[sf ′′0 +f˙ ′′0 ]
s2+4E2∞
〉
is given by the initial conditions, and
Φ∞ (s) =
(
s2 + 4∆2∞
)〈 −Sz∞/ε
s2 + 4E2∞
〉
, (3.56)
which contains only the information about the long time asymptotic state. Eq. (3.55a)
is automatically satisfied by choosing the initial value of the gap to be real. From Eq.
(3.50), it is clear that for real initial gap, f ′′0 = 0 and f˙ ′′0 is odd in ε, which makes the
right hand side of Eq. (3.55a) automatically zero. This is just a consequence of the
fact that the interaction quench does not change the phase of the superconducting gap.
Therefore, δ∆ (s) = Reδ∆ (s) and the dynamics of the gap is then described solely by
Eq. (3.55b).
3.4.1 Initial conditions
The initial conditions are determined by the equilibrium states before the quench, i.e.
with pairing interaction vi. The pseudospins are parallel to the effective magnetic field,
Bk (t = 0) = 2 (∆i, 0,−εk), with the following configuration:
Sxi =
∆i
2
√
ε2 + ∆2i
, (3.57a)
Syi = 0, (3.57b)
Szi =
−ε
2
√
ε2 + ∆2i
. (3.57c)
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The initial conditions for the linearized equations of motion, Eq. (3.50), are obtained
based on the linearization, Eq. (3.45).
f ′0 =
∆i
2
√
ε2 + ∆2i
− Sx∞, (3.58a)
f ′′0 = 0, (3.58b)
g0 =
−ε
2
√
ε2 + ∆2i
− Sz∞, (3.58c)
f˙0
′′
= −2εf ′0 − 2∆∞g0 − 2Sz∞δ∆0. (3.58d)
We used the equations of motion (Eq. (3.50)) to obtain the last equation for f˙0
′′
.
After the quench, the pairing interaction becomes vf . Therefore, the initial value for
the post-quench dynamics of the gap is not ∆i, but determined by the following gap
equation:
∆ (t = 0) = vf
∫
dεSxi = vf
∫
dε
∆i
2
√
ε2 + ∆2i
. (3.59)
The above gap equation reflects the fact that the quench only changes the pairing
interaction but not the underlying electronic states at t = 0 . The initial value of the
gap variation is therefore given by
δ∆0 = vf
∫
dε
∆i
2
√
ε2 + ∆2i
−∆∞ = vf
vi
∆i −∆∞ (3.60)
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With these initial values, we arrive at the following expression for the initial condition
in Eq. (3.55b):
I (s) =
〈
2ε
[
sf ′′0 + f˙ ′′0
]
s2 + 4E2∞
〉
=
〈
4ε2 (−Sz∞/ε) δ∆0
s2 + 4E2∞
〉
−
〈
4ε2
s2 + 4E2∞
∆i −∆∞
2
√
ε2 + ∆2i
〉
= δ∆0
[
〈−Sz∞/ε〉 −
〈
s2 + 4∆2∞
s2 + 4E2∞
(−Sz∞/ε)
〉]
− (∆i −∆∞)
[
〈−Szi /ε〉 −
〈
s2 + 4∆2∞
s2 + 4E2∞
(−Szi /ε)
〉]
. (3.61)
Due to the stationary condition: −S
z
i/∞
ε =
Sx
i/∞
∆i/∞
and the gap equation, we have
〈−Sz∞/ε〉 = 〈Sx∞/∆∞〉 = 1, (3.62a)
〈−Szi /ε〉 = 〈Sxi /∆i〉 =
vf
vi
. (3.62b)
Substituting to the expression for I (s), we have
I (s) = δ∆0 [1− Φ∞ (s)]− (∆i −∆∞)
[
vf
vi
− Φi (s)
]
, (3.63)
where
Φi/∞ (s) =
〈
s2 + 4∆2∞
(s2 + 4E2∞) 2
√
ε2 + ∆2i/f
〉
. (3.64)
But in order to evaluate I (s), we need to find the expression for −Sz∞/ε and calculate
Φi/∞ (s).
3.4.2 Long-time asymptotic states
To proceed, we use the gap equation as a constraint and propose an ansatz for the
asymptotic states of the pseudospins Sx∞ and Sz∞. The ansatz is motivated by the fact
that the gap equation is always satisfied regardless of whether the system is in or out
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of equilibrium. In equilibrium, the gap equation requires:
1 = vf
∫
dε
neq
(√
ε2 + ∆2f
)
2
√
ε2 + ∆2f
, (3.65)
where neq (x) = 1 − 2nF (x) = tanh
(
x
2T
) T=0→ sgn (x) is the equilibrium quasiparticle
distribution function. The stationary state of the pseudospins also satisfies the same
constraint, 1 = vf
∫
dε−S
z∞
ε . We rewrite this asymptotic gap equation in a similar
fashion to the equilibrium counterpart:
1 = vf
∫
dε
neff
(√
ε2 + ∆2∞
)
2
√
ε2 + ∆2∞
, (3.66)
where neff (x) is the effective quasiparticle distribution function. As shown in the previ-
ous subsection, the quasiparticle distribution function is intact under the time evolution
of the BCS Hamiltonian. Therefore, it is only an effective distribution imposed by the
gap equation after projecting the persistent oscillatory pseudospins onto the x-z plane.
Comparing Eq. (3.65) with Eq. (3.66), we propose the following ansatz for the effective
distribution:
neff
(√
ε2 + ∆2∞
)
=
√
ε2 + ∆2∞
ε2 + ∆2f
. (3.67)
Consequently, long-time asymptotic states of the pseudospins are given by
Sx∞
∆∞
= −S
z∞
ε
=
neff
(√
ε2 + ∆2∞
)
2
√
ε2 + ∆2∞
=
1
2
√
ε2 + ∆2f
. (3.68)
With the long-time asymptotic states, we obtain the following expression for Φi/∞ (s):
Φi/∞ (s) = vf
√
s2 + 4∆2∞ arccos
(√
s2+4∆2∞
4∆2
i/f
)
√
4
(
∆2i/f −∆2∞
)
− s2
. (3.69)
Substituting to Eq. (3.63) and (3.55b), we obtain the solution for the variation of the
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gap in Laplace space:
δ∆ (s) = −
(
1− vfvi
)
∆∞
s
1
Φ∞ (s)
+
(∆i −∆∞)
s
Φi (s)
Φ∞ (s)
. (3.70)
Since we expand the equations of motion around the long-time asymptotic value, the
variation of the gap at t→∞ must vanish. Therefore, based on the final value theorem
in Laplace analysis, we have the following self-consistency condition:
lim
t→∞ δ∆ (t) = lims→0
[sδ∆ (s)] = 0. (3.71)
From Eq. (3.70), we have
lim
s→0
[sδ∆ (s)] = −
√
∆2f −∆2∞
arccos
(
∆∞
∆f
)
ln(∆i∆f
)
−
(
1− ∆∞
∆i
) arccos(∆∞∆i )√
1− ∆2∞
∆2i
 . (3.72)
As a result, the asymptotic value of the gap must satisfy the following self-consistency
condition:
ln
(
∆i
∆f
)
−
(
1− ∆∞
∆i
) arccos(∆∞∆i )√
1− ∆2∞
∆2i
= 0. (3.73)
This is the exact same equation for finding the roots of the Lax vector square, L2 (s) = 0,
from Eq. (3.42). It is clear from this self-consistency condition that the upper bound
of the quench parameter is ∆i∆f = e
pi
2 , beyond which the asymptotic value of the gap
becomes zero, ∆∞ = 0. We compare the asymptotic value of the gap as a function of the
quench parameter calculated from the self-consistency condition with the same quantity
calculated from the Lax vector in Fig. 3.5. According to the Lax root calculation, there
is also a lower bound for the quench parameter, ∆i∆f = e
−pi
2 , below with the gap exhibits
undamped persistent oscillation. However, the average value of the gap still follows the
asymptotic gap value calculated from the self-consistency condition.
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Figure 3.5: ∆∞ as a function of the quench parameter ∆i/∆f , the red dash lines are the
lower and upper bounds for the damped oscillatory dynamics for the superconducting
gap obtained from the roots of the Lax operator. (Figure taken from Ref. [29].)
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3.4.3 Long-time dynamics of the gap
With the solution of the linearized equations of motion in the Laplace space (Eq. (3.70)),
the long-time dynamics of the gap in the weak quench limit is therefore given by the
inverse Laplace transformation:
y (t) =
1
2pii
∫ σ+i∞
σ−i∞
y (s) estds (3.74)
where σ is a real number that is larger than the real parts of all the singularities of
y (s). An integral of this kind is called a Bromwich integral, which can be evaluated via
the Cauchy’s integral formula. In order to do that, we need to first study the analytic
properties of the integrand.
From Eq. (3.70), it is clear that the analytic properties of δ∆ (s) are solely deter-
mined by Φi/∞ (s). For convenience, we use z = s2∆∞ as the complex variable in the
Laplace space, which leads to
Φi/∞ (z) = vf
√
z2+1
∆˜2
i/f
arccos
(√
z2+1
∆˜2
i/f
)
√
1− z2+1
∆˜2
i/f
, (3.75)
where ∆˜i/f = ∆i/f/∆∞. The only non-analyticity of Φi/∞ (z) comes from
√
z2 + 1,
which has two branch cuts located at (−i∞, −i) and (i, i∞). The additional branch
cut of arccos
(√
z2+1
∆˜2
i/f
)
at z2 = ∆˜2i/f − 1 is annihilated by the same branch cut of√
1− z2+1
∆˜2
i/f
in the denominator. To show this, we perform the the expansion in the
neighborhood of ζ = z
2+1
∆˜2
i/f
= 1 + eiθ, with  1:
arccos
(√
ζ
)
√
1− ζ =
1
i ln
(√
ζ + i
√
1− ζ)√
1− ζ =
1
i ln
(
1 + 2e
iθ + i
√−eiθ
)
√−eiθ =
√
ei
θ+pi
2
√
ei
θ+pi
2
+O () .
(3.76)
At the neighborhood of ζ = 1, as θ goes from 0 to 2pi, the value of
arccos(
√
ζ)√
1−ζ does not
change. Therefore, z2 = ∆˜2i/f − 1 is not a branch point of Φi/∞ (z) even though it is a
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branch point of arccos
(√
z2+1
∆˜2
i/f
)
and
√
1− z2+1
∆˜2
i/f
individually.
Because the non-analyticity only occurs at the imaginary axis, using Cauchy’s inte-
gral formula, the integration contour becomes the grey curve shown in Fig. 3.6. Because
of the initial value theorem, i.e. lims→∞ sδ∆ (s) = δ∆0, δ∆ (s) goes to zero as s→∞.
Therefore, the Bromwich integral becomes
δ∆ (t) =
1
2pii
∫ σ+i∞
σ−i∞
δ∆ (s) estds
= − 1
2pii
{∫ 0++2i∆∞
0++i∞
+
∫ 0−+i∞
0−+2i∆∞
+
∫ 0−−2i∆∞
0−−i∞
+
∫ 0+−i∞
0+−2i∆∞
}
δ∆ (s) estds
=
2
pi
∫ 0++i∞
0++2i∆∞
Im [sδ∆ (s)]
cosh (st)
s
ds, (3.77)
where the last equality is due to the fact that δ∆ (s) = −δ∆ (−s).
After changing the complex variable to z, we rotate to the imaginary axis by letting
z = iy. Then,
δ∆ (t) =
2
pi
∫ ∞
1
Im [iyδ∆ (y)]
cos (2∆∞yt)
y
dy (3.78)
The above integral is dominated by the contribution from the vicinity of the branch
point, i.e. y → 1, as for large y, cos(2∆∞yt)y goes to zero while Im [iyδ∆ (y)] converges to
a constant. The asymptotic behavior of Φi/∞ (y) around y & 1 is given by
Φi/∞ (y) = vf
√
1−y2
∆˜2
i/f
arccos
(√
1−y2
∆˜2
i/f
)
√
1− 1−y2
∆˜2
i/f
' i vfpi∣∣∣∆˜i/f ∣∣∣
√
y − 1
2
. (3.79)
Substituting to Eq. (3.70), we obtain the following asymptotics
Im [iyδ∆ (y)] '
(
1
vf
− 1vi
)
|∆f |
pi
√
2
y − 1 . (3.80)
At the long-time limit, where 2∆∞t  1, the inverse Laplace transformation yields to
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Figure 3.6: Integration contour in complex Laplace space.
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Figure 3.7: Comparison between numerical result of the exact equations of motion with
the analytic result extracted from the Laplace analysis on the linearized equations of
motion. ∆i/∆f = 0.8 for both the numerics and analytics.
the following closed-form:
δ∆ (t) '
(
2
pi
)3/2
∆f ln
(
∆i
∆f
)
cos
(
2∆∞t+ pi4
)
√
2∆∞t
. (3.81)
As a result, the long-time asymptotic dynamics of the gap is given by
∆ (t) ' ∆∞ +
(
2
pi
)3/2
∆f ln
(
∆i
∆f
)
cos
(
2∆∞t+ pi4
)
√
2∆∞t
. (3.82)
Comparing with the previous exact solution, Eq. (3.43), it is self-evident that the
perturbative solution fully captures the dynamics of the gap at the long-time limit. We
also compare the asymptotic result, Eq. (3.82), with the numerical solution of the exact
equations of motion, Eq. (3.26), in Fig. 3.7. The two curves matches perfectly. In the
next chapter, we will extend this perturbative approach to multi-band superconductors.
Chapter 4
Post-quench gap dynamics of
two-band superconductors
This chapter partially reproduces content of a preprint posted on arXiv:1908.06125
“Post-quench gap dynamics of two-band superconductors”, Tianbai Cui, Michael Schu¨tt,
Peter P. Orth, and Rafael M. Fernandes.
4.1 Introduction
In the previous section, we established the theoretical framework for the study of non-
equilibrium superconductivity. For simplicity, we were restricted to conventional super-
conductors where the low-energy effective theory is approximated by a single conduction
band under the attractive electron-electron interaction mediated by electron-phonon
coupling. From this study, we learned the oscillatory and damping characteristics of the
transient dynamics of the conventional superconducting gap. More fascinating questions
are related to what we can learn about the non-equilibrium phenomena of unconven-
tional superconductors. For example, are unconventional superconductors share the
same oscillatory and damping characteristics out of equilibrium as conventional super-
conductors?
Unconventional superconductors distinguishes from the conventional ones on the
pairing mechanism. Until now, there is still no consensus on the pairing mechanism
on any of the unconventional superconducting materials, except the fact that it is not
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mediated by electron-phonon coupling. Due to the different pairing mechanism, uncon-
ventional superconductor can exhibit different gap symmetries depending on the shape
of the Fermi surface. For example, in the cuprate family of unconventional supercon-
ductors, the sign-changing superconducting gap has 4-fold rotational symmetry, which
is called the d-wave superconducting gap. Because different electronics states experi-
ence different values of the gap, it is more difficult to maintain coherence for the out
of equilibrium dynamics between different momentum states, leading to much faster
damping of the gap oscillation comparing to the conventional case[83]. Other families
of unconventional superconductors, such as iron-pnictides [84], perovskite [85, 86] and
heavy fermions [87, 88, 89], have multiple bands crossing the Fermi level. As a con-
sequence, when multiple electronic bands involve in the superconducting condensate,
the superconducting gap can develop different values in different bands. In fact, the
pairing channel of electrons can take advantage of the repulsive electron-electron in-
teraction between different bands by adjusting the relative gap signs between different
bands without introducing any nodes[90]. Note that the multi-band superconductivity
can also arise in conventional systems where pairing is phonon mediated, e.g. MgB2. In
this case, there is no relative sign change between the superconducting gaps in different
bands. The non-equilibrium properties of superconductors with multiple bands is the
focus of this chapter. Previous numerical studies show multiply frequencies in the gap
oscillations, as expected due to the multi-band nature of such systems[81, 91]. However,
their exact interplay, the resulting relaxation behaviors as well as the dependence on
the quenching strength require insights from the analytical results. To address this,
we extend the perturbative approach introduced in the previous chapter to multi-band
systems.
4.2 Superconductivity in multi-band systems
Similar to the single-band counterpart as discussed in the previous chapter, the BCS
Hamiltonian for multi-band systems has the same form but now with an extra band
index:
HBCS =
∑
k,σ,α
εk,αc
†
k,σ,αck,σ,α +
1
N
∑
k,p,α,β
Vαβc
†
k,↑,αc
†
−k,↓,αc−p,↓,βcp,↑,β, (4.1)
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where α, β ∈ {1, 2, . . . , } are the band indices, εk,α is the electronic dispersion near the
Fermi level in band α (including the chemical potential), and Vαβ is the effective pairing
interaction between band α and band β. The interaction constants Vαβ are positive
(negative) if the interaction is repulsive (attractive). For convenience, we will restrict
the band indices to be α, β ∈ {1, 2}, and consider two-band systems.
In two-band systems, different bands develop different values of the superconducting
gap, depending on the values of the intra-band interactions, V11 and V22, and the inter-
band interactions, V12 and V21 as well as the density of states of the two bands at the
Fermi level, Nα. We assume that the two bands have the same intra-band electronic
interactions such that V11 = V22 ≡ U ; by definition, V12 = V21 ≡ V . Due to the
different density of states N1 6= N2, electrons in different bands experience different
effective interaction strengths. The BCS gap equation is therefore band-dependent:
∆α = ∆
′
α + i∆
′′
α = −
1
N
∑
p,β
Vαβ 〈c−p,↓,βcp,↑,β〉 (4.2)
Going from summation over momenta to integrations over energy using the density of
states, we write the equilibrium BCS gap equations explicitly in matrix form in the
band-space. (
∆1
∆2
)
= γˆv
( ∫ Λ
−Λ dε
∆1
2E1
tanh
(
E1
2T
)∫ Λ
−Λ dε
∆2
2E2
tanh
(
E2
2T
) ) (4.3)
where Λ is a high-energy cutoff and
γˆ =
(
r −η
−1 rη
)
(4.4)
with η = N2/N1 being the ratio of the density of states of the two bands, Eα =√
ε2 + ∆2α is the Bogoliubov quasiparticle dispersion in band α and T is the temperature
of the system. In the following, we restrict our analysis to the T = 0 ground state as
the initial pre-quench state of the system. We have also defined the dimensionless inter-
band interaction coupling constant v = VN1, and the dimensionless ratio r = −U/V
between intra-band and inter-band interactions. Here, we include the minus sign in
the definition, as we will assume that U < 0 is negative, corresponding to attractive
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intra-band interaction.
Note that the ratio of the density of states in the two bands, η = N2/N1, determines
the relative sizes of the superconducting gaps of the two bands. If the two bands have
the same density of states near the Fermi energy, i.e. η = 1, the matrix γˆ becomes
symmetric. Therefore, the gap equations are solved by ∆1 = −∆2 for repulsive inter-
band interaction (v > 0), corresponding to s+− pairing, and ∆1 = ∆2 for attractive
inter-band interaction (v < 0), corresponding to s++ pairing. In this paper, we will
focus on the case with η 6= 1, in which case the amplitude of the two gaps is different
in equilibrium |∆1| 6= |∆2| and the multi-band nature of the system has a pronounced
imprint on the non-equilibrium dynamics of the superconducting gap.
It is convenient to use the pseudospin formalism [75] to study the non-equilibrium
dynamics of the superconducting state. In the mean-field approach, which is exact in
the BCS regime we consider here, the BCS Hamiltonian can be described by pseudospins
exposed to an effective magnetic field:
HBCS = −
∑
k,α
Bk,α · Sˆk,α + const. (4.5)
where Bk,α = 2
(
∆
′
α,−∆
′′
α,−εk,α
)
and
Sˆ−k,α = c−k,↓,αck,↑,α (4.6a)
Sˆ+k,α = c
†
k,↑,αc
†
−k,↓,α (4.6b)
Sˆzk,α =
1
2
(
c†k,↑,αck,↑,α + c
†
−k,↓,αc−k,↓,α − 1
)
(4.6c)
The constant term contributes to the ground state energy, which will be ignored because
it is not relevant to the dynamics out of equilibrium. The mapping between pseudo-
spins and electronic pair operators is the same as the mapping in the single-band systems
introduced in Chapter 3, expect now with an extra band index. The anti-commutation
relation between the electronic operators ensures the spin commutation relation between
Sˆk,α. Notice that despite the simple form of the pseudospin Hamiltonian, the effective
magnetic field is self-consistently determined by the pseudospins collectively via the gap
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equation:
∆α = − 1
N
∑
k,β
VαβS
−
k,β (4.7)
where S−k,α =
〈
Sˆ−k,α
〉
= 〈c−k,↓,αck,↑,α〉. In equilibrium, the pseudospins are parallel to
the effective magnetic field. For convenience, we choose to work in a gauge where both
the gaps are real, i.e. Syk,α = 0.
In equilibrium, the pseudospins are parallel to the effective magnetic field. It is
convenient to work in a gauge where both the gaps are real. Then the expectation
values of the pseudo-spins at temperature T are given by
Sxk,α =
∆α
2Eα
tanh
(
Eα
2T
)
(4.8a)
Syk,α = 0 (4.8b)
Szk,α =
−εk
2Eα
tanh
(
Eα
2T
)
. (4.8c)
Note that the length of the pseudospins in equilibrium is determined by the Fermi-Dirac
distribution, nF, of the Bogoliubov quasiparticles, i.e. |Sk,α| = 12 − nF. As mentioned
above, we will focus hereafter on initial pre-quench states at zero temperature (T = 0).
4.3 Equations of motions and numerical results
The system is driven out of equilibrium by an interaction quench protocol, where the
electron-electron interaction is suddenly changed. Specifically, interaction quench we
consider here is a sudden change of the inter-band coupling vi → vf while keeping the
ratio between intra- and inter-band interaction, r, and the ratio between the density of
states, η, unchanged. The subscript i and f denote the initial and final value of the
dimensionless coupling. Here we only quench v while keeping r and η unchanged in
order to constrain the parameter space. Generally, one can quench both the intra- and
inter-band interactions independently. However, this will not lead to any qualitative
changes to the non-equilibrium dynamics. Nevertheless, it is simply a quantitatively
different way to prepare the initial conditions. If η = 1, however, one of the bands can
be viewed as an exact copy of the other. The quench dynamics is therefore described
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faithfully by the exact solution of the single-band BCS model.[92, 93, 94, 20, 95].
If the two bands have different density of states, i.e. η 6= 1, the quench dynamics is
intrinsically different from the single-band systems. In the pseudospins formalism, the
superconducting gap determines the intrinsic frequency of the pseudospin processions.
Therefore, once the two bands have different density of states, they develop different
values of the gap, leading to two distinct intrinsic frequencies. In addition, the gap
also serves as the effective magnetic field that drives the procession motion. Through
the inter-band interaction, each band experiences an oscillating magnetic field with
the intrinsic frequency of the other band. Hence, the dephasing of the pseudospin
oscillations in multi-band systems is fundamentally different from single-band systems.
The dynamics is described by the two sets of equations of motion for the two bands,
which are derived from Eq. (4.5) in terms of expectation values of the pseudo-spins
operators,
d
dt
Sk,α (t) = −Bk,α (t)× Sk,α (t) (4.9)
which are similar to the one-band case, but now with an extra band index α. More im-
portantly, the pseudospin dynamics in the two bands are coupled via the gap equations
(Eq. (4.10)) with a time-dependent interaction v (t) = viθ (−t) + vfθ (t).
∆α (t) = v (t)
∑
β
γαβ
∫
dεS−β (ε, t) (4.10)
The equations of motion for the pseudo-spins (Eq. (4.9)) and the time-dependent gap
equation (Eq. (4.10)) solve the quench dynamics of the two-band superconductors.
The numerical results are shown in Fig. 4.1. In contrast to the single-band BCS
model, There are two important qualitative features that emerge in the two-band case:
first, the gap oscillations are characterized by two frequencies, corresponding to the
steady-state values ∆1,∞ and ∆2,∞. This phenomenon has been described previously in
numerical studies of two-band (multi-band) superconductors exposed to terahertz laser
pulses [81, 96, 91] Second, the algebraic damping of the gap oscillations occurs more
rapidly than in the single-band case. As opposed to the t−1/2 damping in the single
band case, the damping is characterized by t−3/2 in two-band systems as shown in Fig.
4.1(D) and (H).
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Figure 4.1: Gap oscillations in two-band superconductors. (A)-(D) are the results for
an interaction quench from vi = 0.19 to vf = 0.2. (E)-(H) correspond to interaction
quench from vi = 0.18 to vf = 0.2. (C) and (G) are the Fourier spectrums of the gap
oscillations. (D) and (H) shown the t−3/2 damping of the gap oscillations in a log-log
plot. The ratio of the density of states between the two bands is η = 0.8 in these
calculations.
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This behavior seems insensitive to the actual value of r. In Fig. 4.2, we compare
the behavior of ∆1(t) for the cases in which r = 0.5 and r = 0. The other parameter
used were vi = 0.19 and vf = 0.2.
4.4 Long-time asymptotic gap dynamics
In order to gain more insights on the transient dynamics of the superconducting gap in
two-band systems, it is instructive to have analytic solutions for the superconducting gap
evolution. The gap dynamics in single-band conventional superconductors with isotropic
gap structures can be solved exactly due to the integrability of the BCS model [97, 98, 27,
28, 82, 26, 23, 99]. The two-band BCS model doubles the number of degrees of freedom
compared to the single-band model. Due to the coupling between the two distinct
bands, the integrals of motion that were constructed previously for the single-band
BCS model [28, 99] do not commute between the two bands, except in the symmetric
case η = 1. In the single-band case, it was determined that there are three different
“phases” depending on the strength of the quench ∆i/∆f : in phase A, corresponding to
∆i/∆f < e
−pi/2, the gap shows persistent oscillations between two asymptotic values; in
phase B, for e−pi/2 < ∆i/∆f < epi/2, the gap shows damped 1/t1/2 oscillations around
one asymptotic value; and in phase C, which takes place for ∆i/∆f > e
pi/2, the gap
asymptotically approaches zero in an exponential fashion.
Whether the two-band BCS model is integrable or not is beyond the scope of this
work. Given the difficulties in finding the integrals of motion of the two-band case, in
this section we employ instead a perturbative method to extract the long-time asymp-
totic dynamics of the superconducting gap in phase B, where the gap shows damped
oscillations. This is precisely the behavior found numerically for weak quenches, shown
in Fig. 4.1. In particular, the method we develop here is a modified version of the
one pioneered by Volkov and Kogan in Ref. [25], which allows us to also analytically
determine the steady-state gap values ∆α,∞.
For convenience, we briefly review our notation scheme: subscripts i and f denote
the thermal equilibrium value before (i) and after (f) the quench. The subscript ∞
denotes the long-time asymptotic steady-state value of the gap. For example, ∆α,i
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Figure 4.2: (A) Gap oscillations for the case of inter-band pairing only (r = 0) and
inter-band and intra-band pairing (r = 0.5). Here, we set η = 0.8. (B) The t−3/2
damping of the gap oscillations in a log-log scale.
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(∆α,f ) is the equilibrium value of gap α before (after) the quench, and ∆α,∞ is its long-
time asymptotic steady-state value following the time evolution governed by the BCS
Hamiltonian. We note that our analysis is restricted to weak quenches, resulting in the
system being in phase B, where the gap experiences Volkov-Kogan-like behavior.
4.4.1 Linearized equations of motion
To analytically describe the post-quench gap dynamics at long times, we generalize
the method used first by Volkov and Kogan in Ref. [25]. Instead of expanding around
the final equilibrium state Siα,f and ∆α,f , however, we expand around the long-time
non-equilibrium steady-state values Siα,∞ and ∆α,∞. Importantly, these steady-state
values will be determined self-consistently in our calculation using Laplace’s final value
theorem. We thus assume that in the long-time limit the superconducting gaps reach
their long-time asymptotic values ∆α,∞. We expand the equations of motion and the
gap equations around the asymptotic steady-state values
Szα (ε, t) = S
z
α,∞ (ε) + gα (ε, t) (4.11a)
S−α (ε, t) = S
−
α,∞ (ε) + fα (ε, t) (4.11b)
∆α (t) = ∆α,∞ + δα (t) (4.11c)
where, from the stationary condition of the equations of motion, S±α,∞ = Sxα,∞, S
y
α,∞ =
0, εSxα,∞ = −∆α,∞Szα,∞ . Note that fα describes pairing amplitude fluctuations and gα
describe density fluctuations. The deviation of the gap from its long-time asymptotic
value is denoted by δα, which is determined by the pairing-amplitude fluctuations fα
via the gap equations:
δα (t) = vf
∑
β
γαβ
∫ Λ
−Λ
dεfβ (ε, t) (4.12)
where γαβ is given in Eq. (4.4).
As we will show below, because f ′′α is an odd function of ε, δα is real, as long as we
choose the initial equilibrium gaps of the two bands ∆α,i to be real. With this in mind,
we linearize the equations of motion by inserting Eqs. (4.11) into the Eq. (4.9) to obtain
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f˙ ′α = 2εf
′′
α (4.13a)
f˙ ′′α = −2εf ′α − 2∆α,∞gα − 2Szα,∞δα (t) (4.13b)
g˙α = 2∆α,∞f ′′α (4.13c)
where fα = f
′
α + if
′′
α and the notation f˙ ≡ dfdt is used. Note that, as anticipated, f ′′α
remains an odd function of ε for all times, since Sz,∞ and gα are odd while f ′α is even.
As a result, the gap remains real for all times. The fact that the phases of the gaps
are constants of motion follows directly from the particle-hole symmetry of the BCS
Hamiltonian [23]. Therefore, the relative phase of the two gaps is also a constant of
motion and the Leggett (relative phase) mode, which would in any case be overdamped
in the regime we study here of inter-band pairing interaction only, is not excited in our
quench protocol. In order to excite it, one must break the particle-hole symmetry of
the BCS Hamiltonian, for example, by external perturbations as in the pump-probe
setups [91].
The linearized equations of motion faithfully describe the long-time dynamics for
relatively weak quenches where vf/vi is close to 1, since at the long-time limit, the
deviations from the asymptotic values are small, i.e. (gα, fα, δα)
(
Szα,∞, S−α,∞,∆α,∞
)
.
To have a better description of the gap dynamics over a wider time range, we focus on
relatively weak quenches where vf/vi is close to 1. In this case, the oscillations around
∆α,∞ are small already at earlier times, allowing for a better comparison between nu-
merics and analytics. Such weak quench regime is also the most relevant to experiments,
where excess heating is suppressed.
Since we are interested in δα, which is only related to fα, see Eq. (4.12), we can
further simplify the above equations by eliminating gα to find
f¨ ′′α = −4E2α,∞f ′′α − 2Szα,∞δ˙α (t) (4.14a)
...
f
′
α = −4E2α,∞f˙ ′α − 4εSzα,∞δ˙α (t) , (4.14b)
where E2α,∞ = ε2 +∆2α,∞. Eq. (4.14a) and 4.14b describe the dynamics of the imaginary
and real parts of the pairing amplitude fluctuations, respectively, which determine the
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time evolution of the imaginary and real parts of the gap.
4.4.2 Solution in Laplace space
To solve the differential equations (4.14a) and (4.14b), it is useful to perform a Laplace
transformation y (s) =
∫∞
0 y (t) e
−stdt. We find the the following algebraic equations:
f ′′α (s) +
2sSzα,∞
s2 + 4E2α,∞
δα (s) =
sf ′′α,0 + f˙ ′′α,0
s2 + 4E2α,∞
+
2Szα,∞
s2 + 4E2α,∞
δα,0 (4.15a)
f ′α (s)−
−4εSzα,∞
s2 + 4E2α,∞
δα (s) =
1
s
[
f ′α,0 −
−4εSzα,∞
s2 + 4E2α,∞
δα,0
]
− 2ε
s
sf ′′α,0 + f˙ ′′α,0
s2 + 4E2α,∞
. (4.15b)
where s is the complex frequency in the Laplace domain and the subscript 0 indi-
cates an initial condition, i.e. fα,0 ≡ fα (ε, t = 0+), δα,0 ≡ δα (t = 0+), etc. Physically,
Eqs. (4.15a) and (4.15b) describe the phase and amplitude dynamics of the gap, respec-
tively.
Since δα and fα are related through the gap equation (4.12), it is convenient to
integrate both sides of the above equations over ε. Then, Eq. (4.15a) is trivially satisfied,
since Szα,∞ is an odd function of ε, by virtue of Eq. (4.8), f
′′
α,0 = 0 by construction, and
f˙ ′′α,0 is an odd function of ε, by virtue of the second equation of (4.13). Consequently,
we are left with a single equation for f ′α and δα, which are related through the gap
equation (4.12).
Expressing f in terms of δ, and recasting Eq. (4.15b) in matrix form, the deviations
of the superconducting gaps from their asymptotic values, δα, are given by:
(
Φˆ∞ (s) + Mˆ
)
~δ (s) =
~I (s)
s
, (4.16)
where the hat (arrow) denote a matrix (vector) in band space. Here, we defined:
Φˆ∞αβ (s) = Iαβ
(
s2 + 4∆2α,∞
)〈Sxα,∞/∆α,∞
s2 + 4E2α,∞
〉
(4.17)
Mˆαβ =
(
γˆ−1
)
αβ
− Iαβ
〈
Sxβ,∞
∆β,∞
〉
. (4.18)
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where I is the identity matrix in band space and the following notation is used:
〈. . .〉 = vf
∫
dε (. . .) . (4.19)
For convenience, we write Φˆ∞αβ (s) ≡ IαβΦ∞α and define:
Φ∞α (s) =
(
s2 + 4∆2α,∞
)〈Sxα,∞/∆α,∞
s2 + 4E2α,∞
〉
(4.20)
The function ~I (s) on the right-hand side is given by (detailed derivation in Ap-
pendix B.1)
Iα (s) =
∑
β
(
γˆ−1
)
αβ
δβ,0 + (∆α,i −∆α,∞)
×
Φiα (s)− vfvi ∑
β
(
γˆ−1
)
αβ
∆β,i
∆α,i
 , (4.21)
with:
Φiα (s) =
(
s2 + 4∆2α,∞
)〈 Sxα,i/∆α,i
s2 + 4E2α,∞
〉
(4.22)
The solution for ~δ(s) in Laplace space is then simply given by
~δ (s) =
(
Φˆ∞ (s) + Mˆ
)−1 ~I (s)
s
(4.23)
It is clear that without inter-band interaction, V = 0, Mˆαβ becomes a diagonal
matrix, since γˆαβ in Eq. (4.4) is diagonal. As a result, Eq. (4.16) becomes diagonal
in band space as well, and the two-band model reduces to two independent one-band
models. In the following subsections, we will extract the dynamics of the gaps in the
long-time limit from their analytic behaviors in Laplace space. These are determined by
the functions Φˆ∞ (s) and ~I (s), as they are the only s-dependent functions in Eq. (4.16).
Their s-dependence comes from the two functions Φ∞α (s) and Φiα (s) defined above.
The function Φiα (s) is straightforward to calculate since the initial pseudospin config-
uration is given by the equilibrium value of the gap at T = 0, i.e. Sxα,i/∆α,i =
1
2
√
ε2+∆2α,i
.
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Inserting this initial pseudo-spin state into Eq. (4.22), this can be brought to the form
Φiα (s) = Υ
(
∆˜α,i,
s
2∆α,∞
)
(4.24)
where we defined the dimensionless ratio ∆˜α,i = ∆α,i/∆α,∞ and the function
Υ (∆, x) = vf
√
x2+1
∆2
arccos
(√
x2+1
∆2
)
√
1− 1+x2
∆2
(4.25)
To find an explicit expression for Φ∞α (s), given by Eq. (4.20), we first need to
compute the function Sxα,∞/∆α,∞. The gap equation (see Eq. (4.7)), which is satis-
fied regardless of whether the system is in thermal equilibrium or not, restricts the
expectation value of this quantity to:〈
Sxα,∞
∆α,∞
〉
=
∑
β
(
γˆ−1
)
αβ
∆β,∞
∆α,∞
(4.26)
As we discussed above, the non-zero inter-band interactions render the matrix Mˆ
off-diagonal and make the two-band model fundamentally different than the single-
band case. While a generic discussion of arbitrary inter- and intra-band interactions is
possible, the analysis is simplified considerably by focusing on the case of inter-band
repulsion only, i.e. r = 0. Indeed, our numerical results discussed in Fig. 4.2 show
that the general behavior of the two-band problem is the same for r = 0 and r 6= 0.
Setting r = 0 in Eq. (4.4) yields an off-diagonal matrix γˆ =
(
0 −η
−1 0
)
. As result,
the equation above becomes:〈
Sx1,∞
∆2,∞
〉
= η
〈
Sx2,∞
∆1,∞
〉
= −1 . (4.27)
Note that this ratio involves the pseudospin of band α and the gap of the other band
α¯, where α¯ = 1(2) for α = 2(1). To proceed, we note that, in equilibrium, the same
relationship holds between the ratios of the pseudospin and the gap:
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〈
Sx1,f
∆2,f
〉
= η
〈
Sx2,f
∆1,f
〉
= −1 . (4.28)
The difference is that, in equilibrium, from Eq. (4.8), we know precisely the expres-
sion for Sxα,f :
〈
Sx1,f
∆2,f
〉
=
〈
∆1,f/∆2,f
2
√
ε2 + ∆21,f
〉
= −1 (4.29a)
η
〈
Sx2,f
∆1,f
〉
= η
〈
∆2,f/∆1,f
2
√
ε2 + ∆22,f
〉
= −1 , (4.29b)
Based on this similarity, we propose the following ansatz:
Sxα,∞
∆α,∞
=
∆˜α,f
∆˜α¯,f
 1
2
√
ε2 + ∆2α,f
 (4.30)
where ∆˜α,f = ∆α,f/∆α,∞ is defined analogously to ∆˜α,i. Clearly, this ansatz satisfies
the constraint Eq. (4.27). For r 6= 0, the constraint has a more complicated form. The
corresponding ansatz is expected to be less concise as Eq. (4.30). For the purpose of
clarity, we will stay with the case where r = 0. We will verify the validity of this ansatz
later by an explicit comparison to numerical calculations and by comparison with the
exact solution of the single-band case. For now, we proceed with this ansatz and perform
the energy integration in the expression of Φ∞α (s). We obtain:
Φ∞α (s) =
∆˜α,f
∆˜α¯,f
Υ
(
∆˜α,f ,
s
2∆α,∞
)
(4.31)
4.5 Self-consistency conditions and long-time asymptotic
value of the gap
The perturbative approach we purposed in Chapter 3 has been validated by comparing
with the exact solution of quench dynamics of the single-band BCS model. We now
perform the same calculation for the two-band model with pure inter-band repulsion
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(r = 0). Using Eqs.4.24 and 4.31, we obtain the following expression for δα (s) from Eq.
(4.16):
sδα (s) =
(
Φ∞α¯ (s) +
1
ηα¯
∆α,∞
∆α¯,∞
)
Iα (s)
D (s)
+
1
ηα
Iα¯ (s)
D (s)
, (4.32)
where, for convenience of notation, we introduced η1 = 1 and η2 ≡ η, Iα (s) is given by
Eq. (4.21), and:
D (s) = Φ∞1 (s) Φ
∞
2 (s) +
∆2,∞
∆1,∞
Φ∞2 (s) +
1
η
∆1,∞
∆2,∞
Φ∞1 (s) . (4.33)
To find the asymptotic long-time value of the gaps ∆α,∞, we employ once again the final
value theorem in Laplace space, Eq. 3.71. We numerically solve for ∆1,∞ and ∆2,∞ for
a given quench protocol, vi → vf , or equivalently ∆1,i → ∆1,f . As shown in Fig. 4.3,
we find that, in the case of pure inter-band interactions (r = 0), the ratios between the
asymptotic and final equilibrium gaps ∆α,∞/∆α,f are, to a very good approximation (i.e.
with a numerical deviation of less than 0.01%), equal for both bands, i.e. ∆˜1,f = ∆˜2,f .
Using the result obtained here that ∆˜1,f = ∆˜2,f , the pre-factor of Eq. (4.31) becomes
1. Thus, both Φ∞α (s) and Φiα (s) have the same functional dependence: Φ∞α (s) =
Υ
(
∆˜α,f ,
s
2∆α,∞
)
, Φiα (s) = Υ
(
∆˜α,i,
s
2∆α,∞
)
.
4.6 Damped gap oscillations in the long time limit
The long-time behavior of the gap in the time domain ∆(t) can be obtained by applying
the inverse Laplace transformation to Eq. (4.32). In order to perform the inverse Laplace
transformation, we first need to study the analytical behavior of the solution in Laplace
space and find its poles and branch cuts. They are determined by the analytic properties
of the function Υ(∆, x), defined in Eq. (4.25) and repeated here for convenience:
Υ (∆, x) = vf
√
x2+1
∆2
arccos
(√
x2+1
∆2
)
√
1− 1+x2
∆2
(4.34)
The reason why only the analytical properties of Υ(∆, x) matter is because we can
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Figure 4.3: Asymptotic values of the gaps in the two band case as a function of the
interaction quench parameter ∆i/∆f . The dashed gray line is the result for the single-
band BCS model. For the two-band model, we use ∆1,i/∆1,f as the quench parameter,
and we choose the ratio between the density of states to be η = 0.8.
express both Φiα(s) and Φ
∞
α (s) in terms of this function:
Φ
i/∞
1 (s) = Υ
(
∆˜1,i/f , z
)
(4.35a)
Φ
i/∞
2 (s) = Υ
(
∆˜2,i/f , κz
)
, (4.35b)
where z = s2∆1,∞ , ∆˜α,i/f,∞ =
∆α,i/f
∆α,∞ , and κ =
∆1,∞
∆2,∞ . By choosing the gap with α = 1 to
be the one that is asymptotically smaller, it holds that |κ| < 1.
The function Υ (∆, z) has two branch cuts, one between (−i∞, −i) and another
one between (i, i∞). The function is analytic elsewhere. Applying the Cauchy’s residue
theorem (see Appendix B.3 and Fig. B.1 for details), we convert the Bromwich integral
into four integrals along the sides of the two branch cuts. Note that we have already
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eliminated the pole at the origin by imposing the final value theorem (Eq. (3.71)). In
addition, we also use the following properties of the function Υ:
Υ (∆, z) = Υ (∆, −z) (4.36a)
Re
[
Υ
(
∆, 0+ ± iy)] = Re [Υ (∆, 0− ± iy)] , for y > 1 (4.36b)
Im
[
Υ
(
∆, 0+ ± iy)] = −Im [Υ (∆, 0− ± iy)] , for y > 1. (4.36c)
Figure 4.4: Non-analyticity of the gaps in Laplace space along the imaginary axis, s′′.
In the single-band case (blue dashed line), the only non-analyticity is the inverse square
root branch point at s′′ = ±2∆∞ (only the positive axis is shown here). In two-band
systems (red solid line), however, the branch point at s′′ = ±2∆1,∞ becomes square root
like. Moreover, additional square root branch points appear at s′′ = ±2∆2,∞, which
gives rise to the additional oscillation frequency of the gaps.
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As a result, the inverse Laplace transformation is given by the following integral:
δα (t) =
2
pi
∫ i∞
i
Im [zδα (z)]
cosh (2∆α,∞zt)
z
dz (4.37)
where zδα (z) is given by
zδα (z)
2∆α,∞
= − 1
η2
[
1
2
vf
vi
(
∆˜α,∞
∆˜α¯,∞
+
∆˜α¯,∞
∆˜α,∞
)
− 1
]
1
D˜ (z)
+
(
∆˜α,∞ − 1
)
2
Υ
(
∆˜α,∞,
∆1,∞
∆α,∞ z
)
Υ
(
∆˜α¯,f ,
∆1,∞
∆α¯,∞ z
)
D˜ (z)
− 1
2ηα
(
∆α¯,∞
∆α,∞
)(
vf
vi
∆˜α¯,∞
∆˜α,∞
− 1
)
Υ
(
∆˜α¯,f ,
∆1,∞
∆α¯,∞ z
)
D˜ (z)
+
(
∆˜α¯,i − 1
)
2ηα
(
∆α¯,∞
∆α,∞
) Υ(∆˜α¯,i, ∆1,∞∆α¯,∞ z)
D˜ (z)
+
(
∆˜α,∞ − 1
)
2ηα¯
(
∆α,∞
∆α¯,∞
) Υ(∆˜α,∞, ∆1,∞∆α,∞ z)
D˜ (z)
(4.38)
where
D (z) =Υ(∆˜1,f , z)Υ(∆˜2,f , κz)
+
1
κ
Υ(∆˜2,f , κz) +
κ
η2
Υ(∆˜1,f , z) . (4.39)
In the long-time limit, where 2∆1,∞t  1, the integrand of Eq. (4.37) is highly os-
cillatory. Only singular behaviors of Im [zδα (z)] will therefore make a contribution to
the long-time dynamics of the superconducting gap. Indeed, Im [zδα (z)] has two branch
points along z ∈ [i, ∞): one is located at z = i and the other one is located at z = i/ |κ|.
We expand Im [zδα (z)] near these two branch points, i.e. z = i+ i and z = i/ |κ| ± i,
and find that both exhibit
√
 behavior (details are shown in Appendix B.2). This is
sharply distinct from the single-band case, where only one branch point is present along
z ∈ [i, ∞). More importantly, the asymptotic behavior in the vicinity of the branch
point in the single-band case is 1/
√
 rather than
√
. The two cases are plotted and
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compared in Fig. 4.4. The 1/
√
 behavior leads to a t−1/2 decay of the gap oscillation
amplitude at long times in the single-band case [25]. In contrast, the
√
 behavior in
Laplace space leads to a faster t−3/2 decay in the two-band model∫ ∞
1
√
y − 1
y
cos [y (2∆t)] dy ' −
√
pi sin
(
2∆t+ pi4
)
2 (2∆t)3/2
(4.40)
for 2∆t 1 (details are shown in Appendix B.3). The damping of the gap oscillations
thus occurs faster for two-band superconductivity.
To find the full long-time expressions of the gap, including prefactors and oscillatory
factors, we perform a careful asymptotic analysis of Im [zδα (z)]. The final result for the
long-time gap oscillations reads
∆1 (t) ' ∆1,∞ +A1
sin
(
2∆1,∞t+ pi4
)
(∆1,∞t)3/2
+ B1
sin
(
2 |∆2,∞| t− pi4
)
(|∆2,∞| t)3/2
+ C1
sin
(
2 |∆2,∞| t+ pi4
)
(|∆2,∞| t)3/2
(4.41a)
∆2 (t) ' ∆2,∞ +A2
sin
(
2 |∆2,∞| t+ pi4
)
(|∆2,∞| t)3/2
+ B2
sin
(
2∆1,∞t− pi4
)
(∆1,∞t)3/2
+ C2
sin
(
2∆1,∞t+ pi4
)
(∆1,∞t)3/2
(4.41b)
where the pre-factors Aα, Bα and Cα are calculated from the asymptotic analysis and
explicitly shown in Appendix B.4. The gap oscillation frequencies are determined by
the asymptotic values of the gaps in the two different bands ∆α,∞. As discussed in
the previous sections, the asymptotic values of the gaps are determined by the quench
amplitude ∆α,i/∆α,f and the ratio of the density of states η between the two bands. In
general, they will also depend on r = −U/V , which we have set to zero for simplicity
here. The same holds for the pre-factors of the sinusoidal oscillations.
In Fig. 4.5, we compare our analytical results to the numerical solution of the equa-
tions of motion for two different (weak) quench amplitudes in phase B. We find an
excellent quantitative agreement between the two, which also justifies our analytical
ansatz a posteriori.
73
(A)
(B)
(C)
(D)
Figure 4.5: Comparison between numerical solution of the gap dynamics and the analyt-
ical approximation in Eqs. (4.41a) and (4.41b). (A) and (B) correspond to a interaction
quench from vi = 0.19 to vf = 0.2. (C) and (D) correspond to interaction quench from
vi = 0.18 to vf = 0.2. The ratio of density of states between the two bands is set to be
η = 0.8 for all the panels.
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4.7 Conclusions
In this chapter, we develop a generalization of the Volkov-Kogan Laplace space analysis
of post-quench dynamics in s-wave BCS superconductors in the collisionless regime [25],
and apply it to quenches of the inter-band interaction in two-band BCS models. We
show that the two-band model is fundamentally different from the single-band model if
inter-band interactions are present and the density of states at the Fermi energy in the
two bands is different. This manifests as a different, faster power-law decay of the post-
quench oscillations, which vanish as t−3/2 as opposed to the t−1/2 law found in the single-
band case. For weak quenches, our analytical results for perfectly match numerical
results in the long-time limit. This shows that the dynamics in multi-band systems
cannot be simply decomposed into a sum of multiple single-band dynamical terms.
From a physical viewpoint, the Cooper pairs in two-band models do not only dephase
between different energy states, but also between the two bands via the inter-band
interaction. This leads to a faster relaxation of the gap oscillations in the collisionless
regime. The dephasing between different bands is intrinsic to multi-band systems and
therefore independent on the quench amplitude. Finally, we show how our analytical
result merges into the single-band case in case of symmetric density of states of the two
bands.
From a methodological viewpoint, our analysis is distinct from the one by Volkov
and Kogan [25] (see also the more recent works by Yuzbashyan and co-workers [100, 99])
as we linearize around the asymptotic long-time pseudo-spin state as opposed to the
final equilibrium states. This allows us to self-consistently determine the asymptotic
long-time steady-state values of the gaps ∆α,∞ over the full range of quench amplitudes
in phase B (and phase C, where they vanish). We explicitly show that the self-consistent
equation for the steady-state gap in the single-band case agrees with the exact expression
derived within the integrability Lax vector analysis [82, 23, 26]. Like in the two-band
model we investigate, our method can be very useful in cases where an exact solution
is not (yet) available.
Chapter 5
Impact of damping on the
superconducting gap dynamics
induced by intense terahertz
pulses
This chapter reproduces content published in Physical Review B in the article “Impact
of damping on the superconducting gap dynamics induced by intense terahertz pulses”,
Tianbai Cui, Xu Yang, Chirag Vaswani, Jigang Wang, Rafael M. Fernandes, and Peter
P. Orth, Phys. Rev. B 100, 054504 (2019), c©2019 American Physical Society.
5.1 Introduction
The coherent control of non-equilibrium states of interacting quantum matter promises
far-reaching capabilities by turning on (or off) desired electronic material properties.
A particular focus in this field has been the manipulation of superconductivity by
non-equilibrium probes. While earlier works showed that microwave pulses could be
used to enhance the superconducting transition temperature Tc of thin superconducting
films [77, 101, 78], recent advances in ultrafast pump-and-probe techniques opened the
possibility of investigating superconductivity in the pico- and femto-second timescales
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by coherent light pulses [20, 102, 103, 93, 104, 94, 105, 106, 107, 108]. Such coher-
ent pulses have been employed to manipulate the electronic and lattice properties of
quantum materials, resulting in transient behaviors that are consistent with the onset
of non-equilibrium superconductivity above Tc [109, 110, 111]. Alternatively, coherent
pulses have also been employed to assess the coherent dynamics of the superconducting
state [92, 93, 94, 79, 112, 96, 81, 113, 114, 115, 91, 116].
In Ref. [93], a single-cycle intense THz pulse resonant with the superconducting
gap ∆ was applied to a thin film of the conventional s-wave superconductor NbN,
reporting coherent gap oscillations with frequency 2∆. This was followed by a slow
decrease of the gap, possibly associated with thermalization of the energy absorbed
from components of the pump with frequencies larger than 2∆. To maintain coherence
and avoid excess heating, it is thus advantageous to apply longer, multi-cycle pulses
with exclusively sub-gap frequency components [104, 94], where Cooper pairs cannot be
broken into quasi-particle Bogoliubov excitations via single photon absorption processes.
In the absence of pair-breaking and on sufficiently short timescales before thermalization
effects with the environment set in, the electronic state is then expected to evolve in
the manifold of Bardeen-Cooper-Schrieffer (BCS) states. This coherent time evolution
can be conveniently recast in terms of Anderson pseudospins [75] precessing around a
pseudo-magnetic field that is modified by the optical pulse.
Here, we report such an experimental study of superconducting gap dynamics in thin
films of NbN and Nb3Sn using intense, multi-cycle sub-gap THz pulses in a hitherto
unexplored regime of large THz field amplitudes of up to 109 kV/cm. This allows for
substantial light-control of the gap, even for initial temperatures far below the super-
conducting transition temperature Tc, where initial thermal quasi-particle excitations
are absent. We focus our study on the regime of coherent gap dynamics, which occurs
on timescales less than 20 picoseconds. This is complementary to an interesting earlier
study by Beck et al. in Ref. [104] using ultra-narrow sub-gap terahertz pulses with GHz
linewidths that focused on longer timescales of hundreds of picoseconds. That study re-
ported an enhancement of the gap at intermediate temperatures due to a redistribution
of thermally excited quasi-particles.
We complement our experimental work with detailed theoretical modeling that can
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phenomenologically capture all the salient features observed experimentally. This in-
cludes damping and decoherence effects that arise from residual, integrability-breaking
interactions within the electronic system, which are not captured within the BCS
approximation. In particular, our results shed light on the two different relaxation
timescales that are inherent to the observed dynamics. We show that these are markedly
shorter than lattice relaxation rates, but consistent with rapid relaxation that occurs
within the electronic subsystem.
Specifically, we study superconducting gap dynamics in thin films of NbN and Nb3Sn
subjected to intense THz fields with sub-gap spectra. Our data reveals that while the
pump is on, the gap oscillates at a frequency equal to twice the pump frequency. This
previously observed behavior is well-described by the solution to the time-dependent
BCS equation, which naturally gives rise to gap oscillations [25, 117, 118, 23, 27, 119,
118, 120, 82, 79, 112, 96, 81, 121, 122, 123, 124, 125]. When the pump is turned off,
however, the gap oscillations quickly disappear in the experiment, yet the gap ampli-
tude continues to be suppressed, while remaining finite. These behaviors, particularly
the latter one, are at odds with the non-equilibrium BCS dynamics, which predicts the
gap to display coherent oscillation with slow collisionless relaxation around a constant
average value [25, 27, 23, 79, 126]. We want to emphasize that our experimental obser-
vations are consistent with previous studies [93] employing single-cycle pulses, but they
are more pronounced at the large pump fluences that we employ.
To elucidate this behavior, we develop a semi-phenomenological model that captures
not only the coherent evolution of the gap function in the picosecond time scale, but also
damping and decoherence effects in the time scale of tens of picoseconds. Because this
time scale precedes the thermalization with the lattice degrees of freedom, the relevant
relaxation processes must arise solely within the electronic subsystem from effects not
captured by BCS. These include interactions between Bogoliubov quasi-particles and
the coupling between the Higgs (amplitude) mode and the continuum. In the pseu-
dospin notation, we identify two types of relaxation process: the longitudinal relaxation
T1, corresponding to relaxation of quasi-particles, and the transverse relaxation T2, cor-
responding to relaxation of the gap. While the main effect of T2 is to suppress the gap
oscillations after the pump is turned off, the main impact of T1 in this regime is to
decrease the average gap value. We show that the previously observed gap dynamics in
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NbN for single-cycle pulses, reported in Ref. [93], can also be quantitatively described
within our semi-phenomenological model. To get similar quantitative agreement for
multi-cycle pulse experiments in both NbN and Nb3Sn, we need to introduce an addi-
tional phenomenological parameter η that describes the dissipation of heat out of the
electronic subsystem into the environment. We find that for off-resonant multi-cycle
pump pulses, where the amount of energy that is deposited by the pump is large, about
30% of the energy is rapidly dissipated to the environment.
The paper is organized as follows: we first summarize the experimental results in
Sec. 5.2. Then, we introduce our theoretical modeling and present a thorough anal-
ysis it in Sec. 5.3. In Sec. 5.4, we perform a detailed theory-experiment comparison,
before drawing our conclusions in Sec. 5.5. Details about the experimental setup and
pseudospin formalism are provided in Appendices C.1 and C.2, respectively.
The experimental results shown in this chapter were carried out by the group of
Prof. Jigang Wang in the Ames Laboratory and Iowa State University.
5.2 Experimental results
We probe the superconducting gap dynamics in NbN and Nb3Sn using intense THz
pump, weak THz probe ultrafast spectroscopy. Our NbN sample is a 120 nm thick
NbN film grown on (100)-oriented MgO single crystalline substrates via pulsed laser
deposition, as previously reported in Ref. [127]. An interesting study of the non-linear
optical response in NbN can also be found in Ref. [128]. The Nb3Sn sample is a thinner
film that is only 20 nm thick and was grown by magnetron sputtering on a 1 mm Al2O3
(100) substrate [105]. The superconducting transition temperatures in equilibrium are
Tc(NbN) ≈ 13 K and Tc(Nb3Sn) ≈ 16 K, respectively. We extract the optical conductiv-
ity in equilibrium and non-equilibrium from the complex transmission using a scanning
gate pulse delay tgate. By varying the optical delay tpp between the pump and the probe
pulses, we track the ultrafast dynamics of the superconducting gap ∆(t) on picosecond
timescales. Additional experimental details are given in Appendix C.1.
Let us first discuss the experimental results for NbN. The behavior of the real
and imaginary parts of the optical conductivity, σ1(ω) and σ2(ω), of NbN is shown
in Fig. 5.1 (A)-(B). In equilibrium (gray curves), the onset of superconductivity below
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(C)
(D)
(E)
Figure 5.1: (Color online) Experimental results of time-domain THz pump-probe spec-
troscopy on NbN and Nb3Sn thin films. Panels (A) and (B) show the real and imaginary
parts of the optical conductivity σ1 and σ2 in NbN. Gray curves are equilibrium results
at T = 4 K < Tc = 13 K (dark gray), and T = 15 K > Tc (light gray). The red
curve is taken tpp = 10 ps after a strong multi-cycle THz pump with peak electric field
Epump = 109 kV/cm and duration τ = 10 ps (shown in panel (C)). (C) Relative pump-
induced change of transmitted probe field strength ∆E/E (blue curve) in NbN at fixed
tgate. The red curve shows the pump profile. (D) ∆E/E versus tpp at fixed tgate in
Nb3Sn (blue curve). The red curve shows the pump profile, with a peak electric field of
Epump = 62 kV/cm. (E) Frequency spectrum of the multi-cycle pump pulses. Most of
the spectral weight lies below the optical gap in both NbN and Nb3Sn (vertical lines).
The weight at ∆0, corresponding to the frequency of the Higgs (amplitude) mode, is
also small.
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Tc(NbN) ≈ 13 K is signaled by the opening of an optical gap in σ1 (ω) and by a 1/ω
dependence of σ2 (ω) at low frequencies. The gap reaches a low-temperature value of
2∆(NbN) ≈ 4.6 meV at T  Tc [127]. We then expose the sample to an intense,
multi-cycle THz pump shown in Fig. 5.1 (C), whose spectral weight lies mostly below
the optical gap (see Fig. 5.1 (E)). The post-pump state (red curve in panels (A, B)) ex-
hibits larger values of σ1 (ω) within the 2∆ range, and slightly reduced values of σ2(ω),
due to the quench of the SC condensate.
To extract the ultrafast dynamics of the gap function ∆(tpp), we prepare the system
in equilibrium at T = 4 K, expose it to an intense multi-cycle THz pump pulse and
measure the relative change of the transmitted electric field amplitude of a delayed THz
probe pulse due to the presence of the pump
∆E(tpp)/E ≡
[
E(pump on, tpp)− E(off)
]
/E(off) (5.1)
at a fixed gate time tgate. In equilibrium, the relative change of the probe field trans-
mission ∆E(T )/E ≡ [E(T ) − E(T0)]/E(T0) with fixed (variable) temperature T0 (T )
was shown to faithfully reflect the behavior of the superconducting gap ∆E(T )/E ∝
[∆(T ) − ∆0]/∆0 [94, 103], where ∆0 ≡ ∆(T0) and we use T0 = 4 K. It was shown
that this relationship also holds in non-equilibrium [103]. We determine the numerical
value of the proportionality factor α in ∆E(tpp)/E = α
[
1−∆(t)/∆0
]
by extracting the
superconducting gap ∆(t) in non-equilibrium at tpp = 10 ps from a fit of the optical
conductivity in Figs. 5.1(A, B) to a generalized Mattis-Bardeen theory [129]. We find
a numerical value of αNbN = 2.7.
In Fig. 5.1(C), we show the observed ultrafast time evolution of ∆E/E = αNbN[1−
|∆(t)|/∆0] (blue curve), with initial state ∆0 ≡ ∆(T0 = 4 K, t = 0) well inside the
superconducting state. We also plot the applied pump pulse (red curve) in order to
show that the gap ∆(t) oscillates with twice the pump frequency while the pump pulse
is on. Interestingly, after the pump is turned off, the oscillations disappear quickly, and,
most importantly, ∆(t) continues to decrease on the time scale of tens of picoseconds.
This behavior continues before the gap eventually returns to its initial equilibrium value
on nanosecond time scales via equilibration with phonons. This latter regime is not
discussed in this paper.
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Let us now describe our experimental results of Nb3Sn, which are shown in Fig. 5.1(D).
We expose the 20 nm thick Nb3Sn films, that are initially prepared at low temperatures
T0 = 4 K Tc well inside the superconducting phase, to the same intense, multi-
cycle THz pulse that we used for NbN. As the optical gap in Nb3Sn is even larger
2∆(Nb3Sn) = 5.1 meV [105], the spectral weight of the pump pulse lies almost fully
inside the gap (see Fig. 5.1 (E)). As a result, pair-breaking (by single photons) can
be safely neglected. As shown in Fig. 5.1(D), we observe the same salient features
as for NbN, which were described above. The suppression of the gap oscillations and
the decrease of the average gap after the pulse has passed, however, are now even more
pronounced. We note that we determine αNb3Sn from ∆E(T )/E and find αNb3Sn = 0.75.
We would like to emphasize that although the pump pulse we used has a temporal
width of the order of the inverse gap, the non-equilibrium dynamics is still far from the
adiabatic regime. This is due to the fact that, for multi-cycle pulses, the characteristic
time scale of the perturbation is determined by the period of the cycle, and the width
of the pulse is less relevant. This is in sharp contrast to single-cycle pulses, where the
characteristic time scale is determined by the pulse width [79]. We will theoretically
analyze this issue systematically in the next section.
We note that, although the ∆E/E curve in Fig. 5.1(C) remains above the dashed line
after the pump is off, the data displays noticeable noise. Such a noise likely arises from
the high intensity of the pump used. Note, however, that using similarly high-intensity
pumps, the data on Nb3Sn shown in Fig. 5.1(D) is much less noisy, and displays the
same decrease of the gap after the pump is turned off. Importantly, a similar behavior
was reported previously in Ref. [93] for less intense single-cycle THz pulse experiments
on NbN films. Notably, after the single-cycle pulse has passed, the average gap was
reported to continue to decrease, an observation that was already mentioned explicitly
in Ref. [93]. Thus, the suppression of the gap after the pump is turned off seems to be
a much more generic occurrence in pump-and-probe experiments
5.3 Theoretical model and analysis
To model and understand the experimental results presented in Sec. 5.2, we first resort
to standard time-dependent BCS theory. As shown in detail below, this fully coherent
82
approach, however, is unable to properly describe the experimental results. In particu-
lar, it cannot account for the rapid suppression of the gap oscillations and the continuing
decrease of the average gap after the pump has passed. This motivates our new phe-
nomenological approach that introduces two relaxation timescales T1 and T2 to include
additional damping. This yields a much more accurate, quantitative description of the
gap dynamics, for single-cycle pump pulses. To obtain quantitative agreement between
theory and experiment for (off-resonant) multi-cycle pulses, we introduce an additional
parameter η describing dissipation of energy out of the electronic subsystem into the
environment. The timescales T1,2 we extract from our “fit” turn out to be of the order
of the pulse width, consistent with relaxation processes that occur within the electronic
subsystem.
5.3.1 Coherent dynamics from the BCS model
Let us now explain our theoretical modeling in more detail. The starting point of our
theoretical analysis is the BCS Hamiltonian
HBCS =
∑
k,σ
ξk+eAc
†
k,σck,σ +
∑
k
(
∆c†k,↑c
†
−k,↓ + h.c.
)
+
|∆|2
V0
(5.2)
with square-lattice dispersion εk = −2J(cos kx + cos ky). Here, we have defined ξk =
εk−µ, and the chemical potential is set to µ = −1.18J , corresponding to approximately
quarter-filling. We note that the precise form of the energy dispersion is not important
in the following, as we choose a filling sufficiently far away from the van Hove point
and a generic light polarization. The superconducting order parameter obeys the self-
consistency equation
∆ = −V0
∑
k
〈c−k,↓ck,↑〉 , (5.3)
where V0 > 0 denotes an attractive interaction. Note that here we chose a new con-
vention for the gap comparing to the previous chapters (Eq. 3.2), leading to an overall
sign difference. In NbN and Nb3Sn its origin is presumably rooted in electron-phonon
interactions. For the calculations in this paper, we set V0 = 3J and the Debye frequency
ωD = J/2, yielding ∆0 = 0.08J and Tc = 0.048J . The electronic density of states is
almost constant in a window of size of the Debye frequency around the Fermi energy.
83
Figure 5.2: (A) Schematics of fully coherent pseudospin precession under the time-
dependent pseudo-magnetic field Bk (green). (B) Schematics of the pseudospin relax-
ation towards the thermalized configuration S∗k showing the different effects of T1 and
T2 processes.
The pump laser field is included in the Hamiltonian via the vector potential A(t).
In our experiment, it takes the form
A(t) = eˆpA0θ(t)θ(τ − t) exp
[
−(t− τ/2)
2
2σ2
]
cos(ωpt) (5.4)
with linear polarization vector eˆp, center frequency ωp, temporal width σ, and duration
τ . The values of these parameters in the various simulations we perform are given in
the figure captions.
To describe the gap dynamics, we introduce Anderson pseudospins [75]
Sk = ψ
†
k
σ
2
ψk (5.5)
with ψ†k = (c
†
k,↑, c−k,↓) being a Nambu spinor and σ a vector of Pauli matrices. The
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Figure 5.3: (Color online) Undamped BCS gap dynamics induced by multi-cycle THz
pulses of various amplitude A20/∆0. The pump pulse has duration τ = 10pi/∆0 = 8 ps,
width σ = τ/6, center frequency ωp = 1.65∆0 with ∆0 = 2.55 meV = 2pi × 0.62 THz.
Its profile is shown at the bottom (red dashed). During the pump, the gap exhibits
oscillations with multiples of 2nωp. While at lower amplitudes the n = 1 component
is dominant, higher order n > 1 components (mainly n = 2) are non-zero for larger
amplitudes A20/∆0 = 3.2, 4.7. After the pump, the gap exhibits slowly (algebraically)
damped oscillations with frequency 2∆∞ and increasing amplitude for increasing pump
amplitude A0.
Hamiltonian (5.2) then reads
HBCS = −
∑
k
Bk · Sk + |∆|
2
V0
+
∑
k
ξ¯k,A (5.6)
with pseudo-magnetic field
Bk = −2(∆′,−∆′′, ξ¯k,A) (5.7)
where ∆ = ∆′+ i∆′′, and ξ¯k,A = 12(εk+eA+εk−eA)−µ. Note that the pseudo-magnetic
field depends on the state of the pseudospins via the gap equation: ∆ = −V0
∑
k〈S−k 〉
(see Eq. (5.3)).
In the initial equilibrium state, all pseudospins are aligned with the field direction
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Bk. Explicit expressions of the equilibrium spin state, and further details on the cal-
culation are provided in Appendix C.2. The pump pulse A(t) then drives the system
out of equilibrium by changing the band dispersion term via Bzk. Considering the time
evolution governed by the standard BCS Hamiltonian (5.6) only, the pseudospins co-
herently precess around the new field direction Bk(t) according to the Bloch equation
(see also [25, 27, 119, 118, 82, 79, 121, 122, 123]):
d〈Sk〉
dt
= 〈Sk〉 ×Bk . (5.8)
We schematically depict the resulting coherent pseudospin dynamics in Fig. 5.2(A).
Importantly, the pseudospin dynamics is immediately fed back into the pseudo-magnetic
field via the gap equation (5.3). Due to parity symmetry, only even-order terms of A(t)
appear [72, 75], and the oscillation frequency of the gap during the pump is a multiple
of 2ωp. This can be clearly seen in Fig. 5.3, which shows a numerical solution of ∆(t)
for different amplitudes A0. The dynamical behavior while the pulse is turned on is in
agreement with our experimental results in Fig. 5.1, except for the highest amplitudes.
While the gap oscillations with frequency 2ωp in the presence of the pump are
correctly captured, there are crucial, qualitative differences between the BCS-theoretical
and the experimental gap dynamics in Fig. 5.1. One difference is that while the BCS-
theoretical gap displays coherent, slowly decaying oscillations with an amplitude that is
increasing with increasing A0, experimentally the gap oscillations are absent once the
pump is off in our multi-cycle experiments.
The most important qualitative difference, however, is that the average BCS-theoretical
gap is completely flat after the pump pulse has passed, while the gap amplitude con-
tinues to decrease in the experiment. The long-time average (theoretical) gap is often
denoted ∆∞, and its value depends on the fluence A0 of the pulse. The discrepancy
between the theory and the data occurs for both NbN and Nb3Sn thin films, which
have different thicknesses, driven by either multi- or single-cycle pump pulses [93], and
for different values of the pump intensity (for instance, the pump intensity is one or-
der of magnitude smaller in the case of single-cycle pulses). Given that the Nb3Sn
sample is far cleaner than the NbN films (elastic low-temperature scattering rates are
Γdis, Nb3Sn ≈ 7 meV [105] and Γdis, NbN ≈ 70 meV), it is rather unlikely that the origin
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Figure 5.4: (Color online) Final equilibrium temperature Tf (normalized to Tc) as a
function of gap quench amplitude ∆∞/∆0 for undamped BCS model (T1 = T2 = ∞).
Temperature Tf is obtained from the energy deposited by the pulse [see Eq. (5.11)], and
different ∆∞ are obtained by changing A0. The different pulse types are parametrized
by (τ, σ, ωp) = (2pi/∆0, τ/8, 0) for the Gaussian pulse, (10pi/∆0, τ/5, 1.3∆0) for the
single-cycle pulse, and (10pi/∆0, τ/6, ωp) with ωp given in the figure for the multi-cycle
pulses. The polarization of the electric field is along xˆ.
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(A)
(B)
Figure 5.5: (Color online) (A) Time evolution of the internal energy E of the electronic
system arising from the energy deposited by a multi-cycle pump pulse A2(t) (orange
dashed) with amplitude A20/∆0 = 1.1, duration τ = 10pi/∆0, width σ = τ/5, and center
frequency ωp = 1.41∆0. The polarization of the electric field is along xˆ and we set
η = 1. Different curves correspond to T1 = T2 =∞ (black dashed) and T1 = 2T2 = 1.5τ
(orange solid) as indicated. The energy is normalized by Nf∆
2
0, where Nf is the density
of states at the Fermi level. (B) The effective temperature after the pump is turned off,
Tf ≡ T ∗ (τ), normalized by Tc, as a function of the pump intensity A20 for various T1
and T2. For finite T1,2, the system will relax to the normal state once Tf > Tc, which
leads to an increased energy absorption, as indicated by the change of slope of Tf when
crossing the red dashed line. The pulse parameters are identical to the ones in panel
(A).
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of the described phenomena lies in disorder-induced spatial gap inhomogeneities in the
post-pump state. In addition, we do not observe the characteristic overshoot of the real
part of the optical conductivity σ1 in the post-pump state over the normal state, that
is associated with spatial inhomogeneities and can be reproduced using Brggemann’s
effective medium theory [92].
The diversity of experimental setups showing the same effect suggests that it may
have a common origin. One possible culprit is pair-breaking promoted by the pump,
which is not included in the formalism above and would naturally lead to a suppression
of the gap. While one cannot completely rule out this mechanism, particularly in the
single-cycle case, where the pump frequency is comparable to 2∆, our Fig. 5.1(E) shows
that in the multi-cycle experiments nearly all the spectral weight of the pump is below
2∆. As a result, we search for a different mechanism that does not require pair-breaking.
5.3.2 Phenomenological account of damping in pseudo-spin dynamics
To account for the experimental observations, we thus go beyond the standard BCS
description and include phenomenologically damping in the pseudospin equations of
motion. The microscopic origin of these terms will be discussed below. In analogy with
the general problem of spin precession, we introduce longitudinal (T1) and transverse
(T2) relaxation rates:
d〈Sk〉
dt
=〈Sk〉 ×Bk −
〈Sk〉 · sˆ∗‖,k − |〈S∗k〉|
T1
sˆ∗‖,k
−
2∑
i=1
〈Sk〉 · sˆ∗,i⊥,k
T2
sˆ∗,i⊥,k . (5.9)
Here,
〈S∗k〉
[
T ∗(t)
]
=
1
2
sˆ∗‖,k
[
T ∗(t)
]
tanh
(√ξ2k + ∆2∗
2T ∗(t)
)
(5.10)
is the thermalized pseudospin configuration at time t at an effective temperature T ∗
with gap value ∆∗ ≡ ∆(T ∗). The two vectors sˆ∗,i⊥,k with i = 1, 2 span the plane
perpendicular to the equilibrium pseudospin direction sˆ∗‖,k
[
T ∗(t)
]
. This is schematically
depicted in Fig. 5.2(B) (see also Appendix C.2). Physically, the time scale T1 is related
to a redistribution of the quasi-particles, whereas the time scale T2 is related to the
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dephasing of the off-diagonal quasi-particle coherence, which governs the damping of
the gap oscillations. We note that the notion of quasi-particles depends on the choice
of Bogoliubov transformation that one performs as the gap evolves in time. Here, we
refer to the transformation that diagonalizes the Hamiltonian for the thermalized gap
value ∆(T ∗) at effective temperature T ∗.
To compute sˆ∗‖,k and the effective temperature T
∗, we first consider that all the
energy deposited in the electronic subsystem by the pump is converted into a change in
the internal energy (see also Ref. [126]):
E(t) = 〈HBCS(t)〉A=0 − 〈HBCS〉init . (5.11)
Here, the expectation value is calculated in the time-evolved BCS state according to
Eq. (5.9) and 〈HBCS〉init is the initial ground state energy. From E(t), we extract both
T ∗(t) and ∆∗(t) ≡ ∆[T ∗(t)], which are themselves function of time while the pump is
turned on. Specifically, we use that the energy of the BCS state at temperature T is
given by
E(T ) =
∑
k
[
ξk −
(
1− 2nF [Ek(T )]
)
Ek(T )
]
+
|∆(T )|2
V0
, (5.12)
where nF (E) = 1/(exp(E/T ) + 1) is the Fermi function, Ek(T ) =
√
ξ2k + |∆(T )|2 is
the quasi-particle energy and the equilibrium gap ∆(T ) is determined from the finite
temperature gap equation 1 = V0
∑
k
tanh(Ek/2T )
2Ek
. We then obtain ∆∗ and T ∗ by setting
E(t) = E(T ∗) − E(T = 0) and solving for these variables [23]. Here we used that
〈HBCS〉init ≡ E(T = 0) in our simulation. Once the pump is turned off, energy is no
longer deposited in the electronic subsystem, and thus T ∗ (t > τ) = T ∗ (τ) ≡ Tf , and
∆∗(t > τ) ≡ ∆f .
We have calculated Tf for a variety of Gaussian pulse shapes parametrized by τ, σ, ωp
and amplitudes A0. In Fig. 5.4, we present the resulting Tf/Tc as a function of the
long-time (average) non-equilibrium value of the gap ∆∞/∆0 for different pulse shapes.
Clearly, the amount of energy that is deposited into the system for a given quench am-
plitude of the gap (1 − ∆∞/∆0) strongly depends on the pulse shape. Less energy is
deposited if the pulse is resonant with the Higgs (amplitude) mode, which occurs if it
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Figure 5.6: (Color online) Theoretical results for the gap dynamics ∆(t)/∆0 for short
single-cycle Gaussian pump pulses with duration τ = 10/∆0 and width σ = τ/5. Here,
∆0 denotes the initial equilibrium gap value at t = 0. In panel (A), we keep T1 = 0.5τ
fixed and change T2, whereas in panel (B) we set T2 = 0.5τ and vary T1. The pump
pulse shape A(t) is shown at the bottom of panel (A) (dashed). We set the pump
amplitude to be A0 =
√
1.12∆0 in both panels. Inset in panel (B) highlights the post-
pump behavior of the gap. One clearly observes deviations of the average gap value
from the horizontal black dashed lines for finite T1.
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contains frequency components ωp ≈ ∆0. The different behaviors can thus be grouped
into two classes corresponding to resonant and off-resonant driving. Resonant pulses
are short Gaussian pulses and single-cycle pulses with ∆0σ . 1, where σ is the width of
the pulse, and longer multi-cycle pulses with center frequency ωp ≈ ∆0. On the other
hand, if the center frequency of the multi-cycle pulse is not resonant with the Higgs
(amplitude) mode, the deposited energy is much larger. In order to quantitatively de-
scribe experimental data for off-resonant multi-cycle pulses, we will therefore introduce
a third phenomenological parameter 0 < η ≤ 1, where 1 − η describes the fraction
of energy that is dissipated from the electronic system into the environment. Thus, η
describes the fraction of the energy that remains within the electronic subsystem. On
short timescales, this energy loss can occur via scattering with electronic quasi-particles
that are located outside the volume excited by the pump pulse. We found this time
scale to be consistent with T1.
Interestingly, the presence of relaxation also affects the amount of energy that is de-
posited into the electronic system during a pulse. In Fig. 5.5(A), we show the electronic
energy E(t) for a multi-cycle pulse with center frequency ωp = 1.4∆0 with and without
relaxation, i.e., for finite and infinite T1 and T2. We observe that more energy is de-
posited for finite T1,2. This occurs as the faster damping of the Higgs (amplitude) mode
generates excess quasi-particles that directly couple with light, which leads to greater
energy absorption. In Fig. 5.5(B), we show how the final temperature Tf depends on the
pump fluence A20. As expected, for sufficiently strong pump pulses, the superconducting
state can be completely melted by heating and Tf > Tc. Once this threshold is reached,
the slope of the curves Tf (A0) becomes steeper, corresponding to a more rapid increase
of Tf with increasing fluence in the normal state.
To elucidate how T1 and T2 affect the gap dynamics, and disentangle the contri-
butions from these two relaxation processes, we systematically explore their effects in
Fig. 5.6. For concreteness and to make connection to earlier experiments using single-
cycle pulses [93], we consider a resonant single-cycle Gaussian-shaped pulse of duration
τ = 10/∆0 ≈ 3 ps, width σ = τ/5 and center frequency ωp = 1.3∆0. In Fig. 5.6(A), we
fix T1 = 0.5τ and vary T2. It is apparent that the main effect of T2 is to suppress the
post-pump gap oscillations, while the decay of the average gap value after the pump is
off is largely unaffected by changing T2. Conversely, in Fig. 5.6(B), we keep T2 = 0.5τ
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constant and vary T1. While for T1 = ∞ the average gap value is essentially constant
after the pump is off, when T1 ∼ τ the average gap shows a clear and continuous sup-
pression at long times. This behavior is highlighted in the inset. Note also that the
amplitude of the post-pump gap oscillations are little affected by changing T1.
5.4 Application to experimental results
We now apply our semi-phenomenological approach to describe experimental results
for both single and multi-cycle experiments, and extract the damping timescales T1
and T2 from experiment. The values of T1 and T2 describe characteristic timescales
of integrability-breaking interactions within the electronic subsystem. Using the equa-
tions of motion (5.9), we are able to quantitatively describe the experimentally observed
gap dynamics in NbN for resonant single-cycle pulses. In order to reach a quantitative
description for experiments on NbN and Nb3Sn using slightly off-resonant multi-cycle
pulses, we introduce an additional phenomenological parameter η, describing rapid en-
ergy dissipation out of the electronic subsystem into the environment on picosecond
timescales. Technically, we use ηE(t) to calculate ∆∗ and T ∗ and let the system relax
towards the corresponding pseudospin configuration according to Eq. (5.10).
5.4.1 Comparison to resonant single-cycle pulse experiments
In Fig. 5.7, we demonstrate that our theory can quantitatively describe experimental
results on NbN for short single-cycle pulses that were published in Ref. [93]. Both the
rapid damping of the oscillations and the continuing decrease of the average gap after
the pump is off (shown by the increasing deviation from the dashed gray lines in the
figure) can be quantitatively described by T1 = 1.5τ and T2 = 0.3τ . These timescales
are thus of the order of the pump duration which is approximately τ ≈ 3 ps. We do not
need the additional parameter η, which is set to η = 1 here.
To make this comparison, we have rescaled the time axis using the equilibrium
gap value ∆0 = 0.36 THz in the experiment. The experimental y axis in Ref. [93],
∆Eprobe ∝ 1−∆(t)/∆0, is given in arbitrary units, and we have rescaled it by a factor
of 0.345 (0.341) for the two lowest (the highest) pump fluence. We note that these
rescaling factors yield the correct ∆∞ within error bars, which were independently
93
Figure 5.7: (Color online) Comparison between theory (solid lines) and single-cycle
pump experiments on NbN published in Ref. [93](data points are for fluences 5.6, 6.4,
and 7.2 nJ/cm2). We set τ = 10/∆0, σ = τ/5 for the two lowest pump fluences and
σ = τ/7 for the highest one. We find good agreement using the phenomenological
parameters T1 = 1.5τ and T2 = 0.3τ . The horizontal and vertical experimental axes
were rescaled as explained in the main text. Note that the average gap value decreases
after the pulse is off, which is clearly seen by the deviation from the dashed horizontal
lines.
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(A) NbN
(B) Nb3Sn
(C) Nb3Sn
Figure 5.8: (Color online) Theory-experiment comparison for slightly off-resonant multi-
cycle pulses. Panel (A) is for NbN and panels (B, C) are for Nb3Sn. The experimental
trace of ∆E(t)/E is shown in blue and converted into 1−|∆(t)|/∆0 = α−1∆E/E using
the procedure described in Sec. 5.2 with αNbN = 2.7 and αNb3Sn = 0.75. The gray
line is obtained using pure BCS theory without any relaxation terms, and the red line
is our phenomenological theory parametrized by relaxation parameters T1, T2 and η.
In order to make quantitative comparison, the experimental traces are shifted to the
right by 2.73 ps for NbN and 2.7 ps for Nb3Sn to compensate the differences between
the experimentally determined and the theoretically determined tpp. The duration and
width of the Gaussian pump pulses (shown at the bottom) are τ = 10pi/∆0 and σ = τ/5
(τ/6) for NbN (Nb3Sn), and the center frequencies are ωp = 1.83∆0 (1.65∆0) for NbN
(Nb3Sn), which are taken from experiment. The polarization used in the theoretical
calculation is along xˆ. We used an energy dissipation factor η = 0.66, 0.72, 0.6 for
panels A, B, C. The other parameters T1,2 and pump amplitude A
2
0 are given in the
figure. We notice that the thermalized gap value ∆(Tf ) is much smaller than the non-
thermal BCS steady-state value ∆∞, even though we use η < 1 [23]. Note that we find
good quantitative agreement between the phenomenological theory and experiment both
during and after the pump pulse.
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measured in the experiment. We note that Ref. [93] includes results for ∆E, while we
report ∆E/E in our experiments to measure the gap. There is thus a proportionality
factor between the two procedures, and we do not expect to find the same numerical
value for αNbN in the two cases. Finally, we have shifted the origin of the experimental
time tpp axis by 1.73 ps, 1.68 ps and 1.36 ps for the three pump fluences 5.6, 6.4 and
7.2 nJ/cm2, respectively, with respect to our simulations. This reflects the fact that tpp
is measured from the peak of the approximately 3 ps broad pump pulse, which occurs
about halfway through the pulse [93].
5.4.2 Comparison to slightly off-resonant multi-cycle pulse experi-
ments
A direct comparison of our theory to experimental results for the gap dynamics induced
by multi-cycle THz pump pulses in NbN and Nb3Sn is shown in Figs. 5.8 and 5.9. The
pulse parameters are set to their experimental values. Specifically, pulse durations and
widths are τ = 10pi/∆0 and σ = τ/5 (τ/6) and the center frequencies are ωp = 1.83∆0
(1.65∆0) for NbN (Nb3Sn). The pump pulses are therefore slightly off-resonant with the
Higgs (amplitude) mode, which occurs at ω = ∆0. Here, ∆0 = 2.3 meV = 2pi×0.55 THz
for NbN, and ∆0 = 2.55 meV=2pi×0.62 THz for Nb3Sn. This results in a pump duration
of τ = 9 ps (8 ps) for NbN (Nb3Sn). The pump profiles are shown in the figures. The
pump pulse spectra are shown in Fig. 5.1(E), demonstrating that both pulses only carry
small spectral weight at ∆0 and above the optical gap 2∆0. As shown in Fig. 5.4, the
amount of energy that is deposited in such an off-resonant multi-cycle pulse within
BCS theory increases rapidly with an increasing gap quench amplitude 1 − ∆∞/∆0.
It exceeds the condensation energy (such that Tf > Tc) for 1 − ∆∞/∆0 & 0.75. In
our theoretical analysis, we initially prepare the system in the equilibrium state at
the initial experimental temperature T = 4 K, which is much smaller than Tc of both
NbN and Nb3Sn samples. The redistribution of initially present thermal quasi-particles
due to the pump pulse, which was shown to be an important factor at intermediate
temperatures [104], is fully taken into account, but plays a minor role in our case as
T  Tc.
We can fit the gap dynamics for multi-cycle pulses within our phenomenological
model in two ways: (i) we introduce an additional parameter η < 1, which describes
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the fraction of the internal energy that remains in the electronic subsystem pumped
by the laser. In this case, we find that the data can be well described using relaxation
timescales T1 and T2 that are of the order of the pulse duration τ . This is just like in
the fit to the resonant single-cycle pulses in Fig. 5.7, for which η = 1. Alternatively,
we (ii) enforce energy conservation within the electronic subsystem and set η = 1. To
describe the data, we have to then use values of T1 and T2 that are about one order of
magnitude larger than in the case of the resonant pulse.
In Fig. 5.8, we show theory-experiment comparison including the parameter η < 1.
Besides the Nb3Sn data shown in Fig. 5.1 (C), we also include data taken at a higher
pump fluence. We find excellent quantitative agreement over the complete time interval
and for all pump strengths. In contrast to the case with no damping, T1 = T2 =∞ (gray
lines), we find that the oscillations of |∆(t)| are quickly suppressed after the pulse is
turned off, and, more importantly, that a continuous and slow increase of 1−|∆(t)|/∆0
takes place over the time scale of tens of picoseconds. The numerical values we obtain
from comparing to the data are η ≈ 0.6− 0.7, and damping parameters that are of the
order of the pulse width: T1 = τ ≈ 2T2, where τ ≈ 10 ps. The amplitude of the pulse is
adjusted such that the final value of the gap matches the experimental one. Since the
timescales T1, T2 . τ , thermalization sets in while the pulse is on, and the undamped
BCS result converges to a much smaller gap value at long times than the solution in
the presence of relaxation.
In Fig. 5.9, we enforce energy conservation within the electronic subsystem by setting
η = 1. Agreement is then limited to the time after the pump pulse is off and for not
too large fluences. During the pulse and for large fluence, our phenomenological theory
with η = 1 predicts gap oscillations with an amplitude that is larger than is observed
experimentally. As T1, T2  τ , there is only a small difference between the damped and
undamped gap dynamics while the pump is on. After the pulse, the damped solution
slowly approaches the thermalized gap with a slope dictated by T1, while the undamped
solution is completely flat.
5.4.3 Summary of theory-experiment comparison
To summarize, using our phenomenological extension of BCS theory, we can quantita-
tively describe gap dynamics in resonant single-cycle experiments, both during and after
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(A) NbN
(B) Nb3Sn
(C) Nb3Sn
Figure 5.9: (Color online) Theory-experiment comparison for slightly off-resonant multi-
cycle pulses, enforcing energy conservation in the electronic subsystem by setting η =
1. Panel (A) is for NbN and panels (B, C) are for Nb3Sn. Blue line corresponds to
experimental data (see Fig. 5.8 for details), red line is the fit to the phenomenological
theory with values for T1 and T2 given in the panels and η = 1. Gray line is the
undamped BCS result. In order to make quantitative comparison, the experimental
traces are shifted to the right by 2.41 ps for NbN and 2.1 ps for Nb3Sn to compensate
the differences between the experimentally determined and the theoretically determined
tpp. The values for the center frequency ωp, pulse width σ and duration τ are equal to
the ones in the corresponding panels of Fig. 5.8. For η = 1, the relaxation parameters T1
and T2 have to be chosen much larger than in Fig. 5.8, and the pump amplitude A0 has
to be also adjusted to a larger value. Good agreement between theory and experiment is
limited to times after the pump pulse is off and to lower gap quench amplitudes (panels
A and B). During the pulse and for larger quench amplitudes, the theory with η = 1
predicts gap oscillations that are too large compared to our experimental observations.
The fact that T1 and T2 have to be set to much larger values than in Figs. 5.7 and 5.8
signals the need to include the dissipation parameter η in our theory to quantitatively
describe gap dynamics for off-resonant multi-cycle pulses.
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the pump pulse (up to ≈ 20 ps, when additional relaxation mechanisms with the lattice
set in). The extracted relaxation timescales T1 and T2 are found to have comparable
values, which are of the order of the pulse duration τ = 10/∆0 = 3 ps. This is con-
sistent with our assumption that the relaxation processes responsible for the behaviors
observed experimentally take place within the electronic subsystem and are associated
with the energy deposited in this subsystem while the pump is on. Our theory accounts
both for the absence of gap oscillations after the pump pulse, and the overall decay of
the average gap after the pump pulse has passed.
To describe off-resonant multi-cycle pulse experiments, we have performed two dif-
ferent fitting procedures: (i) by introducing an additional energy dissipation parameter
η < 1, we can quantitatively describe the experimental gap dynamics using T1 ≈ 2T2 ≈ τ
that are again of the order of the pulse duration τ ≈ 8 ps. The dissipation parameter
takes values of η ≈ 0.6 − 0.7 corresponding to the fact that about 30% of the energy
deposited by the pump pulse is dissipated to the environment on a timescales of τ .
Alternatively, (ii) we have enforced energy conservation within the electronic subsystem
by setting η = 1. In this case, we find that T1 = T2 = 25τ need to be chosen about an
order of magnitude larger than before, and we find a reasonable but less quantitative
description of the data. This suggests that rapid energy dissipation out of the electronic
subsystem occurs in the experiment when off-resonant pumps are used, which must be
taken into account theoretically.
Although T1, T2 and η are phenomenological quantities, it is important to discuss
their possible microscopic origins. The key point is that the T1,2 processes arise within
the electronic subsystem, before equilibration with the lattice sets in. Because the BCS
Hamiltonian is integrable [91, 27, 26, 100, 130], any thermalization must arise from non-
BCS effects. Residual interactions between the Bogoliubov quasi-particles, which are
neglected in the mean-field BCS approach, could provide a mechanism for quasi-particle
relaxation, which affects T1. Moreover, the Higgs (amplitude) mode excited resonantly
by the laser pump disperses into the quasi-particle continuum [131, 132]. As a result,
one expects damping of the amplitude mode, which should affect the T2 process. The
parameter η describes rapid dissipation of energy out of the electronic subsystem. One
possible origin of this process is electronic scattering with electronic degrees of freedom
that are outside of the pump excitation volume. The lateral focal size of the pump is
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1.2 mm. Future work should address a more microscopic derivation of damping effects
in non-equilibrium superconductors.
Our theory accounts both for the absence of gap oscillations after the pump pulse,
and the overall decay of the average gap after the pump pulse has passed. As shown
in Figs. 5.8 and 5.9, although the behavior after the pump is off is very well captured
quantitatively by our model, there are discrepancies between the theoretical and exper-
imental curves while the pump is on. They are more pronounced for stronger pump
intensities. Whether they originate from interference effects between the external drive
(with centering frequency ω0) and the tendency of the (closed) system to oscillate with
frequency ∆∞, or are caused by a different non-linear effect, deserves further attention.
Here, our focus is on the behavior after the pump pulse has passed.
5.5 Conclusions
In this paper, we established a semi-phenomenological framework that allows one to
incorporate damping beyond BCS theory in the picosecond time-evolution of the gap
function of an s-wave superconductor subject to an intense THz pulse. In the pseu-
dospin language, damping arises from a longitudinal process T1, which is related to
quasi-particle relaxation, and from a transverse process T2, which is related to dephas-
ing of off-diagonal quasi-particle coherence. We have found that T1 mainly affects the
post-pump average gap value, while T2 mainly affects the post-pump gap oscillations.
In addition, to account for rapid dissipation of energy, which is deposited by the pump,
out of the electronic subsystem, we introduce a third parameter η. We find that dissi-
pation processes become important for off-resonant multi-cycle pulses, where the pump
necessarily deposits a significant amount of energy in order to quench the gap.
We apply our theory to resonant single-cycle pump pulse experiments on NbN thin
films, and to off-resonant multi-cycle pulse experiments on NbN and Nb3Sn films. We
find excellent quantitative agreement for T1 and T2 values that are comparable to the
duration of the pump pulse, τ = 3(8) ps for single-cycle (multi-cycle) experiments. For
off-resonant pump pulses, where the energy deposited exceeds the condensation energy,
we find that about 30% of the energy is rapidly dissipated out of the electronic subsys-
tem. Possible microscopic origins of these phenomenologically introduced processes are
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scattering of quasi-particles, interaction of the Higgs (amplitude) mode with the quasi-
particle continuum, and interactions between quasi-particles inside and outside the focal
region of the pump pulse. Future work should develop a microscopic underpinning of
this phenomenological framework.
While the picosecond evolution of the gap function in NbN and Nb3Sn is different
than that expected for coherent BCS-like dynamics, we show that it is consistent with
relaxation processes that arise within the electronic subsystem and have a time scale
much shorter than lattice relaxation rates. Future application of this approach to differ-
ent superconductors will shed light on the relevance of the distinct types of relaxation
and dissipation processes for each system.
Chapter 6
Conclusion
Strongly correlated materials are such fascinating electronic systems that researchers
keep getting surprises by discovering new phases in their already rich phase diagrams.
In my thesis, I explored the phase diagram in two additional axes: the amount of quench
disorder and the distance away from equilibrium. Since most strongly correlated mate-
rials are complex chemical compounds with various types of doping, it is fundamental
to investigate how robust the clean phase diagram is against the effects of random dis-
orders. In addition, recent developments in ultra-fast optical techniques bring a whole
new possibility on experimentally investigating the non-equilibrium properties at fem-
tosecond time scales. Thus, it is important to have a better theoretical understanding
of the transient dynamics of strongly correlated electrons.
In Chapter 2, I investigated the nematic quantum phase transitions in inhomoge-
neous systems. Particularly, I showed that the effects of isolated clean droplets in the
system with quench disorder can dramatically change the critical behavior of the nematic
transition. The first-order nematic transition is not only smeared due to the presence
of the isolated clean droplets but also behaves like a continuous transition since the
moderate size droplets can undergo second-order nematic quantum phase transitions
before the rest of the system. These findings have potential applications on explaining
experimental results in iron-based systems.
In Chapter 3, I discussed the non-equilibrium dynamics of the superconducting gap
in conventional single-band systems after an interaction quench. I showed the integra-
bility of the BCS model and the subtleties associated with the conservation laws. I also
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proposed a self-consistent perturbative approach to extract the asymptotic dynamics of
the superconducting gap. By comparing it with the exact solution, I showed that the
perturbative approach works with very high accuracy in the weak quench limit. More-
over, it is capable to correctly capture the asymptotic value of the gap for arbitrary
quench strengths.
In Chapter 4, I showed the distinct transient dynamics of the superconducting gap
in multi-band systems, comparing it with the single-band cases. In multi-band system,
the gap exhibits beating oscillations due to multiple oscillation frequencies associated
with multiple superconducting gaps. By applying the self-consistent perturbative ap-
proach proposed in Chapter 3, I was able to obtain the analytical expression for the gap
oscillations and showed that the oscillations are damped as t−3/2. This indicates that
multi-band superconductors can host exotic non-equilibrium properties.
In Chapter 5, I incorporated damping effects to the gap oscillations in conventional
superconductors to explain the THz pump-probe experiments on NbN and Nb3Sn thin
films. Using a semi-phenomenological model that incorporates damping within the
electronic subsystem, we were able to achieve quantitative agreements with various
experimental results with different pulse shapes of the pump. We argued that the
interplay between the amplitude mode of the gap and the quasiparticle continuum is
responsible for the rapid damping of the gap oscillation at the picosecond time scale.
Therefore, a microscopic theory on the relaxation and damping processes within the
electronic subsystem at non-equilibrium states requires physics beyond the classic BCS
model.
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Appendix A
Technical Details for Chapter 2
A.1 Derivation of the saddle-point equations for a droplet
We start by rewriting the effective large-N rescaled action for a droplet with linear size
L, as given in the main text:
Seff [ψ, φ] =
1
L2
∑
q
∫
dω
2pi
{
φ2
2g
− ψ
2
2u
+
1
2
ln
[(
χ−1q,ω + ψ
)2 − φ2]} (A.1)
where φ is the Ising-nematic order parameter and ψ is the DW fluctuation field. Here,
χq,ω =
(
r0 + q
2 + γ |ω|)−1 is the bare DW susceptibility with Landau damping γ and
q = 2piL n is the discretized momentum with n = (nx, ny) and nx, ny ∈ Z. The saddle-
point of the effective action is given by setting δSeffδψ =
δSeff
δφ = 0, which corresponds to
the following coupled equations,
r − r0
u
=
1
2L2
∑
q
∫
dω
2pi
(
1
r + q2 + γ |ω| − φ +
1
r + q2 + γ |ω|+ φ
)
(A.2)
φ
g
=
1
2L2
∑
q
∫
dω
2pi
(
1
r + q2 + γ |ω| − φ −
1
r + q2 + γ |ω|+ φ
)
(A.3)
where r ≡ r0 + ψ. To tackle the discrete momentum summation, we apply the Poisson
summation formula [62]:
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1
Ld
∑
q
f (q) =
∫
ddq
(2pi)d
f (q) +
∑
n6=0
∫
ddq
(2pi)d
f (q) eiq·nL (A.4)
The integrals appearing in the equations above can be evaluated analytically:
∫
d2qdω
(2pi)3
1
A+ q2 + γ |ω| =
∫
d2qdω
(2pi)3
1
q2 + γ |ω| −
A
4pi2γ
[
ln
(
Λ2
A
)
+ 1
]
and:
∫
d2qdω
(2pi)3
eiq·nL
A+ q2 + γ |ω| =
2
√
A
L |n| K1
(√
AL |n|
)
(A.5)
where we used the fact that the momentum cutoff is such that Λ2  r± φ. We verified
that this condition is met for the parameters u and g used in the main text. Defining
r˜0 = r0 +u
∫ d2qdω
(2pi)3
1
q2+γ|ω| , u˜ = u/
(
4pi2γ
)
, and g˜ = g/
(
4pi2γ
)
, we arrive at the equations
displayed in the main text:
r = r˜0 − u˜r
(
ln
Λ2√
r2 − φ2 + 1−
φ
r
tanh−1
φ
r
)
+
2piu˜
L2
(F [(r − φ)L2]+ F [(r + φ)L2]) (A.6)
φ = φg˜
(
ln
Λ2√
r2 − φ2 + 1−
r
φ
tanh−1
φ
r
)
+
2pig˜
L2
(F [(r − φ)L2]−F [(r + φ)L2]) (A.7)
where we defined the function:
F (y) ≡ 1
pi
∑
n6=0
√
y
|n|K1 (|n|
√
y) (A.8)
Note that, for φ = 0, we recover the self-consistent equations of Ref. [62] for an
itinerant antiferromagnet. Using the fact that:
√
y
|n|K1 (|n|
√
y) =
1
4
∫ ∞
0
duu−2e−yu−
|n|2
4u (A.9)
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Figure A.1: Function F (y) defined in Eq. (A.8).
we can evaluate the sum and express the function as an integral:
F (y) = 1
4pi
∫ ∞
0
duu−2e−yu
[
θ23
(
0, e−
1
4u
)
− 1
]
(A.10)
where θ3 (a, b) is the elliptic theta function. The asymptotic behavior of F (y) follows
from Eqs. (A.8) and (A.10). For y  1, the sum in Eq. (A.8) is dominated by the
|n| = 1 contribution, and we obtain:
F (y  1) ' 2y
1/4 e−
√
y
√
2pi
(A.11)
For y  1, it is more convenient to use the integral representation (A.10). Following
the same steps as Ref. [62], it follows that the function has a logarithmic divergence:
F (y  1) ' − ln
(
y eγ+1
4pi
)
(A.12)
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where γ is the Euler number. Equations (A.6) and (A.7) are solved numerically to
yield φ (r0, L). In the numerical calculation, we use an interpolation function for F (y)
that interpolates between Eq. (A.8) with 80× 80 terms in the sum and the asymptotic
behavior in Eq. (A.12). The resulting function is shown in Fig. A.1. We checked that
the error with respect to the exact function F is no more than 2%.
Before proceeding, we rederive the solutions of the self-consistent equations in the
clean limit (i.e. L → ∞, which makes F (y) → 0). In this case, the solution of Eqs.
(A.6) and (A.7) shows that r0 is maximum for φ = r. However, φ = r implies a DW
transition, since the renormalized DW susceptibility is (r − φ)−1. Thus, one has to go
back to the action (A.1) and consider the possibility of a finite DW order parameter ∆.
In the large-N limit, this corresponds to adding the term ∆2 (r − φ) in the action (see
for instance [14]). Minimizing with respect to ∆, it is clear that only when φ = r is that
we obtain ∆ 6= 0. In this case, the self-consistent equations become:
φ = r0 − φu
(
ln
Λ2
2φ
+ 1
)
+ u∆2 (A.13)
φ = φg
(
ln
Λ2
2φ
+ 1
)
+ g∆2 (A.14)
where unimportant constants have been absorbed in ∆. We can now eliminate ∆ to
find r0 as function of φ:
r0
u
= φ
(
1
u
− 1
g
)
+ 2φ
(
ln
Λ2
2φ
+ 1
)
(A.15)
The first-order transition therefore takes place at:
r∗0,clean
Λ2
= u exp
(
1
2u
− 1
2g
)
(A.16)
and the jump in φ is given by:
φ∗clean =
r∗0,clean
2u
(A.17)
For the parameters used in the main text, u = 0.9 and g = 0.25u, we find
r∗0,clean
Λ2
≈
0.17 and
φ∗clean
Λ2
≈ 0.09. Note that, inside the finite size droplets, r > φ always. Therefore,
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we do not need to add the DW field ∆ in the self-consistent equations.
A.2 Properties of the Ising-nematic order as function of
the size of the droplets
Here we discuss how two properties of the Ising-nematic order depend on the size L of
the droplet: the character of the transition and the value of the tuning parameter r0
for which the quantum transition takes place. We consider here the two self-consistent
equations (A.6) and (A.7) with reduced variables (r0, r, φ) → (r0, r, φ) /Λ2. Further-
more, the size L of the droplet is measured in units of 1/Λ ≈ a, where a is the lattice
constant. For convenience, we drop the tilde notation of Eqs. (A.6) and (A.7) in this
section.
The condition for a droplet of size L to undergo a continuous Ising-nematic quantum
phase transition is that
dr0
dφ
∣∣∣∣
φ→0
≤ 0 (A.18)
where r0 is the tuning parameter. Taking derivatives with respect to φ for the self-
consistent equations (A.6) and (A.7), we find:
1
u
dr0
dφ
=
(
1
u
+ ln
1√
r2 − φ2
)
dr
dφ
− u tanh−1 φ
r
−2pi
{
F ′ [(r + φ)L2](1 + dr
dφ
)
−F ′ [(r − φ)L2](1− dr
dφ
)}
(A.19)
dr
dφ
=
−1g + ln 1√r2−φ2 − 2pi
(F ′ [(r + φ)L2]+ F ′ [(r − φ)L2])
tanh−1
(
φ
r
)
+ 2pi (F ′ [(r + φ)L2]−F ′ [(r − φ)L2])
(A.20)
We can eliminate the logarithms by noting that the second self-consistent equation
gives:
1
g
= ln
1√
r2 − φ2 +1−
r
φ
tanh−1
(
φ
r
)
− 2pi
φL2
(F [(r + φ)L2]−F [(r − φ)L2]) (A.21)
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Substituting Eq. (A.21) in Eqs. (A.19)-(A.20), and then expanding for small φ, we
find:
dr0
dφ
∣∣∣∣
φ→0
=
u
λ
φ
3r(0)
1− 4piζ2F ′′′ (ζ)− 3λ [1 + 4piζF ′′ (ζ)]2
1 + 4piζF ′′ (ζ) (A.22)
where we defined, for convenience, ζ = r(0)L2 and 1λ =
1
u+
1
g . From (A.22), the condition
for a droplet to undergo a continuous Ising-nematic quantum phase transition is:
(1− 3λ)− 4piζ2F ′′′ (ζ)− 24piλζF ′′ (ζ)− 48pi2λζ2 [F ′′ (ζ)]2 ≤ 0 (A.23)
Note that, here, r(0) is a shorthand notation for r(0) ≡ r (φ = 0). Thus, its value,
as well as the corresponding r0, are determined by taking the limit φ = 0 in the self-
consistent equations (A.6) and (A.7):
r0 = ur
(0)
[
1
u
+ 1− ln r(0) − 4pi
ζ
F (ζ)
]
(A.24)
1
g
= − ln r(0) − 4piF ′ (ζ) (A.25)
Therefore, for given g and u, we can find the critical size of the droplet Lc1 beyond
which it undergoes a first-order transition by solving Eqs. (A.23) and (A.25) simulta-
neously:
L2c1 = ζc1 exp
[
1
g
+ 4piF ′ (ζc1)
]
(A.26)
where ζc1 is the value for which Eq. (A.23) satisfies the identity. For the parameters
used in the main text, u = 0.9 and g/u = 0.25, we find L2c1 ≈ 58 .
Next, we analyze which of the droplets undergoing a second-order phase transition
orders at the highest value of the tuning parameter r0, i.e. we look for the critical
droplet area L2c2 for which:
dr0
dL2
= 0.
124
Taking the derivative with respect to L2 on Eqs. (A.24) and (A.25), we find:
1
u
dr0
dL2
=
dr(0)
dL2
[
1
λ
+ 4piF ′
(
r(0)L2
)]
+
4pi
L4
F
(
r(0)L2
)
− 4pi
L2
F ′
(
r(0)L2
)(
r(0) + L2
dr(0)
dL2
)
(A.27)
0 = − 1
r(0)
dr(0)
dL2
− 4piF ′′
(
r(0)L2
)(
r(0) + L2
dr(0)
dL2
)
(A.28)
Solving for dr0
dL2
, we obtain
dr0
dL2
=
u
λ
4pi exp
(
−2g − 8piF ′ (ζ)
)
ζ + 4piζ2F ′′ (ζ)
×
{
λ
[F (ζ)− ζF ′ (ζ)] [1
ζ
+ 4piF ′′ (ζ)
]
− ζF ′′ (ζ)
}
(A.29)
Therefore, the first droplet that undergoes a continuous Ising-nematic quantum
phase transition satisfies
[F (ζc2)− ζc2F ′ (ζc2)] [ 1
ζc2
+ 4piF ′′ (ζc2)
]
=
1
λ
ζc2F ′′ (ζc2) (A.30)
and its area is given by:
L2c2 = ζc2 exp
[
1
g
+ 4piF ′ (ζc2)
]
(A.31)
Using Eqs. (A.24) and (A.25), we can find the corresponding value of the control
parameter r∗0 (Lc2) at which this happens:
r∗0 (Lc2) = u exp
(
−1
g
− 4piF ′ (ζc2)
)[
1
λ
+ 1 + 4piF ′ (ζc2)− 4pi
ζc2
F (ζc2)
]
(A.32)
It is instructive to compare it with the value r∗0,clean for which the first-order transi-
tion of the clean system takes place, see Eq. (A.16):
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Figure A.2: Region in the (u, g) parameter space in which the droplet that orders first
does so before the transition of the clean system, i.e, r∗0 (Lc2) > r∗0,clean.
r∗0 (Lc2)
r∗0,clean
= exp
(
− 1
2λ
− 4piF ′ (ζc2)
)[
1
λ
+ 1 + 4piF ′ (ζc2)− 4pi
ζc2
F (ζc2)
]
(A.33)
For the parameters used in the main text, u = 0.9 and g = 0.25u, we find L2c2 ≈ 40
and
r∗0(Lc2)
r∗0,clean
≈ 1.08. More generally, as a function of the two parameters u and g, there
is a wide region in parameter space in which
r∗0(Lc2)
r∗0,clean
> 1, shown as the shaded area in
Fig. A.2.
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A.3 Derivation of the probability distribution for the droplets
sizes
In this section, we use results from percolation theory to derive the approximate proba-
bility distribution function P (V ) of finding a finite droplet with “volume” V = L2 that
is devoid of impurities. We consider that a local site-impurity completely suppresses
both DW and nematic orders. The concentration of impurities is 1 − p, i.e. the con-
centration of clean sites is p. From percolation theory, the number of finite-size “clean”
clusters (droplets) containing s sites, denoted ns, satisfies the scaling relation [66]:
ns = N0s−τf (s/s0) (A.34)
where s0, the typical cluster size, diverges at the percolation threshold pc, τ is a critical
exponent, and N0 is a normalization constant. The precise form of the scaling function
f(x) can only be obtained numerically. However, an often used approximation is an
exponential decay:
ns = N0s−τ exp (−s/s0) (A.35)
Now, the total number of clusters of size s is given by Nns, where N is the total
number of sites. This implies that the total number of sites that belong to a cluster of
size s is Nsns. Therefore, the probability P (s) that a given site belong to a cluster of
size s is:
P (s) ≡ Nsns
N
= N0s1−τ exp (−s/s0) (A.36)
The constant N0 is given by the normalization condition on ns:
∑
s
sns = p− P (p) (A.37)
where P (p) is the number of sites belonging to the infinite cluster (divided by the total
number of sites). Thus, we obtain:
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N0 = p− P (p)∑
s
s1−τe−s/s0
(A.38)
Importantly, p− P (p) vanishes for both p = 0 and p = 1, and has a maximum near
the percolation threshold pc. If we are not too far from the percolation threshold, we
can then approximate p−P (p) by pc, as the quantity that changes more strongly upon
approaching the percolation threshold is s0, which diverges at pc. We then obtain:
P (s) ≈ pc s
1−τe−s/s0∑
s
s1−τe−s/s0
(A.39)
The fact that P (s) is not necessarily normalized to 1 is due to the fact that not all
sites belong to a finite cluster.
The relationship between s and the linear size L of the cluster that enters the self-
consistent equations (A.6) and (A.7) is s = L2/a2, where a is the lattice constant. In
our problem, as explained above, L is given in units of the inverse momentum cutoff,
L = L˜/Λ. Thus, we arrive at L˜2 = s (Λa)2, with integer s. For concreteness, in our
calculations we set Λ = 1/a.
Appendix B
Technical Details for Chapter 4
B.1 Initial conditions for the interaction quench
The system is at equilibrium before the interaction quench. For systems with only
inter-band repulsion, at the superconducting gap is given by
∆1,i = −viη
∫
dε
∆2,i
2
√
ε2 + ∆22,i
(B.1a)
∆2,i = −vi
∫
dε
∆1,i
2
√
ε2 + ∆21,i
(B.1b)
where vi = VN1 is the dimensionless inter-band repulsion, and η = N2N1 is the ratio
between the density of states near the Fermi level of the two bands. The pseudospins
are
Sxα,i =
∆α,i
2
√
ε2 + ∆2α,i
(B.2a)
Syα,i = 0 (B.2b)
Szα,i =
−ε
2
√
ε2 + ∆2α,i
(B.2c)
After the interaction quench, the inter-band repulsion is suddenly changed to a different
value, vf . The interaction quench does not directly affect the electronic states, however,
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changes their “velocities” (first order time derivatives). On the contrary, in optical
pump-probe experiments, the pump pulse directly couples to the electronic states, while
leaving the bare electron-electron interaction unchanged. The instantaneous electronic
states right after the quench are still given by their equilibrium values (Eq. (B.2a)-
(B.2c)), but their “velocities”. The initial conditions of the post-quench dynamics of
the superconducting gaps are giving by replacing the inter-band repulsion with its post-
quench value vf .
∆1
(
0+
)
= −vfη
∫
dε
∆2,i
2
√
ε2 + ∆22,i
=
vf
vi
∆1,i (B.3a)
∆2
(
0+
)
= −vf
∫
dε
∆1,i
2
√
ε2 + ∆21,i
=
vf
vi
∆2,i (B.3b)
According to the linearization, Eq. (4.13), the initial conditions of the deviations of the
pseudospins relative to the asymptotic values are given by
f ′′α,0 = 0 (B.4a)
f˙ ′′α,0 = −
ε (∆α,i −∆α,∞)√
ε2 + ∆2α,i
− 2δα,0Szα,∞ (B.4b)
f ′′α,0 and f˙ ′′α,0 are related to the dynamics of the superconducting gap in Laplace space
via Iα (s) =
〈
2ε[sf ′α,0+f˙ ′′α,0]
s2+4E2α,∞
〉
, which yields to Eq. (4.21).
B.2 Asymptotic analysis of the superconducting gap in
Laplace space
In this appendix, we analyze the asymptotic behaviors of the gap in Laplace space near
the branch points. From Eq. (4.38), there are 7 terms determine the analytic behavior
of the gap. The branch point all come from the function Υ (∆, z), which opens branch
cuts at at (−i∞, −i) and (i, i∞), as shown in Fig. B.1. Let z = iy, then, around
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y = 1, we have
Υ (∆, y) '

vfpi
|∆|
√
1−y
2 +O (1− y) , y → 1− 
i
vfpi
|∆|
√
y−1
2 +O (y − 1) , y → 1 + 
(B.5)
where  is an infinitesimal positive number.
We use the asymptotic behavior of Υ (∆, y) to expand all the terms in Eq. (4.38),
and get the following results.
Im
[
1
D (y)
]
'

−κ2 Υ(∆˜2,f ,κ)+
κ
η
Υ2(∆˜2,f ,κ)
vfpi
|∆˜1,f |
√
y−1
2 , y → 1 + 
η
κ Im
[
1
Υ(∆˜1,f , 1κ)
]
− ( ηκ)2 Im [Υ(∆˜1,f , 1κ)+ 1κΥ2(∆˜1,f , 1κ)
]
vfpi
|∆˜1,f |
√
1−|κ|y
2 , y → 1|κ| − 
η
κ Im
[
1
Υ(∆˜1,f , 1κ)
]
− ( ηκ)2 Re [Υ(∆˜1,f , 1κ)+ 1κΥ2(∆˜1,f , 1κ)
]
vfpi
|∆˜1,f |
√
|κ|y−1
2 , y → 1|κ| + 
(B.6)
Im
Υ
(
∆˜1,f , y
)
D (y)
 '

κ 1
Υ(∆˜2,f ,κ)
vfpi
|∆˜1,f |
√
y−1
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− ( ηκ)2 1κ Im [ 1Υ(∆˜1,f , 1κ)
]
vfpi
|∆˜1,f |
√
1−|κ|y
2 , y → 1|κ| − 
− ( ηκ)2(1 + 1κRe [ 1Υ(∆˜1,f , 1κ)
])
vfpi
|∆˜1,f |
√
|κ|y−1
2 , y → 1|κ| + 
(B.7)
Im
Υ
(
∆˜1,i, y
)
D (y)
 '
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κ 1
Υ(∆˜2,f ,κ)
vfpi
|∆˜1,i|
√
y−1
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η
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[
Υ(∆˜1,i, 1κ)
Υ(∆˜1,f , 1κ)
]
− ( ηκ)2 Im [ Υ(∆˜1,i, 1κ)Υ(∆˜1,f , 1κ) + 1κΥ(∆˜1,i, 1κ)Υ2(∆˜1,f , 1κ)
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vfpi
|∆˜1,f |
√
1−|κ|y
2 , y → 1|κ| − 
η
κ Im
[
Υ(∆˜1,i, 1κ)
Υ(∆˜1,f , 1κ)
]
− ( ηκ)2 Re [ Υ(∆˜1,i, 1κ)Υ(∆˜1,f , 1κ) + 1κΥ(∆˜1,i, 1κ)Υ2(∆˜1,f , 1κ)
]
vfpi
|∆˜1,f |
√
|κ|y−1
2 , y → 1|κ| + 
(B.8)
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)
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(B.9)
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(B.10)
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y−1
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∆˜2,f , κy
)
Υ
(
∆˜1,i, y
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vfpi
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√
|κ|y−1
2 , y → 1|κ| + 
(B.12)
B.3 Inverse Laplace transform and useful integrals
The inverse-Laplace transform is given by the Bromwich integral:
y (t) = L−1 {Y } (t) = 1
2pii
∫ σ+i∞
σ−i∞
Y (s) estds (B.13)
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Figure B.1: Integration contour in the complex Laplace space
where σ is a real number that is larger than the real parts of all the singularities of
Y (s).
All the asymptotic behaviors of the gap in Laplace space are square root like. Con-
sequently, transforming back to real time domain leads to a t−3/2 decay.∫ ∞
1
√
y − 1
y
cos (2∆1,∞yt) dy =
√
pi
4∆1,∞t
[cos (2∆1,∞t)− sin (2∆1,∞t)]
+pi
[
C
(√
4∆1,∞t
pi
)
+ S
(√
4∆1,∞t
pi
)
− 1
]
' −
√
pi sin
(
2∆1,∞t+ pi4
)
2 (2∆1,∞t)3/2
(B.14)
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for 2∆1,∞t 1. Similarly,
∫∞
1
|κ|
√
|κ|y−1
y cos (2∆1,∞yt) dy ' −
√
pi sin(2|∆2,∞|t+pi4 )
2(2|∆2,∞|t)3/2
, and
∫ 1
|κ|
−∞
√
1− |κ| y
y
cos (2∆1,∞yt) dy ' lim
Λ→∞
∫ Λ
0
√
x cos (2 |∆2,∞| t− 2 |∆2,∞|xt)
'
√
pi sin
(
2 |∆2,∞| t− pi4
)
2 (2 |∆2,∞| t)3/2
(B.15)
B.4 analytic expressions for the gap oscillation for weak
quenches
We wrote the long-time asymptotic expressions of the gap oscillations for relatively weak
quenches in Eq. (4.41a) and (4.41b). In this appendix, we provide the expressions for
the prefactors Aα, Bα and Cα of the two equations.
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With these prefactors, we compare our analytic asymptotic behaviors of the gap
oscillations with the numerical calculation (see Fig. 4.5).
Appendix C
Technical Details for Chapter 5
C.1 Experimental details
The schematic experimental setup is shown in Fig. C.1. The Ti-sapphire laser with 3 mJ
pulse energy, 40 fs pulse duration, 1KHz repetition rate and 800 nm center wavelength
is split into three optical paths for the purposes of pumping, probing and sampling,
respectively. The terahertz (THz) pump pulse has a larger intensity, which is gener-
ated by tilted-pulse-front phase matching through 1.3% MgO doped LiNbO3 crystal. In
contrast, the THz probe pulse, generated by optical rectification through 1 mm thick
(110)-ZnTe crystal, has a smaller intensity. The pump and probe pulses are at orthogo-
nal polarizations. They focus on the sample at normal incidence and the focal sizes are
1.2 mm and 0.8 mm for the pump and the probe beam, respectively. After the sample,
the transmitted pump beam is blocked by a wire grid polarizer while the transmitted
probe E-field is measured by the electro-optic sampling. The transmitted E-field signal
is integrated by a Boxcar integrator and sent to the DAQ board together with the on-
off signal from two synchronized choppers. Further details can be found in Ref. [105],
where the same experimental setup and data analysis method were used. Comparing
with previous THz-pump-probe experiment on NbN thin film (e.g. Ref. [94]), the peak
E-field of narrow band 1THz pump can reach values as high as 109 kV/cm.
The ultrafast dynamics of the superconducting gap ∆(tpp) is tracked by fixing tgate
136
137
t
pp
t gate
Figure C.1: Schematic of THz-pump-THz-probe measurement. Epu(t), Epr(t) and Etr(t)
are the time domain E-fields of the pump beam, the probe beam and the transmitted
probe beam, respectively. tgate is the relative time delay between the probe and the
gate pulse. tpp is the delay time between the pump and the probe.
at the peak of the pump-induced change of the transmitted probe electric field,
∆E(tpp) = E(pump on, tpp, 4 K)− E(off, 4 K) , (C.1)
and scanning the delay time tpp between pump and probe. Here, E(pump on, tpp, 4 K)
corresponds to the transmitted probe electric field amplitude at fixed tgate and variable
tpp for a system that was initially prepared at T = 4 K before it was exposed to
the pump pulse. We note that our choice of tgate corresponds to setting tgate to the
position of maximal contrast of the transmitted probe field signal with and without
pump. As demonstrated in Refs. [103, 92, 94, 105], the pump-probe signal ∆E/E,
where E ≡ E(off, 4 K), faithfully reflects the transient behavior of superconducting
order parameter ∆. In other words, it holds that
∆E(tpp)
E(off, T = 4 K)
= α
(
1− ∆(tpp)
∆(T = 4K)
)
(C.2)
with approximately temperature-independent proportionality factor α.
We obtain the proportionality constant αNbN = 2.7 for NbN as follows. We inde-
pendently determine the gap ∆ at tpp = 10 ps from the optical conductivity σ(tpp)
shown in Fig. 5.1(a, b). We extract the gap ∆(tpp = 10 ps) = 3.9/2 = 1.95 meV from a
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fit of σ2(tpp) using the expressions in Ref. [129] derived for a BCS model with general
scattering time τ in equilibrium. We first find the scattering rate τ−1NbN = 72.8 meV
from fitting the equilibrium conductivity σ(T = 15 K) in the normal state to the same
model. Comparing the value of ∆E/E = 0.41 and ∆(tpp)/∆(4K) = 3.9/4.6 = 0.85, we
find αNbN = 2.7.
For Nb3Sn, we find the proportionality constant αNb3Sn = −0.75 by first relating
the change of the probe field transmission to the change of the gap in equilibrium [103,
92, 94]:
E(T )− E(T0)
E(T0)
= α
(
1− ∆(T )
∆(T0)
)
(C.3)
with T0 = 4 K. We find E(4K) = −0.13 and E(18K) = −0.03, which together with
∆(4K) = 5.1 meV and ∆(18K) = 0, yields αNb3Sn = −0.75. We assume that the same
relation also holds in non-equilibrium, as was shown explicitly for optical pulses [103].
C.2 Pseudospin formalism and non-equilibrium dynamics
We start from the BCS Hamiltonian for superconductivity, which is written as Eq. (1)
in the main text:
HBCS =
∑
k,σ
ξk+eAc
†
k,σck,σ +
∑
k
(
∆c†k,↑c
†
−k,↓ + h.c.
)
+
|∆|2
V0
(C.4)
where ξk = εk − µ is the electronic dispersion near the Fermi level, e is the charge of
the electron, which couples to an external electromagnetic field A, and V0 > 0 denotes
the attractive superconducting interaction. The superconducting gap, ∆, is determined
self-consistently via the gap equation:
∆ = −V0
∑
k
〈c−k,↓ck,↑〉 (C.5)
In general, ∆ = ∆′ + i∆′′ is a complex number, with ∆′ and ∆′′ being the real and
imaginary part of the gap respectively. The phase is purely a gauge choice. Therefore,
in equilibrium, the superconducting gap is usually chosen to be real for convenience.
In the presence of parity symmetry (i.e. ξk = ξ−k and nk = n−k), and using the
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pseudospin representation introduced by Anderson [75]
S−k = c−k,↓ck,↑
S+k = c
†
k,↑c
†
−k,↓ (C.6)
Szk = nk −
1
2
with nk =
1
2
(
c†k,↑ck,↑ + c
†
k,↓ck,↓
)
, the BCS Hamiltonian can be written as
HBCS = −
∑
k
Bk · Sk + |∆|
2
V0
+
∑
k
ξ¯k,A . (C.7)
The gap is self-consistently determined by a collective pseudospin coordinate
∆ = −V0
∑
k
〈S−k 〉 (C.8)
The pseudo-magnetic field is given by Bk = (−2∆′, 2∆′′,−ξk+eA − ξk−eA). In equilib-
rium (A = 0), the pseudospins perfectly align with the pseudo-magnetic field. Conse-
quently, the expectation values of the pseudospins have the following configuration at
T = 0:
〈Sk〉T=0 = 12 Bk|Bk| (C.9)
We assume this to be the initial state before the THz pump pulse. In equilibrium at
finite temperature T , the length of the pseudospins is reduced, but they still point along
the pseudo-magnetic field
〈Sxk〉T =
−∆′
2Ek
tanh
(
Ek
2T
)
〈Syk〉T =
∆′′
2Ek
tanh
(
Ek
2T
)
(C.10)
〈Szk〉T =−
ξk
2Ek
tanh
(
Ek
2T
)
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where Ek(T ) =
√
ξ2k + |∆(T )|2 is the quasi-particle dispersion, and the finite tempera-
ture gap ∆(T ) = ∆′ + i∆′′ is determined by the gap equation
1 = V0
∑
k
tanh[Ek/(2T )]
2Ek
. (C.11)
The pseudospin formalism of the BCS model is particularly convenient for the study
of non-equilibrium dynamics of the superconducting gap, since the pseudospin dynamics
is described by the precession under the pseudo magnetic field:
d
dt
Sk = i [HBCS,Sk] = Sk ×Bk (C.12)
The complexity, however, is encoded in the self-consistency condition of the pseudo-
magnetic field. Since the superconducting gap depends on the pseudospin configuration
in k-space, the pseudo-magnetic field will also change over time.
The quench dynamics of the superconducting gap has been thoroughly studied under
the BCS framework using a topological classification of the spectral polynomial[27, 23,
100]. Recently, such classification has also been applied to the gap dynamics in THz-
pump-probe experiments[126].
Once the system is driven out of equilibrium, the internal energy of the electronic sys-
tem increases. One can calculate the superconducting gap ∆∗ = |∆∗| eiφ at the effective
temperature T∗ corresponding to the internal energy at a given time, which uniquely
determines the thermalized pseudospin configuration 〈S∗k〉 = 12 sˆ∗‖,k tanh
(√ξ2k+|∆∗|2
2T ∗(t)
)
,
where
sˆ∗‖,k =
 − |∆∗| cosφ√
ξ2k + |∆∗|2
,
|∆∗| sinφ√
ξ2k + |∆∗|2
,
−ξk√
ξ2k + |∆∗|2
 , (C.13)
where ∆ = ∆′ + i∆′′ = |∆|eiφ. Note that since the internal energy is changing over
time, 〈S∗k〉 and sˆ∗‖,k are also time dependent and generally not aligned with the pseudo-
magnetic field Bk. Without damping, the pseudospin will simply precess around the
self-consistent pseudo-magnetic field, which itself is also oscillating. Once damping
is incorporated, the pseudo-spins tend to relax towards the thermalized configuration
〈S∗k〉, which is described by Eq. (5.9) in the main text.
