Bibliometric mapping and visualization techniques represent one of the main pillars in the field of scientometrics. Traditionally, the main methodologies employed for representing data are MultiDimensional Scaling, Principal Component Analysis or Correspondence Analysis. In this paper we aim at presenting a visualization methodology known as Biplot analysis for representing bibliometric and science and technology indicators. A Biplot is a graphical representation of multivariate data, where the elements of a data matrix are represented according to dots and vectors associated with the rows and columns of the matrix. In this paper we explore the possibilities of applying the Biplot analysis in the research policy area. More specifically we will first describe and introduce the reader to this methodology and secondly, we will analyze its strengths and weaknesses through three different study cases: countries, universities and scientific fields. For this, we use a Biplot analysis known as JK-Biplot. Finally we compare the Biplot representation with other multivariate analysis techniques. We conclude that Biplot analysis could be a useful technique in scientometrics when studying multivariate data and an easy-to-read tool for research decision makers.
Introduction
Bibliometric mapping and visualization techniques represent one of the main pillars in the field of scientometrics. Nevertheless, Derek de Solla Price, considered as the father of scientometrics, already stated his wish to "exhibit an interlocking metabolic complex of bibliometric (and scientometric) parameters in a comprehensive and integrated structure after the manner of the Nitrogen Cycle" (Price as cited by Wouters, 1999) . Since this statement, this research front has greatly expanded, especially in the seventies and eighties and was revitalized again in the late nineties due to technological advancements, as a tool for research policy monitoring (Noyons, 2001) . The use of science maps has long been discussed in literature, emphasizing its capability as an easy-to-read tool that enables decision makers to understand the complexity and heterogeneity of scientific systems in order to rapidly respond to their behavior (Noyons & Calero-Medina, 2009 ).
Visualizing bibliometric data with scientific maps allows a better understanding of the relation between disciplines, invisible colleges or research fronts, for instance. According to Klavans & Boyack (2009) , scientific maps can be defined as a two-dimensional representation of a set of elements and the relationship among them. Following this line of thought, for scientific mapping two techniques must be applied: firstly, a classification methodology, and secondly, a representation technique. Traditionally, the main classifying methodologies employed for representing bibliographic data have been those based on multivariate analysis such as Multi-Dimensional Scaling (MDS), Principal Component Analysis (PCA) or Correspondence Analysis, for instance. A review on the application of these methodologies for scientific mapping can be found in Börner, Chen & Boyack (2003) . However, not many representation techniques have been used; focusing especially on Pathfinder Networks (PFNet) (White, 2003) , Self-organizing maps (SOM) (Moya-Anegón, Herrero-Solana & Jiménez- Contreras, 2006) or social networks (Groh & Fuchs, 2011) . Drawing a low-dimensional graph implies the loss of some of the information inherent not just to the represented elements, but also to the variables that affect their similarity or disimilarity.
Regarding these techniques, in this paper we aim at presenting a visualization methodology known as Biplot analysis (Gabriel, 1971 ) which could introduce interesting and useful novelties in scientific maps, opening new possibilities in the field of scientometrics. A Biplot is a graphical representation of multivariate data, where the elements of a data matrix are represented according to dots and vectors associated with the rows and columns of a matrix.
Contrarily to a scatter gram, the axes are not perpendicular, as they simulate the projection of an n-dimensional representation over a surface with a minimum loss of information, adding interpretative meaning to the cosine of the angles between vectors, which represents the correlation between variables. Therefore, when vectors are perpendicular, the cosine equals zero and the variables are independent. But if they are very close or represent a 180º angle, they have a highly positive or negative correlation.
In short, the Biplot analysis is a graphical representation of multivariate data that mixes variables and cases (that is the reason for the bi prefix), enabling the user, to intuitively interpret for example in a bibliometric context; indicators and cases. Not as widely expanded as other techniques such as the above mentioned, it was first proposed by Gabriel (1971) and has already been tested in its many variants and types in very different scientific fields such as: Medicine (Gabriel, 1990) , Genetics (Wouters et al, 2003) , Agriculture (Yan et al, 2000) , Library Science (Veiga de Cabo & Martín-Rodero, 2011), Economics and Business (Galindo, Vaz & Nijkamp, 2011) , Tourism (Pan, Chon & Song, 2008) or Political Science (Alcántara & Rivas, 2007) .
Within the field of bibliometrics, this methodology was first introduced in conference paper in which the Biplot analysis was applied in order to analyze the scientific activity in Health Sciences of a small set of Spanish universities (Arias Díaz-Faes et al, 2011) .
Considering the success and expansion the Biplot methodology has had in other research areas, the main objective of this paper is to deepen into the possibilities of applying the Biplot analysis in the field of scientometrics. More specifically, we aim at firstly describe and introduce this methodology to the reader and secondly, analyze its usefulness through three different case studies, showing its easy use for understanding and reading multivariate data in a research policy context. These case studies are chosen in order to explore the methodology's strengths and weaknesses when using different contexts, types of variables and levels of analysis. Then we use the first case study in order to compare this methodology with CA, MDS and PCA. The case studies proposed are the following: -The first case study reflects the scientific efforts of European countries and their performance considering several bibliometric and S&T indicators.
-The second study will analyze the top 25 countries in the THE Ranking according to their performance in four of the variables it uses for ranking universities.
-Thirdly, we analyze a Spanish university's research performance in different research fields according to its output in the Thomson Reuters Web of Science databases. This paper is structured as follows. In Section 2 we present and describe the classic Biplot methodology. Then, we describe three case studies, for which we will apply this representation method, for this, we select the JK-Biplot type. The results of these three cases along with a comparison with other multivariate techniques are shown and discussed in Section 3. In Section 4 we conclude with some remarks on the strengths and weaknesses of this technique. Appendix 'Biplot methodology in terms of spectral decomposition' has been included at the end of the paper in order to provide a more thorough description of the Biplot methodology.
Methodology
In this section we will present the Biplot analysis and briefly introduce three case studies in which we will apply it. This section is structured as follows. Firstly we give an overview on the Biplot analysis. In subsection 2.2, we give the key points for interpreting a Biplot representation and we introduce the JK-Biplot based on PCA, which is the one we will use for presenting the application of this methodology in the field of scientometrics. In subsection 2.3. we shortly introduce the software used for developing our applications. Then, in subsection 2.4., we introduce the three case studies used.
A snapshot on the Biplot analysis
As we have previously mentioned, Biplot is a data representation technique consisting on visualizing a matrix with more than two variables in a low dimensional graph where each row represents a subject and each column a variable. This technique is usually applied after a multivariate analysis has been performed, ranging from log-ratio analysis, principal component analysis or correspondence analysis; in fact to any method based on a singular-value decomposition. Due to its simplicity, its potentiality lies on enabling to visualize not just the relation between subjects or cases considering certain variables, but also the relationship between the variables.
Gabriel originally described three types of Biplot analysis, considered as the classical ones (Cárdenas et al, 2007) depending on the quality of representation of cases and variables. Therefore, we have: the GH Biplot Analysis, which emphasizes variables' representation, the JK Biplot Analysis, focused on the represented elements, and the SQRT Biplot Analysis, which tries to balance the quality of representation of the overall matrix. Other types of Biplot analysis are HJ Biplot analysis (Galindo, 1986) and GGE Biplot analysis (Yan et al, 2000) .
The Biplot is based on the same principles as other factorial techniques for dimensionality reduction, with the only difference that in this case, it represents the data but also the variables, obtaining a dual representation between principal components and the main coordinates. Its interpretation is based upon geometric concepts which are intuitive for the user, facilitating their understanding. In Figure 1 the basic ideas for interpreting a Biplot representation are explained: -The similarity of subjects (rows) is the inverse function of the distance between them.
-The length and angles of the vectors (columns) represent variance and covariance respectively.
-The relation between rows and columns must be understood as dots products, that is, the projection of the cases over the variables. 2. The distance between two cases approximates its similarity.
3. The vector length approximates the standard deviation of the variables.
4. The cosine between two vectors approximates the correlation between variables.
5. The projection of a case on the axis of a variable approximates the maximum value.
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dimensional graph with a minimum loss of information of a for rows and b , b , … , b for a b (Gabriel, 1971) . In this subsection we will focus on providing clear rules for interpreting a Biplot representation. For a more exhaustive presentation of this methodology in terms of spectral decomposition, the reader is referred to Appendix Biplot methodology in terms of spectral decomposition.
The Biplot methodology offers approximate representations in a plane for data matrices with more than two dimensions that would otherwise, have to be represented in n In this paper we will use the JK-Biplot in order to explore its possibilities as it is the most common type. Its main feature is that the scalar product of the markers reproduces the matrix element. This concept is fundamental to geometrical interpretation in terms of distances, angles, orthogonal, etc.
Let consider a given set of data where the markers for rows and columns in a s dimension are:
This variant of Biplot analysis presents the following advantages.
Firstly, dot products with identical metric from rows of matrix X, coincide with the dot products of markers contained in J. The approximation of these dot products in a lowdimensional graph is optimal considering their minimum squares. In fact:
Also, the spectral decomposition of the dot products matrix between rows is also the decomposition of its singular values:
then, the best approximation to range s is:
which coincides with the one obtained in the Biplot of matrix X.
Consequently, the Euclidean distance between two rows of X coincide with the Euclidean distance between markers J.
Also, markers for rows coincide with the coordinates for each case in a principal components space:
This means we can study similarities between cases with a minimum information loss.
Secondly, markers for rows coincide with the coordinates assigned to each case in the principal component space. In order to demonstrate this property, let consider V a matrix containing vectors from S, then coordinates over the first s components can be described as:
This means that, when the Euclidean distance is adequate for the analysis, one can study similarities among the cases according to their markers.
Thirdly, the coordinates for columns are projections over the original axes in the principal components space. That is, coordinates of the vectors that construct the canonical base can be described as an identity matrix I and the projection of these over the principal components spaces can be described as:
This means that coordinates for columns fix the unit for prediction scales. This property allows interpreting coordinates as the correlation between the original variables and the axes.
Finally, the last property of the JK-Biplot has to do with the quality of the representation. As mentioned above, this type of Biplot represents better rows than columns, contrarily to the GHBiplot which emphasizes columns over rows.
'MultBiplot' Software
For this study we have used the free beta version of the software 'MultBiplot' developed by Galindo (1986) . From the users' viewpoint, the 'MultBiplot' software does not require any kind of special training or a long learning period, being highly recommended for those who want to learn this statistical technique. 
Data source and indicators

Analysis and results
In the following 3 subsections we present the analysis and results for each case study.
Finally, we briefly compare the results of one of the study cases with those given by applying other techniques (PCA, MDS, CA) in order to show the advantages of the Biplot representation in comparison with other methodologies for interpreting multivariate data with more than two variables. Usually, these techniques join together the information given by the variables, introducing two artificial variables instead and therefore, losing some information in the representation.
Case 1. Scientific effort and bibliometrics indicators for European Countries
We analyze the research performance and input of a set of European countries. In Figure Consequently, we observe how this representation allows the reader to easily spot countries that are similar, not just regarding to their geographical location, but also to their scientific culture.
Case 2.Top Universities in the THE Ranking
We analyze 'world-class universities' performance according to the variables used in the Table 3 . Figure 3 shows the Biplot representation. 
Case 3. Scientific performance of the University of Granada in 12 scientific fields
We analyze a university's research performance in 12 different scientific fields. For this, we selected the University of Granada (Spain) as a case study. We considered a 12x6 matrix where each row represents a scientific field and each column a bibliometric indicator regarding production and impact. Indicators were normalized according to all Spanish universities, meaning that the university with the best performance for a given indicator would reach a score Table 4 . In Figure 4 we illustrate the Biplot representation of this study case. In this third case the goodness of fit is 72.2 %. It is the lower of three study cases presented.
The QR row is over 80% in 8 scientific fields but it is insufficient in one of the other three;
Economics & Business where it is 47%. In this field, most of the information is represented the third axis, however, no variables are represented there. Therefore, no conclusion can be obtained for this field after interpreting -On the upper left side we find those areas in which the university performs well for qualitative indicators. In this sense, we must emphasize Physics and Agricultural Science for two indicators; TOPCIT and ACIT. In the case of Physics, it shows the best performance for TOPCIT of all fields, as reflected in the biplot. We also find Economics along with the %Q1 variable which had been previously discussed and cannot be interpreted in this representation due to the lack of information.
-Finally, we find a fourth group of areas in which this University of Granada has the worst performance according to the indicators displayed, for instance, Chemistry or Engineering. In fact these fields are where Granada is positioned lower in national rankings.
Comparing JK Biplot representation with other multidimensional representation techniques
Finally, in Figure 5 we present different visualization techniques applied to the first study (Gabriel, 2002) point out the Biplot analysis as a good alternative instead of CA.
We must take into account that both techniques are closely related as they both are based on the same assumption, that is, reducing the data dimensions with a minimum information loss.
Conclusions
In this study we present a methodology for representing multivariate data in a low dimensional graph. Although many representation techniques have been applied in the field of scientometrics, emphasizing on analyzing their capability for representing with a minimum information loss multivariate data, Biplot analysis seems to be less known by this research community. We apply the JK-Biplot technique in three different case studies testing its efficiency in three different research evaluation contexts according to the aggregation levels (macro, meso and micro), different types of indicators (bibliometric and science indicators) and obtaining different results regarding the overall, row or column quality representation. We believe that, as well as it has been proved for other scientific fields, this methodology may well be an important analysis tool for bibliometric studies.
In this paper we focus on the Classical JK-Biplot analysis, however, other types of Biplot analysis should be studied in order to explore their possibilities and differences among each. We must especially mention the HJ-Biplot analysis as this type seems to overpass the limitations of the JK-Biplot analysis regarding the quality of representation for rows and columns. Although in this paper we have used small matrices for displaying the biplot analysis potential, we believe this type of analyses are of great interest and should be explored by the informetric research community, especially for studies regarding massive data sets for data mining (Theoharatos et al, 2007) and data classification patterns (Chapman et al., 2001) . Finally, we must emphasize that, as well as other visual metaphors such as social networks analysis, this type of representations may be of great interest not just as research tools for analyzing variables, but also in the research policy arena as easy-to-read tools.
Appendix Biplot methodology in terms of spectral decomposition
A Biplot is defined as a low-dimensional graph with a minimum loss of information of a given matrix of data X ( × ) , formed by markers a , a , … , a for rows and b , b , … , b for columns, chosen in such a way that each element x , is an approximation to x = a b (Gabriel, 1971) .
Markers a for rows and markers b for columns are represented in a space of a dimension s ≤ ρ where s is the number of axes and ρ the range of X. Let a , a , . . . , a be markers for rows of matrix A and b , b , . . . , b markers for rows of matrix B, then:
where ≅ means that X approaches to the product from the right.
The structure of matrix X can then be visualized by representing the markers in a Euclidean space of s dimensions. When matrix X is of range 2 or 3, the representation can adjust perfectly to two or three dimensions; if not, we will need as many axes as the range of X. However, as Then, using the two or three first columns for factorizations of matrices A and B, we obtain biplots in two or three dimensions. Row Metric Preserving (RMP) and Column Metric Preserving (CMP) refer to the preservation of rows or columns' metrics during factorization.
Each factorization has a "principal factor" that emphasizes the singular values and a "standard factor" for which the singular values do not appear. In order to identifying them we use the (*)
and (0) 
