Computational sensing strategies often suffer from calibration errors in the physical implementation of their ideal sensing models. Such uncertainties are typically addressed by using multiple, accurately chosen training signals to recover the missing information on the sensing model, an approach that can be resource-consuming and cumbersome. Conversely, blind calibration does not employ any training signal, but corresponds to a bilinear inverse problem whose algorithmic solution is an open issue. We here address blind calibration as a non-convex problem for linear random sensing models, in which we aim to recover an unknown signal from its projections on sub-Gaussian random vectors, each subject to an unknown multiplicative factor (or gain). To solve this optimisation problem we resort to projected gradient descent starting from a suitable, carefully chosen initialisation point. An analysis of this algorithm allows us to show that it converges to the exact solution provided a sample complexity requirement is met, i.e., relating convergence to the amount of information collected during the sensing process. Interestingly, we show that this requirement grows linearly (up to log factors) in the number of unknowns of the problem. This sample complexity is found both in absence of prior information, as well as when subspace priors are available for both the signal and gains, allowing a further reduction of the number of observations required for our recovery guarantees to hold. Moreover, in the presence of noise we show how our descent algorithm yields a solution whose accuracy degrades gracefully with the amount of noise affecting the measurements. Finally, we present some numerical experiments in an imaging context, where our algorithm allows for a simple solution to blind calibration of the gains in a sensor array.
Introduction
The problem of recovering an unknown signal measured or transmitted by means of an inaccurate sensing model is of crucial importance for modern sensing strategies which rely on the solution of inverse problems, for which exact prior information on the sensing model is important to accurately reconstruct the original information. Among them, Compressed Sensing (CS) [1] has emerged as a powerful framework to design new sampling methods employing sub-Gaussian random matrix ensembles given their remarkable properties (see, e.g., [2] ); however, model errors inevitably affect its physical implementation and can significantly degrade signal recovery, as first studied by Herman and Strohmer [3] . In particular, such model errors may arise from physical causes such as unknown convolution kernels [4, 5, 6] affecting the measurements; unknown attenuations or gains on the latter coefficients, e.g., pixel response nonuniformity [7] or fixed-pattern noise in imaging systems; complex-valued (i.e., gain and phase) errors in sensor arrays [8, 9, 10] .
Assuming such errors remain stationary throughout the sensing process, the use of linear random operators in CS does suggest that repeating the acquisition, i.e., taking several snapshots under new independent draws of a random sensing operator could suffice to diversify the measurements and extract the information required to learn both the unknown signal and the model error. In this paper we adopt this general principle to achieve the blind calibration of sensor gains, that is the joint recovery of an unknown signal and some unknown multiplicative factors (i.e., the gains) not accounted for in the assumed sensing model. Our method is inspired by recent results on fast, provably convergent algorithms for phase retrieval [11, 12, 13] and entails solving a non-convex problem by means of a descent algorithm that is presented below. Most importantly, this paper is concerned with finding the conditions under which the convergence of our algorithm to the exact solution is guaranteed, i.e., a bound on the number of measurements m and snapshots p collected during the sensing process, along with some mild requirements on the entity of the gains. Hence, our main concern will be to establish a sample complexity, i.e., a lower bound on the total amount of observations collected during the sensing process: we will see that this bound must fulfil mp = O (m + n) log 2 (m(p + n)) with n the dimensionality of the signal and m that of the gains, up to a condition on n = O(log mp). This methodology allows for provably exact blind calibration under some mild hypotheses on the gains for the sensing models we describe in the next section.
Sensing Models
Our paper focuses on blind calibration for systems based on linear random sensing modalities. As described hereafter, we will assume that each observation is obtained by projection on a random vector a ∈ R n that is composed of n independent and identically distributed (i.i.d.) components drawn as a j ∼ i.i.d. X, j ∈ [n], where X is a centred sub-Gaussian random variable (r.v.) having unit variance and sub-Gaussian norm α > 0 (for a thorough introduction to such concepts, we refer the reader to [14, Section 5.2.5]). We recall that Gaussian, Bernoulli or bounded r.v.'s all pertain to the class of subGaussian r.v.'s for some finite α. In this context, the sensing models tackled by this paper are defined as follows 1 .
Definition 1.1 (Uncalibrated Multi-Snapshot Sensing Model).
We define uncalibrated multi-snapshot sensing model any instance of
1)
where the m-dimensional measurement vector y l ∈ R m is the l-th snapshot associated to the l-th random sensing matrix A l = (a 1,l , · · · , a m,l ) ∈ R m×n with a i,l ∼ i.i.d. a, i.e., all the matrices {A l : l ∈ [p]} are i.i.d.. The vector x ∈ R n is an unknown, unstructured signal and g ∈ R m + are unknown, positive and bounded gains, both quantities remaining fixed throughout the p snapshots entailed by the sensing process.
The noisy case of this model is given hereafter by considering additive and bounded disturbances, i.e., 2) where the noise vectors ν l ∈ R m , l ∈ [p] are collected in a matrix N ∈ R m×p with σ := 1 √ mp N F < ∞. These bilinear sensing models are related to computational sensing applications in which unknown g are associated to positive gains in a sensor array, while p random matrix instances can be applied on a source x by means of a suitable, typically programmable medium. In particular, the setup in (1.1) matches compressive imaging configurations [15, 16, 17, 6, 18] with an important difference in that the absence of a priori structure on (x, g) in Def. 1.1 implies an over-Nyquist sampling regime with respect to n, i.e., exceeding the number of unknowns as mp ≥ n + m. When the effect of g is critical, i.e., assuming diag(g) ≈ I m would lead to an inaccurate recovery of x, finding solutions to (1.1) in (x, g) justifies a possibly over-Nyquist sampling regime (that is mp > n) as long as both quantities can be recovered accurately (e.g., as an on-line calibration modality). To show that more efficient sampling regimes in mp are possible we now introduce known subspace priors, paving the way to actual blind calibration for CS. Definition 1.2 (Uncalibrated Multi-Snapshot Sensing Model with Subspace Priors.). Given two subspaces B ⊂ R m and Z ⊂ R n , of dimension h := dim B ≤ m and k := dim Z ≤ n, with orthonormal bases B ∈ R m×h and Z ∈ R n×k , respectively, we define uncalibrated sensing model with subspace priors any instance of (1.1) (or of (1.2), in the presence of noise) where x := Zz ∈ Z for z ∈ R k , and g := Bb for b ∈ R h .
Relation to Prior Works
General Literature on Blind Calibration: Prior approaches to blind calibration of sensor gains include convex or alternating optimisation algorithms [22, 10, 23] as well as message-passing approaches [24] . In more detail, Balzano and Nowak [22] use a signal-domain subspace prior to infer sensor gains in absence of random sensing operators, i.e., in a conventional sampling scheme; this approach is extended by Lipor and Balzano [23] in the presence of errors in the prior. Bilen et al. [10] use a sparse signal model for multiple inputs and solve a convex version of blind calibration for complex-valued gains; this is numerically shown to be successful in achieving blind calibration for CS. The approach of Schülke et al. [24] is based on a generalised approximate message passing framework, therefore taking into account a probabilistic model for the signal and gains. All the former approaches are aided by multiple input signals (e.g., x l , l ∈ [p]) instead of taking new draws of the sensing operator itself, while there are clear assumptions on the independence of such signals. Moreover, no formal recovery guarantee is given in these works, i.e., no requirement is obtained on the number of measurements required to perform provably exact blind calibration.
We now proceed to a comparison of our setup with three prior contributions that are closer to our aims, i.e., they develop algorithms with exact recovery guarantees (and their required sample complexity) for either blind calibration or blind deconvolution. To do so, we recast our setup as follows. Let us define w := 1p √ p ⊗ g ∈ W ⊂ R mp , with ⊗ the Kronecker product and W a subspace, by repeating p times the same gains g; then we collect the snapshots of (1. Let us assume x = Zz for some known subspace defined by a basis Z ∈ R n×k . Depending on whether we are considering Def. 1.1 or Def. 1.2 we will then have either W := This quantity frequently appears in related works [4, 9] and shall be explained carefully in Sec. 4 . Another recurring quantity that will not return in our analysis and main results is
which measures the peak-to-energy ratio of a specific instance of g. In our developments this will be implicitly bounded as µ p < 1 + ρ for a value ρ < 1 and will be therefore considered as a constant smaller than 2. We omit from the following comparison the recent contribution of Ahmed et al. [25] , which tackles provably exact recovery for blind deconvolution in a different setup, i.e., when both the signal and gains are sparse (and, due to this assumption, both are required to have such a sparse representation on random bases verifying several conditions).
Ahmed, Recht and Romberg [4] : The use of a lifting approach for the solution of bilinear inverse problems was first proposed in this fundamental contribution, which addressed the problem of blind deconvolution (see also [5, 6, 26] ). As pointed out in (1. 3) this sensing model encompasses blind calibration up to taking, in all generality, complex (x, g) due to the application of F m . Loosely speaking, Ahmed et al. assume a deterministic, known subspace prior on g = Bb as we do. However, the random sensing matrix A in (1.4) is assumed i.i.d. Gaussian, whereas we consider i.i.d. sub-Gaussian A. Moreover, no prior is considered on the signal 4 x. To show provably exact recovery, the authors leverage guarantees based on constructing a dual certificate for their lifted, semidefinite (i.e., convex) problem via the so-called "golfing scheme" [27] . The sample complexity required to recover exactly (x, g) in [4, Thm. 1] is then shown to be of the order of mp = O(max{µ 2 max h, µ 2 p n} log 3 (mp)). This is equivalent to what we will find in our Thm. 4.1,
max (B)h) log 2 (m(p+n)) , if no subspace prior holds on x (i.e., Z = I n ). This equivalence of sample complexities (up to log factors), even if obtained using different algorithmic frameworks and in a setup more general than ours, suggests that this rate is somehow intrinsic to this class of bilinear inverse problems.
Ling and Strohmer [9] : This recent contribution also proposed a lifting approach to jointly recover (x, g) in (1.1), i.e., specifically for blind calibration. The setup of [9] is indeed the closest to the ones analysed in this paper. A first and foremost difference is in that, by letting A l , l ∈ [p] be i.i.d. sub-Gaussian random matrices we have partitioned the sensing operator in several independent snapshots, as opposed 3 Note that µmax
. 4 In Ahmed et al. our signal x is the message m that undergoes encoding by a random matrix C, the latter being equivalent to A in (1.4).
to a single snapshot in [9] . Moreover, Ling and Strohmer assume that the signal x is complex-valued and sparse, while we tackled only known subspace priors. Their vector w in (1.4) is also complex-valued and described by a known subspace. Hence, their setup is still more general than the models we address in this paper.
The techniques used in Ling and Strohmer are similar in principle to those of Ahmed, Recht and Romberg: both contributions use lifting and obtain recovery guarantees via the aforementioned golfing scheme. In detail, [9, Thm. 3.1] shows that the solution to (1.4) for i.i.d. Gaussian A l can be found with a sample complexity given by [9, (3.15) ], that is mp = O(mn log(mn) log 2 (mp)) in absence of subspace priors. Otherwise, when such priors are given, this requirement would be mp = O(µ 2 max (B)hk log hn log 2 (mp)). Our main results, while less general, will otherwise show that mp = O (k + µ 2 max (B)h) log 2 (m(p + n)) when n = O(log mp). From a numerical standpoint the main limitation of the lifting approach of [9] is computational, i.e., a semidefinite problem must be solved to recover a large-scale rank-one matrix xg . This approach becomes computationally inefficient and unaffordable quite rapidly as m and n in the uncalibrated sensing model exceed a few hundreds. This is the main reason why we have undertaken the challenge of devising a non-convex optimisation framework for blind calibration, drawing mainly from the principles and concepts presented by Candès et al. [28] in the context of phase retrieval. Just like a non-convex approach to phase retrieval based on a simple gradient descent algorithm with a careful initialisation strategy improved upon the former work of Candès et al. [29] , we found that the same type of approach can lead to highly efficient blind calibration in the presence of unknown gains, that is computationally affordable for very high-dimensional signals and gains.
Li, Ling, Strohmer and Wei [20] : Between our first short communication [30] and the finalisation of this paper a remarkable contribution from Li et al. [20] showed that a non-convex approach to blind deconvolution is indeed capable of provably exact recovery, in a framework that would be applicable to blind calibration. Both our work and Li et al. were inspired by the same non-convex approach of Candès et al. [11] . Thus, there are indeed some similarities between our paper and Li et al. since, loosely speaking, the general methodology both papers rely on is (i) the definition of an initialisation for a descent algorithm, and (ii) the verification of some mild regularity conditions on the gradient of a non-convex objective in a neighbourhood defined by the initialiser, so that a suitable gradient descent algorithm converges to the exact solution. Moreover, both Li et al. and our work consider known subspace priors on the signal and the gains, so our sensing model (when suitably recast as in (1.4)) is essentially equivalent to theirs.
There are however some important differences worth pointing out. Our approach uses A comprised of p independent snapshots with i.i.d. sub-Gaussian sensing matrices; Li et al. tackle the case of a complex Gaussian sensing matrix A. In our case, we will bound a priori the perturbation between the uncalibrated and true sensing model, i.e., we will have a condition on g − 1 m ∞ for g 1 m = m; Li et al. instead assume a prior on the aforementioned peak-to-energy ratio µ p , as well as a small µ max (B). Our initialisation is a simple back-projection in the signal domain, which also uses the boundedness of g − 1 m ∞ and the use of p snapshots; Li et al. use a spectral initialisation closer to what was done in [11] , followed by an optimisation problem that enforces a constraint on µ p . Given such priors, these must then be enforced by our respective algorithms: in our case, we carry out a projected gradient descent that minimises a non-convex objective with a convex constraint, with the projector affecting only the gain domain (so the gains verify the bound on g − 1 m ∞ ); the method of Li et al. uses instead a regularised objective function without constraints, which however must enforce their condition on µ p .
In terms of sample complexity, our results range from a worst-case setting in which no subspace model is assumed to the case of known subspace priors, where we require [20, Thm. 3.2] is substantially the same and indeed close to that of Ahmed et al.; in fact, we stress that the sample complexities we obtain and the former ones are substantially similar and given by the intrinsic properties of this bilinear inverse problem. Hence, we conclude that our work is essentially alternative to Li et al., as it applies to subGaussian sensing matrices and uses some specific conditions related to blind calibration of sensor gains, while admittedly not addressing the more general case of (1.3). Moreover, the theory we leverage to prove our main results is slightly simpler.
Main Contributions and Outline
The main contribution of this paper is in showing that for all the uncalibrated sensing models specified in Def. 1.1 and Def. 1.2 it is possible to prove that a very simple and efficient projected gradient descent algorithm promoting the Euclidean data fidelity to the measurements actually converges (under very mild hypotheses) to the exact solution, which verifies (1.1) up to an unrecoverable scaling factor. This descent algorithm strongly relies on an initialisation strategy that is, in fact, a simple back-projection of the measurements; this provides an unbiased estimate of the signal-domain solution under the hypotheses of Def. 1.1, and puts the first iteration of our descent algorithm in a neighbourhood of the global minimiser. Once this neighbourhood can be shown to be sufficiently small, and provided that the perturbations with respect to the available information on the sensing model are also small (in particular, far from the loss of information corresponding to any zero gain g i = 0) the behaviour of the gradients used in the iterates of our algorithms is close to its expectation as the sample complexity mp grows, i.e., as a consequence of the concentration of measure phenomenon. This allows us to find the conditions on mp that ensure convergence to the exact solution, depending on which sensing model is chosen. In particular, our substantial contribution is in showing that this sample complexity grows as mp = O (n + m) log 2 (m(p + n)) , i.e., only proportionally to the number of unknowns n + m of this problem (up to log factors). Moreover, when this number of unknowns is reduced by the use of known subspace priors, i.e., as in Def. 1.2, we show that this complexity only needs to grow as
i.e., again linearly (up to log factors and the effect of a coherence parameter µ max ∈ 1, m h ) in the number of unknowns k and h.
Note that a short communication that partially overlaps with this work was published by the authors [30] ; it is here improved and expanded with revised proofs, results on the stability of the proposed approach in the presence of noise, and the possibility of introducing known subspaces to model the signal and gain domains with the aim of reducing the sample complexity of this problem, i.e., minimising the amount of required snapshots in Def. 1.2 when more information on the unknowns is available.
The rest of this paper is structured as follows. In Sec. 2 we formalise the blind calibration problem in its non-convex form and in absence of priors. We explore some of its geometric properties, both in expectation as well as for a finite number of snapshots. There, we define the main notions of distance and neighbourhood used in proving the properties of this problem, and we see that some local convexity properties do hold in expectation. Our main algorithm is then introduced in Sec. 3 and followed by its convergence guarantees in absence of priors, which actually enables a simple understanding of our main results. In Sec. 4 we discuss a modification of our algorithm in the case of known subspace priors for x and g. We show how the anticipated sample complexity improvement is achieved using such prior models and discuss the convergence of a descent algorithm that enforces them properly; most importantly, the proofs for this case are the cornerstones of this paper, and serve to prove the somewhat simpler results we obtained in absence of priors and advocated in [30] . In Sec. 5 a noise stability analysis is then proposed to show how the accuracy of the solution is affected by the presence of bounded noise in the measurements. In Sec. 6 we provide numerical evidence on our algorithm's empirical phase transition, highlighting the regime that grants exact recovery of the signal and gains; this is followed by an empirical discussion of the descent algorithm's step size update, and by an assessment of the stability of our algorithm in the presence of noise. All three cases are carried out in absence of priors, i.e., in a worst-case setup. A practical application of our method to a realistic computational sensing context, both in absence and in presence of known subspace priors, concludes the experiments carried out in this paper. The proofs of all mathematical statements and tools used in this paper are reported in the appendices.
Notation and Conventions
The notation throughout the paper is as follows: vectors and matrices are denoted by boldface lower-case and upper-case letters respectively, e.g., q and Q, while scalars and constants are denoted as q, Q. The vectors 0 q and 1 q indicate a vector of dimension q, respectively of all zeros or ones and with size specified in the subscript. The identity matrix of dimension q is I q . The rows, columns and entries of a matrix Q will be denoted as Q j,· , Q ·,j and Q ij respectively; an exception to this rule are the rows of the sensing matrices A l , denoted as a i,l (i.e., as the column vectors a i,l ). Sets and operators are generally denoted with calligraphic capital letters, e.g., S, A. The n-variate Gaussian distribution is denoted as N (0 n , I n ), the uniform distribution is U C over a set C specified at the argument. = {U ∈ R n×m : U F ≤ 1}. The projection operator on a closed convex set C is P C , while orthogonal projection on a linear subspace B is denoted by the projection matrix P B . The symbol ∼ i.i.d. indicates that a collection of random variables (abbreviated as r.v.) or vectors on the left hand side (l.h.s.) of the operator are independent and follow the same distribution given on the right hand side (r.h.s.). The Orlicz norm of a random variable A is denoted as A ψq := sup r≥1 r
1/r with the sub-exponential and sub-Gaussian norms being the cases for q = 1 and q = 2 respectively. We will often resort to some constants C, c > 0, as traditional in the derivation of non-asymptotic results for sub-Gaussian random vectors and matrices; the value of these constants is not relevant and may change from line to line, as long as it does not depend on the problem dimensions. The quantity ∇ v f (. . . , v, . . .) denotes the gradient operator with respect to the vector v specified in the subscript, as applied on a function f ; in absence of subscripts, it is the gradient of f with respect to all of its components. Hf denotes the Hessian matrix of f . The set Π m + = {v ∈ R m + , 1 m v = m} denotes the scaled probability simplex. We will also refer to the orthogonal complement 1
Moreover, when vectors and matrices are projected or lie on the latter subspace they will be denoted with the superscript · ⊥ . The canonical basis vectors of R m are denoted by
The operator denotes the Löwner ordering on the convex cone of symmetric positivesemidefinite matrices (if strict, this is denoted as ). The absence of this ordering is denoted as ; the restriction of this ordering to test vectors belonging to a set A is denoted in the subscript, e.g., A . The accent· will denote the noisy version of a quantity at the argument that was previously defined in absence of noise, while the accent· denotes the estimates attained by an optimisation algorithm. The accent· denotes unit vectors obtained from the argument (q = 
A Non-Convex Approach to Blind Calibration
We now proceed to introduce our main non-convex optimisation problem and its geometric properties, depending on the dimensions of the setup in Def. 1.1.
The Blind Calibration Problem
The formulation of an inverse problem for (1.1) is quite natural by means of a Euclidean data fidelity objective function f (ξ, γ) :
2 (this is further expanded in Table 1 for both finite and asymptotic p). Since no a priori structure is assumed on the solution (x, g) ∈ R n × R m + for now, let us operate in the overdetermined case mp ≥ n + m and solve the optimisation problem
as in Def. 1.1. To begin with, replacing y l by its model (1.1) in (2.1) shows that, in absence of prior information on x or g, all points in
are global minimisers of f (ξ, γ) up to an unrecoverable scaling factor α. This ambiguity is an inevitable aspect of many bilinear inverse problems that is well recognised in the referenced literature (for a more general theory on the identifiability of this class of problems, we refer the reader to some recent contributions [6, 31, 32] ). In most applications this scaling ambiguity is equivalent to ignoring the norm of the original signal and is an acceptable loss of information. Thus, since we also know that g is positive, we could apply a constraint such as γ ∈ Π m + := {v ∈ R m + , 1 m v = m} in (2.1), which would fix the 1 -norm of the gain-domain solution. This yields the minimiser (x , g ) :=
; in other words, (2.1) has only one non-trivial global minimiser over X ∩(R n ×Π m + ) and at least one in R n × Π m + (this minimiser's uniqueness can only be shown in a neighbourhood and shall be proved afterwards). As a result, since g ∈ R m + in Def. 1.1 is positive, bounded and close to unity, the gain-domain solution of (2.1) with the additional constraint γ ∈ Π m + will actually be
for a maximum deviation ρ ≥ g −1 m ∞ which we assume known at least for what concerns the analysis of the proposed algorithms. Thus, under the constraint γ ∈ G ρ we can specify that g := 1 m + e for e ∈ 1 Definition 2.1 (Non-convex Blind Calibration Problem). We define non-convex blind calibration the optimisation problem (x,ḡ) := argmin
where
3)
For finite p, we remark that the minimiser (x , g ) of (2.2) is still not necessarily the only one: to begin with, we would have to ensure that K := p l=1
KerA l = {0 n } which, however, holds with probability 1 if mp > n and A l is an i.i.d. sub-Gaussian random matrix. Hence, taking the number of measurements mp ≥ n + m to be sufficiently large reduces, but does not generally exclude the possibility of stationary points in the domain of (2.2). This possibility will only be cleared out later in Cor. 3.1, where we will be able to show that the magnitude of the gradient of (2.2) is non-null in a neighbourhood of the global minimiser (x , g ). However, since f (ξ, γ) is non-convex (as further detailed below), devising an algorithm to find such a minimiser is non-trivial and requires a better understanding of the geometry of this problem, starting from its discussion in the next section. Hereafter, we shall simplify the notation (x , g ) to (x, g), i.e., in all generality, we can assume g is directly normalized so that g 1 = m, i.e., so that it lies in G ρ ⊂ Π m + .
The Geometry of Blind Calibration

Preliminaries
We now expand the objective function f (ξ, γ) of (2.2), its gradient ∇f (ξ, γ) = [ (∇ ξ f (ξ,γ)) (∇γ f (ξ,γ)) ] and Hessian matrix Hf (ξ, γ) as reported in Table 1 in two useful forms for this paper (the matrix form is more convenient for the implementation, the explicit form as a function of the sensing vectors a i,l is analogue to that used in the proofs of our main results). There, we confirm that f (ξ, γ) is generally non-convex. In fact, as noted in [26] it is bilinear and biconvex, i.e., convex once either ξ or γ are fixed in (2.2) (this suggests that an alternating minimisation with sufficiently many samples mp could also converge, although proving this is an open problem). As a confirmation of this, there exist plenty of counterexamples for which the Hessian matrix Hf (ξ, γ) 0, the simplest being (ξ, γ) = (0 n , 0 m ).
Moreover, note that the constraint in (2.2) is so that each γ = 1 m + ε with ε ∈ 1 ⊥ m . Thus, the steps that our descent algorithm will take must lie on 1 ⊥ m , so in our analysis we will also consider the projected gradient and Hessian matrix components by suitably projecting them on 1 ⊥ m . Hence, we define the projected gradient as
, and the projected Hessian matrix
In 0n×m 0m×n P 1 ⊥ m , both fully developed in Table 1 
Distances and Neighbourhoods
Since f (ξ, γ) is non-convex, applying a constraint as in (2.2) will not grant the convexity of problem (2.2) on its domain. However, a local notion of convexity may hold when testing those points that are close, in some sense, to the global minimiser of interest (x, g). Hence, we define a distance and a neighbourhood of the global minimiser as follows. We first note that the pre-metric
is exactly the expected objective, the last equivalence being immediate from the form reported in Table 1 . Thus, the corresponding distance ∆ 1 2
is a naturally balanced definition that does not depend on the scaling, and truly measures the distance between (ξ, γ) and (x, g) in the product space R n × R m . However, this choice would complicate the convergence proof for the algorithms described below, so we resort to the simpler ∆(ξ, γ) :
To relate (2.5) and (2.4) note that, for (ξ, γ) ∈ R n × G ρ , ρ ∈ (0, 1), we have the bounds
Little is then lost in using ∆(ξ, γ) in the following (a proof of (2.6) is reported in App. B). Thus, with this simpler definition of distance (noting that (2.5) is still a pre-metric) we may define a neighbourhood of (x, g) as follows.
for κ, ρ ∈ [0, 1).
Geometrically, we remark that (2.7) is simply the intersection of an ellipsoid in R n ×R m , as defined by ∆(ξ, γ) ≤ κ 2 x 2 , with R n × G ρ . Hence, for some fixed and sufficiently small κ, ρ, such a neighbourhood defines a set of points in the product space on which we will be able to bound functions of the projected gradient. Before these considerations, we try and develop some intuition on the role of the total number of observations mp in making the problem solvable by means of a descent algorithm as p → ∞.
To do this, we look at the geometric behaviour of the objective minimised in (2.2) to understand whether a region exists where the problem shows local convexity. Intuitively, we generate a random instance of (1.1) for n = 2, m = 2 and
depending only on a parameter r < ρ; as for the case p → ∞ we simply report the logarithm of E f (ξ, γ) in Fig. 1 . As mp > n + m there is one global minimiser at (x, g) for r = ρ = 8 · 10 −2 , whose neighbourhood exhibits a smooth behaviour suggesting local convexity as p increases, and thus the existence of a basin of attraction around the minimiser. In other words, there will be a critical value of mp for which the objective function behaves arbitrarily close to its expectation which, as we will see below and suggested by our example, is indeed locally convex for sufficiently small values of κ, ρ. This property is investigated in the following section.
Hf (ξ, γ) 
On Local Convexity
We proceed by highlighting two basic facts regarding (2.2) for p → ∞, a case that is reported in Table 1 , where all finite-sample expressions of the quantities therein are unbiased estimates of their expectation with respect to the i.i.d. sensing vectors a i,l . To begin with, we define a set of test vectors
used in the two following results. This is simply the set of all test vectors in the product space that are orthogonal to the direction 1 m in the gain domain. The proof of all following statements in this section is reported in App. B.
Proposition 2.1 (Global minimiser in expectation of (2.2)). In expectation, the only stationary point of
Once this stationary point is established, simple analysis of the projected Hessian matrix in expectation for all (ξ, γ) ∈ D κ,ρ shows the following Proposition.
We remark two interesting aspects of the upper bound
. Note how this can be made arbitrarily close to 1 both when m → ∞, i.e., asymptotically in the number of measurements, and when κ → 0, i.e., when the basin of attraction is made arbitrarily small around the global minimiser.
Thus, in expectation (2.2) is locally convex on D κ,ρ when the variations with respect to the gain domain are taken on 1 ⊥ m . However, this last information is not particularly useful in practice, since in expectation we would already have an unbiased estimate of x in the form of ξ 0 in Table 1 , from which g would be easily obtained. This would suggest the need for a non-asymptotic analysis to check the requirements on mp needed to benefit of the consequences of local convexity for finite p. Rather than testing the local convexity of the Hessian matrix (as done, e.g., in Sanghavi et al. [12] ) the theory we develop in Sec. 3.2 follows the methodology of Candès et al. [11] , i.e., a simple first-order analysis of the local properties of the gradient ∇ ⊥ f (ξ, γ) and initialisation point (ξ 0 , γ 0 ) which suffice to prove our recovery guarantees.
Blind Calibration by Projected Gradient Descent
In this section we discuss the actual algorithm used to solve (2.2) in its non-convex form with the observations made in Sec. 2. The algorithm is a simple projected gradient descent, as detailed below. We proceed by stating our method and providing right after the recovery guarantees ensured by a sample complexity requirement given on mp.
(a) Summary of geometric considerations in the gain domain
Figure 1: Geometric intuition on an instance of (2.2) for n = 2, m = 2: graphical representation of the parametrisation of the gain domain (a); heat map of log f (ξ, γ) for the numerical example given in the text at ξ = 1 and increasing p → ∞ (b-e). The vertical axis reports the parameter
Descent Algorithm
The solution of (2.2) is here obtained as summarised in Alg. 1 and consists of an initialisation (ξ 0 , γ 0 ) followed by projected gradient descent. Similarly to [11] we have chosen an initialisation ξ 0 that is an unbiased estimator of the exact signal-domain solution as p → ∞, i.e., E ξ 0 = x; this is indicated in Table 1 and straightforward since E a i,l a i,l = I n . For p < ∞ we will show in Prop. 3.1 that, for mp (n + m) log n and sufficiently large n, the initialisation lands in (ξ 0 , γ 0 ) ∈ D κ,ρ for ρ ∈ [0, 1) and κ > 0 with high probability. As for the gains, we initialise γ 0 := 1 m (ε 0 := 0 m ). This initialisation allows us to establish the radius of the basin of attraction around (x, g). As a minor advantage, let us also remark that this initialisation is specific to our sensing model, but computationally cheaper than spectral initialisations such as those proposed in [11, 20] . Since ρ < 1 is small, we perform a few simplifications to devise our solver to (2.2). While generally we would need to project 5 any step in γ on G ρ , we first update the gains with the projected gradient Table 1 for its expression). Then we apply P Gρ , i.e., the projector on the closed convex set G ρ (step 6). This is algorithmically easy, as it could be obtained by, e.g., iterative projection on convex sets. However, this step is merely a formal requirement to ensure that each iterate γ j+1 ∈ G ρ ⊂ Π m + for some fixed ρ when proving the convergence of Alg. 1 to (x, g), but practically not needed, as we have observed that step 6 can be omitted sinceγ j+1 ∈ G ρ is always verified in our experiments.
Thus, Alg. 1 is as simple and efficient as a first-order descent algorithm with the projected gradient ∇ ⊥ f (ξ, γ). The proposed version performs two line searches in step 3 that can be solved in closed-form at each iteration, as made clearer in Sec. 6.1. These searches are simply introduced to improve the convergence rate, but are not necessary and could be replaced by a careful choice of some fixed steps µ ξ , µ γ > 0 (for which, in fact, our main theoretical results are developed). 
γ j+1 := P Gργj+1
7:
j := j + 1 8: end while
Convergence Guarantees
We now obtain the conditions that ensure convergence of this descent algorithm to the exact solution (x, g) for some fixed step sizes µ ξ , µ γ . This is done in three steps: (i) the initialisation (ξ 0 , γ 0 ) is shown to lie in D κ,ρ for ρ ∈ [0, 1) and some small κ with high probability, i.e., the probability that this is not verified decays exponentially in the problem dimensions; (ii) uniformly on D κ,ρ we are able to show that, with high probability, a gradient descent update decreases the distance to (x, g) by bounding the magnitude of ∇ ⊥ f (ξ, γ) as well as its angle with the direction of the global minimiser; (iii) still by uniformity, applying this property to any iterate (ξ j , γ j ) of Alg. 1 leads to finding some fixed step values µ ξ , µ γ that grant convergence to (x, g) as j → ∞, i.e., what is commonly referred to as linear convergence (with respect to log j). The proofs of all following statements in this section are reported in App. C. The general proof strategy relies on concentration inequalities for functions of our i.i.d. sub-Gaussian sensing vectors a i,l as well as a particular application of matrix Bernstein's inequality; these fundamental mathematical tools are defined in App. A.
We first focus on the initialisation and assess its non-asymptotic properties in terms of the distance attained with respect to the global minimiser.
Proposition 3.1 (Initialisation Proximity). Let (ξ 0 , γ 0 ) be as in Table 1 . Given δ ∈ (0, 1), t ≥ 1, provided mp δ −2 (n + m) log n δ and n t log mp, with probability exceeding
for some C, c > 0, we have that ξ 0 − x ≤ δ x . Since γ 0 := 1 m we also have γ 0 − g ∞ ≤ ρ < 1. Thus (ξ 0 , γ 0 ) ∈ D κ,ρ with the same probability and κ 0 := δ 2 + ρ 2 .
Secondly, we develop the requirements for convergence, i.e., for D κ0,ρ to be a basin of attraction around the global minimiser. Provided that the initialisation lands in D κ0,ρ , any update from (ξ, γ) ∈ D κ0,ρ to some
As detailed in App. C, it is therefore clear from (3.2) that lower and upper bounds given respectively
and ∇f (ξ, γ) , holding for all points in D κ0,ρ will yield the requirements to attain the desired convergent behaviour (for sufficiently small step sizes), also provided these bounds can be expressed as a function of ∆(ξ, γ). This leads to the following proposition formulated for a general neighbourhood of radius κ > 0. and n t log(mp),
The interpretation of (3.3) and (3.4) is clear, and analogue to the method pursued by Candès et al. [11] in the context of phase retrieval. The first condition or bounded curvature ensures that the angle between the gradient and the direction of the global minimiser is not too large. The second condition or Lipschitz gradient gives a bound on the maximum magnitude that the gradient is allowed to assume. Moreover, the bounded curvature in (3.3) implies that
which holds for all points (ξ, γ) ∈ D κ,ρ except the solution (x, g) in which the distance is 0. Since for all such points ξ−x γ−g > 0, this straightforwardly proved the following claim. 
Moreover, the orthogonal projection
With the conditions obtained in Prop. 3.2 we are in the position of finding the values of the step sizes µ ξ , µ γ that make convergence to the global minimiser possible, clearly after jointly verifying the previous properties of the initialisation and the basin of attraction established in Prop. 3.1.
Theorem 3.1 (Provable Convergence to the Exact Solution). Given δ ∈ (0, 1) and t ≥ 1, let us take n t log(mp), mp tδ
31 . There exists µ 0 > 0 with
for η = 1 − 4δ − 31ρ ∈ (0, 1) such that for any 0 < µ < µ 0 and with probability exceeding 1 − C(mp)
−t for some C > 0, Alg. 1 with step sizes set to µ ξ := µ and µ γ := µ m x 2 has distance decay
Thus, we have verified that performing blind calibration by means of our non-convex algorithm in the noiseless case of Def. 1.1 provably recovers the exact solution with linear convergence, under some requirements on ρ due to Prop. 3.2 and essentially when mp (n + m) log 2 (m(p + n)). It is worth noting that the condition on mp appearing in Prop. 3.2 improves upon the rate advocated in [30] , √ mp (n + m) log n. The additional √ m factor was indeed due to some technical conditions when proving the regularity condition, that were here refined using a more sophisticated application of matrix Bernstein's inequality [21] . Moreover, the experiments suggest that the requirements on ρ are actually much weaker than the conditions given in this theorem (and in Prop. 3.2). Interestingly, we also note that the ratio between
m is also observed in our experimental results when these step sizes are not fixed, but rather varied according to the line searches reported in Alg. 1. Finally, we remark that the obtained sample complexity mp (n + m) log 2 (m(p + n)) is essentially equivalent to that found in prior literature when devising recovery guarantees for different algorithms [4, 20] .
Blind Calibration with Subspace Priors
We now apply the same principles developed in Sec. 2 to define a simple modification of Alg. 1 specialised to the sensing model in Def. 1.2, i.e., when
Thus, we consider known subspace priors on the signal x = Zz ∈ Z ⊂ R n and the gains g = Bb ∈ B ⊂ R m + . To better specify the latter subspace, we resume our previous considerations in Sec. 2 and also assume that g = 1 m + e ∈ 1 m + 1 . To conclude our specification of g = Bb the
This holds in all generality, since we can apply a scaling factor to the gains g ∈ R m + so that they follow this model. In this setup, the blind calibration problem is summarised as the following definition.
Definition 4.1 (Non-convex Blind Calibration Problem with Subspace Priors). Given two subspaces B ⊂ R m and Z ⊂ R n , with dimension h := dim B ≤ m and k := dim Z ≤ n, and with orthonormal bases B ∈ R m×h and Z ∈ R n×k ( i.e., tight frames), respectively, we define non-convex blind calibration with subspace priors the optimisation problem
Moreover, we also define 6 the coherence of B as
This quantity also appears in [4] and has a fundamental role in characterising B and its effect on the possibility of recovering b. It measures how evenly the energy of B is distributed among its rows, given that the basis vectors (i.e., its columns) are orthonormal. In particular, two classical examples are in order. As mentioned above, we could form B as h basis elements drawn at random from the m that define the DCT in R m ; this actually leads to a low-coherence basis B,i.e., µ max 1. On the other hand,
it is straightforward that µ max = m h , i.e., the worst case setting in which only h out of m rows are contributing to the energy in B. We shall use this quantity in deriving the sample complexity for the known subspace case.
Let us now proceed by taking the gradient of the objective function
that is the vector ∇f
Firstly, in the signal-domain subspace we have
Then we can take the partial derivatives with respect to the gain-domain subspace components β j , j ∈ [h], yielding
6 Hereafter µmax(B) always refers to B, as shall be clear from the context; hence the simplified notation µmax. 7 This case is not possible in our model since where B ·,j ∈ R m , j ∈ [h] denotes the columns of B; thus, we can collect
We now elaborate on the constraint (4.3) in a fashion similar to what we did for γ ∈ G ρ in Sec. 2. The constraint now imposes β ∈ B ρ ⊂ 1 m + 1 ⊥ m , so the steps of our descent algorithm will still lie on 1 ⊥ m in the gain domain. However, since the optimisation in (4.2) is with respect to the subspace coefficients β, the orthogonal projector that maps v ∈ R h on the projection of 1
, that is the operator that sets the first component to v 1 = 0. Hence, we can define the projected gradient
, the latter equalities being due to the fact that diag [
. The definitions introduced in Sec. 2.2 also require a few changes to be adapted to the sensing model with subspace priors. Indeed, we have just developed the gradient components of ∇ ⊥ f s (ζ, β) that can be obtained by those of ∇ ⊥ f (ξ, γ). Moreover, it is straightforward to obtain the initialisation ζ 0 in the signal-domain subspace from ξ 0 as ζ 0 := Z ξ 0 , while we can let β 0 :=
, equivalently to what we adopted in Sec. 2. By our choice of Z and recalling x = Zz we see that the initialisation is still so that
thus yielding an unbiased estimate of the exact subspace coefficients z. The neighbourhood of the global minimiser (z, b) (for which we require at least mp ≥ k + h) is then defined using the distance
) with our choices of B, Z as tight frames. Indeed, this guarantees that (4.8) has the same value as (2.5), so we can modify Def. 2.2 to express it in terms of the coefficients in their respective subspaces, i.e.,
Thus, we are allowed to use the very same theory to obtain analogue results with respect to Prop. For what concerns the descent algorithm, a modification is straightforwardly obtained as Alg. 2. The main difference is that the optimisation is carried out on the subspace coefficients ζ and β rather than the signal and gains, with the gradient expressions given in (4.6) and (4.7). The descent will run from (ζ 0 , β 0 ) up to (ζ j , β j ) at the j-th iteration with the updates specified in steps 4:-6:. Again, the gradient update in the gain-domain subspace is followed by the projection on B ρ , which is a closed convex set. This is still algorithmically simple and not needed in the numerical results (i.e., it is only required by our proofs), as for G ρ in absence of subspace priors.
We now establish in detail how the main theoretical statements are modified, as an extension of our results in Sec. 3.2. The proofs of the next statements are reported in App. C and rely on the fact that the technical arguments used in proving the results of Sec. 3.2, as already mentioned, are actually a special case of those in the subspace case, with a sample complexity that is reduced thanks to the low-dimensional description of the signal and gains.
Firstly, we have that the sample complexity requirements for the initialisation in Prop. 3.1 are essentially reduced to mp (k + h) log n. 
4:
β j+1 := PB ρβj+1
7:
j
for some C, c > 0, we have that
,ρ with the same probability and
This following proposition actually reduces the regularity condition formulated in Prop. 3.2 according to the knowledge of the subspaces where both the signal and the gain lie and given a general neighbourhood of radius κ > 0 around the solution. 31 and n t log(mp),
, with probability exceeding 1 − C(mp) −t for some C > 0 and for all (ζ, β) ∈ D s κ,ρ , we have
11b)
Given Prop. 4.1 and Prop. 4.2, we finally obtain a more general version of Thm. 3.1 as follows.
Theorem 4.1 (Provable Convergence to the Exact Solution with Subspace Priors). Given δ ∈ (0, 1) and t ≥ 1, let us take n t log(mp), mp δ (1+ z 2 ) η, for η = 1 − 4δ − 31ρ ∈ (0, 1) such that for any 0 < µ < µ 0 and with probability exceeding 1 − C(mp)
Thus, subspace priors allow for a provably convergent application of Alg. 2. Let us note that mp δ
is a clearly more stringent requirement than mp (k + h) log n, emerging from Prop. 4.1. However, we see that if µ max 1, and if h and k are small before m, having p = 1 is allowed by the requirement; this will be also confirmed in our experiments, provided that both k n, h m and µ max is sufficiently small. This allows for a single-snapshot application of our setup and algorithm to the blind calibration of sensors with side information regarding the subspaces to which (x, g) belong.
Noisy-case quantity Expression (or relation w.r.t. noiseless-case counterpart) Table 2 : Objective function, its gradient, and the initialisation point for the problem in Def. 4.1 and in the presence of noise. The expressions are expanded to highlight the noise-dependent terms against the corresponding noiseless-case values; note that above γ i = c i Bβ and g i = c i Bb.
Blind Calibration in the Presence of Noise
This purpose of this section is to study the stability of the solution produced by Def. 4.1 when an additive and bounded noise {ν l } affects the measurements according to
i.e., following the setup 8 of the uncalibrated multi-snapshot sensing model with subspace priors described in Def. 1.2. We recall the assumption that all noise vectors are collected as the columns of a matrix N := (ν 1 , · · · , ν p ), defining σ := Table 2 , the impact of noise is highlighted as a deviation from the noiseless quantities discussed in Sec. 4, as obtained by plugging in the measurements y l defined in (5.1). This deviation vanishes as σ 0. Our theoretical results will be modified accordingly, i.e., the initialisationζ 0 will be negatively affected and require more observations with respect to Prop. 4.1 to attain the same distance with respect to z; similarly, some noise-dependent terms will worsen the upper and lower bounds of Prop. 4.2. However, it is still possible to show in the following Thm. 5.1 that the algorithm is robust and converges to a minimiser whose distance from the exact solution is controlled by σ.
We begin by discussing the effect of noise on the initialisation point. The proofs of this and all following statements in this section are reported in App. D. Table 2 . Given δ ∈ (0, 1), t ≥ 1, provided mp δ −2 (k+h) log n δ and n t log mp, with probability exceeding
Note how the quality of the initialisation increases with a "signal-to-noise ratio"-like quantity x σ in (1.2). We now apply again the regularity condition and assess how the presence of noise modifies the requirements on the projected gradient used in Alg. 2, i.e., on 31 , n t log(mp), and mp δ
As clear from these propositions, the sample complexity is not modified by the presence of noise (i.e., the nature of the dependency on the problem dimensions remains unaltered), but compared to (4.11) the bounds in (5.
Note that this result holds identically for Alg. 1, since the latter is only a particular case of Alg. 2 in absence of subspace priors. Let us also emphasise that our result was shown for σ x , i.e., when σ is a small fraction of the signal energy; if not, the dependency reported in (5.4) will not be linear but in general polynomial with respect to σ z , as shall be seen in the proof of Thm. 5.1. Finally, note that the dependency on z , which is generally unknown, is not concerning since the initialisation ζ 0 ∈ [(1 − δ) z , (1 + δ) z ] for some δ ∈ (0, 1) can still be used as a rough estimate of the former.
Numerical Experiments
We now introduce some experiments and applications of our blind calibration framework to assess its practical performances for finite values of m, n, p and in settings agreeing with our sensing models. In the following we will adopt as a figure of merit RMSE max := 20 log 10 max
.e., the maximum relative mean square error taking the worst-case performances achieved by the estimates (x,ḡ) between the signal and gain domain. This is used to assess when the recovery of the signal and gains on any one instance of (2.2) or (4.2) is achieved successfully by either Alg. 1 (in absence of priors) or 2 (with subspace priors). For our experiments, we have chosen to generate A l in our sensing models with i.i.d. random sensing vectors distributed as a i,l ∼ i.i.d. N (0 n , I n ). However, the same performances can be achieved in high dimensions with other i.i.d. sub-Gaussian random vectors, such as those with symmetric Bernoulli-distributed entries in a fashion fully compatible with the Gaussian case. Moreover, while the theory in this paper addresses only sub-Gaussian random matrix ensembles, the experiments can be empirically run when A l is implemented (e.g., optically) as a random convolution [15] albeit requiring a higher number p of snapshots to achieve the exact solution. This suggests that our framework could be extended to random matrix ensembles not covered by the theory in Sec. C, increasing the applicability of the proposed framework to implementation-friendly and fast sensing matrix configurations. As a point of comparison we will adopt the least-squares solution in absence of prior information on the gains, i.e.,x ls := argmin
given y l ∈ R m , A l ∈ R m×n , l ∈ [p] as in Def. 1.1 (its extension to the known subspace case is trivial and merely involves solving (6.1) with respect to ξ = Zζ). This comparison merely aims to show the advantages of performing blind calibration with respect to ignoring the effect of g. Resorting to (6.1) as a valid reference problem is in fact due to the observation that most of the algorithms addressing blind calibration employ additional assumptions or a different setup, such as signal-domain sparsity or multiple and possibly independent inputs, that are incompatible with our sensing model.
Step Size Updates
We begin our experiments by addressing a computational issue arising in Alg. 1, that is the choice of a step size for the gradient descent updates. Thm. 3.1 confirms that there is a scaling factor µ ξ µγ m x 2 between the two fixed step sizes that ensures convergence to the global minimiser once we fix, e.g., a sufficiently small value for µ ξ = µ (and set µ γ accordingly).
However, in the practical application of our method we have found that updating the step sizes with the line searches reported in Alg. 1 is advantageous in terms of rate of convergence. Firstly, for some fixed values of (ξ j , γ j ) the line searches can be solved in closed form at iteration j as
Equivalent formulas can be straightforwardly derived for Alg. 2. Note that (6.2) and (6.3) do not constitute a single exact line search, which would require solving another bilinear problem jointly with respect to the two step sizes. In fact, (6.2) and (6.3) are exact line searches when the signal-or the gain-domain iteration is fixed, in which case the two corresponding optimisation problems are convex and solved in closed-form; this strategy is, in all the simulations we carried out, a stable way of updating the step size that largely outperforms the choice of a fixed value for µ ξ and µ γ .
As an exemplary case, we randomly generated a typical problem instance with x ∈ S n−1 and g ∈ 1 m + 1 .2) for increasing values of n (top to bottom) and ρ (left to right). We report the contours {0.25, 0.5, 0.75, 0.9, 0.95, 0.99} of the probability of exact recovery P T . The superimposed curve in red corresponds to the sample complexity bound obtained in Thm. 3.1 (up to log factors).
(6.2),(6.3). The results are reported in Fig. 2 in terms of the decay of both ∆(ξ j , γ j ) (solid lines) and ∆ F (ξ j , γ j ) (dashed lines), as a means to allow us to validate numerically the use of (2.5) instead of (2.4) to assess the convergence of our descent algorithm. Indeed, as expected ∆(ξ j , γ j ) has the same decay as ∆ F (ξ j , γ j ) up to some constant factor. For what concerns the step-size choice, there is a clear advantage in choosing the rules in (6.2), (6.3) (black lines). For the given instance, convergence up to an objective value f (ξ j , γ j ) = 10 −8 is attained after j = 220 iterations. On the other hand, the same problem instance using a fixed step size (with µ chosen fairly by inspecting the values given by the update rules) does converge to the global minimiser with the same criterion, but requires j = 17951 iterations, i.e., convergence is slower by two orders of magnitude in the number of iterates. With both step-size choices, the algorithm terminates with RMSE max > 86.49 dB. Thus, since convergence and accuracy do not ultimately depend on our step-size choice, we adopt the faster update rule for all further experiments. In addition, the step-size updates in (6.2), (6.3) did verify µγ µ ξ 1 m empirically in our experiments as the number of iterations j increases.
Let us finally mention that analogue updates to (6.2),(6.3) are easily derived for Alg. 2 and consistently yield faster convergence than choosing fixed step sizes as those established in Thm. 4.1.
Empirical Phase Transition
To characterise the phase transition of (2.2), that is the transition between a region in which Alg. 1 successfully recovers (x, g) with probability 1 and that in which it does with probability 0, we ran some extensive simulations by generating 256 random instances of (1.1) for each n = {2 1 , . . . , 2 8 }, probing the same range for m and p; we also varied for each configuration ρ = {10 −3 , 10 −2 , . . . , 1}, generating g = 1 m + e with e drawn uniformly at random on 1
< T on the trials with threshold T = 10 −3 chosen according to the stop criterion f (ξ, γ) < 10 −8 . Of this large dataset we report the cases specified in Fig. 3 , highlighting the contour lines of P T for ρ = {10 −3 , 10 −2 , 10 −1 } estimated from the outcome of our experiments as a function of log 2 m and log 2 p. There, we also plot a curve corresponding to the sample complexity bound that grants the verification of Thm. 3.1 (up to log factors), with the corresponding phase transition occurring at log 2 p log 2 n m + 1 . This curve matches the empirical phase transition up to a shift that is due to the required accuracy (i.e., the value of δ) of the concentration inequalities. Moreover, we appreciate how an increase in ρ does affect, albeit mildly, the requirements on (m, p) for a successful recovery of (x, g), and just as expected given its effect on the initialisation and the distance decay in (4.12).
Finally, note that similar experiments could be run for Alg. 2; however, we anticipate that such experiments will yield results exhibiting a transition at log 2 p log 2 m −1 (k + µ 2 max ) , i.e., at worst at log 2 p log 2 k m + 1 when µ max = m h (both rates up to log factors at the argument).
Noise Stability
As a numerical confirmation of the theory devised in Sec. 5 we run some numerical experiments to verify the effect of noise on the estimate obtained by Alg. 1, i.e., without subspace priors for simplicity. The simulations are carried out as follows: we generate 64 instances 9 of (1.2), fixing n = m = 2 8 , ρ = 10
and varying p = {2 1 , . . . , 2 8 }. Moreover, we generate additive and bounded noise instances collected in a matrix N whose entries are drawn as ν i,l ∼ i.i.d. N (0, 1) and normalised afterwards to meet a given σ = 1 √ mp N F . This noise level value is then varied as σ = {10, 20, . . . , 80} dB. Since the objective function will reach a noise-dependent value, we change the stop criterion to the condition max
, terminating the algorithm and returning its best estimate up to the given tolerance. To extract a single figure of merit from the outcomes of this experiment, we compute the E RMSE max on our set of 64 trials, with E here denoting the sample average over the trials' outcomes. The results after running Alg. 1 are reported in Fig. 4 and confirm the predicted graceful decay in the E RMSE max as a function of σ, i.e., the achieved relative mean-square error decreases linearly (in a log − log scale) with the amount of noise injected into the model, as suggested from Thm. 5.1. 
A Computational Imaging Example
We envision that our framework could be applied broadly to sensing systems where obtaining calibrated gains as formulated in our models is a critical issue. Generally speaking, whenever there are means to capture measurements of the type A l x, and whenever the sensors (antennas, pixels, nodes) assigned to capturing the output of this operation are subject to gain uncertainties, it is worth putting into account the presence of g and to calibrate the sensing system against it. Clearly, the main requirement is indeed the introduction of several random draws of the sensing matrices A l , l ∈ [p] which, depending on m, n and the presence of subspace priors, will allow for lower values of p as shown by our main sample complexity results. As an example, one could consider an image formation model in which a source x illuminates a programmable medium, set to apply a sensing matrix A l and to capture the output of this operation by means of a focal plane array. The disturbance could then be regarded as uncalibrated fixed pattern noise on this sensor array, as stylised in Fig. 5 , or in fact as any attenuation such as some "haze" affecting the sensor array in a multiplicative fashion. In fact, this type of issue could physically arise in imaging modalities where A l are random convolutions rather than sub-Gaussian random matrices, as anticipated before. With a due gap between the theory covered in this paper and the actual nature of the sensing operator, our algorithm is still practically applicable and will eventually converge once a sufficient amount of observations with random sensing matrices is collected.
To apply our result in a realistic computational imaging context, we assume that x is a n = 128 × 128 pixel monochromatic image acquired by an uncalibrated sensing device that implements (1.1) in which its m = 64 × 64 pixel sensor array has an unknown set of gains g ∈ Π m + . This set of gains is specialised in two cases described hereafter. For the sake of this application example, we maintain A l comprised of i.i.d. rows a i,l ∼ N (0 n , I n ).
Blind Calibration in Absence of Priors In this first example we randomly draw the gains
∞ , fixing ρ = 0.99. We capture p = 10 snapshots, again so that mp n+m = 2. By running Alg. 1 we obtain the results depicted in Fig. 6 ; the recovered (x,ḡ) ≈ (x, g) by solving (2.2) attains RMSE max ≈ 138.84 dB in accordance with the stop criterion at f (ξ k , γ k ) < 10 −7 . Instead, by fixing γ := 1 m and solving (6.1) only with respect to ξ, the least-squares solutionx ls reaches a RMSE := x−x x ≈ −9.22 dB.
Blind Calibration with Subspace Priors
We now proceed to evaluate the effect of subspace priors on the same exemplary case, with x constructed so that it matches the known subspace prior x = Zz, where Z is a set of k = 2730 basis elements of a two-dimensional Haar orthonormal wavelet basis in R n . Moreover, we generate the gains with a subspace prior that entails g = Bb, where B is a set of Figure 5 : A computational imaging model: our blind calibration framework entails the joint recovery of the source x and sensor gains g by exploiting multiple random sensing matrices A l (e.g., p programmable random masks in a random convolution setup [15] ). The intensity of g is represented in shades of red as a possible vignetting of the sensor array.
A Computational Imaging Example
We envision that our framework could be applied broadly to sensing systems where obtaining calibrated gains as formulated in our models is a critical issue. Generally speaking, whenever there are means to capture measurements of the type A l x, and whenever the sensors (antennas, pixels, nodes) adept to capturing the output of this operation are subject to gain uncertainties, it is worth putting into account the presence of g and to calibrate the sensing system against it. Clearly, the main requirement is indeed the introduction of several random draws of the sensing matrices A l , l 2 [p] which, depending on m, n and the presence of subspace priors, will allow for lower values of p as shown by our main sample complexity results. As an example, one could consider an image formation model in which a source x illuminates a programmable medium, set to apply a sensing matrix A l and to capture the output of this operation by means of a focal plane array. The disturbance could then be regarded as uncalibrated fixed pattern noise on this sensor array, as stylised in Figure 5 , or in fact as any attenuation such as some "haze" a↵ecting the sensor array in a multiplicative fashion. In fact, this type of issue could physically arise in imaging modalities in which A l are random convolutions rather than sub-Gaussian random matrices, as anticipated before. With a due gap between the theory covered in this paper and the actual nature of the sensing operator, our algorithm is still practically applicable and will eventually converge once a su cient amount of observations with random sensing matrices is collected.
To apply our result on a realistic computational imaging context, we assume that x is a n = 128 ⇥ 128 pixel monochromatic image acquired by an uncalibrated sensing device that implements (1.1) in which its m = 64 ⇥ 64 pixel sensor array has an unknown set of gains g 2 ⇧ m + . This set of gains is specialised in two cases described hereafter. For the sake of this application example, we maintain A l comprised of i.i.d. rows a i,l ⇠ N (0 n , I n ). By running Algorithm 1 we obtain the results depicted in Figure 6 ; the recovered (x,ḡ) ⇡ (x, g) by solving (2.1) attains RMSE max ⇡ 138.84 dB in accordance with the stop criterion at f (⇠ k , k ) < 10 7 . Instead, by fixing := 1 m and solving (6.1) only with respect to ⇠, the least-squares solutionx ls reaches a RMSE := kx x ? k 2 kx ? k 2 ⇡ 9.22 dB.
Blind Calibration in Absence of Priors
Blind Calibration with Subspace Priors
We now proceed to evaluate the e↵ect of subspace priors on the same exemplary case, with x constructed so that it matches the subspace model x = Zz, where Z is a set of k = 2730 basis elements of a two-dimensional Haar orthonormal wavelet basis in R n . Moreover, we generate the gains with a subspace prior that entails g = Bb, where B is a set of h = 256 basis elements of a two-dimensional discrete cosine transform basis in R m , including the DC component as its first column. The vector e = B ? b ? is drawn with a low-pass profile as shown in Figure 7 as a 20 Figure 5 : A computational imaging model: our blind calibration framework entails the joint recovery of the source x and sensor gains g by exploiting multiple random sensing matrices A l (e.g., p programmable random masks in a random convolution setup [15] ). The intensity of g is represented in shades of red as a possible vignetting of the sensor array.
h = 256 basis elements of a two-dimensional discrete cosine transform basis in R m , including the DC component as its first column. The vector e = B ⊥ b ⊥ is drawn with a low-pass profile as shown in Fig. 7 as a means to simulate a structured model for the gains. We also fix e ∞ = ρ on the generated profile, with ρ = 0.99. Substantially, what changes with respect to the previous experiment is the introduction of a known subspace prior for the signal and gains, both benefiting from such a low-dimensional model. Due to this additional prior we can take a single snapshot (i.e., p = 1) provided that B has sufficiently low µ max and that m > c(k + µ We have therefore seen how the algorithms devised in this paper work on practical instances of the uncalibrated sensing models studied in this paper. The application of this bilinear inverse problem in the solution of physical instances of (1.1) or (1.2) is an open subject for future developments.
Conclusion
We presented and solved a non-convex formulation of blind calibration in the specific, yet important case of linear random sensing models affected by unknown gains. In absence of a priori structure on the signal and gains, we have devised and analysed a descent algorithm based on a simple projected gradient descent. In this case, our main results have shown that provable convergence of the algorithm can be achieved at a rate mp = O (m + n) log 2 (m(p + n)) that is linear (up to log factors) with respect to the number of unknowns in this bilinear inverse problem. Similarly, using a subspace prior on both the signal and gains, a straightforward extension of the previous descent algorithm into Alg. 2 proved that the sample complexity ensuring convergence in this setting is
leading to a worst-case value of mp = O (k + m) log 2 (m(p + n)) when B achieves maximum coherence µ max = m h . We envision that our results could be extended to the case of complex gains (i.e., g ∈ C m ) and complex sensing operators A l by means of Wirtinger calculus (up to redefining our bounded ∞ -norm assumption made throughout this paper). Another important extension is the adaptation of Alg. 2 to enforce the sparsity of x (or g, although this may not be verified in practice); we explored numerically this possibility in [19] . By using sparsity we expect a reduction of the sample complexity that is similar to the subspace case, but without using such strong assumptions as prior information on a fixed, known tight frame Z in whose span x must lie. A high-dimensional example of blind calibration for computational imaging with subspace priors; the unknown gains g (m = 64×64 pixel) and signal x (n = 128×128 pixel) are perfectly recovered with p = 1 snapshot, since they are described by known subspaces of dimension h = 256 and k = 2730, respectively. linear, bilinear or quadratic random models. In fact, the core principle underlying this work is that, as several random instances of the same non-convex problem are taken, we approach its behaviour in expectation which, as previously discussed, is significantly more benign than the non-asymptotic case; this is an extremely general approach that could be applied to very different models than the ones we discussed.
Appendices
We now provide arguments to support the main results in this paper. Unless otherwise noted, the proofs are first given for the known subspace case discussed in Sec. 4. In fact, the proofs for our statements in absence of priors (i.e., as discussed throughout Sec. 2) are particular cases of the corresponding statements in the known subspace case (Sec. 4).
A Technical Tools
We begin by introducing some technical results used in the following proofs. Hereafter, we recall that a ∈ R n denotes a sub-Gaussian and isotropic random vector comprised of r.v.'s a i ∼ iid X, i ∈ [n], with X a centred and unit-variance sub-Gaussian r.v. with sub-Gaussian norm X ψ2 = α > 0.
Proposition A.1 (Concentration Bound on 2 -Norm of sub-Gaussian r.v.'s). Let a i ∼ i.i.d. a be a set of q ≥ 2 i.i.d. sub-Gaussian random vectors. There exists a value ϑ > 1 only depending on α such that, provided n t log q for some t ≥ 1, the event
occurs with probability exceeding 1 − 2q −t .
Proof of Prop. A.1. Since all a i ∼ a are comprised of i.i.d. sub-Gaussian r.v.'s with sub-Gaussian norm α, then a i 2 can be bounded by standard concentration inequalities [14, Cor. 5.17] . In detail, since a i 2 , i ∈ [q] are sub-exponential variables with E a i 2 = n, there exists some c > 0 such that the probability of the complementary event is bounded as
(which leads to a lower bound on ϑ only depending on α) we find P[E c max ] < 2q −t when n ≥ t log q for t ≥ 1.
We now introduce a proposition that provides a concentration inequality for a weighted sum of matrices (these being functions of i.i.d. sub-Gaussian random vectors) that will be frequently used in the following proofs. This result is related to finding a bound for the spectral norm of the residual between a covariance matrix and its sample estimate [33] in the special case where a weighting affects the computation, and where both the corresponding weights and the vectors to which this residual applies are assumed to lie in known subspaces.
Proposition A.2 (Weighted Covariance Concentration in Subspaces)
. Consider a set of q random vectors a i ∼ i.i.d. a, and two subspaces Z ⊂ R n and S ⊂ R q of dimensions k ≤ n and s ≤ q, respectively. Let Z ∈ R n×k be an orthonormal basis of Z, i.e., Z Z = I k . Given δ ∈ (0, 1), t ≥ 1, provided n t log(q) and q δ −2 (k + s) log n δ , with probability exceeding
for some C, c > 0 depending only on α, we have for all w ∈ S
Proof of Prop. A.2. Note that by the assumptions on the r.v.'s a ij , i ∈ [q], j ∈ [n] we have that the random vectors a i , i ∈ [q] are i.i.d. centred (E a i = 0 n ) and isotropic (E a i a i = I n ). By homogeneity of (A.2) it suffices to show the probability that the event
Step 1: Concentration Let us first observe that, since the rank-one matrices a i a i , i ∈ [q] are symmetric and Z Z = I k ,
and w ∈ S * := S ∩ S q−1
. Firstly, we observe that V i (u) is a sub-exponential r.v. since each a i is formed by sub-Gaussian r.v.'s, so we can bound the sub-exponential norm
where we used the fact that V 
for some c α > 0 depending only on α. Thus, with probability exceeding 1 − 2 exp(−c α δ 2 q), the event
holds for some fixed u ∈ S n−1 2 , w ∈ S * .
Step 2: Covering To obtain a uniform result we resort to a covering argument. Given two radii , > 0 to be fixed later, let us take an -net N of Z B 
∞ ) has no more than |N ||W | points, by union bound on this set we find that (A.3) holds with probability exceeding
for all u ∈ N , w ∈ W .
Step 3: Continuity To obtain a final, uniform result we require a continuity argument for points that lie in the vicinity of those in the net. For all u ∈ Z S k−1 2
and w ∈ S * we can take the closest points in their respective nets u ∈ N , w ∈ W . By using Hölder's inequality (i.e., |v v | ≤ v 1 v ∞ ) and Cauchy-Schwarz's inequality, we see that
where we substituted w = w + (w − w ) in the first line, noting that a i a i
0, i ∈ [q] and defining
We can then bound the last term in (A.5) by substituting
which follows again by Hölder's inequality after noting that u 2 − u 2 = (u − u) (u + u) ≤ 2 and
. In conclusion, by bounding the last term in (A.6) by δ using (A.3) we have, with the same probability (A.4),
Let us now bound the value of A. By Prop. A.1, we know that there exists a ϑ > 0 depending on the distribution of X such that P[A ≤ ϑn] ≥ 1 − 2q −t provided n t log(mp) for some t ≥ 1. Hence, by union bound with (A.4), we have that this last event and the event (A.7) hold with probability exceeding
Thus, setting (ϑn + 1) = (ϑn + 1) = δ and rescaling δ to δ 4 , we obtain
for c, c , c α > 0 and t ≥ 1. Therefore, by summarising the previous requirements, this last probability
which concludes the proof.
We now adapt Prop. A.2 to the sensing model in Def. 1.2 by the following corollary. 
with probability exceeding
for some C, c > 0 depending only on α, we have ∀θ ∈ B,
The proof is straightforward and given below.
Proof of Cor. A.1. To prove (A.9) only under the setup of this corollary, we just have to set q = mp, s = h and w = 1 p ⊗ θ ∈ 1 p ⊗ B in Prop. A.2, with S = 1 p ⊗ B a subspace of R mp of dimension h. Hence, by straightforward substitution this statement holds with probability exceeding 1 − Ce
A remark allows us to cover the sensing model of Def. 1.1 (as presented in Sec. 2).
Remark A.1. Cor. A.1 is straightforwardly extended in absence of known subspace priors, i.e., by setting B := R m , Z := R n , with which h = m and k = n.
We also recall a fundamental result on the concentration of sums of i.i.d. random matrices, i.e., matrix Bernstein's inequality. This one is developed in [21] for random matrices with bounded spectral norms; we here adopt its variant which assumes that these norms have sub-exponential tail bounds. This result is only a slight adaptation of matrix Bernstein's inequality used in [4] . 
Then for δ ≥ 0 and some constant c > 0,
Proof of Prop. A.3. Under the conditions of this proposition we observe that, from the sub-exponentiality of N i , E exp c 
T.
(A.12)
We now proceed to use our estimation (A.12) of T in [4, Prop. 3] ; taking
for some constant C > 0, we have by the aforementioned proposition
However, since for some s ≥ 0, max( √ αs, βs) ≤ βs + β 2 s 2 + 4αs and since we can take 2δ = βs + β 2 s 2 + 4αs we have s = δ 2 α+βδ , and we obtain δ ≤ 2Cδ by setting s = t + log(n + m), α = v and β = T log(T q v ). Thus, replacing this bound on δ yields
Finally, setting δ = 2Cδ and recalling that T T provides the result in (A.11).
Matrix Bernstein's inequality allows us to prove the following concentration result, that is used several times in these appendices and which characterises the concentration of a special form of "matrixweighted" covariance. we have
with probability exceeding 1 − (mp) −t . Moreover, we have 15) with probability exceeding 1 − (mp) −t provided p tδ −2 log(mp) log(mn).
Proof of Prop. A.4. Let us define a set of symmetric matrices
with the r.v.'s X i,l := a i,lx ; in fact, all X i,l ∼ X := a x, where EX 2 = 1. We are now going to prove this proposition by invoking matrix Bernstein's inequality (in the form of Prop. A.3) to show that 1 p ( i,l V i,l − EV i,l ) ≤ δ with high probability. This requires a bound T over the norms V i,l ψ1 and another bound on the matrix variance v.
To begin with, note that EV i,l = (B c i c i B) and
m , where the coherence µ max is defined in (4.4) . Therefore,
where we used the fact that X Thus, there exists a T > 0 such V i,l − EV i,l ψ1 ≤ T with T µ 2 max h m . Secondly, by the symmetry of V i,l , the matrix variance is developed as follows:
where we used B ( i c i c i )B = B B = I h . Moreover, using the same developments as above, we find
where, again by rotational invariance, X ij ψ2 = X ψ2 = a x ψ2 α so that EX
Consequently, we have v µ 2 max hp m . In addition, a lower bound on v is provided by
where X i,l ∼ X and EX 2 = 1. Let us then note that
By this fact and the Bernoulli Restriction Hypothesis in Sec. 1.1, there exists a c > 0 such that
where we also used the fact that x 4 4 ≥ 1 n x 4 = 1 n which shows that the bound is also respected, whatever the value ofx, provided EX 4 > 1. Consequently, since 2 so that, with the previous bound on T , we find
Inserting the bounds on T , v and log(
for some c > 0. Consequently, we observe as announced that P[
max h log(mp) log(mn). The last result of the proposition is simply obtained by replacing B by I m , i.e., letting h = m and µ max = 1 in the developments above.
Following a framework defined in [4, 9] , matrix Bernstein's inequality also allows us to study the concentration of random projections in the sensing model of Def. 1.2 when these are seen as a linear random operator acting on zb ∈ R k×h . Indeed, introducing the linear random map
for which the adjoint A * : R mp → R k×h is such that 19) it is easy to see that the sensing model (4.1) is then equivalent to the action of A on the rank-1 matrix
,
Our developments actually need to characterise the concentration of A * A around its mean when evaluated on any element of a particular (k + h)-dimensional subspace M of R k×h to which zb belongs. This subspace is defined in the following proposition along with its projector.
Proposition A.5. In the setup of Def. 1.2, define the (k + h)-dimensional linear subspace
associated to x = Zz and g = Bb. Then the orthogonal projector on M is the linear operator
The verification that (A.22) is the correct projector, i.e., that both P M (Q) ∈ M and P M (Q), Q − P M (Q) F = 0 for some Q ∈ R k×h is long but extremely simple and omitted for the sake of brevity. Its linearity is also obvious.
The announced concentration is then characterised in the next proposition and is important in the proof of Prop. 4.2 in Sec. C. In a nutshell, it characterises a certain isometry property of A when the latter is restricted to matrices belonging to M. This is closely related in principle to [4, Cor. 2] (and also [9, Lemma 4.3] ) where random projections based on complex Gaussian random vectors a i,l are considered. Our proof differs in that we provide results for real signals and i.i.d. sub-Gaussian random sensing vectors. Proposition A.6 (A Restricted Isometry for sub-Gaussian A on M). With the linear random map A defined in (A.18) and the subspace M associated to the projector P M defined in Prop. A.5, given δ ∈ (0, 1), t ≥ 1, and provided n t log(mp), (A.23a)
we have
with probability exceeding 1 − C(mp) −t for some C > 0.
Proof of Prop. A.6. Given some t ≥ 1 and δ ∈ (0, 1), the proof of this proposition is realised conditionally to an event E given by the joint verification of the following two properties for the {a i,l } in Def. 1.2, i.e.,
In fact, we shall see that the probability of Prop. A.6 is fixed by that of E, which we bound as follows. From Cor. A.1 and Prop. A.4, and given some c > 0, we can easily bound the probability of the complementary event
Conditionally on E, the rest of the proof can thus assume that the relations listed in (A.26) hold deterministically. This conditioning is thus implicit in the rest of the developments.
Before proceeding, let us first notice that, from (A.19) and since AB, C F = B, A C F = A, CB F for any matrices A, B, C with compatible dimensions,
where we used the fact that P M is an orthogonal projector on the subspace M ⊂ R k×h . Moreover, for
so that E(P M A * AP M ) = P M since the equalities above are true for all W ∈ S k×h F . Therefore, to prove (A.25) we must find an upper bound for |M − EM | with
. According to the definition of M and P M in Prop. A.5, we proceed by first expanding
where we have collected in the last summand
For a lighter notation, we define the vectors
which let us rewrite P M (Z a i,l c i B) = u i,lb +ẑv i,l ; this form will be more convenient for some computations. We can then develop
By linearity, we also have that
Each of these three terms will now be carefully bounded.
(ii) Bound on |M − EM |: From (A.26a) the term M is so that
(iii) Bound on |M − EM |: As for the mixed term M , i.e., M = 2 p i,lb W u i,l v i,l W ẑ, this requires a more involved bounding technique. We begin by noting that 29) and that
Given these facts about Eu i,l v i,l , we can compute the expectation of M , i.e.,
Thus, we have |M − EM | = |M |. Using the previous definitions, we also have
Note how the last inequality highlights the norm of a sum of rectangular random matrices J i,l := u i,l v i,l , i.e., J := i,l J i,l , whose expectation EJ = 0 n×m , and whose summands are non-centred with EJ i,l given in (A.29). We can thus apply matrix Bernstein's inequality in the form of Prop. A.3 (with q = mp) by first computing the upper bound T > max i,l J i,l −EJ i,l ψ1 as well as the matrix variance v given in (A.10). This task is eased by our conditioning over E for which all the relations in (A.26) hold.
Firstly, the upper bound T is obtained by noting that J i,l = u i,l v i,l , so that
where we used the rotational invariance of
. Secondly, we have to bound the matrix variance v defined in (A.10) associated to the matrix sequence {J i,l }. Let us first compute:
which also shows that
The variance v is the maximum between
Concerning the first term, we have
A bound is obtained by noting that, from (A.33),
since 0 ≤ tr B I h −bb B = tr I h −bb = h − 1 ≤ h, and, from (A.31),
We have already recalled in (A.16) that E[(x a)
where we got the last result from the same developments bounding
As for the second term in (A.10), we proceed similarly and see that
Note then that, from (A.34) and i c i c i = I m ,
Moreover, from (A.32) and the fact that 0 E[(x a) 2 aa ] Cα 4 I n some C > 0 as established above from the bound on E[(x a)
2 aa ] ,
where we used the fact that 0 As matrix Bernstein's inequality contains a term in log
(with q = mp here) in the probability (A.11) that must be upper bounded, we also need to lower bound v. This is done by realising that, by definition of v, using (A.31), (A.35) and (A.33), there exists a constant c > 0 such that
where we used (A.17), which holds under the Bernoulli Restriction Hypothesis in Sec. 1.1.
Consequently, using this last result and the bound on T , we find the crude bound
Using matrix Bernstein's inequality in Prop. A.3 with the bounds on T and v then yields
for some c, c > 0, where we used δ ∈ (0, 1). Consequently,
Finally, gathering all the previous bounds, we find by union bound 12 that, with probability exceeding 1 − C(mp) −t for some C > 0,
provided all the requirements stated at the beginning of the proof in (A.28) and the additional we found in (A.38) hold jointly, i.e., if n t log(mp),
or more simply if n t log(mp),
We conclude this section by reporting a basic fact of convex analysis that will be used later on. ). Let C be a non-empty, closed, and convex set in R q . Let P C u := arg min
be the orthogonal projection on C. Then for all u, x ∈ R q ,
i.e., it is a contraction.
B Proofs on the Geometry of Non-Convex Blind Calibration
This section provides the proofs for some simple facts appearing in Sec. 2.2. They are here presented in absence of subspace priors for the sake of simplicity. Similar arguments hold effortlessly with known subspace priors. Let us first provide a proof of the bounds we have given on the relation between the naturally-induced pre-metric ∆ F and the one we actually used in the rest of the paper, ∆.
Proof of (2.6). Firstly, note that ξγ −xg
where we used γ − g = ε − e, Cauchy-Schwarz and other simple norm inequalities, i.e., ρ ∈ [0, 1), γ ≤ m(1 + ρ 2 ), ε ≤ √ mρ, together with the fact that Then, we start from the definitions in Table 1 to show some simple results on the asymptotic geometry of (2.2) in absence of priors. In fact, the use of known subspace priors does not change these results, that are asymptotic and hence do not take advantage of the sample complexity reduction provided by assuming such structures. Let us also recall the definition of V := R n × 1 Proof of Prop. 2.1. Assuming x = 0 n and g = 0 m , by setting E ∇ ⊥ f (ξ, γ) = 0 m+n , i.e., from the expressions found Table 1 , is an increasing function of e . Thus, we have shown that for all ρ ∈ [0, 1), E H ⊥ f (x, g) 0 on V = R n × 1 ⊥ , i.e., E H ⊥ f (x, g) V 0. and we observe that, by the expression of the Hessian (see Table 1 ), 
The role of Def. C.1 is immediately understood by taking the gradient descent update from any point (ζ, β) ∈ D Replacing the lower bound (C.7) in (C.6) yields EP ≥ (1 − ρ)∆(ζ, β).
We now have to find an upper bound for |P − EP |. Notice that, using the linear random operator A and its adjoint A * introduced in (A.18) and (A.19), respectively, we have
with P M A * AP M −P M defined in (A.25) and where we used (A. 19 ) and the linearity of the orthogonal projector P M on M in order to realise that By union bound and considering the requirements of both propositions, this happens with probability exceeding 1−C(mp) −t , for some C > 0 and t ≥ 1, provided the strongest of the requirements of Prop. 4.2 in mp, n are met. Conditionally to this event, to prove the convergence of Alg. 2 with fixed step sizes µ ξ = µ and µ γ = µ m x 2 for some µ > 0 we need to show that, starting from (ζ 0 , β 0 ) and at each iteration, the distance with respect to the global minimiser decreases.
