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Abst rac t - - In  this paper, we suggest and analyze a new implicit method for solving mixed mono- 
tone variational inequalities. This method can be viewed as an extension of He's method [1] for 
solving monotone variational inequalities. @ 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
Variational inequality theory has appeared as an effective and powerful tool to study and inves- 
tigate a wide class of problems arising in pure and applied sciences including elasticity, optimiza- 
tion, economics, transportation, and structural analysis, see [2-12] and the references therein. 
An important and useful generalization of the variational inequalities is a class of mixed varia- 
tional inequality involving the nonlinear convex, proper and lower semicontinuous term. In the 
presence of this term, the projection method and its variant forms cannot be extended and mod- 
ified to study the existence of a solution of the mixed variational inequalities. To overcome this 
difficulty, Glowiski et al. [6] developed the auxiliary principle technique. For the applications of 
the auxiliary technique, see [7,8]. In this paper, we introduce a new method, which depends on 
the resolvent operator of the maximal monotone operator, see [9-11]. Using the resolvent oper- 
ator technique, we suggest an iterative algorithm for solving the mixed variational inequalities. 
The results proved in this paper are more general and include many previously known results as 
special cases. 
2. PREL IMINARIES  
Let H be a real Hilbert space, whose inner product and norm are denoted by (., ./ and II.H, 
respectively. Let T : H --* H be a continuous monotone nonlinear operator. Let 0~ denote the 
subdifferential of a proper, convex, and lower semicontinuous function ¢ : H --* R U {+c~}. It is 
well known that the subdifferential 0~ is a maximal monotone operator. 
Consider the problem of finding u 6 H such that 
(Tu, v - u) + ¢(v) - ¢(u) >_ 0, for all v E H. (2.1) 
Problem (2.1) is called the mixed variational inequality problem. For the applications, formula- 
tion, and numerical techniques, see [2-12]. 
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We remark that if K is a closed convex set in H and 
f 0, if u • K, 
I g (u )  (2.2) 
+oc, otherwise, 
is the indicator function of K,  then problem {2.1) is equivalent to finding u • K such that 
<Tu, v - u) > 0, for all v • K, (2.3) 
which is called the classical variational inequality introduced and studied by Stampacchia [14] 
in 1964. For the recent state-of-the art, see [1-12,14]. 
DEFINITION 2.1. (See [3].) For any maximal  monotone operator T,  the resolvent operator asso- 
ciated with T, for any constant p > O, is defined as 
JT(U) = ( I  ÷ pT) - l (u ) ,  for all v • H, 
where I is the ident i ty operator. 
LEMMA 2.1. 
i f  and only i f  
(See [3].) For a given z • H, u • H satisfies the inequality 
(u - z, v - u> + pC(v) - pC(u) _> 0, for all v • H, (2.4) 
u = J~(z ) ,  
where J¢ = ( I  + poe) -1  is the resolvent operator. Furthermore J¢ is nonexpansive, that is, for 
ali u, v E H ,  [[Jcv - Jcul[ <_ fly - u[I. 
REMARK 2.1. By taking z = v, u = J~v, and v = u in (2.4), we obtain 
<v - Jcv,  J cv  - u> + pC(u) - pC (Jcv) > 0. (2.5) 
This property of the resolvent operator J¢ plays an important part in obtaining our results. 
3. MAIN  RESULTS 
In order to obtain the main results, we need the following result, which can be proved by 
involving Lemma 2.1. 
LEMMA 3.1. The function u 6 H is a solution of (2.1) if  and only f lu  E H satisfies the relation 
u = J¢[u - pTu], (3.1) 
where J¢ = ( I  + poe) -1  is the resolvent operator. 
PROOF. Let u 6 H be solution of (2.1); then 
<Tu, v - u> + ¢(v) - ¢(u) _> 0, for all v 6 H, 
which can be written as 
<u - (u  - pTu) ,  v - u> + pC(v) - pC(u) > 0, 
u = J¢[u - pTu], 
which is equivalent to 
by invoking Lemma 2. i. ] 
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From Lemma 3.1, we see that the mixed variational inequalities (2.1) are equivalent to the 
fixed point problems (3.1). This alternate formulation is used to suggest he following iterative 
algorithm. 
ALGORITHM 3.1. For a given Uo • H, compute {un} by the iterative scheme 
un+l  = J¢ [Un - pTun] ,  n = O, 1 ,2 , . . . .  
For the convergence analysis of Algorithm 3.1, see [7], if the operator T is strongly monotone and 
Lipschitz continuous. 
In this paper, we develop an implicit method for solving mixed monotone variational inequal- 
ities of the type (2.1) following the techniques and ideas of He [1,14]. 
From Lemma 3.1, and for p = 1, we see that the mixed variational inequality (2.1) is equivalent 
to the resolvent equation (3.1), that is, to solve problem (2.1) is equivalent to finding a zero of 
the function 
R(u)  = u - J~[u - Tu] .  (3.2) 
For a constant 7 • (0,2), equation (3.2) can be written as 
u + Tu  = u + Tu  - 7R(u). 
This formulation can be used to suggest he following: a new implicit method for solving the 
mixed variational inequalities (2.1). 
ALGORITHM 3.2. For a given u0 • H, compute Un+l by the iterative scheme 
Un+l = Un +Tun - Tun+l  - 7R(un) ,  n = 0 ,1 ,2 , . . . .  (3.3) 
We remark that if ¢ is the indicator function of the convex set K in H, then the resolvent 
operator J~ = PK ,  the projection of H onto K. Consequently, relation (3.2) becomes 
Rg(u)  = u -- Pg[u  -- Tu] .  (3.4) 
and Algorithm 3.1 collapses to the algorithm of He [1], which he suggested for classical variational 
inequalities (2.3). 
ALGORITHM 3.3. For a given u0 • H, compute Un+l by the iterative scheme 
Un+l = un + Tun  - TUn+l  - 7RK (un) ,  
For the converges analysis of Algorithm 3.3, see [1]. 
If 7 -- 1, then the iterative scheme (3.3) can be written as 
un+1 = ( I  + T) -1 { J¢ [ I -  T] + T} (un) ,  
n = 0,1 ,2 , . . . .  
which can be considered as the operator splitting method [4]. It is clear that Algorithm 3.1 can 
be considered as an extension of the iterative methods of Douglas and Rachford [4] and He [1]. 
In order to study the convergence analysis of Algorithm 3.2, we need the following result. 
THEOREM 3.1. Let  ~ • H be a so lu t ion  o f (2 .1 ) .  I fT  : H --* H is a monotone  operator ,  then 
PROOF. 
(u  - fi + (Tu  - T f i )  R (u ) )  >_ [[R(u)ll 2, 
Since fi • H be a solution of (2.1), then 
<Ta, v - ~> + ¢(v)  - ¢(~)  > 0, 
for  all  u • H .  (3.5) 
for all v e H. (3.6) 
n = 0,1 ,2 , . . . ,  
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Taking v = J¢[u - Tu] in (3.6) and v : u - Tu ,  u : H in (2.5), we obtain 
<TH, J¢[u - Tu] - H) + ¢ (J¢[u - Tu]) - ¢(H) >_ 0, 
and 
(u - Tu  - J¢[u - Tu], J¢[u - Tu] - ~2) + ¢ (fi) - ¢ (J¢[u - Tu]) k O, 
Adding (3.7) and (3.8), we have 
(u - (Tu  - Tf i)  - g¢ [u - Tu], g¢ [u - Tu] - H) >_ O, 
which can be written as 
(R(u)  - (Tu  - TH) ,u  - a - R (u) )  >_ O, 
by using (3 .2 ) .  
From (3.9) by using the monotonicity of the operator T, we obtain 
(u - a + (Tu - TH), R(u))  > (R(u), R(u)) + (Tu - TH, u - H) 
> <R(u), R (u) ) ,  
which implies that 
(3.7) 
(3.8) 
(3.9) 
the required result. | 
and consequently, 
THEOREM 3.3. The approx imate  solut ion u,~+l obtained f rom A lgor i thm 3.2 converges to a 
solut ion H o f  the mixed variational inequai i ty  (2.1). 
PROOF. The method of proof is similar to that of He [1]. Let u be a solution of (2.1). From (3.10), 
it follows that 
oo 
)-:~ 7(2  - 7 ) I IR  (u . ) l l  2 < [l(u0 - u)  + (Tu0  - Tu) l l  2 
n=0 
lim R (un)  = 0. 
n--~(X) 
]](u,+l - H) + (Tun+l  - TH)[I 2 = II(un 
= II(u~ 
- 27  
< II(un 
- 27  
= II(u~ 
- H) + (Tun  - TH) - 7R (un)ll 2 
- H) + (Tun  - Tfi)ll 2 
( (un - H) + (Tun - TH), R(un))  + 7 2 IIR (un) l l  2 
- H) + (Tun  - TH)II 2 
II R (un)II 2 + 7 2 II R (un)II 2 , by  us ing  (3.5)  
- H) + (Tun  - TH)II 2 - 7 (2 - 7 )  IIR (un)l l  2 , 
(u - fi + (Tu  - T f i ) ,R (u) l  > ]]R(u)ll 2, 
the required result. | 
THEOREM 3.2. Let  ~ E H be the solut ion of  (2.1) and un+ l be the approx imate  solut ion obtained 
f rom A lgor i thm 3.2, then 
I I (u.+l - ~) + (TUn+l - Tfi)> II 2 < <11 (un - ~) + (Tun - T~)II 2 - 7(2 - 7) i lR(un) I I  2. (3.10) 
PROOF. Since fi 6 H is a solution of (2.1) and un+l satisfies relation (3.3), so 
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Let fi be the cluster point of (un} and the subsequence {unj} converges to ft. 
continuous, 
R ( f i )=  lim R(un j )  =0,  
j---* OO 
and ~ is a solution of the mixed variational inequality (2.1) and 
Since R(u) is 
II(Un+l - ~) + (Tu~+I - T~)]I 2 <_ N(u,~ - fL) + (Tun - Tfi)ll 2 
and the sequence {un} has exactly a cluster point and 
lim Un = f~, 
which is the solution of the mixed variational inequality (2.1). 
REMARK 3.1. Following the technique of He [1], one can easily show that  the implicit method 
is globally linear convergent. 
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