Given a video sequence acquired with a fixed camera, the generation of the stationary background of the scene is a challenging problem which aims at computing a reference image for a motionless background. For that purpose, we developed our method named LaBGen, which emerged as the best one during the Scene Background Modeling and Initialization (SBMI) workshop organized in 2015, and the IEEE Scene Background Modeling Contest (SBMC) organized in 2016. LaBGen combines a pixel-wise temporal median filter and a patch selection mechanism based on motion detection. To detect motion, a background subtraction algorithm decides, for each frame, which pixels belong to the background. In this paper, we describe the LaBGen method extensively, evaluate it on the SBI 2016 dataset and compare its performance with other background generation methods. We also study its computational complexity, the performance sensitivity with respect to its parameters, and the stability of the predicted background image over time with respect to the chosen background subtraction algorithm.
Introduction
Given a scene viewed from a fixed viewpoint, the problem of generating an image of the background is known as the background generation problem. The background is usually defined as the set of elements that are motionless or subject to periodic movements. An important particular case arises when the background is motionless for the duration of the whole sequence (i.e. the background is stationary). This paper focuses on this case, in which the background image is unique (see Fig. 1 ). The background generation problem has many applications, including the rendering of non-occluded views of monuments or landscapes that are difficult to capture in crowded places. The background subtraction problem is another application, well known in computer vision, that can benefit from the background generation (Cristani et al., 2010) .
Estimating the stationary background image is challenging, especially when the background is occluded by moving objects during long time periods. For example, a pixel-wise temporal median filter (denoted as median method for convenience hereafter) will not be able to produce the expected result when the → Fig. 1 . The generation of a stationary background image is a challenging task, especially when the background is never fully visible. The right image is an example of a stationary background reference image produced from a series of images (such as the ones on the left) by the LaBGen method.
background is visible for less than half of the time. Therefore, more sophisticated methods have been proposed in the literature (see the review of Maddalena and Petrosino, 2014) . To help clarifying the efficacy of the background generation methods, the SBMI workshop was organized by Maddalena and Bouwmans in 2015 , and the first complete benchmarking framework was provided. The original framework comprises a dataset, known as the Scene Background Initialization (SBI) dataset, with 7 video sequences and the corresponding ground truths, an evaluation methodology, and a library to compute a set of dedicated metrics.
Among the stationary background generation methods submitted to the SBMI workshop, our method (see Laugraud et al., 2015b) , named LaBGen, obtained the best performance; LaBGen was also ranked as first during the IEEE Scene Background Modeling Contest (SBMC) organized in 2016. It combines the principles of the median method with a mechanism to select patches based on motion detection. More specifically, the quantity of motion is estimated locally in each frame in order to keep the patches that contains the lowest quantities of motion.
In this paper, we present the LaBGen method extensively, evaluate it on the SBI 2016 dataset (which is an extension of the original one), and compare its performance to other background generation methods. We also study its computational complexity and the performance sensitivity with respect to its parameters. First, we provide an extended description of the method in Section 2. Section 3 describes the experimental setup. Section 4 presents the performance of the method with respect to its parameters. As optimizing the parameters for a given sequence is time consuming, we establish two sets of parameter values suitable for a wide range of applications. In Section 5, we analyze the questions related to the choice of an appropriate background subtraction algorithm, and the stability of the computed background image over time. Section 6 concludes the paper.
Description of the LaBGen method
The LaBGen method was first introduced in Laugraud et al. (2015b) . It comprises five steps:
1. To cope with difficulties due to short video sequences, the length of the input sequence is increased. The number of passes P is the parameter that controls the length of the augmented video sequence. 2. A motion detection is performed, frame per frame, to determine which pixels belong to the background. The parameter A identifies the used motion detection algorithm. 3. Based on the motion detection, the quantity of motion is estimated locally inside of spatial areas whose size is dependent on the parameter N. 4. The quantity of motion is then used to select locally the subset Ω of patches with the least motion. The amount of selected patches is given by the parameter S. 5. The stationary background image B is generated by applying the median method on the subsets of selected patches.
In the following sections, we detail these five steps.
2.1.
Step 1: Increasing the length of a video sequence The motion detection in the second step can be performed by a background subtraction algorithm. To detect motion, most background subtraction algorithms need a long series of images to be initialized and trained. During this period, whose optimal duration is driven by the video content, the motion detection is unreliable (e.g. presence of ghosts, as illustrated in Fig. 2) . Because of the presence of ghosts, bootstrapping, and other effects, the LaBGen background generation method, relying on algorithms of background subtraction for motion detection, would be unsuccessful for short video sequences. Therefore, it was suggested in Laugraud et al. (2015b) to increase the length of any input video sequence artificially by performing P Fig. 2 . Running through the video sequence several times helps in removing ghosts with some background subtraction algorithms. In this example, the ViBe algorithm has been initialized with frame 1 of the HighwayII sequence (a). Image (b) is the 446 th image of the sequence. Images (c), (d), (e), and (f) are the segmentation maps respectively returned during pass 1, 2, 3, and 5. As can be seen, several passes help to remove ghosts.
passes. An odd pass processes the input sequence in the forwards (chronological) order, while an even pass processes it in the backwards (reverse) order to ensure smooth transitions between the end of a pass and the beginning of a new one. In general, considering the input frames in a non-chronological order does not necessarily decrease the performance of background subtraction, and in some cases, it can improve the performance with respect to the forwards order, as shown in Laugraud et al. (2015a) . In the current implementation, P is always chosen to be odd to finish with a forwards pass. Let T be the initial number of frames in the original sequence. The length of the augmented video sequence is given by T = P (T − 1) + 1. If the t th frame is denoted by F t , the video sequence augmentation step lengthens the sequence in the following way:
Note that the first frame of the augmented video is not processed as no motion can be detected in this frame. However, it is used to initialize the motion detection algorithms. For convenience, the frames of the augmented video sequence are renumbered F 1 · · · F T , with T being the index of the last frame.
Step 2: Detecting motion
Different approaches exist to detect motion in a video sequence, such as optical flow or background subtraction. The computational cost of the former makes it unattractive; that is why we prefer to use background subtraction algorithms to detect motion. These algorithms decide, for each pixel p t x,y of a given frame F t (with (x, y) being the pixel coordinates, and t ∈ [2, T ]), whether it belongs to the foreground or the background of the scene based on motion detection. Typically, they maintain a model of the background, updated according to the content of the current frame and an updating strategy. To perform a classification, a segmentation strategy is applied. For each pixel, the features extracted from the current frame are compared to those stored in the model. This segmentation process results in a segmentation map m t associated to the current input frame F t with:
x,y is in the background, 1 if p t x,y is in the foreground.
(2) Note that, while most background subtraction algorithms use an internal representation for the background, LaBGen does not require any access to the model. Exploiting the internal model to derive a spatially coherent background image appeared to be complicated for some types of models. Moreover, the background generation method does not require the knowledge of the difference value before the thresholding operation. In other words, in the LaBGen method, the background subtraction algorithms (or any other technique that could be used to detect motion) are interchangeable for producing the required binary segmentation map for each input frame. Consequently, any background subtraction algorithm can be used, regardless of its model, updating strategy, and segmentation strategy. In the following, we use the parameter A to refer to the chosen background subtraction algorithm.
2.3.
Step 3: Estimating locally the quantity of motion To motivate the need for an estimation of the quantity of motion, let us underline that applying a pixel-wise median filter on all the values classified in the background to generate a stationary background image would not work when the background is rarely observable. Indeed, most background subtraction algorithms are optimized to have a low false detection rate, even if that leads to a high miss rate. Therefore, they do not guarantee that at least half of the values classified in the background belong to the background. In technical terms, there is no guarantee that the negative predictive value is larger than 0.5.
In order to adapt the inadequate behavior of background subtraction algorithms for our needs, we analyze the predictions made by an algorithm in a spatial area f i ⊆ F (with i being the index of the considered area), instead of considering a single pixel. More precisely, we compute q t i , the proportion of pixels classified in the foreground by the background subtraction algorithm in a given area f t i of a frame F t . This measure represents the quantity of motion in the considered area, and it estimates the probability of observing pixels corresponding to moving objects in that area. In our implementation, we arbitrarily divide the width w and height h of the image plane by the parameter N ∈ N + to create N × N non-overlapping patches, denoted by f i ⊆ F (with i ∈ 1, N 2 and i f i = F ), and whose width/height ratio is approximately identical to the w/h ratio of the original image. Then, we measure the quantity of motion in each patch of each frame as follows:
2.4.
Step 4: Selecting subsets of patches During the selection step, for every spatial area f i in the image plane, we build a subset Ω i of maximum S ∈ N + patches, S being a parameter of the method. The patches in the subset Ω i are selected among the set of candidate patches f
according to the quantities of motion q 2 i · · · q T i . It should be noted that selecting a restricted number of patches is essential for two reasons: (1) it bounds the memory usage, and (2) by keeping S patches, we avoid the problems related to a bias in determining q t i and finding an adequate threshold. The selection mechanism builds the subset Ω i iteratively, Ω t i being the subset of patches that are selected after processing t frames. We define the initial subset Ω 1 i = ∅. While t ≤ S + 1, the patches f i of the first processed frames (starting from the second one) are all selected:
After that, when t > S+1, we incorporate the candidate patch f share this quantity, we always remove the oldest patch. In summary, we build the subsets Ω t i as follows:
Note that the final set of selected patches Ω i is the subset of patches
Step 5: Generating the background image
With our method, an estimation of the stationary background B t can be generated after the processing of each frame F t . Once the sets of selected patches Ω t i have been built for every spatial area f i in the image plane, B t is constructed by applying a pixelwise median filter on the selected patches:
In particular, the final background image B corresponds to the stationary background generated after the processing of frame F T . In other words, B = B T . For multi-channel images, we arbitrarily compute the median on each channel independently. Fig. 3 provides an implementation of the LaBGen method in pseudo code. In this code, the sets of selected patches Ω i are lists of selected patches f for pass p ← 1 to P do while frames are available do if pass p % 2 = 1 then F ← get next frame in forwards order; else F ← get next frame in backwards order; if F is the first processed frame then initialize model of algorithm A with frame F ; continue; m ← segmentation map of frame F returned by A; update model of algorithm A with frame F ; 
Implementation of the method
foreach i ∈ [1, N 2 ] do f i ← patch in spatial area i of frame F ; m i ← patch in spatial area i of segmentation map m; q i ← # foreground classifications in m i # pixels in f i ; foreach pair ( f i , q i ) ∈ list of selected patches Ω i do if quantity of motion q i ≤ q i then insert ( f i , q i ) into list Ω i before ( f i , q i ); if #Ω i > S then remove last pair of list Ω i ; break; if #Ω i < S and pair ( f i , q i ) list Ω i then insert ( f i , q i ) at the end of list Ω i ; foreach list of selected patches Ω i do apply pixel-wise median filter on selected patches f i ∈ Ω i ;
Classification of the method
According to the taxonomy introduced in the survey by Maddalena and Petrosino (2014), the method is:
• Hybrid as we combine classifications made at the pixellevel by a background subtraction algorithm with a regionlevel selection process extracting patches with the lowest quantities of motion.
• Non-recursive as our method stores patches observed in the previous frames in sets during one or more passes, and directly derives the estimated background image by the application of a pixel-wise median filter.
• Selective as the pixel-wise median filter is applied on sets of selected patches.
Experimental setup
In this section, we present the experimental setup for our experiments. It consists in the SBI 2016 dataset presented in Section 3.1, and metrics used for the evaluation presented in Section 3.2. We also discuss the choice of 13 different background subtraction algorithms in Section 3.3.
The SBI 2016 dataset
The 2016 version of the SBI dataset (http://sbmi2015. na.icar.cnr.it/SBIdataset.html), provided by Maddalena and Petrosino (2015) , comprises 14 sequences listed in Table 1 . They originate from various other datasets and are provided with a ground truth image considered as the perfect stationary background estimation. Matlab code is also provided to compute the six metrics presented in Section 3.2. Table 1 . Description of the sequences of the SBI 2016 dataset. Each sequence (1 st column) is provided with the resolution (2 nd column), the number of frames (3 rd column), the number of frames Without Foreground objects (WF; 4 th column), the Mean Quantity of Motion (MQM; 5 th column) estimated from the segmentation maps returned by the oracle (see Section 3.3), and the ability of the median method to provide a background estimation that is acceptable visually (6 th column).
Sequence
Resolution Except for CQM, all the metrics are designed for monochromatic images. In practice, colors images are only evaluated on the luminance component Y. In this paper, we arbitrarily chose pEPs as our reference metric.
Background subtraction algorithms
In our experiments, we tested 13 background subtraction algorithms. As a huge number of algorithms are available these days (Bouwmans, 2014) , we decided to test a large panel of different models. The simplest algorithm, commonly called as frame difference (F. Diff.), thresholds the distance of colors between consecutive frames. As the noise is not temporally uniform, some algorithms use a probabilistic model estimating a statistical distribution of the background colors adapted over time. Thus, by supposing a Gaussian noise, the Pfinder (Wren et al., 1997) modeled the background with a Gaussian distribution whose mean and variance are adapted over time. Instead of estimating the mean, the Σ − ∆ algorithm (Manzanera and Richefeu, 2004) approximates the median using a behavior close to Σ − ∆ estimators. Stauffer and Grimson (1999) extended the idea of using a Gaussian distribution to exclude dynamic backgrounds from the foreground. By using a mixture of Gaussians, several modes can be combined and more than one background can be handled (MoG G.). Zivkovic (2004) improved this extension by adapting the number of distributions needed over time (MoG Z.). Goyat et al. (2006) presented VuMeter, which is a non parametric method estimating a probability mass function of the background colors from a temporal color histogram. A different approach, described by Heikkilä and Pietikäinen (2006) , leverages the idea of Stauffer et al. by using a mixture of LBP textures.
As an alternative, sample-based algorithms build their model by collecting features sampled over time. The KDE algorithm (Elgammal et al., 2000) collects a set of past color samples and estimates a non parametric statistical distribution by applying Parzen windows with a Gaussian kernel. The ViBe algorithm (Barnich and Van Droogenbroeck, 2011 ) uses a pure samplebased approach and random policies to sample observed background colors. Moreover, it incorporates a spatial propagation mechanism to ensure spatial consistency. Among others, some variants of ViBe have been developed by Hofmann et al. (2012) with PBAS which adapts the decision thresholds and update rates using controllers, and by St-Charles et al. (2015) with SuBSENSE (SuBS.) by associating the addition of adaptive parameters with the sampling of LBSP strings.
A different approach, based on self organization through artificial neural networks, has been proposed by Maddalena and Petrosino (2008) . Their algorithm, named SOBS, builds a neural map that associates each pixel to several HSV weight vectors. Its updating strategy is based on a spatio-temporal selective weighted running average.
For completeness, we designed an oracle algorithm leading to a perfect segmentation, according to the pEPs metric, by classifying a pixel in the foreground when the difference of luminance with the ground truth is larger than 20.
Regarding the implementations, the ViBe algorithm has been provided by its authors. The implementations of the other algorithms are in the BGSLibrary maintained by Sobral (2013) and have been used with their default set of parameters. We wrote the code of the oracle algorithm.
Performance evaluation
In order to assess the LaBGen method for a large set of parameters, an estimation of the background has been generated for each sequence of the SBI 2016 dataset using each combination of P = {1, 3, 5, ..., 29}, N = {1, 2, 3, . .., 50}, S = {1, 3, 5, ..., 201}, and the background subtraction algorithms A presented Section 3.3. Remember that, by construction, P is always an odd positive integer. Moreover, S is also chosen to be odd to avoid interpolated values in the median filter. The four parameters of our method (P, N, S, A) provide enough flexibility to obtain an almost perfect background estimation for any input video sequence. Therefore, in Section 4.1, we discuss the achievable performance when we choose a particular background subtraction algorithm A and optimize the (P, N, S) parameters. Then, we discuss the optimization of all four parameters (P, N, S, A) on a per sequence basis in Section 4.2. In Section 4.3, we compare the performances of LaBGen with that of other background generation methods. We analyze the computational complexity in Section 4.4 and provide a sensitivity analysis with respect to the parameters in Section 4.5. Note that LaBGen has been assessed on the SBMnet category-driven dataset (http://www.scenebackgroundmodeling.net) in Laugraud et al. (2016) .
Determination of the best average performance
To evaluate our method, we first tuned the parameters to achieve the best average performance. Table 2 provides the best set of (P, N, S) parameters, given a background subtraction algorithm A. These sets of parameters have been found by minimizing the pEPs score averaged over the sequences. Except for the oracle, all the metrics agree to rank the simple frame difference background subtraction algorithm as first. Moreover, it should be noted that, except for the MS-SSIM of some methods, all the results have been improved compared to the ones reported in Laugraud et al. (2015b) for the SBMI workshop. The reason is that a larger parameter space has been explored on an increased number of sequences.
If the results of the oracle are attractive, they are not achievable in practice as it uses the ground truth. Thus, to achieve the best average performance, we advise to use the frame difference algorithm with the following default set of parameters:
(P, N, S, A) default = (29, 4, 57, F. Diff.) .
Even though the use of the frame difference algorithm is surprising, we believe that it is particularly efficient in our context due to its total insensibility to its initialization (i.e. its insensibility to bootstrap). Because it returns the same motion information for any couple of frames at each pass, doubling both S and P keeps the median of the selected patches unchanged. Therefore, for a given N, the ratio S /P is the main factor influencing the performance when the frame difference algorithm is used. Noting that S and P are two odd positive integers, we might need to take large values of S and P to reach the optimal S /P ratio (especially if the optimal ratio is close to an even integer). This explains why we obtained P 1 in the default set of parameters.
For experimenting with other background subtraction algorithms (e.g. to compare the contribution of an untested background subtraction algorithm with the tested ones), we suggest the following universal set of parameters: . Performance boost, in terms of averaged pEPs on the 14 SBI 2016 sequences, due to various parameters optimization steps of our method. We consider the simple median method as the baseline . The performance of LaBGen with an unspecified background subtraction algorithm and the universal set of parameters (see Eq. 9) is better on average . An improvement is obtained with a suitable background subtraction algorithm (here, the frame difference with the default set of parameters; see Eq. 8) . A further improvement is obtained by keeping the frame difference and tuning the parameters for each sequence (see Table 3 ) . The best performance is reached when all the parameters are tuned for each sequence (see Table 3 ) . Table 3 . Best set of parameters per SBI 2016 sequence using the frame difference background subtraction algorithm (left table) , and the best background subtraction algorithm A (right table) . Each set of (P, N, S) and (P, N, S, A) parameters has been obtained by minimizing the pEPs score. Note that the best performance appears in the right GT Fig. 5 . Results obtained for the sequences of the SBI 2016 dataset (an arbitrary frame is shown on the 1 st row) with the median method (2 nd row), our method with the default (3 rd row; see Eq. 8) and per sequence optimized (4 th row; see Table 3 ) sets of parameters, and the ground truth (5 th row).
that minimizes the average pEPs metric ( 6.52%) on the 14 sequences of the SBI 2016 dataset and with the 13 tested background subtraction algorithms. We compare the performance of the LaBGen method using the universal set of parameters and the default set of parameters in Fig. 4 and Table 2 . Fig. 5 shows the background images generated for the SBI 2016 dataset using the default set of parameters (see Eq. 8).
Although several results are visually almost perfect (even for the highly cluttered sequences Foliage and People&Foliage), a few imperfections appear for some sequences. For exam-ple, shadows occur in the Board and Snellen sequences, and some patches differ by being darker than other ones in the background images. This suggests that selecting patches without any temporal constraint or appropriate blending paradigm is problematic to handle shadows and illumination changes properly. The robustness to stationary foreground objects is challenged with the four sequences CaVignal, Hall&Monitor, Candela_m1.10, and CAVIAR1. Our method applied on CaVignal and Hall&Monitor produces results that are visually perfect. For the Candela_m1.10 and CAVIAR1 sequences, a silhouette is still partially visible in the estimated background. In fact, LaBGen used with the frame difference is not always able to remove foreground objects that remain static for a long period of time. Another background subtraction algorithm, able to keep such objects in the foreground, is needed to avoid their inclusion into the estimated background. For the HighwayI sequence, camera jitter creates some patch misalignments since our method lacks of a motion compensation mechanism. Finally, as the frame difference algorithm is unable to handle large changes, the LaBGen method fails to produce a usable background estimation for the very short Toscana sequence. Despite of these drawbacks, our method with the default set of parameters succeeds where more complicated methods, such as those assessed by Maddalena and Petrosino (2015) , fail.
Optimizing the performance per sequence
Although the default set of parameters of Eq. 8 leads to a good performance in average (pEPs 1.40%), we can produce almost perfect results on a per sequence basis. Table 3 provides, given a video sequence of the SBI 2016 dataset, the best set of (P, N, S, A) parameters according to the pEPs metric. Except for the AGE, PSNR and CQM metrics evaluated on the Hall&Monitor sequence, all the metrics have been improved compared to the results reported in Laugraud et al. (2015b) for the SBMI workshop. Moreover, it is interesting to observe that the (P, N, S) = (1, 1, 1) set of parameters is the best suited for Foliage and Snellen, as these sequences are the only ones containing frames never occluded with foreground objects (see Table 1 ). Finally, as using the frame difference algorithm provides the best performance in average (see Section 4.1), one can compare the performance of the LaBGen method used with the sets of (P, N, S, A) parameters optimized per sequence, and the sets of (P, N, S, F. Diff.) parameters optimized per sequence, in Fig. 4 and Table 3.
Comparison to other background generation methods
To complete the performance evaluation of our method, we compared LaBGen to 6 state-of-the-art background generation methods. Among these methods, Photomontage (Agarwala et al., 2004 ) combines a series of images with respect to an objective function optimized with graph-cuts; for the background generation problem, the objective is the maximum likelihood. RSL2011 (Reddy et al., 2011) estimates the background in a Markov Random Field framework, where the optimal labeling solution is computed iteratively. Instead of formulating an optimal labeling problem, the WS2006 (Wang and Suter, 2006) method looks for the most reliable sub interval of stable intensities for each pixel, and takes its mean as the background value. In comparison to SOBS (see Section 3.3), SC-SOBS (Maddalena and Petrosino, 2012 ) adds a spatially coherent updating strategy providing further robustness against false detections; the background of a given pixel is extracted by choosing the closest weight vector to the ground truth. BGWiS (De Gregorio and Giordano, 2015) uses a weightless neural network, called WiSARD rp , based on a network of memory nodes composed of several cells. For each pixel, the stimulated cells are increased by a reward while the other ones are decreased by a punishment. The background is then reconstituted from the cells associated to the greatest values. Finally, Sobral et al. (2015) apply a matrix completion algorithm on areas that are in motion. According to these authors, the LRGeomCG matrix completion algorithm performs the best for their method. Table 4 reports the pEPs scores achieved by LaBGen and the background generation methods described above. Note that we provide results for the subset of 7 sequences composing the SBI 2015 dataset as no data is available for the whole SBI 2016 dataset yet. One can observe that LaBGen used with sets of parameters optimized per sequence is ranked first, and above RSL2011, which was the main challenger of our method during the SBMI workshop. Moreover, LaBGen achieves the best scores for 5 sequences, with an equality with RSL2011 for CaVignal, and Photomontage for Foliage. Although SC-SOBS performs better on the HighwayI and HighwayII sequences, it should be noted that this method uses the ground truth as an input. Except for the SC-SOBS method, LaBGen is better for these two sequences too.
When it uses its default set of parameters, LaBGen is ranked third. Although it is ranked below RSL2011, LaBGen performs better for 4 sequences, equally for CaVignal, but it is penalized by its score on the Snellen sequence. Remarkably, LaBGen with the default set of parameters achieves the best score for 4 out the 7 sequences, compared to other state-of-the-art methods. In addition, only SC-SOBS is better than our method for the HighwayII sequence. Note that for the CaVignal and Foliage sequences, the default set of parameters suffices to reach the best achievable score.
Computational complexity
The computational complexity of the LaBGen method can be derived by considering its different steps:
1. The first frame is only used to initialize the background subtraction algorithm A. The complexity of this operation is O(C A i ), with C A i being the initialization cost of A. 2. The motion detection (see Eq. 2) is applied for each frame.
Its complexity is O(PTC A s ), with P being the number of passes, T the number of frames of the input sequence, and C A s the cost for algorithm A to segment one frame. 3. The local estimation of the quantity of motion (see Eq. 3) requires to work with each pixel of each frames. Therefore, its complexity is O(PT hw), with h (resp. w) being the height (resp. width) of the input sequence. 4. In the worst case, selecting subsets of patches requires S comparisons for each area of the encountered frames (see Eq. 5). Thus, the computational complexity of this step is O(PT SN 2 ). Maddalena and Petrosino (2015) , and the other ones from the corresponding papers. The methods are ranked according to the pEPs score averaged over the 7 sequences. LaBGen is first using sets of parameters optimized per sequence, and third with its default set of parameters. Table 5 . Run times of LaBGen on five SBI 2016 sequences using the default set of parameters (see Eq. 8), and the same set but with a constrained parameter P = 1, N = 1, or S = 1. The times have been averaged over 100 executions on an Intel Core i7-4790K of an implementation that can still be sped up. Note that P is the main parameter influencing the run time.
Time (in ms)
Sequence Resolution Frames Default Default Default Default 5. In our implementation (see Section 2.6), the pixel-wise median filter (see Eq. 6) is applied only once, at the end of the process. Using a selection algorithm, the cost to find the median among S values is linear in average O(Shw).
Considering this decomposition, the overall complexity of LaBGen, in the worst case, can be expressed as:
In practice, with an Intel Core i7-4790K, a mean pixel throughput of 239×10 6 pixels/s has been measured according to 100 executions on each SBI 2016 sequence using the default set of parameters. Table 5 provides examples of run times which are better than real-time for most sequences.
Sensitivity analysis
To have a better insight on the performance of the LaBGen method, we study its sensitivity according to pEPs, when the parameters vary around the best sets of (P, N, S) parameters tuned for each background subtraction algorithm A (see Table 2 ). This sensitivity is illustrated graphically in Fig. 6 . We observe that the augmentation step described in Section 2.1, and the local estimation of the quantity of motion described in Section 2.3 are critical elements of LaBGen. Indeed, for most background subtraction algorithms, the best average performance is reached after several passes (when P > 1), and when the quantities of motion are estimated inside large patches (when N is small) rather than for pixels individually (when N is very large). More specifically, the N value leading to the best performance in average is comprised between 1 and 4. The fact that, as long as N increases and the patch size reduces to a pixel, the oracle performs better, tends to prove that an imperfect motion detection needs a spatial compensation mechanism, and that LaBGen tends to an almost perfect performance if a flawless motion detection is used. Regarding the parameter S, the stability of the performance can be significantly different from one background subtraction algorithm to another. For instance, the performance remains stable on large ranges using the frame difference, while a step away from the local optimum is severely penalized with other algorithms such as ViBe. Note that in addition to the algorithm being used, the parameter S is strongly dependent on the scene as S = 1 implies that the full background can be observed, free of foreground objects, at least once for each patch. However, S > 1 means that several patches must be combined in order to generate the background in the different spatial areas.
For some parameters, a trade-off between performance and computational cost is possible. For instance, using A = F. Diff., the number of passes can be dropped from P = 29 to 5 with no significant performance loss ( 0.36%). This can be useful for embedded devices as, according to Section 4.4, a high number of passes is the main bottleneck of the run time. Trade-offs are also possible between the selected background subtraction algorithm and the S parameter. For example, using KDE, the number of selected patches can be dropped from S = 177 to 95 with no significant performance loss ( 0.21%). However, a decrease of S is unacceptable using the SOBS algorithm. Such trade-offs seem impossible for the parameter N since the performance quickly drops for a non optimal value.
On the choice of a background subtraction algorithm
Selecting the best background subtraction algorithm to produce a valuable motion detection for the LaBGen method is a difficult task for different reasons. One problem is that, as shown in Fig. 7 , there is no negative correlation between the F 1 performance of a background subtraction algorithm (which is the favored metric in the field of background subtraction) and the pEPs performance of LaBGen using this algorithm.
Another important characteristic to consider for the choice of a background subtraction is the resulting stability of the predicted background image over time. To study that stability for a given video sequence of the SBI 2016 dataset, we compute the pEPs score for all the predicted background images B t after Table 2 ). The local optimum reached using a given algorithm A is indicated by a circle. Our baseline is the median method -. (Wang et al., 2014) , and the mean performance of the LaBGen method using the best sets of (P, N, S) parameters tuned for each algorithm A (values are taken from the right table of Table 2 ). As can be seen, there is no obvious relationship between the increase of the F 1 score and the decrease of the pEPs.
each number of frame comprises between 2 and T (see Eq. 6). By doing so, we observed that some background subtraction algorithms require the presence of precise events in the video sequence to help in finding a correct background image (e.g. the observation of frames free of foreground objects). However, as soon as one new frame is processed, this estimation is directly degraded. Fig. 8a illustrates the evolution of the pEPs score for three background subtraction algorithms applied on the Board sequence. One observes that while LaBGen quickly converges towards a good and stable background estimation with the oracle and the frame difference, it never stabilizes its result with VuMeter. This observation raises several questions such as: is a result stable or related to a precise event appearing at the end of a sequence? If events are reorganized in a sequence, will the result be as good as the original one? Or simply, can we trust a result? To provide an insight on theses questions, we made a box plot illustrating the mean variation of the pEPs score over time, for each background subtraction algorithm presented in Section 3.3. As shown in Fig. 8b , it turns out that VuMeter, PBAS, and SuBSENSE tend to lead to unstable background images. Note that even though the stability of the frame difference, KDE, MoG Z., and ViBe algorithms is close to zero in average, there exist some outliers showing that these algorithms are unsuited for at least one sequence. Finally, we observed in Table 3 that the best background subtraction to be used in our method depends on the considered video sequence. However, the precise relationship between the properties of the video sequences and the characteristics of the background subtraction algorithms is still to be understood (Piérard and Van Droogenbroeck, 2015) . Relating to the question of the selection of the background subtraction algorithm, a blind approach that tests several background subtraction algorithms, is the only option in this work.
Conclusion
In this paper, we present the LaBGen stationary background generation method, first introduced in Laugraud et al. (2015b) . This method is simple, flexible, fast, and it performs almost perfectly on the video sequences provided in the SBI 2016 dataset. Moreover, we provide an open source C++ implementation at http://www.telecom.ulg.ac.be/labgen.
An essential component of LaBGen is its flexible motion detection mechanism, based on interchangeable background subtraction algorithms. Comparisons with 13 background subtraction algorithms show that, although it is counterintuitive, there is no obvious correlation between the known performance of an algorithm and the quality of the background estimation based on it. In particular, one of the most obvious background subtraction algorithm, namely the frame difference, provides a more valuable information for our method than many state-ofthe-art algorithms. Another point to consider is that only some background subtraction algorithms guarantee a stable background image with respect to the length of the sequence or the number of passes.
While our results show the importance of tuning the selection of the background subtraction algorithm as well as the other parameters of our method, we suggested two sets of parameters: a default set of parameters, and a universal set of parameters when one wants to test the contribution of an untested background subtraction algorithm. P a s s 1 P a s s 2 P a s s 3 P a s s 4 P a s s 5 P a s s 6 P a s s 7 P a s s 8 P a s s 9 P a s s 1 0 P a s s 1 1 P a s s 1 2 P a s s 1 3 P a s s 1 4 pEPs (lower is better) (a) Evolution of the pEPs score obtained for the Board sequence when an estimation of the background is generated after each frame using the frame difference -, VuMeter -, and oracle -algorithms. . With some background subtraction algorithms, the generated background image might not converge while processing the frames of the augmented video sequence. These results were obtained with the parameters optimized per sequence (minimizing the pEPs score).
