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Abstract
Let F be a finite field, and let R be an affine F -algebra which is a domain of Gelfand–Kirillov
dimension smaller than 3. Let m,n be natural numbers. Assume that x ∈ R is transcendental over F
and y1, . . . , yn ∈ R are such that
∑
i,jm αi,j xiykxj = 0, for some αi,j ∈ F (not all equal to 0) and
each k  n. It is shown that either R satisfies a polynomial identity or else the subalgebra of R gen-
erated by y1, y2, . . . , yn and x has Gelfand–Kirillov dimension 1. From this we deduce that a finitely
generated domain over F with quadratic growth and with an infinite centre satisfies a polynomial
identity (is a PI domain). Moreover, the centralizer of a non-algebraic element in a finitely generated
domain with quadratic growth over finite field is a PI domain.
 2005 Elsevier Inc. All rights reserved.
1. Introduction
We investigate the structure of domains of Gelfand–Kirillov (GK) dimension 2. By
Bergman’s gap theorem [6], there do not exist rings of GK dimension strictly between
1 and 2. A theorem of Small and Warfield [16] asserts that an affine prime algebra R
over a field F of GK dimension 1 is a finite module over its centre, and that its centre
is a finitely generated F -algebra of GK dimension one. It is extended by the theorem of
Small, Stafford and Warfield (see [15]), according to which every affine algebra R of GK
dimension 1 satisfies a polynomial identity. The structure of domains of GK dimension 2E-mail address: agatasm@impan.gov.pl.
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best understood [1]. In this paper we study non-graded domains of GK dimension 2 over
finite fields. We state our main result.
Theorem 1. Let F be a finite field, m,n be natural numbers and let R be a finitely
generated F -algebra which is a domain of GK dimension smaller than 3. Let x ∈ R be
transcendental over F , and let r1, . . . , rn ∈ R, be such that ∑i,jm αi,j xirkxj = 0, for
some αi,j ∈ F (and not all αi,j equal to 0) and each k  n. Let A be the subalgebra of R
generated by r1, . . . , rn and x. Then either R satisfies a polynomial identity or A has GK
dimension 1.
Observe that, by Jacobson’s theorem [9, p. 26], a finitely generated domain over a finite
field which is not itself a finite field must have some element which is not algebraic over F .
A result of Bergman [5] says that the centralizer of a non-scalar element in a free as-
sociative with identity over a field F has the form F [z] for some non-scalar z from this
algebra. Burnchall and Chaundy investigated centralizers of the first Weyl algebra [7]. Re-
cently, Bell and Small [4] proved that given an finitely graded Goldie non-PI domain of
GK dimension 2 over an algebraically closed field, the centralizer of a non-scalar element
of this domain is an affine commutative domain of GK dimension 1. There are many other
results which say, that the centralizer of some element is close to a polynomial ring (for
example [11,12]). We briefly examine centralizers in algebras with quadratic growth over
finite fields:
Theorem 2. Let F be a finite field, and let R be a non-PI affine F -algebra which is a do-
main with quadratic growth, and let x ∈ R be transcendental over F . Then the centralizer
C of x is a PI domain. Moreover, the quotient ring of C is a finitely dimensional vector
space over F(x)—the field of rational functions in the indeterminate x.
As a corollary, we obtain the following theorem.
Theorem 3. Let F be a finite field, and let R be an affine F -algebra which is a domain
with quadratic growth. If the center of R is infinite then R is PI.
Zhang and Smith [17] showed that if A is a finitely generated non-PI domain and C is
the center of A then GK DimC GK DimA− 2. Notice, that there are infinite F -algebras
of GK dimension 0, for example the algebraic closure of F , so Theorem 3 is not a conse-
quence of Smith and Zhang’s result.
We do not know answers to the following open questions:
Question 1. Let R be an affine algebra over a finite field which is a domain of GK dimen-
sion smaller than 3. Does it follow that R is PI?
Question 2. Let R be an affine algebra over a field which is a domain of GK dimension
smaller than 3. Does it follow that R has quadratic growth?
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to be
GK Dim(A) = lim
n→∞ logn
(
dim
(
V n
))
where V is a finitely dimensional F -subspace of A which contains 1A and generates A
as a F -algebra (see [13]). In the case that A is not affine the GK dimension of A is the
supremum of the GK dimensions of all affine subalgebras of A.
We say that a F -algebra R has quadratic growth if there is a constant c and a generating
subspace V of R such that dimF (V + V 2 + · · · + V n) < cn2 for all n > 0. In particular,
GK Dim(R) 2. Note that R may be not graded.
All rings considered in this paper are algebras over a field and generally with a unit
unless stated otherwise.
2. Polynomials over algebraic function fields
Let K be a field. We write K[x] for the polynomial ring in one indeterminate x over K ,
and K(x) for the field of rational functions in the indeterminate x. K[y, z] denotes the
polynomial ring in two commuting indeterminates y, z over K . K(z)[y] denotes the poly-
nomial ring in the indeterminate y over the field K(z).
Let f be an irreducible polynomial with coefficients in K . We say that f is separable
over K if in every splitting field of f , f factors into distinct linear factors. Let M be a
finite-dimensional extension of a field F . It is well known (cf. [10, Theorem 24]) that M
is a separable over F and M is a splitting field over F if and only if M is a splitting field
over F of a polynomial whose irreducible factors are separable.
We say that h(y) ∈ F [y] is square-free if f (y) has pairwise distinct roots as a polyno-
mial in indeterminate y over the field F .
In particular, h(y) ∈ K(z)[y] is square-free if f (y) has pairwise distinct roots as a
polynomial in indeterminate y over the field K(z).
Lemma 1. Let K be a field, R be a K-algebra, and let x ∈ R be transcendental over K .
Let f (y) ∈ K(x)[y] be not divisible by any non-constant polynomial from K[y]. If ξ is a
root of f (y) then ξ is transcendental over K .
Lemma 2. Let K be a field, and let R be a K-algebra. If x, z ∈ R are not algebraic
over K and f (y) = ys+1 −∑si=0 yifi(z) is a square-free polynomial from K(z)[y] then
g(y) = ys+1 −∑si=0 yifi(x) is a square-free polynomial from K(x)[y].
Proof. Our proof starts with the well-known observation that if F is a field and f (y) ∈
F [y] then f is square-free if and only if the greatest common divisor of polynomials
f (y) and f ′(y) is equal to 1 (see [10, Theorem 22]). Taking into account that x and z are
transcendental over K , and applying the Euclidean algorithm first to f (y) and f ′(y) and
′then to g(y) and g (y), we infer that g(y) is square-free. This is the desired conclusion. 
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Let f (y), g(y) ∈ K(x)[y] be square-free, and let f (y) = ys+1 −∑si=0 yifi(x), g(y) =
yp+1 −∑pi=0 yigi(x) where fi(x), gi(x) ∈ K(x). We assume that g(y) is not divisible by
any non-constant polynomial from K[y]. Let d0, d1, . . . , dp be roots of g(y). Then hj (y) =
ys+1 −∑si=0 yifi(dj ) is a square-free polynomial from K(dj )[y], for each j . Moreover,
if γ is a root of hj (y) for some j , then γ is separable over K(x).
Proof. Since g(y) is square-free, L = K(x)[d0, d1, . . . , dp] is a separable field extension
of K(x). Fix j  p. Lemma 1 shows that dj is transcendental over K . Taking into account
that f (y) is square-free, we infer from Lemma 2 that hj (y) is square-free. Let γ0, γ1 . . . , γs
be roots of hj (y). We see that M = L[γ0, γ1, . . . , γs] is a separable field extension of L.
It is well known (see [10, Theorem 47]) that if F ⊆ L ⊆ M , L is separable over F and
M is separable over L (all extensions are finite-dimensional), then M is separable over F .
Setting F = K(x), L = K(x)[d0, d1, . . . , dp], M = L[γ0, γ1, . . . , γs], we conclude that
M is a separable field extension of K(x). Therefore each γi is separable over K(x). The
lemma follows. 
Lemma 4. Let f (y, z), h(y, z) ∈ K[y, z] and f (y, z) =∑iξ yifi(z), for some fi(z) ∈
K[z] and h(y, z) = ∑iξ ′ hi(y)zi , for some hi(y) ∈ K[y]. Then there are g1(y, z),
g2(y, z) ∈ K[y, z] such that g1(y, z)f (y, z) + g2(y, z)h(y, z) = c(y, z)t (z)l(y) where
t (z) ∈ K[z], l(y) ∈ K[y] and c(y, z) =∑iξ,jξ ′ τi,j yizj for some τi,j ∈ K .
Proof. Let d(y, z) ∈ K(z)[y] be the greatest common divisor of polynomials f (y, z),
h(y, z) as polynomials in indeterminate y over the field K(z). We may assume that
d(y, z) is monic. Then λ1(y)f (y, z) + λ2(y)h(y, z) = d(y, z), for some λ1(y), λ2(y) ∈
K(z)[y]. Let t (z) ∈ K[z] be a polynomial of minimal possible degree such that c(y, z) =
d(y, z)t (z) ∈ K[y, z]. Write c(y, z) =∑ie,je′ ηi,j yizj . Then we have p1(z)f (y, z) =
c(y, z)k1(y, z) for some p1(z) ∈ K[z], k1(y, z) ∈ K[y, z]. This gives e  ξ . Simi-
larly, p2(z)h(y, z) = c(y, z)k2(y, z) for some p2(z) ∈ K[z], k2(y, z) ∈ K[y, z]. Applying
Lemma 1, because t (z) is of minimal possible degree, we conclude that the roots of
polynomial c(z) = c(y, z) (as a polynomial in indeterminate z over the field K(y)) are
transcendental over K . Therefore k2(y, z)/p2(z) ∈ K(y)[z], which implies e′  ξ ′, as re-
quired. 
3. Algebras over arbitrary fields
Let K be a field and R be a K-algebra which is a domain with GK Dim(R) < 3. By
Jategaonkar’s theorem, a domain of finite GK dimension is automatically an Ore domain
[13, p. 48]. Let Q(R) be the quotient ring of R. Pick some element x ∈ Q(R) which is
transcendental over K . Let r ∈ Q(R) and
c∑
xirfi(x) = 0i=0
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ated to this equation
f (y) =
c∑
i=0
yifi(z).
Given hi(z) ∈ K(z), h(y) =∑ci=0 yihi(z) and r ∈ Q(R) we define hr ∈ Q(R) by
hr =
c∑
i=0
xirhi(x).
One readily check that given r and h(y), hr is uniquely determined.
Lemma 5. Let r ∈ Q(R), and let h1(y), h2(y) ∈ K(z)[y] be monic polynomials such that
h1r = h2r = 0. Let h(y) ∈ K(z)[y] be the greatest common divisor of polynomials
h1(y) and h2(y). Then hr = 0.
Proof. K(z) is a field, and consequently there are g1(y), g2(y) ∈ K(z)[y] such that
g1(y)h1(y)+ g2(y)h2(y) = h(y). This yields hr = g1h1r + g2h2r = 0. 
Lemma 6. Let r ∈ Q(R). If f (y),h(y) ∈ K(z)[y] and f (y) = h(y)g1(y)g2(z) for some
g1(y) ∈ K[y], g2(z) ∈ K[z] then f r = 0 if and only if hr = 0.
Proof. Observe that f r = g1(x)hrg2(x). Since Q(R) is a division algebra and x is
not algebraic over K , we have f r = 0, and the proof is complete. 
Lemma 7. Let r1, r2 ∈ Q(R), and let h1(y), h2(y) ∈ K(z)[y] be square-free polynomials,
such that h1r1 = h2r2 = 0. Then there is a square-free polynomial h(y) ∈ K(z)[y]
such that hα1r1 + α2r2 = 0, for all α1, α2 ∈ K .
Proof. By Lemma 6 we may assume that h1(y) and h2(y) are monic polynomials. Let
h(y) ∈ K(z)[y] be the least common multiple of polynomials h1(y) and h2(y). Then
h(y) is square-free and hr1 = hr2 = 0. Therefore, f α1r1 + α2r2 = α1f r1 +
α2f r2 = 0, as claimed. 
Lemma 8. Let r1, r2 ∈ Q(R), and let f (y), g(y) ∈ K(z)[y] be square-free polynomials
which satisfy f r1 = gr2 = 0. Then there is a square-free polynomial h(y) ∈ K(z)[y]
such that hr1r2 = 0.
Proof. By Lemma 6, we may assume that f (y) and g(y) are monic polynomials not di-
visible by any non-constant polynomial from K[y]. Let f (y) = ys+1 − ∑si=0 yifi(z),∑
g(y) = yp+1 − pi=0 yigi(z), where fi(z), gi(z) ∈ K(z). Since f r1 = 0, we have
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matrix equations
x[1, x, . . . , xs]r1 = [1, x, . . . , xs]r1A1 and x[1, x, . . . , xp]r2 = [1, x, . . . , xp]r2A2
where
A1 =


0 0 0 . . . f0(x)
1 0 0 . . . f1(x)
0 1 0 . . . f2(x)
...
...
. . .
...
0 0 0 . . . fs(x)


and A2 =


0 0 0 . . . g0(x)
1 0 0 . . . g1(x)
0 1 0 . . . g2(x)
...
...
. . .
...
0 0 0 . . . gp(x)


. (1)
Let I denote the identity matrix. The characteristic polynomial of A1 is det(A1 − yI) =
(−1)s+1(ys+1 −∑si=0 yifi(x)) and the one of A2 is det(A2 − yI) = (−1)p+1(yp+1 −∑p
i=0 yigi(x)). Since x is transcendental over K , we see that det(A1 − yI) has pairwise
distinct roots (by Lemma 2). It is well known that the roots of the characteristic polynomial
are the eigenvalues of the matrix. Therefore A1 has pairwise distinct eigenvalues. It follows
that A1 is a diagonalizable matrix. An analogous argument shows that A2 is diagonalizable.
Consider vector (with (s + 1)(p + 1) coefficients)
v = [r1[1, x, . . . , xp]r2, xr1[1, x, . . . , xp]r2, . . . , xsr1[1, x, . . . , xp]r2].
Observe that xv = vP where
P =


0 0 0 . . . f0(A2)
I 0 0 . . . f1(A2)
0 I 0 . . . f2(A2)
...
...
. . .
...
0 0 0 . . . fs(A2)


(2)
and I is the (p + 1) × (p + 1) identity matrix. This follows from the fact that
f˜ (x)[1, x, . . . , xp]r2 = [1, x, . . . , xp]r2f˜ (A2) for every f˜ (x) ∈ K(x) (see the proof of
Theorem 8 for details). Observe that A2 is similar to
D =


d0 0 . . . 0
0 d1 . . . 0
...
...
. . .
...

 (3)0 0 . . . dp
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i=0 yigi(x)) (hence di = dj for i = j ). Thus P is similar to


0 0 0 . . . f0(D)
I 0 0 . . . f1(D)
0 I 0 . . . f2(D)
...
...
. . .
...
0 0 0 . . . fs(D)


. (4)
It follows that P is similar to


P0 0 . . . 0
0 P1 . . . 0
...
...
. . .
...
0 0 . . . Pp

 , (5)
where Pj is (s + 1)× (s + 1) matrix such that
Pj =


0 0 0 . . . f0(dj )
1 0 0 . . . f1(dj )
0 1 0 . . . f2(dj )
...
...
. . .
...
0 0 0 . . . fs(dj )


. (6)
Lemma 3 shows that polynomial ys+1 −∑si=0 yifi(dj ) ∈ K(ξ)[y] is square-free, and so
it has pairwise distinct roots. Taking into account that the characteristic polynomial of Pj
is det(Pj − yI) = (−1)s+1(ys+1 −∑si=0 yifi(dj )), we infer that matrix Pj has pairwise
different eigenvalues. In consequence, Pj is diagonalizable, for each j , and so P is diag-
onalizable. According to Lemma 3 each root of det(Pj − yI) is separable over K(x). Let
t (y) ∈ K(x)[y] be the minimal polynomial of P . We may assume that t (y) is monic. Since
P is diagonalizable, it follows that t (y) = t1(y) . . . tk(y), where t1(y), . . . , tk(y) ∈ K(x)[y]
are pairwise distinct irreducible, monic polynomials over K(x). By Hamilton’s theorem
t (y) divides the characteristic polynomial of P , i.e., det(P − yI) =∏si=0 det(Pj − yI).
Roots of det(P − yI) are separable over K(x), and hence t (y) ∈ K(x)[y] is square-free.
Let t (y) =∑ηi=0 yiwi(x) where wi(x) ∈ K(x). Since every matrix satisfies its minimal
polynomial,
∑η
i=0 P iwi(x) = 0. Lemma 2 yields that h(y) =
∑η
i=0 yiwi(z) ∈ K(z)[y]
is square-free. We aim to show that hr1r2 = 0. We know that xv = vP . This gives∑η
i=0 xivwi(x) =
∑η
i=0 vP iwi(x) = v(
∑η
i=0 P iwi(x)) = [0, . . . ,0]. The first coefficient
in the vector v is r1r2, which yields
∑η
i=0 xir1r2wi(x) = 0. Therefore hr1r2 = 0, as
claimed. 
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Theorem 4. Let K be a field, and let A be a K-algebra which is a domain with
GK Dim(R) < 3. Let r1, r2, . . . , rm ∈ A, and let R be the subalgebra of A generated
by r1, r2, . . . , rm and x. If there are square-free polynomials h1(y), h2(y), . . . , hm(y) ∈
K(z)[y] such that hiri = 0 for each i then for every r ∈ R there is a square-free polyno-
mial h(y) ∈ K(z)[y] such that hr = 0.
4. Combinatorics of words
In this section we assume that:
1. K is a field, and R is a K-algebra which is a domain with GK Dim(R) < 3. Q(R) is
the quotient ring of R.
2. R is generated by elements a1, a2, . . . , an and x. We denote
V = spanK {x, a1, . . . , an},
3. We denote Rn =∑ni=0 V i, where V 0 = K .
4. Element x ∈ R is not algebraic over K .
5. K(x)V = VK(x).
6. By card(S) we denote the cardinality of S.
We recall Lemma 2.4 from [13, pp. 17].
Theorem 5 [13, Lemma 2.4]. Let W be a subset of the free semigroup X = 〈x1, x2, . . . ,
xn+1〉, such that each subword of a word in W also belongs to W . If for some integer d > 0
the set W contains at most d words of length d , then W contains at most d3 words of length
h for any h d .
Lemma 9. Let Assumptions 1–6 hold. Then there is a natural number ξ and sets Si ⊆ Ri ,
consisting of monomials, with card(Si) < ξ such that Ri ⊆∑ij=0 SiK(x) for each i.
Proof. We induce the following order on the generators of R: a1 > a2 > · · · > an > x. Let
> be the corresponding deg-lex order on the monoid M generated by a1, . . . , an and x. Let
W be the least subset of M such that every monomial v ∈ R, v /∈ W can be written as a
finite sum
v =
∑
u<v, u∈W
fu(x)∈K(x)
ufu(x).
Note that W = W0 ∪W1 ∪W2 ∪ · · · , where Wi ⊆ V i , for each i. Denote W˜i = WiK(x) =∑ ∑{ wr: w ∈ Wi, r ∈ K(x)}. The minimality of W ensures that W˜i ∩ i−1j=0 W˜j = ∅,
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j=0 W˜i = ∅ and the minimality of W yields dimK Rη 
∑η
i=0(η − i) card(Wi).
Since GK Dim(R) < 3, we conclude that
lim
η→∞ logη
(
η∑
i=0
(η − i) card(Wi)
)
< 3.
This forces card(Wd) < d , for some d .
Our next claim is that if w ∈ W then every subword of w is in W . Conversely,
suppose that there is w ∈ W , w = wiw′w2, where w1,w′,w2 are monomials and
w′ /∈ W . Since w′ /∈ W , we have that w′ = ∑u<w′,u∈W,fu(x)∈K(x) ufu(x). Now w =
w1
∑
u<w′,u∈W,fu(x)∈K(x) ufu(x)w2. Since K(x)V
degw2 ⊆ V degw2K(x) (by Assump-
tion 5) it follows that w ∈∑u<w′,u∈W wiuV degw2K(x). This gives w ∈∑u<w,u∈W uK(x),
a contradiction with the minimality of W .
By Theorem 5, card(Wi) d3 for every i  d . We complete the proof by setting Si =
Wi . 
Lemma 10. Let Assumptions 1–6 hold, and let K be a finite field. Then there is e and
αi,j , i, j  e (and some αi,j is not equal zero) such that for every natural ν and each
r ∈ RνK(x) we have ∑i,je αi,j xirxj ∈ Rν−1K(x).
Proof. Our proof starts with the observation that RiK(x) = K(x)Ri , for all i (by Assump-
tion 5). According to Lemma 9, if r1, r2, . . . , rξ ∈ RνK(x) then there are fi(x) ∈ K[x] not
all equal 0 such that
∑ξ
i=1 rifi(x) ∈ Rν−1K(x). From this we deduce that if r ∈ RνK(x)
then
∑ξ
i=1 xirfi(x) ∈ Rν−1K(x) for some fi(x) ∈ K(x) (and some fi(x) is not equal 0).
An analogous argument shows that there is ξ ′ such that for every ν and every r ∈ Rν there
are hi(x) ∈ K(x) such that
ξ ′∑
i=1
hi(x)rx
i ∈ K(x)Rν−1
and some hi(x) is not equal 0. Let f (y, z) =∑ξi=1 yifi(z) and g(y, z) =∑ξ ′i=1 hi(y)zi .
Applying Lemma 4 we conclude that there are g1(y, z), g2(y, z) ∈ K[y, z] such that
g1(y, z)f (y, z) + g2(y, z)g(y, z) = c(y, z)t (z)l(y) where t (z) ∈ K[z], l(y) ∈ K[y] and
c(y, z) =∑iξ,jξ ′ ηi,j yizj for some ηi,j ∈ K .
Let q(y) ∈ K(z)[y], and let q(y) = c(y, z)t (z)l(y). Clearly, qr ∈ Rν−1K(x), because
K(x)Rν−1 = K(x)Rν−1. This yields ∑iξ,jξ ′ ηi,j xirxj ∈ Rν−1K(x).
K is finite, in consequence, there is p(y, z) ∈ K[y, z] divisible by every polynomial
of the form
∑
iξ,jξ ′ ζi,j y
izj , where ζi,j ∈ K (ξ and ξ ′ are constant). Let p(y, z) =∑
i,je αi,j y
izj = 0, where αi,j ∈ K . Then for every ν and every r ∈ Rν , we have∑
i ji,je αi,j x rx ∈ Rν−1K(x), and the lemma follows. 
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h1(y), . . . , hn(y) ∈ K(z)[y] are square-free, a1, . . . , an ∈ R and h1a1 = h2a2 = · · · =
hnan = 0. Let S be a subalgebra of R generated by a1, . . . , an and x. Then there is a
natural number c and γi,j ∈ K (not all equal 0) such that ∑i,jc γi,j xirxj = 0 for all
r ∈ S. Moreover, the polynomial ∑i,jc γi,j yizj ∈ K(z)[y] is square-free.
Proof. Let αi,j ∈ K be as in Lemma 10, and let t1(y) =∑i,je αi,j yizj ∈ K(z)[y]. No-
tice that there is a square-free polynomial t (y) = ∑i,jc γi,j yizj ∈ K(z)[y] such that
t1(y)
∏n
i=1 hi(y) divide t (y)ζ , for some ζ . Pick r ∈ R. Applying Lemma 10 we conclude
that there is ν such that tνr = 0 where tν(y) = t (y)ν . Theorem 4 yields that there is a
square-free h(y) ∈ K(z)[y] such that hr = 0. Lemmas 5 and 6 leads to gr = 0 where
g(y) ∈ K(z)[y] is the greatest common divisor of h(y) and tν(y). Since h(y) is square-
free, we see that g(y) divide t (y), and hence tr = 0. But tr =∑i,jc γi,j xirxj , which
is the desired conclusion. 
5. Generalized polynomial identities
The next lemma follows from [2, Theorem 2.3.3].
Lemma 11 [2, Theorem 2.3.3]). Let K be a field, and let S be a K-algebra which is a
domain. Let C be the extended centroid of S. Suppose that b1, b2, . . . , bn ∈ S are linearly
independent over C and ci,j ∈ K for i, j  n. If ∑i,j<n ci,j birbj = 0 for every r ∈ S then
all ci,j = 0.
Lemma 12. Let K be a field, and let S be a K-algebra which is a domain. Let x ∈ R, τ be
a natural number, and let σi,j ∈ K for i, j  τ (and not all σi,j equal 0). If
∑
i,jτ
σi,j x
irxj = 0 for all r ∈ S, then
∑
i,jτ
σi,j x
j rxi = 0 for all r ∈ S.
Proof. Let C be the extended centroid of S, and let CS be the central closure of S. By
Lemma 11, the elements 1, x, x2, . . . , xτ are linearly dependent over C. Let b1, . . . , bt ∈ S
be linearly independent over C and such that for every i  τ there are ξi,j ∈ C such that
xi =∑tj=1 ξi,j bj . Since ∑i,jτ σi,j xirxj = 0, we see that ∑i,jt ck,lbkrbl = 0, where
ck,l =∑i,jτ σi,j ξi,kξj,l . According to Lemma 11, all ck,l = 0. Now ∑i,jτ σi,j xj rxi =
0 implies
∑
i,jt c¯k,lblrbk = 0 where c¯k,l =
∑
i,jτ σi,j ξj,lξi,k . Notice that ck,l = c¯k,l = 0
for all k, l. Therefore
∑
i,jτ σi,j x
j rxi = 0 for all r ∈ S, and the lemma follows. 
Lemma 13. Let K be a finite field and let f (y) =∑κi=0 yifi(z), where the greatest com-
mon divisor of fi(z) ∈ K[z] is 1. If f (y) is irreducible as a polynomial from K(z)[y] then
either f (y) is square-free or else f¯ (y) =∑κi=0 fi(y)zi is square-free as a polynomial
from K(z)[y].
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ducible. It is well known that if F is a field of characteristic p and h(y) ∈ F [y] is
irreducible then h(y) is not square-free if and only if h′(y) = 0, i.e., h(y) = t (yp) for some
polynomial t (y) ∈ F [y] (see [10, Theorem 22]). If f (y) is not square-free then since f (y)
is irreducible we get f (y) =∑κ/pi=0 yipfip(z), where p is the characteristic of K . Similarly,
if f¯ (y) is not square-free then f¯ (y) =∑κi=0 ti (yp)zi for some ti (y) ∈ K[y]. Consequently
f (y) = ∑i,jc γi,j ypizpj , for some γi,j ∈ K . Let K be a field of pβ elements. Then
f (y) = (∑i,jc γ pβ−1i,j yizj )p , a contradiction, since f (y) was irreducible. 
Theorem 7. Let Assumptions 1–6 hold, and let K be a finite field. Let f (y) ∈ K(z)[y] be
irreducible (as a polynomial in indeterminate y) and let 0 = r ∈ R be such that f r = 0.
Then f (y) is square-free.
Proof. To prove that f (x) is square-free, we argue by contradiction. Let f (y) =∑κ
i=1 yifi(z) where fi(z) ∈ K[z]. By Lemma 6 we may assume that the greatest com-
mon divisor of polynomials fi(z) is 1. Let S be a subalgebra of R generated by x and r .
Consider algebra Sop. Then
∑κ
i=1 fi(x)rxi = 0, where x, r ∈ Sop. By previous lemma,
polynomial f¯ (y) =∑κi=1 fi(y)zi is square-free. Applying Theorem 6 to the algebra Sop,
we conclude that there is a square-free polynomial g(y) ∈ K(z)[y] such that gs = 0, for
every s ∈ Sop. Let g(y) =∑di=0 λi,j yizj for some λi,j ∈ K . Let g¯(y) =∑i,jt λj,iyizj .
Lemma 12 gives g¯s = 0 for every s ∈ Sop. Therefore, gs = 0 for every s ∈ S, but g(y)
is square-free, which finishes the proof (by Lemma 5). 
Lemma 14. Let K be a finite field with characteristic p, and let R be a K algebra which is
a domain with GK Dim(R) < 3. Let s ∈ R be transcendental over K , and let r1, . . . , rm ∈ R
and γi,j ∈ K (not all γi,j equal zero) be such that ∑i,jc γi,j sirτ sj = 0 for each τ m.
Then there is x = spk and βi,j ∈ K (not all βi,j equal 0) such that ∑i,jd βi,j xirτ xj = 0
for each τ m and f (y) =∑i,jd βi,j yizj is a square-free polynomial in the indetermi-
nate y over the field K(z).
Proof. Let h(y) =∑i,jc γi,j yizj . Observe that h(y) = t (z)∏di=1 hi(y)αi , where t (z) ∈
K[z], and h1(y), . . . , hd(y) ∈ K(z)[y] are pairwise different, irreducible, monic polyno-
mials (in the indeterminate y). We can assume that h(y) is of minimal possible degree,
such that hrτ  = 0 for all τ  m. Denote wi(y) = h(y)/hi(y) for i  d . Notice that
for every i  d there is τ  m such that wjrτ  = 0 (by the minimality of h(y)). The-
orem 7, applied to polynomials f (y) = hi(y) and elements r = wirτ , shows that each
hi(y) is square-free (as a polynomial from K(z)[y]). Consequently g(y) =∏di=1 hi(y)
is also square-free. Notice that g(y)t (z) ∈ K[y, z]. Let k be a natural number such
that h(y) divide (g(y)t (z))pk (as a polynomial from K(z)[y]) and pk = (card(K))λ
for some λ. Let g(y)t (z) =∑i,j ci,j yizj . Then (g(y)t (z))pk =∑i,j ci,j ypkizpkj . Since∑
i,j γi,j s
irτ s
j = 0 and h(y) divide (g(y)t (z))pk then ∑i,j ci,j spkirτ spkj = 0, for
each τ  m. Set x = spk . Now ∑i,j ci,j xirτ xj = 0, for each τ  m, and g(y)t (z) =∑i,j ci,j y
izj ∈ K(z)[y] is square-free, which finishes the proof. 
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GK Dim(D) < 3. Let x ∈ D be transcendental over K , and let r1, r2, . . . , rm ∈ D be such
that
∑
i,jc βi,j x
irτ x
j = 0 for some c and some βi,j ∈ K (not all equal 0) and each
1 τ m. Let R be the subalgebra of D generated by x and r1, . . . , rm. Enumerate ele-
ments xirτ xj , for 0 i, j < c, τ m as a1, . . . , an ( for suitable n). Then a1, . . . , an and
R satisfy Assumptions 1–6.
Proof. It is sufficient to show that VK(x) = K(x)V , where V = spanK {x, a1, . . . , an}.
We will show that K(x)V ⊆ K(x)V (an analogous argument shows that K(x)V ⊆
VK(x)). Let r ∈ {r1, . . . , rm}. By the assumptions there are gi(x) ∈ K(x) such that
xp+1r = ∑pi=0 xirgi(x), for some p + 1  c. By Lemma 6, we may assume that
g(y) = yp+1 −∑pi=0 yigi(z) is not divisible by any non-constant polynomial from K[y].
We write the equation xp+1r =∑pi=0 xirgi(x) as the matrix equation xv = vA, where
v = [1, x, . . . , xp]r and
A =


0 0 0 . . . g0(x)
1 0 0 . . . g1(x)
0 1 0 . . . g2(x)
...
...
. . .
...
0 0 0 . . . gp(x)


. (7)
We claim that f (x)v = vf (A) for each f (x) ∈ K(x). Let h(x) ∈ K[x]. Then h(x)v =
vh(A). According to Lemma 1, h(A) is an invertible matrix, because the eigenvalues of
A are transcendental over K (eigenvalues of A are equal to the roots of the characteristic
polynomial of A, i.e., det(A−Iy) = (−1)p+1(yp+1 −∑pi=0 yigi(x))). Clearly coefficients
of the matrix (h(A))−1 are in K(x). This gives h(x)( 1
h(x)
v − v(h(A))−1) = 0 ∈ Q(R).
Furthermore, since Q(R) is a domain, 1
h(x)
v − v(h(A))−1 = 0. Consequently, f (x)v =
vf (A) ∈ VK(x) for every f (x) ∈ K(x), as claimed. 
Theorem 9. Let K be a finite field and let D be a K-algebra which is a domain with
GK Dim(D) < 3. Let s ∈ D be transcendental over K , and let r1, . . . , rm ∈ K , be such that∑
i,jc αi,j s
irt s
j = 0, for some c and some αi,j ∈ K (not all equal 0) and each t  n. Let
R be the subalgebra of D generated by s and r1, . . . , rm. Then R satisfies a polynomial
identity.
Proof. By Lemma 14, there is k and x = spk , and a square-free polynomial h(y) =∑
i,je βi,j y
izj ∈ K(z)[y] such that hrt = ∑i,je βi,j xirt xj = 0 for all t  m. Let
R¯ be the subalgebra of D generated by x and r1, . . . , rm. By Theorem 8, there are
a1, . . . , an¯ ∈ R¯ such that a1, . . . , an¯ and x and R¯ satisfy Assumptions 1–6. Notice that
hai = 0 for all i  n¯. Denote s, s2, . . . , sb as an¯+1, an¯+1, . . . an, where n = n¯ + b and
b = pke. Then a1, . . . , an and R and x satisfy Assumptions 1–6. Let f (y) ∈ K(z)[y] be
the least common multiple of polynomials t (y) = y−z and h(y). Then f (y) is square-free
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mial g(y) ∈ K(z)[y] such that gr = 0 for every r ∈ R. Let g(y) =∑i,j γi,j yizj . Now
gr =∑i,j γi,j xirxj = 0 for every r ∈ R.
Let C be the extended centroid of S. By Lemma 11, x is algebraic over C. By Lemma 9,
we get that SC as a C-algebra has GK dimension  1. Thus, by Small–Warfield theorem
[16] SC satisfies a polynomial identity (over C). Thus, S satisfies a polynomial iden-
tity. 
Remark 1 (cf. [3]). Let K be a field. Let R be an affine K-algebra which is a domain
of GK dimension < 3. If R has a subalgebra A with GK Dim(A)  2 which satisfies a
polynomial identity then R satisfies a polynomial identity, and hence has GK dimension 2.
Proof. Theorem 6.7 [8] says that if R is a finitely generated domain and A is a subalgebra
of R satisfying GK dim(A) + 1 > GK Dim(R) then Q(R) (the ring of fractions of R) is
a finite-dimensional right vector space over Q(A). Then Q(A) is a finite module over
its centre, call the centre of Q(A) by Z. Thus, Q(R) embeds in a matrix ring over Z
and so Q(R) is PI. It follows that R is PI. We embed Q(R) in Mm(Z) as follows: given
r ∈ Q(R), let f (r) in Mm(Z) denote the element corresponding to left multiplication by r
relative to the basis {u1, u2, . . . , um}. So the (i, j) entry of f (r) is zi,j ∈ Z where ruj =
u1z1,j + · · · + umzm,j . 
Proof of Theorem 1. The proof follows from Theorem 9 and Remark 1. 
Proof of Theorem 2. Taking into account that x is central in C and GK Dim(C) < 3, we
infer from Zhang–Smith’s theorem [17] (quoted in the introduction), that every finitely
generated subalgebra of C is PI. By Remark 1, either R is a PI algebra or GK Dim(C) = 1.
Note that D = F [x]−{0} is an Ore set in C and let Cx = CD−1. If GK Dim(C) = 1 then C
is algebraic over F(x), and hence Cx is a division algebra algebraic over F(x). It remains
to show that Cx is a finitely dimensional vector space over F(x). On the contrary, suppose
that Cx is infinitely dimensional over F(x). Then, by Jacobson’s theorem [14, p. 177] there
exist elements in Cx of arbitrarily high degree over F(x).
Since R has quadratic growth there is a constant c and a generating subspace V
of R such that x ∈ V and dimF (V + V 2 + · · · + V n) < cn2 for all n > 0. Therefore,
there are elements r1, r2, . . . , rn ∈ R such that for every r ∈ R, there are polynomials
f0(y), f1(y), . . . , fn(y) ∈ F(z)[y] such that f0r = ∑nj=1 fj rj  and f0(y) = 0. We
can assume that n is minimal possible, hence n  2c + 2. Now, if n = 0 then R is PI
by Theorem 1. Let a ∈ C be algebraic over F(x) of degree s > n + 2. Then there are
fi,j (y) ∈ F(z)[y] such that fi,0arj =∑nj=1 fi,jrj  and fi,0(y) = 0, for all 1 i  n.
Let p(t) = t s −∑s−1i=0 gi(x)t i ∈ F(x)[t] be the polynomial of minimal possible degree
such that p(a) = 0 and gi(x) ∈ F(x). Note that s > n + 2. Let ξ be a root of polynomial
p˜(t) = t s −∑s−1i=0 gi(y)t i ∈ F(y)[t].
Consider matrix B = [bi,j ]1i,jn, where bi,j = fi,j (y) if i = j and bi,i = fi,i(y) −
ξfi,0(y), for all 1 i, j  n. Since ξ is algebraic of degree > n + 2, det(B) = 0 and B is∑
invertible. Therefore BB˜ = Q, for some matrix B˜ with coefficients from s−1i=0 ξ iF [y, z]
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Therefore, by multiplying equations fi,0ari =∑nt=1 fi,tri from the left by some ele-
ments from
∑s−1
i=0 aiF (x) and from the left by some elements from F(x) and taking sums
of such equations, we get that qiri = 0 for all i  n. Therefore, by Theorem 1, R is PI
and the result follows. 
Proof of Theorem 3. If R is not PI then, since F is finite, by a theorem of Jacobson [14,
p. 155] there is x ∈ R not algebraic over F . Let Z denote the center of R, C denote the
centralizer of x, and let Q(C) be the quotient ring of C. Since the centre of R is a subset
of the centralizer of x, we have Z ⊆ Q(C). By Theorem 2, there is a number s, such that
each c ∈ Z is algebraic over F(x) of degree smaller than s. By Smith–Zhang’s theorem
[17] (quoted in the introduction) GK DimZ = 0. Therefore c is algebraic over F . But
we know that c is algebraic over F(x) of degree smaller than s. According to Lemma 1,
c is algebraic over F of degree smaller than s. Consequently, by Jacobson’s theorem [14,
p. 177] the center of R is finite. 
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