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ON THE OPTIMALITY OF PERIODIC BARRIER STRATEGIES FOR A SPECTRALLY
POSITIVE LE´VY PROCESS
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ABSTRACT. We study the optimal dividend problem in the dual model where dividend payments can only
be made at the jump times of an independent Poisson process. In this context, Avanzi et al. [6] solved the
case with i.i.d. hyperexponential jumps; they showed the optimality of a (periodic) barrier strategy where
dividends are paid at dividend-decision times if and only if the surplus is above some level. In this paper, we
generalize the results for a general spectrally positive Le´vy process with additional terminal payoff/penalty
at ruin, and also solve the case with classical bail-outs so that the surplus is restricted to be nonnegative.
The optimal strategies as well as the value functions are concisely written in terms of the scale function.
Numerical results are also given.
AMS 2010 Subject Classifications: 60G51, 93E20, 91B30
JEL Classifications: C44, C61, G24, G32, G35
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1. INTRODUCTION
In risk theory, the model of periodic payments has drawn much attention recently. While a majority of
the existing continuous-time models assume that dividends can be made at all times and instantaneously,
in reality dividend decisions can only be made at some intervals. Solving the optimal dividend problem
under periodic payments is in general difficult. However, thanks to the recent developments of the
fluctuation theory, in particular, of Le´vy processes, it is getting more tractable.
In this paper, we consider the optimal dividend problem under the constraint that dividend payments
can only be made at the jump times of an independent Poisson process. We focus on the dual model (or
the spectrally positive Le´vy model), which is known to be an appropriate model for a company driven by
inventions or discoveries (see, e.g. [3, 4, 5, 9, 10, 20, 21, 23, 25]). In this context, Avanzi et al. [6] solved
the case with i.i.d. hyperexponential jumps. Our objective is to generalize their results for a general
spectrally positive Le´vy process with a terminal payoff (penalty) at ruin, and also solve its extension
with classical bail-outs so that the surplus is restricted to be nonnegative uniformly in time. Recently,
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Zhao et al. [24] studied similar problems where they consider the case with no terminal payoff (penalty)
at ruin but with fixed cost for capital injection. For a related problem with Parisian delay, see, among
others, [13].
In order to solve the problem, we use the recent results given in Avram et al. [8]. As has been already
confirmed in [6], the periodic barrier strategy is expected to be optimal. Namely, at each dividend-
decision time, dividends are paid if and only if the surplus is above some barrier and then it is pushed
down to the barrier. The resulting surplus process becomes the dual of the Parisian-reflected process
considered in [8]. Therefore the expected net present value (NPV) of dividends can be computed con-
cisely using the scale function, which enables one to follow the classical “guess and verify” technique
described below:
(1) In the guessing step, the candidate barrier level b∗ is first chosen. Proceeding like in the existing
literature (see, e.g., [7, 9, 10, 11, 15]), b∗ (if strictly positive) is set so that the value function be-
comes “smooth” at the barrier. Differently from the classical dual model as in [9] where the value
function becomes C1(0,∞) (resp. C2(0,∞)) for the case X is of bounded (resp. unbounded)
variation (see [10] for the case there is a fixed cost), we shall see in the periodic payment case
that the value function becomes C2(0,∞) (resp. C3(0,∞)) for the case X is of bounded (resp.
unbounded) variation.
(2) In the verification step, we first obtain the verification lemma, or sufficient conditions for opti-
mality, and then show that the candidate value function corresponding to the selected periodic
barrier strategy satisfies all the conditions. We shall see that its slope is larger (resp. smaller) than
1 at the position below (resp. above) the barrier. This together with the martingales constructed
using scale functions completes the proof.
We see that b∗ = 0 can be possible and in this case the taking all the money and run strategy at the
first opportunity becomes optimal. As has been observed in [6], this can happen even when (the terminal
payoff is zero and) the underlying Le´vy process drifts to infinity, while in the classical model this happens
if and only if the process drifts to −∞ or oscillates.
In our second problem, we consider the case with classical bail-outs, where capital must be injected
so that the surplus process remains nonnegative uniformly in time; see [5, 9] for the classical case. The
objective is to maximize the expected NPV of dividends minus the costs of capital injection. Using the
results in [8], the expected NPV under the periodic barrier strategy can be computed. Again, we select
the candidate barrier b† using the same smoothness conditions described above. The optimality is shown
similarly by the verification arguments. In fact, most of the results hold verbatim because the resulting
value function admits the same form as that for the first problem, except that the barrier level is different.
In both problems, the optimal barrier and the value function can be written concisely using the scale
function. In order to confirm the obtained analytical results, we give a sequence of numerical exper-
iments using the phase-type Le´vy process that admits an analytical form of scale function, and hence
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the solutions can be instantaneously computed. We shall confirm the optimality and also analyze the
behaviors as the frequency of dividend-decision opportunities increases.
Before closing the introduction, we discuss here the connections with the results in Zhao et al. [24].
The first problem considered in [24] is the special case of our first problem with no terminal payoff/cost
at ruin. While our paper directly uses the results of Avram et al. [8] to derive the expected NPV of
dividends under the periodic barrier strategy, they obtained it in a different way using the results by
Albrecher et al. [1], which gives the identities for spectrally negative Le´vy processes observed at Poisson
arrival times. For the selection of optimal barrier and verification of optimality, several results in the
current paper (Lemmas 4.2 and 4.4, in particular) are used. The second problem in [24] is a variant of
our second problem (with capital injection) where they consider the case with a fixed cost for capital
injection. With the existence of a fixed cost, the set of capital injection strategies is restricted to be a set
of impulse control. As shown in [24], their value function converges, as the fixed cost decreases to zero,
to that of our second problem.
The rest of the paper is organized as follows. In Section 2, we review the spectrally positive Le´vy
process and define the two problems to be considered in this paper. In Section 3, we define the periodic
barrier strategy (with and without the classical reflection below) and construct the corresponding surplus
process. We review the scale function and give the expected NPVs corresponding to these strategies.
Sections 4 and 5 solve the first and second problems, respectively. Section 6 gives numerical results and
Section 7 concludes the paper. The proofs of the verification lemmas are deferred to the appendix.
Throughout the paper, x+ := limy↓x and x− := limy↑x are used to indicate the right- and left-hand
limits, respectively. We let ∆ζ(s) := ζ(s) − ζ(s−) and ∆w(ζ(s)) := w(ζ(s)) − w(ζ(s−)) for any
process ζ with left-limits.
2. PRELIMINARIES
2.1. Spectrally positive Le´vy processes. Let X = (X(t); t ≥ 0) be a Le´vy process defined on a
probability space (Ω,F ,P). For x ∈ R, we denote by Px the law of X when it starts at x and write
for convenience P in place of P0. Accordingly, we shall write Ex and E for the associated expectation
operators. In this paper, we shall assume throughout that X is spectrally positive, meaning here that it
has no negative jumps and that it is not a subordinator. We will assume throughout this work that its
Laplace exponent ψ : [0,∞)→ R, i.e.
E
[
e−θX(t)
]
=: eψ(θ)t, t, θ ≥ 0,
is given, by the Le´vy-Khintchine formula
(2.1) ψ(θ) := γθ +
σ2
2
θ2 +
∫
(0,∞)
(
e−θz − 1 + θz1{z<1}
)
Π(dz), θ ≥ 0,
4 J. L. PE´REZ AND K. YAMAZAKI
where γ ∈ R, σ ≥ 0, and Π is a measure on (0,∞) called the Le´vy measure of X that satisfies∫
(0,∞)
(1 ∧ z2)Π(dz) <∞.
It is well-known that X has paths of bounded variation if and only if σ = 0 and
∫
(0,1)
zΠ(dz) <∞; in
this case, X can be written as
X(t) = −ct+ S(t), t ≥ 0,
where
c := γ +
∫
(0,1)
zΠ(dz)(2.2)
and (S(t); t ≥ 0) is a driftless subordinator. Note that necessarily c > 0, since we have ruled out the case
that X has monotone paths; its Laplace exponent is given by
ψ(θ) = cθ +
∫
(0,∞)
(
e−θz − 1)Π(dz), θ ≥ 0.
For the rest of the paper, we assume that
E[X(1)] = −ψ′(0+) <∞,(2.3)
so that the problem considered below will have nontrivial solutions.
2.2. The optimal dividend problem with Poissonian dividend-decision times and terminal pay-
off/penalty at ruin. In our first problem, we will assume that the dividend payments can only be made
at the arrival times of a Poisson process N r = (N r(t); t ≥ 0) with intensity r > 0, which is independent
of the Le´vy processX . The set of dividend-decision times is denoted by Tr := (T (i); i ≥ 1), where T (i),
for each i ≥ 1, represents the ith arrival time of the Poisson processN r. This implies that T (i)−T (i−1),
i ≥ 1 (with T (0) := 0) are exponentially distributed with mean 1/r. Let F := (F(t); t ≥ 0) be the filtra-
tion generated by the process (X,N r).
In this setting, a strategy pi := (Lpi(t); t ≥ 0) is a nondecreasing, right-continuous, and F-adapted
process where the cumulative amount of dividends Lpi admits the form
Lpi(t) =
∫
[0,t]
νpi(s)dN r(s), t ≥ 0,
for some F-adapted ca`gla`d process νpi. Here, for each t ≥ 0, νpi(t) represents the dividend payment at
time t associated with the strategy pi.
The surplus process Upi after dividends are deducted is such that
Upi(t) := X(t)− Lpi(t) = X(t)−
∞∑
i=1
νpi(T (i))1{T (i)≤t}, 0 ≤ t ≤ τpi0 ,
where
τpi0 := inf{t > 0 : Upi(t) < 0}
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is the corresponding ruin time. Here and throughout, let inf ∅ = ∞. While the payment of dividends
is allowed to cause immediate ruin, it cannot exceed the amount of surplus currently available. In other
words, we also assume that
0 ≤ ∆Lpi(T (i)) = νpi(T (i)) ≤ Upi(T (i)−), for i ≥ 1.(2.4)
Let A be the set of all admissible strategies that satisfy all the constraints described above.
The problem is to maximize, for q > 0, the expected NPV of dividends paid until ruin and the terminal
payoff at ruin ρ ∈ R (penalty if it is negative) associated with the strategy pi ∈ A, defined as
vpi(x) := Ex
(∫
[0,τpi0 ]
e−qtdLpi(t) + ρe−qτ
pi
0
)
= Ex
(∫
[0,τpi0 ]
e−qtνpi(t)dN r(t) + ρe−qτ
pi
0
)
, x ≥ 0.
Hence the problem is to compute the value function
v(x) := sup
pi∈A
vpi(x), x ≥ 0,
and obtain the optimal strategy pi∗ that attains it, if such a strategy exists.
2.3. Extension with classical bail-outs. In our second problem, we consider a version where the time
horizon is infinity, and the shareholders are required to inject capital to prevent the company from going
bankrupt, with extra conditions on the dividend strategy described below.
A strategy is a pair p¯i := (Lp¯i(t), Rp¯i(t); t ≥ 0) of nondecreasing, right-continuous, and F-adapted
processes where Lp¯i is the cumulative amount of dividends and Rp¯i is that of injected capital. The corre-
sponding risk process is given by U p¯i(0−) := x and
U p¯i(t) := X(t)− Lp¯i(t) +Rp¯i(t), t ≥ 0,
and (Lp¯i, Rp¯i) must be chosen so that U p¯i stays nonnegative uniformly in time.
In addition, we will assume that the cumulative amount of dividends can only occur at the arrival times
of a Poisson process in Tr, and so, in a similar way as in Section 2.2, we have that Lp¯i admits the form
Lp¯i(t) =
∫
[0,t]
ν p¯i(s)dN r(s), t ≥ 0,
for some F-adapted ca`gla`d process ν¯pi.
Assuming that β > 1 is the cost per unit injected capital and q > 0 is the discount factor, we want to
maximize
up¯i(x) := Ex
(∫
[0,∞)
e−qtdLp¯i(t)− β
∫
[0,∞)
e−qtdRp¯i(t)
)
, x ≥ 0,
over the set of all admissible strategies A¯ that satisfy all the constraints described above and
Ex
(∫
[0,∞)
e−qtdRp¯i(t)
)
<∞.(2.5)
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Hence the problem is to compute the value function
u(x) := sup
p¯i∈A¯
up¯i(x), x ≥ 0,
and obtain an optimal strategy p¯i∗ that attains it, if such a strategy exists.
3. PERIODIC BARRIER STRATEGIES
Our objective for the first problem is to show the optimality of the periodic barrier strategy, say pib,
with a suitable barrier level b ≥ 0. Namely, at each Poissonian dividend-decision time, dividends are paid
whenever the surplus process is above b and is pushed down so that the remaining surplus becomes b.
The controlled process, which we formally construct below, is precisely the dual process of the Parisian-
reflected process considered in [8].
With Tr = (T (i); i ≥ 1), the set of jump times of an independent Poisson process defined in Section 2,
we construct the Le´vy process with Parisian reflection above U br = (U
b
r (t); t ≥ 0) as follows: the process
is only observed at times Tr and is pushed down to b if only if it is above b.
More specifically, we have
U br (t) = X(t), 0 ≤ t < T+b (1)(3.1)
where
T+b (1) := inf{T (i) : X(T (i)) > b}.(3.2)
The process then jumps downward byX(T+b (1))−b so that U br (T+b (1)) = b. For T+b (1) ≤ t < T+b (2) :=
inf{T (i) > T+b (1) : U br (T (i)−) > b}, we have U br (t) = X(t) − (X(T+b (1)) − b). The process U br can
be constructed by repeating this procedure.
Suppose Lbr(t) is the cumulative amount of (Parisian) reflection until time t ≥ 0. Then we have
U br (t) = X(t)− Lbr(t), t ≥ 0,
with
Lbr(t) :=
∑
T+b (i)≤t
(
U br (T
+
b (i)−)− b
)
, t ≥ 0,(3.3)
where (T+b (n);n ≥ 1) can be constructed inductively by (3.2) and
T+b (n+ 1) := inf{T (i) > T+b (n) : U br (T (i)−) > b}, n ≥ 1.
It is clear that the strategy pib := (Lbr(t); t ≥ 0), for b ≥ 0, is admissible for the first problem defined
in Section 2.2. Its expected NPV of dividends is given by
vb(x) := Ex
(∫
[0,τb0 ]
e−qtdLbr(t) + ρe
−qτb0
)
, x ≥ 0,(3.4)
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where
τ b0 := inf{t > 0 : U br (t) < 0}.
For the second problem, we want to show the optimality of an extension of the above strategy with
additional classical reflection (capital injection) below at 0, say p¯ib, with a suitable Parisian reflection
level b ≥ 0. Namely, dividends are paid whenever the surplus process is above b at dividend-decision
times, while it is pushed upward by capital injection whenever it attempts to down-cross zero. The
controlled process, which we define formally below, is again the dual of a process considered in [8].
We construct the process U0,br with additional (classical) reflection below as follows. Let
Y (t) := X(t) +R(t) where R(t) := (− inf
0≤s≤t
X(s)) ∨ 0, t ≥ 0,
be the process reflected from below at 0. We have
U0,br (t) = Y (t), 0 ≤ t < T̂+b (1)(3.5)
where T̂+b (1) := inf{T (i) : Y (T (i)) > b}. The process then jumps downward by Y (T̂+b (1)) − b so
that U0,br (T̂
+
b (1)) = b. For T̂
+
b (1) ≤ t < T̂+b (2) := inf{T (i) > T̂+b (1) : U0,br (T (i)−) > b}, U0,br (t) is
the process reflected at 0 of the process X(t) −X(T̂+b (1)) + b. The process U0,br can be constructed by
repeating this procedure. It is clear that it admits a decomposition
U0,br (t) = X(t)− L0,br (t) +R0,br (t), t ≥ 0,
where L0,br (t) and R
0,b
r (t) are, respectively, the cumulative amounts of Parisian and classical reflection
until time t.
It is clear that the strategy p¯ib := {(L0,br (t), R0,br (t)); t ≥ 0}, for b ≥ 0, is admissible for the second
problem described in Section 2.3. Its expected NPV is given by
ub(x) := Ex
(∫
[0,∞)
e−qtdL0,br (t)− β
∫
[0,∞)
e−qtdR0,br (t)
)
, x ≥ 0.(3.6)
3.1. Computation of the expected NPVs (3.4) and (3.6). The expected NPVs of dividends (minus
capital injection) as in (3.4) and (3.6) can be computed directly by using the fluctuation theory. Toward
this end, we first review the scale function.
Fix q > 0. We use W (q) for the scale function of the spectrally negative Le´vy process −X . This is the
mapping from R to [0,∞) that takes value zero on the negative half-line, while on the positive half-line
it is a continuous and strictly increasing function that is defined by its Laplace transform:∫ ∞
0
e−θxW (q)(x)dx =
1
ψ(θ)− q , θ > Φ(q),(3.7)
where ψ is as defined in (2.1) and
Φ(q) := sup{λ ≥ 0 : ψ(λ) = q}.(3.8)
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We also define, for x ∈ R,
W
(q)
(x) :=
∫ x
0
W (q)(y)dy,
Z(q)(x) := 1 + qW
(q)
(x),
Z
(q)
(x) :=
∫ x
0
Z(q)(z)dz = x+ q
∫ x
0
∫ z
0
W (q)(w)dwdz.
Because W (q)(x) = 0 for −∞ < x < 0, we have
W
(q)
(x) = 0, Z(q)(x) = 1, and Z
(q)
(x) = x, x ≤ 0.(3.9)
If we define τ−0 := inf {t ≥ 0 : X(t) < 0} and τ+b := inf {t ≥ 0 : X(t) > b} for any b > 0, then, for
x ≥ 0,
Ex
(
e−qτ
−
0 1{τ+b >τ−0 }
)
=
W (q)(b− x)
W (q)(b)
,
Ex
(
e−qτ
+
b 1{τ+b <τ−0 }
)
= Z(q)(b− x)− Z(q)(b)W
(q)(b− x)
W (q)(b)
.
(3.10)
Remark 3.1. Regarding the asymptotic behaviors near zero, as in Lemmas 3.1 and 3.2 of [16],
W (q)(0) =
{
0 if X is of unbounded variation,
1
c
if X is of bounded variation,
W (q)′(0+) := lim
x↓0
W (q)′(x) =

2
σ2
if σ > 0,
∞ if σ = 0 and Π(0,∞) =∞,
q+Π(0,∞)
c2
if σ = 0 and Π(0,∞) <∞.
(3.11)
On the other hand, as in Lemma 3.3 of [16],
e−Φ(q)xW (q)(x)↗ ψ′(Φ(q))−1, as x ↑ ∞.(3.12)
Along this work we also define, for q, r > 0 and x ∈ R,
J (q,r)(x) := eΦ(q+r)x
(
1− r
∫ x
0
e−Φ(q+r)zW (q)(z)dz
)
> 0,(3.13)
where the positivity holds because, by (3.7),
r
∫ x
0
e−Φ(q+r)zW (q)(z)dz < r
∫ ∞
0
e−Φ(q+r)zW (q)(z)dz =
r
(q + r)− q = 1,
and define
Z(q,r)(x) :=
r
r + q
Z(q)(x) +
q
r + q
J (q,r)(x).(3.14)
Note that
Z(q,r)′(x) =
q
r + q
Φ(q + r)J (q,r)(x), x ∈ R.(3.15)
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The expected NPVs (3.4) and (3.6) can be written concisely by the scale functions defined above.
All the fluctuation identities required here are essentially computed in [8]; they studied the spectrally
negative Le´vy case where it is reflected from below at Poisson arrival times, and also its variation with
additional classical reflection from above. Our processes U br and U
0,b
r are the dual of these processes and
hence their results can be directly used.
Lemma 3.1. For all b ≥ 0 and x ≥ 0,
vb(x) =
H(q,r)(b) + ρ
Z(q,r)(b)
Z(q,r)(b− x)−H(q,r)(b− x),(3.16)
ub(x) =
(
rZ(q)(b)
r + q
− β
)
Z(q,r)(b− x)
Z(q,r)′(b)
−H(q,r)(b− x),(3.17)
where
H(q,r)(y) :=
r
r + q
(
Z
(q)
(y) +
ψ′(0+)
q
)
, y ∈ R.
Proof. Using Corollaries 3.1 (ii) and 3.2 (ii) in [8], we obtain that, for x ≥ 0,
Ex
(∫
[0,τb0 ]
e−qtdLbr(t)
)
=
H(q,r)(b)
Z(q,r)(b)
Z(q,r)(b− x)−H(q,r)(b− x),
Ex
(
e−qτ
b
0
)
=
Z(q,r)(b− x)
Z(q,r)(b)
,
(3.18)
which show (3.16).
On the other hand, we have using Corollary 3.4 in [8] that
Ex
(∫
[0,∞)
e−qtdL0,br (t)
)
=
r
r + q
Z(q,r)(b− x)
Z(q,r)′(b)
Z(q)(b)−H(q,r)(b− x), x ≥ 0,(3.19)
and using Corollary 3.3 in [8] we obtain
Ex
(∫
[0,∞)
e−qtdR0,br (t)
)
=
Z(q,r)(b− x)
Z(q,r)′(b)
, x ≥ 0.(3.20)
Subtracting the latter (times β) from the former, we have (3.17). 
It is noted that the expressions (3.16) and (3.17) also hold for x ≥ b ≥ 0 with
vb(x) = (r + q)
−1
[H(q,r)(b) + ρ
Z(q,r)(b)
(
r + qe(b−x)Φ(q+r)
)
− r
(
b− x+ ψ
′(0+)
q
)]
,
ub(x) = (r + q)
−1
[ 1
Z(q,r)′(b)
(
rZ(q)(b)
r + q
− β
)(
r + qe(b−x)Φ(q+r)
)
− r
(
b− x+ ψ
′(0+)
q
)]
.
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4. SOLUTIONS TO THE OPTIMAL DIVIDEND PROBLEM WITH POISSONIAN DIVIDEND-DECISION
TIMES
In this section, we solve the first problem defined in Section 2.2. Focusing on the periodic barrier
strategies (pib; b ≥ 0), we shall first identify the candidate barrier b∗ so that the expected NPV vb∗ , if
b∗ > 0, gets smoother at b∗. We shall then show its optimality by verifying that vb∗ solves the required
variational inequalities.
4.1. Smooth fit. Motivated by many papers in the literature (see, e.g., [3, 4, 5, 6, 9, 10]), we shall
choose the barrier so that the degree of smoothness there increases by one. Differently from the classical
dual model as in [9] where the value function becomes C1(0,∞) (resp. C2(0,∞)) for the case X is
of bounded (resp. unbounded) variation, we shall see in this case that we will have C2(0,∞) (resp.
C3(0,∞)) for the case X is of bounded (resp. unbounded) variation.
Here, we shall show that the desired smoothness at b is satisfied on condition that
(4.1) Cb : −H
(q,r)(b) + ρ
Z(q,r)(b)
=
1
Φ(q + r)
.
For all b > 0 and x ∈ (0,∞)\{b}, by differentiating (3.16),
v′b(x) =
r
r + q
Z(q)(b− x)− H
(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
Φ(q + r)J (q,r)(b− x),
v′′b (x) = −
rq
r + q
W (q)(b− x) + H
(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
[
Φ2(q + r)J (q,r)(b− x)− rΦ(q + r)W (q)(b− x)] ,
v′′′b (x−) =
rq
r + q
W (q)′((b− x)+)− H
(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
× [Φ3(q + r)J (q,r)(b− x)− rΦ2(q + r)W (q)(b− x)− rΦ(q + r)W (q)′((b− x)+)] ,
(4.2)
where in particular, for x > b,
v′b(x) =
r
r + q
− Φ(q + r)H
(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
eΦ(q+r)(b−x),
v′′b (x) = Φ
2(q + r)
H(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
eΦ(q+r)(b−x),
v′′′b (x) = −Φ3(q + r)
H(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
eΦ(q+r)(b−x).
(4.3)
(i) First, it is immediate that vb is continuously differentiable for any choice of b > 0 with
v′b(b+) = v
′
b(b−) =
r
r + q
− q
r + q
Φ(q + r)
H(q,r)(b) + ρ
Z(q,r)(b)
.
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(ii) For the second derivative,
v′′b (b+) =
qΦ2(q + r)
r + q
H(q,r)(b) + ρ
Z(q,r)(b)
and
v′′b (b−) = −
rq
r + q
W (q)(0) +
H(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
Φ(q + r)
[
Φ(q + r)− rW (q)(0)].
Hence, in order for the function vb to be twice continuously differentiable, we need to ask that
rq
q + r
W (q)(0)
[
1 +
H(q,r)(b) + ρ
Z(q,r)(b)
Φ(q + r)
]
= 0.
This means, in view of (3.11), that while the twice continuous differentiability automatically holds for
the unbounded variation case, for the bounded variation case it holds if and only if Cb holds.
(iii) For the unbounded variation case, we will look for the continuity of the third derivative of the
function vb. Using (3.11), (4.2), and (4.3), we obtain
v′′′b (b+) = −q
Φ3(q + r)
r + q
H(q,r)(b) + ρ
Z(q,r)(b)
,
v′′′b (b−) =
rq
r + q
W (q)′(0+)− H
(q,r)(b) + ρ
Z(q,r)(b)
q
r + q
Φ(q + r)
[
Φ2(q + r)− rW (q)′(0+)] .
Therefore the value function vb will have a continuous third derivative if
rq
r + q
W (q)′(0+)
[
1 +
H(q,r)(b) + ρ
Z(q,r)(b)
Φ(q + r)
]
= 0,
which holds if and only if Cb holds.
We shall now summarize the results obtained above.
Lemma 4.1. Suppose b > 0 is such that the condition Cb as in (4.1) is satisfied. Then, vb is C2(0,∞) for
the case X is of bounded variation, while it is C3(0,∞) for the case X is of unbounded variation.
4.2. Selection of the candidate barrier b∗. Below we obtain a necessary and sufficient condition for
the existence of b that satisfies Cb as in (4.1).
Lemma 4.2. There exists a unique solution b˜ > 0 to the equation (4.1) if and only if
(4.4) ψ′(0+) < −q
r
(q + r)
(
ρ+
1
Φ(q + r)
)
=: Ir,q.
Proof. First it is clear that the condition Cb is equivalent to the condition f(b) = 0 where
f(b) := Z
(q)
(b) +
ψ′(0+)
q
+
q + r
r
ρ+
1
Φ(q + r)
r + q
r
Z(q,r)(b).(4.5)
Differentiating this and by (3.15),
f ′(b) = Z(q)(b) +
q
r
J (q,r)(b) > 0.
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Hence, the function f is strictly increasing, and we note that, by (3.12), limb→∞ f(b) =∞.
Therefore there exists a unique point b˜ > 0 such that f(b˜) = 0 if and only if f(0) < 0, which is
equivalent to (4.4) because f(0) = ψ
′(0+)
q
+ q+r
r
(ρ+ 1
Φ(q+r)
). 
In view of Lemma 4.2, we will take, as the candidate optimal barrier b∗, the unique root of (4.1) if
(4.4) holds. For the case in which
(4.6) ψ′(0+) ≥ Ir,q
holds, we will take the candidate optimal barrier as b∗ = 0; namely, the corresponding strategy takes all
the money and runs at the first opportunity, which occurs at the first Poissonian dividend-decision time.
As has been observed in [6] (when ρ = 0), this can happen even when EX1 = −ψ′(0+) > 0, while in
the classical model this happens if and only if EX1 ≤ 0 (see [9]).
Remark 4.1. Suppose ρ = 0. In view of (4.4), the threshold Ir,q vanishes in the limit as r → ∞. In
other words, the criterion for b∗ = 0 converges to that in the classical case as the frequency of dividend-
decision opportunities increases to infinity.
On the other hand, as r → 0, Ir,q → −∞, which means b∗ = 0 for small enough r > 0. This suggests
to take all the money and run at the first opportunity if one needs to expect a long time until the next
dividend-decision time.
4.3. Verification. With b∗ ≥ 0 defined above, we shall now show the optimality of the obtained periodic
barrier strategy pib∗ .
For the case b∗ > 0, because b∗ satisfies Cb, the expected NPV (3.16) can be succinctly written
vb∗(x) = −H(q,r)(b∗ − x)− Z
(q,r)(b∗ − x)
Φ(q + r)
, for x ≥ 0.(4.7)
On the other hand, when b∗ = 0, we have
vb∗(x) = v0(x) = −H(q,r)(−x) + H
(q,r)(0) + ρ
Z(q,r)(0)
Z(q,r)(−x)
=
r
r + q
[
x− ψ
′(0+)
r + q
(
1− e−Φ(q+r)x
)]
+ ρ
( r
r + q
+
q
r + q
e−Φ(q+r)x
)
=
r
r + q
[
x−
(ψ′(0+)
r + q
− ρ
)
+
(ψ′(0+)
r + q
+
ρq
r
)
e−Φ(q+r)x
)]
for x ≥ 0.
(4.8)
Our main result of this section is given as follows.
Theorem 4.1. The periodic barrier strategy pib∗ is optimal, and the value function is given by v(x) =
vb∗(x) for all 0 ≤ x <∞.
In order to prove Theorem 4.1, we shall provide the verification lemma and show that vb∗ satisfies the
stated conditions. We call a measurable function g sufficiently smooth if g is C1(0,∞) (resp. C2(0,∞))
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when X has paths of bounded (resp. unbounded) variation. We let L be the operator acting on a suffi-
ciently smooth function g, defined by
Lg(x) := −γg′(x) + σ
2
2
g′′(x) +
∫
(0,∞)
[g(x+ z)− g(x)− g′(x)z1{0<z<1}]Π(dz).(4.9)
Here, we give a generalization of Lemma 3.4 in [6], for a general spectrally positive Le´vy process.
Lemma 4.3 (Verification lemma). Suppose pˆi ∈ A is such that vpˆi is sufficiently smooth on (0,∞),
right-continuous at zero with
vpˆi(0+) = ρ,(4.10)
and satisfies
(L − q)vpˆi(x) + r max
0≤l≤x
{l + vpˆi(x− l)− vpˆi(x)} ≤ 0, x > 0.(4.11)
Then vpˆi(x) = v(x) for all x ≥ 0 and hence pˆi is an optimal strategy.
Proof. See Appendix A. 
In the rest of this section, we will show that our candidate value function vb∗ satisfies the sufficient
condition (4.11) (the condition (4.10) is clearly satisfied). Recall from Lemma 4.1 that vb∗ is sufficiently
smooth.
Lemma 4.4. (i) Suppose b∗ > 0. The function vb∗ is strictly increasing and concave on (0,∞), and
v′b∗(b
∗) = 1.
(ii) Suppose b∗ = 0. We have that v′b∗(x) ≤ 1 for all x > 0.
Proof. (i) Suppose b∗ > 0. By (4.1) and (4.2), for all x > 0,
v′b∗(x) =
r
r + q
Z(q)(b∗ − x) + q
r + q
J (q,r)(b∗ − x) = Z(q,r)(b∗ − x) > 0,(4.12)
and for the second derivative, by (3.15),
v′′b∗(x) = −
q
r + q
Φ(q + r)J (q,r)(b∗ − x) < 0.
In other words, vb∗ is strictly increasing and concave on (0,∞). In addition, by (4.12), we have v′b∗(b∗) =
1.
(ii) Suppose b∗ = 0. Differentiating (4.8), for x > 0,
v′0(x) =
r
r + q
[
1− Φ(q + r)
(ψ′(0+)
r + q
+
ρq
r
)
e−Φ(q+r)x
]
,(4.13)
v′′0(x) =
r
r + q
Φ2(q + r)
(ψ′(0+)
r + q
+
ρq
r
)
e−Φ(q+r)x.(4.14)
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In particular,
v′0(0+) =
r
r + q
[
1− Φ(q + r)
(ψ′(0+)
r + q
+
ρq
r
)]
,
which is less than or equal to 1 by (4.6). In addition, we have v′0(x)
x↑∞−−→ r/(r + q) by (4.13).
(a) If ψ′(0+) + ρq(r + q)/r > 0, then, by (4.14), v0 is strictly convex; hence v′0(0+) < v
′
0(x) <
r/(r + q) ≤ 1 for x > 0.
(b) If ψ′(0+) + ρq(r + q)/r < 0, then, by (4.14), v0 is strictly concave; hence 1 ≥ v′0(0+) > v′0(x) >
r/(r + q) > 0 for x > 0.
(c) If ψ′(0+) + ρq(r + q)/r = 0, then 1 > v′0(x) = r/(r + q) > 0 for x > 0. 
Next, by an application of Lemma 4.4 (i) and (ii), respectively, for b∗ > 0 and b∗ = 0, the following
results are immediate.
Lemma 4.5. For b∗ ≥ 0 we have that
(4.15) max
0≤l≤x
{l + vb∗(x− l)− vb∗(x)} =
0 if x ∈ [0, b∗],x− b∗ + vb∗(b∗)− vb∗(x) if x ∈ (b∗,∞).
We shall next show the following.
Lemma 4.6. If b∗ > 0, we have
(4.16) (L − q)vb∗(x) =

0 if x ∈ (0, b∗],
qr
r + q
(
(b∗ − x) + 1− e
Φ(q+r)(b∗−x)
Φ(q + r)
)
if x ∈ (b∗,∞).
If b∗ = 0, we have
(L − q)v0(x) = r
r + q
[
−
(rψ′(0+)
r + q
+ qρ
)
(1− e−Φ(q+r)x)− qx
]
, x > 0.(4.17)
Proof. Suppose b∗ > 0. (i) By the proof of Theorem 2.1 in [9], we have that
(L − q)H(q,r)(b∗ − x) = 0, 0 < x < b∗.(4.18)
On the other hand, by the identity (3.19) in [7] and (3.10), it follows that, for any 0 < x < b,
(4.19) J (q,r)(x) = E˜x
(
e−qτ˜
−
0 eΦ(q+r)X˜(τ˜
−
0 ); τ˜−0 <∞
)
+
rW (q)(b)
Φ(q + r)− Φ(q)E˜x
(
e−qτ˜
+
b ; τ˜−0 > τ˜
+
b
)
,
where E˜x is the law of the spectrally negative Le´vy process X˜ := −X with X˜(0) = x, τ˜−0 := inf{t >
0 : X˜(t) < 0}, and τ˜+b := inf{t > 0 : X˜(t) > b}. By this and the strong Markov property (see Section
3.5 of [16]), the stopped process
{e−q(t∧T(0,b∗))J (q,r)(X˜(t ∧ T(0,b∗))); t ≥ 0},
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with T(0,b∗) := inf{t > 0 : X˜(t) 6∈ (0, b∗)} is a martingale. Hence, following the steps in the proof of
Theorem 2.1 in [9] and noting that y 7→ J (q,r)(y) on (0,∞) is sufficiently smooth, we can conclude that
(L − q)J (q,r)(b∗ − x) = 0, 0 < x < b∗.(4.20)
Finally by the proof of Theorem 2.1 in [9] we have
(L − q)Z(q)(b∗ − x) = 0, 0 < x < b∗.(4.21)
By (4.20) and (4.21), we have (L − q)Z(q,r)(b∗ − x) = 0. Applying this and (4.18) in (4.7), we have
the result for 0 < x < b∗.
(ii) For the case x > b∗, first we note the following
(L − q)(b∗ − x) = ψ′(0+)− q(b∗ − x) and
(L − q)eΦ(q+r)(b∗−x) = reΦ(q+r)(b∗−x).(4.22)
Now, the equality (4.7), for x > b∗, can be written,
vb∗(x) = − r
r + q
(b∗ − x)− r
r + q
(ψ′(0+)
q
+
1
Φ(q + r)
)
− q
r + q
eΦ(q+r)(b
∗−x)
Φ(q + r)
.(4.23)
Therefore we have for x > b∗, by using (4.22) and (4.23),
(L − q)vb∗(x) = qr
r + q
(
(b∗ − x) + 1− e
Φ(q+r)(b∗−x)
Φ(q + r)
)
.
Suppose b∗ = 0. By (4.8),
(L − q)v0(x) = r
r + q
(L − q)
[
x−
(ψ′(0+)
r + q
− ρ
)
+
(ψ′(0+)
r + q
+
ρq
r
)
e−Φ(q+r)x
)]
=
r
r + q
[
− ψ′(0+)− qx+ q
(ψ′(0+)
r + q
− ρ
)
+
(ψ′(0+)
r + q
+
ρq
r
)
re−Φ(q+r)x
]
,
which reduces to (4.17). 
Now we have all the elements to prove Theorem 4.1.
Proof of Theorem 4.1. By Lemmas 4.1 and 4.3, it is sufficient to show (4.11) with vpˆi replaced with vb∗ .
In particular, we show that (4.11) holds with equality.
(i) Suppose b∗ > 0. For x ≤ b∗, Lemmas 4.5 and 4.6 show (4.11) with equality. Now for the case
x > b∗, by substituting (4.7) in (4.15),
max
0≤l≤x
{l + vb∗(x− l)− vb∗(x)} = − q
r + q
[
(b∗ − x) + 1− e
Φ(q+r)(b∗−x)
Φ(q + r)
]
.
This together with Lemma 4.6 shows (4.11) with equality.
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(ii) Suppose now b∗ = 0. Again, by substituting (4.8) in (4.15),
max
0≤l≤x
{l + vb∗(x− l)− vb∗(x)} = x+ v0(0)− v0(x)
= x+ ρ− r
r + q
[
x−
(ψ′(0+)
r + q
− ρ
)
+
(ψ′(0+)
r + q
+
ρq
r
)
e−Φ(q+r)x
)]
=
q
r + q
x+
r
r + q
(ψ′(0+)
r + q
+
ρq
r
)(
1− e−Φ(q+r)x
)
.
Combining this and (4.17), we have (4.11) with equality, as desired. 
Remark 4.2 (Connection with the classical case). Suppose ρ = 0. It is expected that as r → ∞ the
optimal barrier b∗ as well as the value function vb∗ converge to those in the classical case (assuming
EX1 = −ψ′(0+) > 0): b˜∗ := (Z(q))−1(−ψ′(0+)/q) and
(4.24) v˜(x) := −Z(q)(b˜∗ − x)− ψ
′(0+)
q
, x ≥ 0,
as obtained in Bayraktar et al. [9].
This can be easily confirmed as follows. First, it is easy to see that the function f(b) as in (4.5)
converges, as r → ∞, to Z(q)(b) + ψ′(0+)/q, whose root becomes b˜∗. Moreover, in view of the form of
the value function (4.7),
−H(q,r)(b− x)− Z
(q,r)(b− x)
Φ(q + r)
r→∞−−−→ −Z(q)(b− x)− ψ
′(0+)
q
.(4.25)
This is a rough illustration of how the convergence holds. In Section 6, we numerically verify the con-
vergence.
5. SOLUTIONS TO THE EXTENSION WITH CLASSICAL BAIL-OUTS
In this section, we solve the second problem as defined in Section 2.3. To this end, we take essentially
the same steps as in the previous section: first choosing the candidate barrier b† using the smoothness
conditions and then showing that ub† solves the required variational inequalities. Because of the similar-
ities of the forms of vb (for ρ = 0) and ub as in (3.16) and (3.17), the computation will be similar. In
addition, it turns out that the value function will have the same form (with the different barrier) as that in
the first problem and hence many of the results in Section 4 can be reused.
5.1. Smooth fit and selection of the candidate barrier b†. We first note that the expected NPV given
in (3.17) can be obtained from (3.16) for ρ = 0, just by replacing H(q,r)(b)/Z(q,r)(b) with [rZ(q)(b)/(r+
q) − β]/Z(q,r)′(b). Hence the analysis follows verbatim from Section 4.1 and we obtain the following
lemma simply by modifying Lemma 4.1.
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Lemma 5.1. Suppose b > 0 is such that the condition
(5.1) Ĉb : − 1
Z(q,r)′(b)
(
rZ(q)(b)
r + q
− β
)
=
1
Φ(q + r)
is satisfied. Then, ub is C2(0,∞) for the case X is of bounded variation, while it is C3(0,∞) for the
case X is of unbounded variation.
We shall now show the existence of b such that (5.1) holds. Differently from the first problem (see
Lemma 4.2), such b exists all the time thanks to the assumption that β > 1.
Lemma 5.2. There exists a unique solution b˜ > 0 to the equation (5.1).
Proof. First notice, by (3.15), that (5.1) is equivalent to fˆ(b) = 0 where
fˆ(b) := Z(q,r)(b)− β, b ≥ 0.(5.2)
Differentiating this and again by (3.15),
fˆ ′(b) =
q
r + q
Φ(q + r)J (q,r)(b) > 0.
Therefore the function fˆ is strictly increasing, and we note that, by (3.12), limb→∞ fˆ(b) = ∞. On the
other hand, β > 1 implies that fˆ(0) = 1− β < 0. Hence, there exists a unique b˜ > 0 such that fˆ(b˜) = 0,
as desired. 
5.2. Verification. Let b† > 0 be the unique root of (5.1) as in Lemma 5.2. By substituting (5.1) in
(3.17), we can write
ub†(x) = −H(q,r)(b† − x)−
Z(q,r)(b† − x)
Φ(q + r)
for x ≥ 0.(5.3)
Remark 5.1. The function (5.3) has the same form as the value function for the first problem (4.7), except
that the value of the barrier is different.
The main result of this section is as follows.
Theorem 5.1. The periodic barrier strategy p¯ib† with classical reflection from below at 0 is optimal and
the value function is u(x) = ub†(x) for all 0 ≤ x <∞.
As in Section 4.3 (for the proof of Theorem 4.1), we shall provide the verification lemma and then
show that ub† satisfies the stated conditions. To this end, we extend the domain of the function up¯i, for all
p¯i ∈ A¯, as in (3.4), to all R by setting up¯i(x) := up¯i(0) + βx for x < 0.
A sufficient condition for optimality is given as follows.
18 J. L. PE´REZ AND K. YAMAZAKI
Lemma 5.3 (Verification lemma). Suppose pˆi is an admissible dividend strategy such that upˆi is suffi-
ciently smooth on (0,∞) and differentiable at zero (i.e. u′pˆi(0) = β), and satisfies
(L − q)upˆi(x) + r max
0≤l≤x
{l + upˆi(x− l)− upˆi(x)} ≤ 0, x > 0,(5.4)
u′pˆi(x) ≤ β, x > 0,(5.5)
inf
x≥0
upˆi(x) > −m, for some m > 0.(5.6)
Then upˆi(x) = u(x) for all x ≥ 0 and hence pˆi is an optimal strategy.
Proof. See Appendix B. 
With the help of our arguments for the verification in the previous section, we shall show that ub†
satisfies the inequalities (5.4), (5.5), and (5.6). Recall that ub† is sufficiently smooth on (0,∞) by Lemma
5.1.
Proof of Theorem 5.1. By the observation given in Remark 5.1, the following analogues of Lemmas 4.4
(i), 4.5, and 4.6 hold in the same way.
Lemma 5.4. The following conditions hold for ub†:
(i) The value function ub† is strictly increasing, concave, and u′b†(b
†) = 1.
(ii) The inequality (5.4) for x > 0 holds with upˆi replaced with ub† .
Hence, we are only left to show (5.5) (with the differentiability at 0) and (5.6). For the former, by
Lemma 5.4 (i), it is sufficient to show u′
b†(0) = β. This indeed holds because, by (5.1) and (5.3), we
obtain
u′b†(0) =
rZ(q)(b†)
r + q
+
Z(q,r)′(b†)
Φ(q + r)
=
rZ(q)(b†)
r + q
−
(
rZ(q)(b†)
r + q
− β
)
= β.
For the latter, it holds by Lemma 5.4 (i) and because ub†(0) is finite. 
Remark 5.2 (Connection with the classical case). Similarly to Remark 4.2, as r → ∞, the optimal
barrier b† as well as the value function ub† are expected to converge to those in the classical case:
b˜† := (Z(q))−1(β) and
(5.7) u˜(x) := −Z(q)(b˜† − x)− ψ
′(0+)
q
, x ≥ 0;
see Bayraktar et al. [9].
Indeed, it is easy to see that the function fˆ(b) as in (5.2) converges, as r →∞, to Z(q)(b)− β, whose
root becomes b˜†. The form of the value function also converges to that of (5.7) as in (4.25). This is
numerically verified in Section 6.
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6. NUMERICAL EXAMPLES
In this section, we confirm the analytical results obtained for the two problems through a sequence
of numerical experiments. Throughout this section, we assume that the underlying process X is the
spectrally positive version of the phase-type Le´vy process (with a Brownian motion) of [2], which admits
an analytical form of scale function as in [14]. This process is particularly important because it can
approximate any spectrally positive Le´vy process (see [2] and [14]). See, e.g., [2, 18] for stochastic
control problems using this process.
More specifically, for some c ∈ R and σ > 0,
(6.1) X(t)−X(0) = −ct+ σB(t) +
N(t)∑
n=1
Zn, 0 ≤ t <∞,
where B = (B(t); t ≥ 0) is a standard Brownian motion, N = (N(t); t ≥ 0) is a Poisson process
with arrival rate κ, and Z = (Zn;n = 1, 2, . . .) is an i.i.d. sequence of phase-type-distributed random
variables with representation (m,α,T ), or equivalently the first absorption time in a continuous-time
Markov chain consisting of a single absorbing state and m transient states with its initial distribution
α and transition matrix T (see [2] for details). The processes B, N , and Z are assumed mutually
independent. We refer the reader to [14, 16] for the forms of the corresponding scale functions.
6.1. Numerical results for the first problem. We first consider the first problem defined in Section 2.2
and confirm the results obtained in Section 4. Here, for X in (6.1), we set σ = 0.2 and κ = 2 and, for
Z, we use the phase-type distribution with m = 6 that gives an approximation to the (folded) normal
random variable with mean 0 and variance 1, which is given in [19] (see [19] for the values of α and T ).
For the drift parameter c, we consider Case 1 with c = 0.5 and Case 2 with c = 2.0 to obtain the cases
b∗ > 0 and b∗ = 0, respectively. For the other parameters, let q = 0.05, r = 0.1 and ρ = 0 unless stated
otherwise.
The first step in the implementation is to compute the optimal barrier b∗. In the left column of Figure
1, we plot the function f as in (4.5) for Cases 1 and 2. In both cases, it can be confirmed that f is
monotonically increasing. In Case 1, it starts at a negative value and hence its unique root becomes b∗ >
0; in Case 2, f is uniformly positive and hence b∗ = 0. In the right column, we plot the corresponding
value functions vb∗ (solid) along with suboptimal NPVs vb given in (3.16) (dotted) with b 6= b∗. It can be
confirmed in both cases that vb∗ dominates vb, for b 6= b∗, uniformly in x.
We next study the behavior of the value function vb∗ with respect to r, as we have discussed in Remark
4.2. Here we use the same parameters as Case 1 above except for r. In Figure 2 (i), we plot vb∗ for
an increasing sequence of r along with the value function v˜ given in (4.24) in the classical case. It is
confirmed that vb∗ increases uniformly in x to v˜. The convergence of the optimal barrier b∗ to b˜∗ is also
confirmed.
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FIGURE 1. (Left) Plots of f as in (4.5) for Case 1 (top) and Case 2 (bottom). Its root, if
it exists, becomes b∗ > 0; otherwise b∗ = 0. (Right) The corresponding value function vb∗
(solid) along with suboptimal expected NPVs vb (dotted) for b = 0, b∗/2, 3b∗/2, 2b∗ for
Case 1 and b = 0.5, 1, 1.5, 2 for Case 2. The values at b∗ are indicated by circles whereas
those at the suboptimal barriers b > b∗ (resp. b < b∗) are indicated by up-pointing (resp.
down-pointing) triangles.
Finally, we study the behavior of the value function vb∗ with respect to the terminal payoff at ruin
ρ. Here we use the same parameters as Case 1 above except for ρ. In Figure 2 (ii), we plot vb∗ for
an increasing sequence of ρ ranging from −20 to 20. It is confirmed that, as ρ increases, vb∗ increases
uniformly in x while b∗ decreases. For sufficiently large ρ, b∗ becomes 0. Interestingly, for high enough
ρ, the value function fails to be monotonically increasing; this is due to the fact that, while one wants to
liquidate as quickly as possible to enjoy the terminal payoff at ruin, one must wait until the next dividend
payment opportunity.
6.2. Numerical results for the second problem. We now move on to the case with capital injection
and confirm the analytical results obtained in Section 5. Here, we set β = 2 and use the same parameters
as Case 1 above, unless stated otherwise.
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FIGURE 2. (i) The value functions vb∗ (dotted) for r = 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1,
2, 3, 4, 5 along with the value function v˜ (given in (4.24)) in the classical case (solid). The
up-pointing triangles show the points at b∗ of vb∗; the circle shows the point at b˜∗ of v˜. (ii)
The value functions vb∗ for ρ = −20, −15, . . . , 15, 20. The up-pointing triangles show
the points at b∗ of vb∗ .
In Figure 3, we plot the function fˆ as well as the value function ub† along with suboptimal expected
NPVs ub for b 6= b†. Here fˆ always starts at a negative value (1 − β) and increases monotonically; its
root becomes b†. The function ub† is confirmed to dominate ub uniformly in x.
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FIGURE 3. (Left) A plot of fˆ . (Right) The corresponding value function ub†(x) (solid)
along with suboptimal expected NPVs ub for b = 0, b†/2, 3b†/2, 2b† (dotted). The values
at b† are indicated by circles whereas those at b > b† (resp. b < b†) for suboptimal expected
NPVs are indicated by up-pointing (resp. down-pointing) triangles.
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In Figure 4, we show ub† for an increasing sequence of r along with those in the classical case u˜; see
(5.7) and the discussion given in Remark 5.2. Again, the convergence of ub† and b† to the classical case
u˜ and b˜† can be confirmed.
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FIGURE 4. The value functions ub† (dotted) for r = 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2,
3, 4, 5 along with the value function u˜ (given in (5.7)) in the classical case (solid). The
up-pointing triangles show the points at b† of ub†; the circle shows the point at b˜† of u˜.
7. CONCLUDING REMARKS
In this paper, we studied optimal dividend problems under the condition that dividend payments can
be made only at the jump times of an independent Poisson process. We showed the optimality of a
periodic barrier strategy, which pushes the surplus down to a certain barrier at each dividend payment
opportunity. We also studied the case with additional classical bailouts. For both problems, the solution
can be written concisely in terms of the scale function.
We conclude the paper with discussion on two potential extensions of these problems.
First, it is of interest to consider the case where solvency is only monitored periodically (not continu-
ously). In particular, for the case it is monitored at the arrival times of an independent Poisson process,
the ruin time, or the first arrival time at which surplus is negative, corresponds to what is known as a
special case of Parisian ruin; this occurs as soon as the surplus process stays below zero consecutively
for an exponential time. It is reasonably conjectured in this case that the periodic barrier strategy is again
optimal.
Second, in view of our second problem with classical bail-outs, it makes more sense to consider the
case bail-outs are also periodic. This can be modeled by introducing jump times of another independent
Poisson process, say M with rate r′, at which capital injection can be made. In this case, ruin must be
considered and hence the problem is terminated at the first down-crossing time at zero (as opposed to
∞). It is reasonably conjectured that it is optimal to reflect the process in a Parisian fashion from above
at b and from below at b for suitable barriers 0 ≤ b ≤ b. Here b = 0 can happen as it may be optimal not
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to inject capital at all when its unit cost is high; in this case, the value function becomes that in our first
problem.
Under a suitable condition, we expect, as the frequency of capital injection opportunities r′ increases
to infinity, the lower barrier b decreases to zero and the results converge to the results in our second
problem (or otherwise our first problem if it is better not to bail out at all). In view of the numerical
results in Figure 2, for the dividend maximization in the current paper, the optimal solution converges
quickly to the classical case as r increases. Because similar convergence is expected for capital injection,
the value function of our second problem can be seen as a rough approximation given that the frequency
of capital injection opportunities is high.
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APPENDIX A. PROOF OF LEMMA 4.3
By the definition of v as a supremum, it follows that vpˆi(x) ≤ v(x) for all x ≥ 0. We write w := vpˆi
and show that w(x) ≥ vpi(x) for all pi ∈ A for all x ≥ 0.
Fix pi ∈ A and the corresponding surplus process Upi. Let (Tn)n∈N be the sequence of stopping times
defined by Tn := inf{t > 0 : Upi(t) > n or Upi(t) < 1/n}. Since Upi is a semi-martingale and w is
sufficiently smooth on (0,∞), we can use the change of variables/Itoˆ’s formula (cf. Theorems II.31 and
II.32 of [22]) to the stopped process (e−q(t∧Tn)w(Upi(t ∧ Tn)); t ≥ 0) to deduce under Px that
e−q(t∧Tn)w(Upi(t ∧ Tn))− w(x) = −
∫ t∧Tn
0
e−qsqw(Upi(s−))ds+
∫
[0,t∧Tn]
e−qsw′(Upi(s−))dX(s)
+
σ2
2
∫ t∧Tn
0
e−qsw′′(Upi(s−))ds+
∑
0≤s≤t∧Tn
e−qs[∆w(Upi(s−)− νpi(s))∆N r(s)]
+
∑
0≤s≤t∧Tn
e−qs[∆w(Upi(s−) + ∆X(s))− w′(Upi(s−))∆X(s)].
Rewriting the above equation leads to
e−q(t∧Tn)w(Upi(t ∧ Tn))− w(x)
=
∫ t∧Tn
0
e−qs(L − q)w(Upi(s−))ds−
∫
[0,t∧Tn]
e−qsνpi(s)dN r(s)
+
∫ t∧Tn
0
e−qsr [νpi(s) + w(Upi(s−)− νpi(s))− w(Upi(s−))] ds+M(t ∧ Tn)
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where
M(t) :=
∫ t
0
σe−qsw′(Upi(s−))dB(s) + lim
ε↓0
∫
[0,t]
∫
(ε,1)
e−qsw′(Upi(s−))y(N (ds× dy)− Π(dy)ds)
+
∫
[0,t]
∫
(0,∞)
e−qs
[
w(Upi(s−) + y)− w(Upi(s−))− w′(Upi(s−))y1{y∈(0,1)}
]
(N (ds× dy)− Π(dy)ds)
+
∫
[0,t]
e−qs [νpi(s) + w(Upi(s−)− νpi(s))− w(Upi(s−))] d(N r(s)− rs), t ≥ 0,
(A.1)
where (B(s); s ≥ 0) is a standard Brownian motion and N is a Poisson random measure in the measure
space ([0,∞)× (0,∞),B[0,∞)× B(0,∞), ds× Π(dx)).
Hence we derive that, by (2.4),
w(x) ≥−
∫ t∧Tn
0
e−qs
[
(L − q)w(Upi(s−)) + r max
0≤l≤Upi(s−)
{l + w(Upi(s−)− l)− w(Upi(s−))}
]
ds
+
∫
[0,t∧Tn]
e−qsνpi(s)dN r(s)−M(t ∧ Tn) + e−q(t∧Tn)w(Upi(t ∧ Tn)).
Using the assumption (4.11), we have
w(x) ≥
∫
[0,t∧Tn]
e−qsνpi(s)dN r(s) + e−q(t∧Tn)w(Upi(t ∧ Tn))−M(t ∧ Tn).(A.2)
In addition by the fact that w ∈ C2(0,∞), and that Upi(s−) is bounded a.s. on [0, t ∧ Tn], the compen-
sation formula (cf. Corollary 4.6 of [17]) implies that the process (M(t ∧ Tn); t ≥ 0) is a zero-mean
Px-martingale.
Now taking expectations in (A.2) and letting t and n go to infinity (Tn
n↑∞−−→ τpi0 Px-a.s.), Fatou’s
lemma (noting that w is bounded from below by ρ ∧ 0) and (4.10) give
w(x) ≥ lim
t,n↑∞
Ex
(∫
[0,t∧Tn]
e−qsνpi(s)dN r(s) + e−q(t∧Tn)w(Upi(t ∧ Tn))
)
≥ vpi(x).
This completes the proof.
APPENDIX B. PROOF OF LEMMA 5.3
By the definition of u as a supremum, it follows that upˆi(x) ≤ u(x) for all x ≥ 0. We write w := upˆi
and show that w(x) ≥ up¯i(x) for all p¯i ∈ A¯ and x ≥ 0. By β > 1 and the constraint that U p¯i ≥ 0, we can
focus on p¯i such that (2.4) holds with pi replaced with p¯i.
Fix p¯i ∈ A¯ and U p¯i the corresponding surplus process. Let (Tn)n∈N be the sequence of stopping times
defined by Tn := inf{t > 0 : U p¯i(t) > n}. Since U p¯i is a semi-martingale and w is sufficiently smooth on
(0,∞) and differentiable at zero by assumption, we can use the change of variables/Meyer-Itoˆ’s formula
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(cf. Theorems II.31 and II.32 of [22]) to the stopped process (e−q(t∧Tn)w(U p¯i(t ∧ Tn)); t ≥ 0) to deduce
under Px that, with Rp¯i,c the continuous part of Rp¯i,
e−q(t∧Tn)w(U p¯i(t ∧ Tn))− w(x) = −
∫ t∧Tn
0
e−qsqw(U p¯i(s−))ds+
∫
[0,t∧Tn]
e−qsw′(U p¯i(s−))dX(s)
+
∫ t∧Tn
0
e−qsw′(U p¯i(s−))dRp¯i,c(s) +
∑
0≤s≤t∧Tn
e−qs[∆w(U p¯i(s−) + ∆Rp¯i(s))]
+
σ2
2
∫ t∧Tn
0
e−qsw′′(U p¯i(s−))ds+
∑
0≤s≤t∧Tn
e−qs[∆w(U p¯i(s−)− ν p¯i(s))∆N r(s)]
+
∑
0≤s≤t∧Tn
e−qs[∆w(U p¯i(s−) + ∆X(s))− w′(U p¯i(s−))∆X(s)].
Rewriting the above equation leads to
e−q(t∧Tn)w(U p¯i(t ∧ Tn))− w(x)
=
∫ t∧Tn
0
e−qs(L − q)w(U p¯i(s−))ds−
∫
[0,t∧Tn]
e−qsν p¯i(s)dN r(s)
+
∫ t∧Tn
0
e−qsw′(U p¯i(s−))dRp¯i,c(s) +
∑
0≤s≤t∧Tn
e−qs[∆w(U p¯i(s−) + ∆Rp¯i(s))]
+
∫ t∧Tn
0
e−qsr {ν p¯i(s) + w(U p¯i(s−)− ν p¯i(s))− w(U p¯i(s−))} ds+M(t ∧ Tn)
where the process M is the martingale (A.1) with pi replaced with p¯i.
On the other hand, using (5.5), we obtain that∫ t∧Tn
0
e−qsw′(U p¯i(s−))dRp¯i,c(s) +
∑
0≤s≤t∧Tn
e−qs[∆w(U p¯i(s−) + ∆Rp¯i(s))]
≤ β
∫ t∧Tn
0
e−qsdRp¯i,c(s) + β
∑
0≤s≤t∧Tn
e−qs∆Rp¯i(s) = β
∫
[0,t∧Tn]
e−qsdRp¯i(s).
This together with (2.4) with pi replaced with p¯i gives
w(x) ≥ −
∫ t∧Tn
0
e−qs
[
(L − q)w(U p¯i(s−)) + r max
0≤l≤U p¯i(s−)
(l + w(U p¯i(s−)− l)− w(U p¯i(s−)))
]
ds
+
∫
[0,t∧Tn]
e−qsν p¯i(s)dN r(s)− β
∫
[0,t∧Tn]
e−qsdRp¯i(s)−M(t ∧ Tn) + e−q(t∧Tn)w(U p¯i(t ∧ Tn)).
Using the assumptions (5.4) and (5.6), we have
w(x) ≥−M(t ∧ Tn) +
∫
[0,t∧Tn]
e−qsν p¯i(s)dN r(s)− β
∫
[0,t∧Tn]
e−qsdRp¯i(s)−me−q(t∧Tn).(B.1)
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Now taking expectations in (B.1) (recall that M(· ∧Tn) is a zero-mean martingale) and letting t and n
go to infinity (Tn ↗∞ Px-a.s.), the assumption (2.5) and the monotone convergence theorem give
w(x) ≥ Ex
(∫
[0,t∧Tn]
e−qsν p¯i(s)dN r(s)− β
∫
[0,t∧Tn]
e−qsdRp¯i(s)
)
= up¯i(x).
This completes the proof.
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