This paper presents a new paradigm for object based classification of multispectral images. Instead of classifying objects only after the segmentation process is completed, it is proposed to intercept the early stages of the segmentation by iteratively performing classification tests to under growing regions. By applying this simultaneous analysis, mislabeling of objects considered only after segmentation is completely done can be avoided. The proposed technique assumes that some growing regions can present higher membership to a particular class when comparing to the final object in which it is included. A Bayesian framework was applied in classification tests performed by pixel based, traditional object based, and the proposed technique were performed. The results show the soundness of the proposed method when comparing overall accuracies with a reference map.
INTRODUCTION
Object-based classification approaches have played a key role in remote sensing image analysis [1] . Depending on the specific application, this kind of classification provides great improvements when compared to pixel-based ones [2] . An important difference is that results achieved by object-based systems are more homogeneous, which makes analysis more convenient. Another advantage of dealing with regions instead of pixels is the possibility to add other attributes in the classification scheme, such as texture and shape. Despite these advantages, some applications showed that overall accuracy of object-based classifiers can be smaller than traditional pixel-based approaches [2] . In some segmented images, objects are not consistent with the pixels inside it, which lead to mislabeling in further classification processes. This situation can be caused by a phenomenon known as under segmentation, which results in too large regions. This occurs mainly when the user is prevented to appropriately set the segmentation parameters [3] . Unfortunately, the optimal choice of the parameters is generally difficult and arbitrary [4] . To overcome this situation, some image analysis techniques have been focusing on simultaneous process of segmentation and classification applied for signals [5] , some kinds of medical images [6] and photo sequences [7] . Specifically for remote sensing, in [8] a statistical approach was tested to perform classification in growing regions trough a hypothesis testing. Comparison of this technique with the traditional segmentation followed by classification indicated slight improvement of the proposed approach. In this abstract, we suggest a new technique aimed at performing optimized supervised classification during segmentation process. In [8] , exploratory experiments indicated the soundness of this kind of strategy for remote sensing images of natural scenes. In the present work, we suggest a Bayesian framework to early identify classes in under growth regions. Instead of using statistical tests for classification, the new methodology employs a parametric decision rule through the maximum likelihood classifier, thus not requiring minimum size of regions in order to early label them. By using this simultaneous methodology, growing regions with high class membership can be early associated to a given predefined class. Thus, avoiding eventual mislabeling caused by segmentation followed by classification. In order to optimize the process, regions can be previously labeled only if they have considerable degree of membership to one specific class in comparison with the others.
PROPOSED CONCEPTUAL FRAMEWORK
The proposed methodology can be seen as an interception into the segmentation process. Here, we use the region growing segmentation algorithm to test our formulation. Region growing algorithms are aimed to produce objects by iteratively merging pixels or regions in the image [9] . They start from the pixel level and apply similarity tests based on input parameters to determine whether two adjacent pixels must be merged or not. Depending on the specific region growing technique, the type and number of input parameters can vary. In this work, we implemented the region growing segmentation routine developed in [9] . A common stage to all region growing techniques is the comparison between adjacent regions in order to produce larger regions by merging them. The basis of the proposed methodology is to intercept this stage by submitting provisory regions to the classification test. Let us consider a recently merged region R with respective number of pixels N R and vector of means μ R . As mentioned before, we propose to use the maximum likelihood classifier under the Bayes theorem to compare between R and classes. As a supervised method, samples of each pre-defined classes are required. Using the samples, we can also derive the vector of means μ i and the covariance matrix S i for each of the n available classes ωi. We assume to apply the proposed methodology only to natural scenes, where it is expected to have classes presenting Normal statistical distribution. Thus, the probability density function for each class ωi, in respect to a given region R, is computed as
In our formulation, whenever two adjacent regions are merged, the resulting region R will belong to a particular class ωc only if the following conditions are satisfied:
where N R is the number of pixels of R, T is a user-defined threshold of size (number of pixels), c is the analyzed class, f is another user-defined factor indicating how many times G c (R) have to be larger than G i (R) for the other classes. Factor f can be seen as a coefficient which ensures the region will be labeled only if there is a high confidence to one of the classes compared to the others. The first condition verifies if the number of pixels of the region is large enough to label it. As stated before, in this formulation the size of the regions is not mandatory. However, if the user intends to obtain a classification map with more homogenous areas, the use of T is encouraged. The expected result is a partially classified segmented image. Regions not classified are those which have not satisfied the conditions in (2) for any of the available classes during the segmentation process, including the sub-regions gradually merged to form it. At the final step, the remaining unclassified regions are inserted into the traditional classification systems in order to complete the classification of the image.
EXPERIMENT AND ANALYSIS
In this study, we selected a TM-Landsat-5 subset (310×230 pixels) characterized by two types of soils and sparse vegetation. The image was acquired in October/2011 (path/row 221/82). A false color composition of the images is shown in Fig. 1a . This dataset was chosen because of the spectral similarity among targets, which is a challenge for classifiers. To assess the proposed technique, we used a reference map built up by visual interpretation and advanced knowledge about the region. Then, the dataset was classified by using the pixel-based, object-based traditional approaches, and the proposed technique. The region growing segmentation process performed here requires only two input parameters: similarity level and minimum region size. Here, we set them as 8 and 20, respectively. These parameters are default for deforestation applications using this segmentation algorithm [9] . For the proposed technique, which also requires two user-defined factors, we set 20 for T and 10 for f. The rationale for using 20 for T is that we look for results with the same minimum size of regions, allowing fair comparison among techniques. Factor f was defined to ensure a considerable degree of membership when pre allocating growing regions to a particular class. We have taken three different samples corresponding to classes of vegetation, soil type A and soil type B. The reference map visually built for this experiment is showed in Fig. 1b .
The accuracy assessment was conducted by means of overall accuracy and per class accuracy. Table 1 summarizes the results reached by each technique. Controversially, the processing time spent by the proposed methodology was lower than the traditional segmentation process. This is explained by the fact that the time spent for iteratively classify the growing objects is offset by the reduction of the number of regions to be analyzed in the segmentation process. Fig. 1c, 1d and 1e depict the resulting classification maps for the pixel-based, object-based, and proposed technique. As can be seen, the classification map achieved by the proposed technique shows more uniform areas, without the spatial noise commonly presented by pixel-based methods. In addition, some areas where the object-based classification show exceeded region merging, mainly between the two similar kinds of soil, were more appropriated classified by the proposed technique (Table 1) . This fact corroborates our initial supposition that, by using the simultaneous segmentation and classification, eventual further mislabeling by classifying only after segmentation step is finished can be avoided. 
CONCLUSIONS
The results of the experiment indicate strength of the proposed methodology. Although the quantitative assessment has proved reasonable, the most important advantage of the proposed technique is that the user can obtain an appropriate level of pixel aggregation without losing classification accuracy. Moreover, since it is not based on statistical tests, there is no size limitation for growing segments to perform classification. This approach has showed more efficient to both special situations: (1) high spectral similarity of available classes and (2) low confidence in the segmentation input parameters.
