In this paper, we present a novel and efficient approach for automatic design of Artificial Neural Networks (ANNs) 
Introduction
Several researchers have attempted to design ANNs automatically with respect to a particular problem. The earlier attempts fall into two broad categories: constructive and pruning algorithms [4] , [7] , [12] , where many deficiencies and limitations have been reported [1] . The efforts have been then focused on evolutionary algorithms (EAs) [2] particularly over Genetic Algorithm (GA) [8] and Evolutionary Programming (EP), [6] for both training and evolving ANNs. Most GA based methods have also been found quite inadequate for evolving ANNs mainly due to two major problems: permutation problem and noisy fitness evaluation [14] . Although EP-based methods [1] , [14] , [15] , might address such problems, they usually suffer from their high complexity and strict parameter dependence.
In principle, Particle Swarm Optimization (PSO) [9] , [11] , which has obvious ties with the EA family, lies somewhere in between GA and EP. Yet unlike GA, PSO has no complicated evolutionary operators such as crossover, selection and mutation and it is highly dependent on stochastic processes. PSO has been successfully applied for training feed-forward [5] , [10] and recurrent ANNs [13] and several works on this field have shown that it can achieve a superior learning ability to the traditional Back-Propagation (BP) method in terms of accuracy and speed. Only few researchers have investigated the use of PSO for evolutionary design of ANNs or to be precise, the fully connected feed-forward ANNs, the so-called multi-layer perceptrons (MLPs) only with single hidden layer. The major drawback of many PSO variants including the basic method is that they can only be applied to a search space with fixed dimensions. However, in the field of ANNs as well as in many of the optimization problems (e.g. clustering, spatial segmentation, optimization of the dimensional functions, etc.), the optimum dimension where the optimum solution lies, is also unknown and should thus be determined within the PSO process. In order to address this problem, in this paper we first present a multi-dimensional PSO (MD PSO) technique, which negates the need of fixing the dimension of the solution space in advance. We then adapt MD PSO technique for designing (near-) optimal ANNs. The focus is particularly drawn on automatic design of the feed-forward ANNs and the search is carried out over all possible network configurations within the specified architecture space. Therefore, no assumption is made about the number of (hidden) layers and in fact none of the network properties (e.g. feed-forward or not, differentiable activation function or not, etc.) is an inherent constraint of the proposed scheme. As long as the potential network configurations are transformed into a hash (dimension) 
The Proposed Method
Designing the optimal network architecture can be thought as a search process within the architecture space containing all potential and feasible architectures. To accomplish this, the proposed MD PSO technique, is mainly adapted and presented next.
MD PSO Algorithm
Instead of operating at a fixed dimension N, the MD PSO algorithm is designed to seek both positional and dimensional optima within a dimension range, (
). In order to accomplish this, each particle has two sets of components, each of which has been subjected to two independent and consecutive processes. The first one is a regular positional PSO, i.e. the traditional velocity updates and due positional shifts in N dimensional search (solution) space. The second one is a dimensional PSO, which allows the particle to navigate through dimensions. Accordingly, each particle keeps track of its last position, velocity and personal best position (pbest) in a particular dimension so that when it re-visits the same dimension at a later time, it can perform its regular "positional" fly using this information. The dimensional PSO process of each particle may then move the particle to another dimension where it will remember its positional status and keep "flying" within the positional PSO process in this dimension, and so on. The swarm, on the other hand, keeps track of the gbest particles in all dimensions, each of which respectively indicates the best (global) position so far achieved and can thus be used in the regular velocity update equation for that dimension. Similarly the dimensional PSO process of each particle uses its personal best dimension in which the personal best fitness score has so far been achieved. Finally, the swarm keeps track of the global best dimension, dbest, among all the personal best dimensions. The gbest particle in dbest dimension represents the optimum solution and dimension, respectively.
In a MD PSO process at time (iteration) t, each particle a in the swarm, } ,.., ,.., Without loss of generality assume that the objective is to find the minimum (position) of f at the optimum dimension within a multi-dimensional search space. Assume that the particle a visits (back) the same dimension after T iterations (i.e. 
Furthermore, the personal best dimension of particle a can be updated in iteration t+1 as follows, Due to space limitations the details of the clamping operators and pseudo-code for MD PSO are skipped in this paper.
Evolving ANNs via MD PSO
As a stochastic search process in multi-dimensional search space, MD PSO seeks for (near-) optimal networks in an architecture space, which can be defined by any type of ANNs with any properties. All network configurations in the architecture space are enumerated into a (dimensional) hash table with a proper hash function, which basically ranks the networks with respect to their complexity, i.e. associates higher hash indices to networks with higher complexity. MD PSO can then use each index as a unique dimension of the search space where particles can make inter-dimensional navigations to seek for an optimum dimension (dbest) and the optimum solution on that dimension, dbest y xˆ.
In this work, we apply MD PSO technique for evolving fully-connected, feed-forward ANNs or the so-called MLPs. The reasoning behind this choice is that MLP is the most widely used in this field and it offers conventional methods such as BP for training. Suppose for the sake of simplicity, a range is defined for the minimum and maximum number of layers, θ represent the sets of weights and biases of the layer l. Note that the input layer (l=0) contains only weights whereas the output layer (l=O) has only biases. By means of such a direct encoding scheme, the particle a represents all potential network parameters of the MLP architecture at the dimension (hash index) ) (t xd a . As mentioned earlier, the dimension range,
, where MD PSO particles can make inter-dimensional jumps, is determined by the architecture space defined. Setting MSE in (5) as the fitness function enables MD PSO to perform evolutions of both network parameters and architectures within its native process.
Experimental Results
In order to determine which network architectures are (near-) optimal for a given problem, we apply exhaustive BP training over every network configuration in the architecture space defined. As mentioned earlier, BP is nothing but a gradient descent algorithm and thus for a single run, it is susceptible to get trapped to the nearest local minimum. However, performing it several times with randomized initial parameters eventually increases the chance of converging to (a close vicinity of) the global minimum in the error space, and therefore, it is performed by significantly large amount of times (e.g. K=500) so that for a particular architecture, the minimum error obtained among all trials, can then be assumed to be the (near) optimal score achieved with that network. Note that even though K is kept quite high, there is still no guarantee of converging to the global optimum with BP; however, the idea is to obtain the "trend" of best performances achievable with every configuration under equal training conditions. In this way the optimality of the networks evolved by MD PSO can be justified.
In order to show the optimality of the network configurations evolved by MD PSO, we first of all, use a " . It contains 41 networks. Furthermore, we have selected the two-spirals problem, which is one of the most challenging problems in this field that can be solved with as few as possible "optimal" configuration. In all experiments in this section, we perform 100 MD PSO runs, each of which terminates at the end of 1000 epochs (iterations). The two-spirals problem, which was proposed by Alexis Wieland [16] , is highly non-linear and promises further interesting properties. For instance, the 2D data exhibits some temporal characteristics where radius and angle of the spiral vary with time. The error space is highly multi-modal with many local minima, thus methods such as BP encounters severe problems on error reduction [3] . 
Conclusions
In this paper, we proposed a novel and unsupervised design methodology for ANNs by the MD PSO, which promises a generic solution for the common drawback of the family of PSO methods such as a priori fixation of the search space dimension. To do so, MD PSO defines a new particle formation and embeds the ability of dimensional navigation into the core of the process. It basically allows particles to make inter-dimensional 'passes' with a dedicated PSO process whilst performing regular positional updates in every dimension they visit. Such flexibility negates the requirement of setting the dimension in advance since swarm particles can now converge to the global solution at the optimum dimension, in a simultaneous manner.
With the proper adaptation of the native MD PSO process, the proposed method can evolve to the optimum network within an architecture space for a particular problem. The automatic design methodology is generic and applicable to any type of ANNs in an architecture space with varying size and properties, as long as a proper hash function enumerates all configurations in the architecture space with respect to their complexity into proper hash indices representing the dimensions of the solution space over which MD PSO seeks for optimality.
