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EXPONENTIALLY ACCURATE HAMILTONIAN EMBEDDINGS
OF SYMPLECTIC A-STABLE RUNGE–KUTTA METHODS FOR
HAMILTONIAN SEMILINEAR EVOLUTION EQUATIONS
CLAUDIA WULFF AND MARCEL OLIVER
Abstract. We prove that a class of A-stable symplectic Runge–Kutta time
semidiscretizations (including the Gauss–Legendre methods) applied to a class
of semilinear Hamiltonian PDEs which are well-posed on spaces of analytic
functions with analytic initial data can be embedded into a modified Hamil-
tonian flow up to an exponentially small error. As a consequence, such time-
semidiscretizations conserve the modified Hamiltonian up to an exponentially
small error. The modified Hamiltonian is O(hp)-close to the original energy
where p is the order of the method and h the time step-size. Examples of such
systems are the semilinear wave equation or the nonlinear Schro¨dinger equa-
tion with analytic nonlinearity and periodic boundary conditions. Standard
Hamiltonian interpolation results do not apply here because of the occurrence
of unbounded operators in the construction of the modified vector field. This
loss of regularity in the construction can be taken care of by projecting the
PDE to a subspace where the operators occurring in the evolution equation are
bounded and by coupling the number of excited modes as well as the number
of terms in the expansion of the modified vector field with the step size. This
way we obtain exponential estimates of the form O(exp(−c/h1/(1+q))) with
c > 0 and q ≥ 0; for the semilinear wave equation, q = 1, and for the nonlinear
Schro¨dinger equation, q = 2. We give an example which shows that analyticity
of the initial data is necessary to obtain exponential estimates.
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1. Introduction
Neishtadt [25] showed that a system of ordinary differential equations (ODEs)
with a rapidly rotating phase of period ǫ can be transformed into a system of ODEs
for the slow variables, and a scalar ODE for the fast phase, both of which are, up
to a small error, independent of the fast phase variable.
When the vector field is analytic in the slow coordinates the procedure can be
carried out up to an exponentially small remainder of magnitude O(e−c/ǫ) for some
c > 0. The result is proved by applying N near-identity transformations, each of
which improves the error by one order in ǫ, carefully estimating the remainders, and
concluding that the embedding is optimal when N = O(1/ǫ). For rapidly forced
Hamiltonian ODEs this implies approximate conservation of the Hamiltonian of the
truncated slow system in the new coordinates with an error of order O(e−c/ǫ) over
times of length O(1) and, in particular, approximate conservation of the averaged
Hamiltonian of the original slow system with error O(ǫ) over exponentially long
times provided that the trajectory of the system remains bounded.
An O(ǫ)-close to identity analytic map ψǫ on a finite dimensional space Rn is
the time-ǫ map of a rapidly forced analytic vector field where ǫ is the period of the
forcing. Neishtadt’s result therefore applies and shows that ψǫ can be embedded
into the flow of a system of autonomous ODEs up to an exponentially small error.
When ψǫ is symplectic, this flow is also symplectic. This proves that the iterates
of ψǫ approximately conserve the energy of this flow over exponentially long times
so long as they remain bounded.
Benettin and Giorgilli [1] give an alternative proof of this embedding result by
matching a Taylor expansion of a diffeomorphism ψǫ with the formal power series
expansion of the flow of an ǫ-dependent vector field f˜(x), called modified vector field
[15, 19], truncating at some order N , where, as before, the embedding is optimal
when N = O(1/ǫ).
In particular, if the diffeomorphism ψǫ is a one-step discretization of order p with
step size h = ǫ of an ODE x˙ = f(x), then ψǫ can be approximately embedded into
the flow of a modified vector field f˜ which satisfies ‖f − f˜‖ = O(hp). If the ODE is
Hamiltonian with energy H and ψǫ is symplectic, then the modified vector field is
also Hamiltonian with energy H˜ and |H − H˜| = O(hp). This implies approximate
conservation of the energyH of the original system by the symplectic time-stepping
method ψǫ over exponentially long times provided the numerical trajectory remains
bounded. This strategy has been used to prove approximate energy conservation
of many classes of symplectic numerical methods, in particular symplectic Runge–
Kutta discretizations, [15, 19, 31] and references therein.
The question arises whether and to what extent these results extend to partial
differential equations (PDEs). Here, the phase space is typically an infinite di-
mensional Hilbert space and the vector field contains unbounded operators, usually
in the form of spatial derivatives. These unbounded operators propagate into the
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transformed vector field of Neishtadt [25] and into the formal series expansion of
the modified vector field of Benettin and Giorgilli [1].
Note that the analytic difficulties persist when analyzing full space-time dis-
cretizations of the problem. When discretizing space, unbounded operators turn
into a sequence of bounded operators whose operator norms diverge as the spatial
resolution increases. Consequently, the constant c in the exponential error estimate
O(e−c/ǫ) tends to 0 with increasing spatial resolution, so that the approximate em-
bedding result for general initial data without the requirement of high regularity
fails unless ǫ is coupled to the spatial step size in a suitable way. This leads to
severe restrictions on the time step size. In the case of hyperbolic problems such as
semilinear wave equations, the naive approach fails for step size ratios close to the
CFL limit, i.e., in the practically relevant regime.
Matthies and Scheel [23] consider semilinear Hamiltonian PDEs coupled to a
high frequency oscillator via a nonlinearity which is bounded on the underlying
Hilbert space. They prove that Neishtadt’s result of an approximate embedding
into a flow where the slow variables are decoupled from the fast oscillator is still
true, albeit with an error O(exp(−c/h1/(q+1))) under the condition that the initial
data is in a Gevrey class associated with the evolution equation. For the semilinear
wave or nonlinear Schro¨dinger equation, this amounts to requiring real analyticity
of the initial data. The positive constants q and c in the error estimate depend
on the Gevrey class associated with the evolution equation. Matthies proves a
similar result for rapidly forced parabolic PDEs [22] and an approximate embedding
result for space-time discretizations of parabolic PDEs [21]. The paper [23] also
provides an example which shows that Gevrey regulary initial data is necessary.
The conclusion is that exponential averaging still works in this context, but long
time approximate conservation of the averaged energy might fail because solutions
of Hamiltonian evolution equations are not generally Gevrey regular over long times.
The aim of this paper is to prove a similar result for time-semidiscretizations of
PDEs. Note that while formally a time discretization of a PDE can be embedded
into the flow of a rapidly forced evolution equation via the construction of Fiedler
and Scheurle [13, Section 2], the rapidly forced nonlinear term in the interpolating
evolution equation is not bounded, so that the results of Matthies and Scheel [23]
do not apply.
Runge–Kutta time-semidiscretizations of semilinear Hamiltonian PDEs are only
well-defined if the method is implicit; explicit or partially implicit Runge–Kutta
time-semidiscretizations such as partitioned Runge–Kutta methods, the simplest
of which are the leap frog and symplectic Euler schemes, cannot satisfy the CFL
condition for any size of the time step [16]. Thus, in this paper we consider a class
of (implicit) symplectic A-stable Runge–Kutta methods which includes the Gauss–
Legendre Runge–Kutta methods. The simplest of these methods is the implicit
midpoint rule.
The analysis relies on our earlier work: In [27] we analyzed the differentiability
properties with respect to the initial value and time of the semiflow of
∂tU = F (U) = AU +B(U) (1.1)
on a scale of Hilbert spaces, and obtained analogous results for the time-h map of
its corresponding A-stable Runge–Kutta time-semidiscretization. In [28], we prove
stability of the semiflow and of the time-semidiscrete solution under spatial spectral
Galerkin approximation.
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Our approach applies to a large class of semilinear Hamiltonian PDEs with
analytic nonlinearities, including the semilinear wave equation and the nonlinear
Schro¨dinger equation on the circle. Our main result, Theorem 4.1, can be para-
phrased as follows. If a semilinear Hamiltonian evolution equation with energy H
is discretized by a symplectic A-stable Runge–Kutta method Ψh of order p, then
there exists a modified Hamiltonian flow Φ˜, defined for Gevrey regular data, with a
Hamiltonian H˜ that is O(hp) close to H , such that Φ˜h interpolates Ψh with expo-
nentially small error O(exp(−c∗/h1/(q+1))). As a consequence, the modified energy
H˜ is conserved by the symplectic integrator Ψh with the same exponentially small
error for Gevrey-regular initial data. This result is in a number of ways parallel
to what has been proved for rapidly forced PDEs of Matthies and Scheel [23]: as
in their work, the constants q and c∗ depend on the Gevrey class associated with
the evolution equation, and c∗ also depends on the numerical scheme; moreover,
as in [23], the result does not imply long time approximate energy conservation for
time semi-discretizations because both the solutions of the PDE and the numerical
trajectories are typically not Gevrey regular over long times.
Let us mention some related work. Moore and Reich [24] derive a modified mul-
tisymplectic partial differential equation for a multisymplectic discretization of the
semilinear wave equation which is satisfied by the numerical solution with higher
accuracy than the discretization error; further results in this direction are due to
Islas and Schober [17]. Both papers derive higher order modified equations, but
leave it open whether these are well posed. In this paper, we can actually prove
that the interpolating flow is well-defined. In [26], it is shown that second order fi-
nite difference space-semidiscretizations of analytic solutions of the semilinear wave
equation approximately conserve a discrete momentum map up to an exponentially
small error. Cano [3] considers symplectic space-time discretizations of semilin-
ear wave equations and constructs a finite order modified Hamiltonian, assuming
certain conjectures on the smoothness of the fully discrete system.
The approximate conservation of invariants by splitting methods for Hamiltonian
PDEs has been studied extensively via normal form transformations or modulated
Fourier expansions. Such results require less stringent regularity assumptions, but
they are limited either to linear equations [6, 7] or to the weakly nonlinear regime,
i.e., to small initial data of space-time discretizations near a homogeneous equi-
librium, [5, 10, 14], or they refer to modified numerical methods which dampen
high oscillations [8, 10]. Note that (symplectic) Gauss–Legendre Runge–Kutta dis-
cretizations of linear Hamiltonian systems preserve energy exactly [15]. The results
of [5, 9, 10, 14] give approximate conservation of actions and regularity of trajec-
tories of splitting methods applied to semilinear wave and Schro¨dinger equations
for small initial data over polynomially long times under non-resonance conditions.
These results require initial values in high order Sobolev spaces [5, 10, 14] or re-
strictive conditions on the coupling between space and time step size [9]. In [8],
exponentially accurate interpolations are constructed for modified splitting meth-
ods which dampen highly oscillatory motion.
Exponentially accurate estimates for PDEs, albeit without reference to a Hamil-
tonian structure, have also been obtained in the context of homogenization of linear
elliptic problems for Gevrey regular data [18], while a result for homogenization up
to all orders for nonlinear elliptic PDEs can be found in [4].
EXPONENTIALLY ACCURATE EMBEDDINGS OF TIME SEMIDISCRETIZATIONS 5
The paper is structured as follows. Section 2 defines the precise class of semi-
linear Hamiltonian PDEs which we study in this paper. This class includes the
semilinear wave equation and the nonlinear Schro¨dinger equation. In Section 3,
we introduce A-stable symplectic Runge–Kutta methods. These methods are well-
defined on Hilbert spaces when applied to a semilinear PDE of the class considered.
In Section 4, we present and prove our main result, Theorem 4.1, on approximate
Hamiltonian interpolation of the time-h map of such Runge–Kutta methods. Fi-
nally, in Section 5, we given an example of a nonlinear Schro¨dinger equation in
Fourier space which shows that Gevrey regular initial data are necessary for an ex-
ponentially accurate embedding of a symplectic Runge–Kutta method into a flow.
2. Semilinear Hamiltonian PDEs
In this section, we describe the class of semilinear Hamiltonian systems on Hilbert
spaces considered in this paper. We begin by reviewing the general functional
setting for semilinear evolution equations from [29] and introduce Gevrey spaces.
In Section 2.2, we review results on the differentiability in time of the semiflow from
[27]. In Section 2.3, we restrict to the Hamiltonian case and review a well-known
integrability lemma in our Hilbert space setting. Section 2.4 introduces Hilbert
spaces of analytic functions and superposition operators on these spaces. Finally,
in Sections 2.5 and 2.6, respectively, we show how our main examples, the nonlinear
Schro¨dinger equation and the semilinear wave equation, fit into this framework.
2.1. Semilinear evolution equations. We initially consider an abstract semilin-
ear evolution equation of the form (1.1),
∂tU = F (U) = AU +B(U)
on a Hilbert space Y. We assume the following.
(A) A is a normal operator on a Hilbert space Y which generates a C0-semigroup
etA.
Recall that an operator A is normal if it is closed and AA∗ = A∗A. For a
definition of strongly continuous semigroups (C0-semigroups), see [29]. Condition
(A) implies that there is a constant ω > 0 such that ‖etA‖ ≤ etω for all t ≥ 0.
To formulate our assumptions on the nonlinearity B, we need some definitions.
We write
BXR (U0) = {U ∈ X : ‖U − U0‖X ≤ R}
to denote the closed ball of radius R in a Hilbert space X about U0 ∈ X . When no
confusion about the space is possible, we may drop the superscript X . Let D ⊂ Y
be open. For δ > 0, let
Dδ =
⋃
U∈D
BYδ (U) .
Let YC ≡ Y + iY denote the complexification of Y. We define, for fixed δ > 0,
DC =
⋃
U∈D
BYCδ (U) .
Our assumption on B is then stated as follows.
(B0) There is some δ > 0 and a bounded open set D ≡ D0 such that B : DC → YC
is analytic with bound M0.
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Then, after casting (1.1) in its mild formulation
U(t) = etAU0 +
∫ t
0
e(t−s)AB(U(s)) ds , (2.1)
we can apply the contraction mapping theorem with parameters to obtain well-
posedness locally in time [29]. Let U0 → Φt(U0) denote the flow of (2.1), i.e.,
U(t) = Φt(U0) ∈ DC satisfies (2.1) with U(0) = U0 ∈ DC. Then Φt is continuous
in t and analytic in U0.
For m ∈ N, let Pm denote the sequence of spectral projectors of A onto the set
BCm(0) ∩ specA, set P ≡ P1, and Q ≡ 1− P. Assumption (A) implies that
lim
m→∞
PmU = U
for all U ∈ Y, and that
‖APmU‖Y ≤ m ‖PmU‖Y (2.2)
for m ∈ N. Let q > 0, τ ≥ 0 and ℓ ∈ N0. Since A is normal, |QA|ℓ exp(τ |QA|1/q) is
a well-defined, generally unbounded and densely defined operator on Y. We may
thus introduce the abstract Gevrey space
Yτ,ℓ = Yτ,ℓ,q = D(|QA|ℓ exp(τ |QA|1/q)) (2.3)
equipped with the inner product
〈U1, U2〉Yτ,ℓ = 〈PU1,PU2〉Y
+ 〈|QA|ℓ exp(τ |QA|1/q)QU1, |QA|ℓ exp(τ |QA|1/q)QU2〉Y . (2.4)
Gevrey-smooth functions U ∈ Yτ,ℓ are exponentially well approximated by their
Galerkin projections PmU . Indeed, setting Qm = id−Pm,
‖QmU‖Y ≤ m−ℓ exp(−τm1/q) ‖U‖Yτ,ℓ . (2.5)
Moreover, this definition of the norm ensures that
‖A‖Yτ,ℓ+1→Yτ,ℓ ≤ 1 and ‖U‖Yτ,ℓ ≤ ‖U‖Yτ,ℓ+1 (2.6)
for all U ∈ Yτ,ℓ+1. For convenience, we define Yℓ ≡ Y0,ℓ. We can then state the
following lemma which will be needed later.
Lemma 2.1. Let A satisfy (A). Then for σ > τ and p ∈ N0,
‖Ap‖Yσ,ℓ→Yτ,ℓ ≤ max
{
1,
(
pq
e(σ − τ)
)pq}
(2.7)
Proof. For p = 0, there is nothing to prove, hence let p > 0. For fixed U ∈ Yσ,ℓ,
‖ApU‖2Yτ,ℓ = ‖PU‖2Y + ‖|QA|p e(τ−σ) |QA|
1/q |QA|ℓ eσ|QA|1/q QU‖2Y . (2.8)
The function f(λ) = |λ|p e(τ−σ)|λ|1/q is non-negative and has a global maximum at
λ∗ = (pq/(σ − τ))q . Replacing the corresponding term in (2.8) by its maximum
value, we obtain (2.7). 
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2.2. Differentiability of the semiflow. To obtain a flow of the evolution equa-
tion which has higher order time derivatives, as required in Section 4, we need more
specific assumptions on the regularity of B on the scale of Hilbert spaces defined
above.
We use the following convention to denote derivatives. Given any Hilbert space
X , open set D ⊂ X , and map Z : D → R, we write DZ(U) to denote the derivative
of Z at U ∈ D as an element of X ∗, and by ∇Z(U) the canonical representation of
DZ(U) by an element of X . In other words, DZ(U)W = 〈∇Z(U),W 〉, where 〈·, ·〉
denotes the inner product on X .
For Hilbert spaces X and Z, and j ∈ N0, we write Ej(Y,X ) to denote the vector
space of j-multilinear bounded mappings from Y to X ; we set Ej(X ) ≡ Ej(X ,X ).
Moreover, when U ⊂ X is open and k ∈ N, we write Ckb(U ,Z) to denote the set of
k times continuously differentiable functions F : U → Z whose derivatives DiF are
bounded as maps from U to E i(X ,Z) and extend to the boundary of U . When U
is not open, but has non-empty interior, we define Ckb(U ,Z) = Ckb(intU ,Z), where
intS denotes the interior of a set S.
Finally, for Hilbert spaces X , Y, and Z, and open subsets U ⊂ X , V ⊂ Y, and
W ⊂ Z, we write
F ∈ C(m,n)b (U × V ;W)
to denote a continuous, bounded function F : U × V → W whose partial Fre´chet
derivatives DiXD
j
Y F (X,Y ) exist, are bounded, and are such that the maps
(X,Y,X1, . . . , Xi) 7→ DiXDjY F (X,Y )(X1, . . . , Xi)
are continuous from U×V×X i into Ej(Y,Z) for i = 0, . . . ,m and j = 0, . . . , n, and
extend continuously to the boundary. If U or V are not open but have non-empty
interior, we again define C(m,n)b (U × V ;W) = C(m,n)b (intU × intV ;W).
Given δ > 0 and a family of open sets Dℓ ⊂ Yℓ for ℓ = 0, . . . , L for L ∈ N, we
define the sets
Dδℓ =
⋃
U∈Dℓ
BYℓδ (U) (2.9)
analogously to the set Dδ above.
We assume that the sets Dℓ are nested, i.e., Dℓ+1 ⊂ Dℓ, for ℓ = 0, . . . , L − 1.
Then, by construction, we also have Dδℓ+1 ⊂ Dδℓ for ℓ = 0, . . . , L− 1. For example,
the family Dk = intBYkR (U0) is nested for every U0 ∈ YL and R > 0.
We now make the following assumption on the nonlinearity of our semilinear
evolution equation.
(B1) For δ > 0 fixed as in (B0), there exist K ∈ N0, N ∈ N with N > K + 1,
and a nested sequence of Yk-bounded and open sets Dk, such that B ∈
CN−kb (Dδk,Yk) for k = 0, . . . ,K.
We denote the bounds of the maps B : Dδk → Yk and their derivatives by con-
stants Mk, M
′
k, etc., for k = 0, . . . ,K. In addition to the domains D0, . . . ,DK
defined in (B1), we also need a domain DK+1 on the next higher scale rung YK+1
which may be any YK+1-bounded, open, and nested subset of DK , and we define
RK+1 = sup
U∈DδK+1
‖U‖YK+1 . (2.10)
We can then quote the following theorem on the uniform regularity of the flow
[27, Theorem 2.6 and Remark 2.8].
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Theorem 2.2 (Regularity of semiflow). Assume (A) and (B1). Then there exists
T∗ > 0 such that the semiflow (U, t) 7→ Φt(U) of (1.1) satisfies
Φ ∈
⋂
j+k≤N
ℓ≤k≤K+1
C(j,ℓ)b (DK+1 × (0, T∗);Yk−ℓ) . (2.11)
Moreover, Φ maps DK+1 × [0, T∗] into DδK . The bounds on Φ and T∗ depend only
on the bounds afforded by (B1), (2.10), on ω, and on δ.
Remark 2.3. In [27] we chose to shrink domains D in the range of the flow map to
D−δ = {U ∈ D : dist(U, ∂D) ≥ δ}
rather than work with extended domains Dδ in the argument of the flow map as
we do here. Since Dǫ−δ ⊂ (Dǫ)−δ for ǫ > δ > 0, the formulation in [27] implies
the version stated here; working with extended domains is more convenient for the
purposes of this paper as the extension preserves star-shapedness which is required
in Section 2.3 below.
Remark 2.4. The precise form of assumption (B1) is motivated by the typical case
where B is a superposition operator of a function f : D ⊂ Rd → Rm and Yℓ is
related to the standard Sobolev space Hℓ = Hℓ(I;Rd), where I = [a, b] ⊂ R. Then,
if f is (N + 1) times continuously differentiable on some open set D ⊂ Rd, it is N
times differentiable as a map from the open set D of H1 to H1. We note that u ∈ D
ensures that u(x) ∈ D pointwise. Moreover, f is (N − k) times differentiable from
D ∩Hk to Hk—see [27, Theorem 2.12] and also [26, Remark 7.4].
For the results of Section 4, we need regularity of the flow on a space of Gevrey-
regular functions as well. Hence, we assume the following.
(B2) There exist τ > 0, q > 0, L ≥ 0, and a Yτ,L-bounded open set Dτ,L ⊂ DK+1
such that B ∈ C2b(Dδτ,L,Yτ,L)
We note that Yτ,L ⊂ YK+1 due to Lemma 2.1. In the following, Dτ,L+1 refers to
an arbitrary Yτ,L+1-bounded open subset of Dτ,L. We note that under assumption
(B2), Theorem 2.2 applies with Yτ,L in place of Y.
2.3. Hamiltonian structures on Hilbert spaces. Our main result, Theorem 4.1
below, requires that (1.1) is Hamiltonian, i.e., that there exists a symplectic struc-
ture operator J and a Hamiltonian H : D → R such that
∂tU = AU +B(U) = J∇H(U) . (2.12)
In addition to (A) and (B0), we assume the following.
(H0) The symplectic structure operator J is a closed, skew-symmetric, densely
defined, and bijective linear operator on Y.
(H1) A is skew-symmetric and J−1A is bounded and self-adjoint on Y.
(H2) For every U ∈ Dδ, the operator J−1DB(U) is self-adjoint on Y.
(H3) D is star-shaped.
Formally, the function H : Dδ → R is an invariant of the motion.
Recall that a subset S of a linear space is star-shaped if there exists U∗ ∈ S
such that for every W ∈ S, the line segment U∗W is contained in S. We then say
that S is star-shaped with respect to U∗. We remark that if D is star-shaped with
respect to U∗ ∈ D, then Dδ is star-shaped with respect to U∗ as well. Moreover,
by the closed graph theorem, (H0) implies that J is invertible with J−1 ∈ E(Y).
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This implies, in particular, that J−1DB(U) is a bounded operator on Y for every
U ∈ Dδ.
An operator A is skew if A∗ = −A and D(A) = D(A∗). This implies that
spec(A) ⊂ iR and that, by Stone’s theorem, A generates a unitary C0-group on Y;
see, e.g. [30]. If A = As +Ab where As is skew and Ab is bounded, we can redefine
B as B + Ab and A as As to satisfy (H1). This situation is typical for semilinear
wave equations, see Section 2.5.
Further, by conditions (A), (H0), and (H1),
J−1A = (J−1A)∗ = A∗(J−1)∗ = −A(−J−1) = AJ−1 . (2.13)
Hence, A and J−1 commute, which also implies the following.
Lemma 2.5. Assume (A), (H0), and (H1). Then J−1Pm = PmJ
−1 for all m ∈ N0.
Proof. By (2.13), A and J−1 commute, and so do F (A) and J−1 for all analytic
functions F . Approximating characteristic functions χΛ of measurable sets Λ ⊂ C
by analytic functions, we see that χΛ(A) and J
−1 also commute [30]. With Λ =
BCm(0), this implies that χΛ(A) = Pm commutes with J−1. 
The existence of a Hamiltonian H is then guaranteed by the following integra-
bility lemma.
Lemma 2.6. Assume (A), (B0) and (H0–3). Then there exists an analytic bounded
Hamiltonian H : Dδ → R for the evolution equation (1.1).
Proof. We seek a Hamiltonian of the form
H(U) =
1
2
〈U, J−1AU〉+ V (U) . (2.14)
Due to (H1), the quadratic part of the Hamiltonian is well-defined and possesses
the properties claimed.
To proceed, we use that Dδ is star-shaped and fix U0 such that D and Dδ are
star-shaped with respect to U0. We set
V (U) =
∫ 1
0
〈J−1B(t U + (1 − t)U0), U − U0〉dt , (2.15)
so that, for W ∈ Y,
〈∇V (U),W 〉 =
∫ 1
0
〈J−1B(t U + (1− t)U0),W 〉dt
+ t
∫ 1
0
〈J−1DB(t U + (1− t)U0)W,U − U0〉dt
=
∫ 1
0
d
dt
〈t J−1B(t U + (1− t)U0),W 〉dt , (2.16)
where the last equality is due to the self-adjointness of J−1DB(U). Then, by the
fundamental theorem of calculus, B(U) = J∇V (U). Further, (2.15) shows that
analyticity of B implies analyticity of V , and uniform bounds on B imply corre-
sponding uniform bounds on V . 
For bounds on the modified Hamiltonian in Section 4 we will need (H3) on at
least two scale rungs, so that, for simplicity, we assume the following.
(H4) Each Dk is star-shaped for k = 0, . . . ,K + 1.
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In the next section we introduce concrete function spaces and superposition op-
erators on these spaces in order to verify that our main examples, the nonlinear
Schro¨dinger equation and the semilinear wave equation, fit into our abstract frame-
work.
2.4. Spaces of analytic functions. We denote the Fourier coefficients of a func-
tion u ∈ L2(S1;Cd) on the circle S1 ≃ R/(2πZ) by uˆk, so that
u(x) =
1√
2π
∑
k∈Z
uˆk e
ikx . (2.17)
Let Gτ,ℓ ≡ Gτ,ℓ(S1;Cd) denote the Hilbert space of analytic functions u ∈ L2(S1;Cd)
for which
‖u‖2Gτ,ℓ ≡ 〈u, u〉Gτ,ℓ <∞ ,
where the inner product is given by
〈u, v〉Gτ,ℓ =
∑
|k|≤1
〈uˆk vˆk〉Cd +
∑
|k|>1
k2ℓ e2τ |k| 〈uˆk vˆk〉Cd . (2.18)
It can be shown that Gτ,ℓ(S1;Cd) contains all real analytic functions whose radius of
analyticity is at least τ . In particular, functions in Gτ,ℓ(S1;Cd) can be differentiated
infinitely often. This follows from Lemma 2.1 with Y = L2(S1;Cd) and A = ∂x.
We write Hℓ ≡ G0,ℓ to denote the usual Sobolev space of functions whose weak
derivatives up to order ℓ are square-integrable.
The additional index ℓ in Gτ,ℓ is important because of the following.
Lemma 2.7 ([12, Lemma 1]). The space Gτ,ℓ(S1;C) is a topological algebra for
every τ ≥ 0 and ℓ > 1/2. Specifically, there exists a constant c = c(ℓ) such that for
every u, v ∈ Gτ,ℓ(S1;C) the product uv ∈ Gτ,ℓ(S1;C) with
‖uv‖Gτ,ℓ(S1;C) ≤ c ‖u‖Gτ,ℓ(S1;C) ‖v‖Gτ,ℓ(S1;C) . (2.19)
To treat general nonlinear potentials, we need to consider superposition operators
f : Gτ,ℓ → Gτ,ℓ of analytic functions. The following lemma is a minor adaptation of
results proved in [12, 22].
Lemma 2.8. If f : Cd → Cd is entire then f is also entire as a function from
Gτ,ℓ(S1;Cd) to itself for every τ ≥ 0 and ℓ > 1/2. If f is analytic on Br(u0) ⊂ Cd
where u0 ∈ Cd then f is analytic from Dτ,ℓ ≡ BR(u0) ⊂ Gτ,ℓ(S1;Cd) to Gτ,ℓ(S1;Cd)
for any R < r/c, where c = c(ℓ) is the constant from Lemma 2.7. Moreover,
f ∈ C2b(Dτ,ℓ;Gτ,ℓ).
Proof. We prove the result for d = 1; it generalizes to d > 1 if multi-indices are
used. Let f be entire and let
f(z) =
∞∑
n=0
an (z − u0)n (2.20)
be the Taylor series of f around u0 ∈ C. Let φ : R→ R be its majorization
φ(s) =
∞∑
n=0
|an| sn .
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By applying the algebra inequality (2.19) to each term of the power series expansion
(2.20) of f(u), we see that the series converges for every u ∈ Gτ,ℓ provided τ ≥ 0
and ℓ > 1/2, and that
‖f(u)‖Gτ,ℓ ≤ c−1 φ
(
c ‖u− u0‖Gτ,ℓ
)
+ |a0|(
√
2π − c−1) , (2.21)
where c is as in Lemma 2.7, see [12]. In other words, f is entire on Gτ,ℓ(S1).
When f has only a finite radius of analyticity, we argue as follows. Assume that
|f(z)| ≤M on BCr (u0). Then, by Cauchy’s estimate,
|an| ≤ M
rn
.
Consequently, the majorant φ is bounded on any BCρ (0) with ρ < r with uniform
bound
µ =
M
1− ρ/r .
Due to (2.21), the superposition operator f is then analytic and bounded by
Mspp = µ/c+ |a0| (
√
2π − c−1)
as a map from a ball Dτ,ℓ = BR(u0) of radius R = ρ/c around u0 ∈ Gτ,ℓ into Gτ,ℓ;
similarly, we see that f ∈ C2b(Dτ,ℓ;Gτ,ℓ). 
2.5. Functional setting for the semilinear wave equation. Consider the semi-
linear wave equation
∂ttu = ∂xxu− V ′(u) (2.22)
on S1. Its Hamiltonian can be written
H(u, v) =
∫
S1
[
1
2
v2 +
1
2
(∂xu)
2 + V (u)
]
dx
where v = ∂tu. We write U = (u, v)
T and set Y ≡ H1(S1;R) × L2(S1;R) so that
the Hamiltonian is well-defined on Y. For U = (u, v) ∈ Y let P0U = (p0u, p0v)
where, for u ∈ L2(S1;R), we define p0u = uˆ0 and let Q0 = id−P0. Setting
A˜ =
(
0 id
∂2x 0
)
,
we then define
A = Q0A˜ , B(U) =
(
0
−V ′(u)
)
+ P0A˜U , (2.23)
and the symplectic structure operator J via
〈J−1U1, U2〉Y =
∫
S1
(u1v2 − u2v1) dx (2.24)
for all U1 = (u1, v1)
T , U2 = (u2, v2)
T ∈ Y.
Since the Laplacian is diagonal in the Fourier representation (2.17) with eigen-
values −k2 for k ∈ Z, the eigenvalue problem for A separates into 2× 2 eigenvalue
problems on each Fourier mode, and specA = iZ\{0}. Clearly, A is skew-symmetric
on Y if H1 = G0,1 is endowed with the inner product (2.18). Note that P0A˜ has a
Jordan block and is hence included with the nonlinearity B. Thus, with
Yτ,ℓ = Gτ,ℓ+1(S1;R)× Gτ,ℓ(S1;R) ,
B(U) from (2.23) satisfies (B2) with q = 1.
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The symplectic structure operator J defined by (2.24) is an unbounded operator
on Yτ,ℓ with domain Yτ,ℓ+1. It is possible, though not necessary for anything which
follows, to compute J−1 explicitly. Namely, (2.24) reads
〈J−1U1, U2〉Y = 〈(J−1U1)u, u2〉H1+〈(J−1U1)v, v2〉L2 =
∫
S1
(u1v2−u2v1) dx . (2.25)
The definition of the inner product (2.18) implies
〈(J−1U1)u, u2〉H1 = 〈(p0 − ∂2x)(J−1U1)u, u2〉L2 ,
so that (2.25) splits into
(p0 − ∂2x)(J−1U1)u = −v1 and (J−1U1)v = u1 .
We conclude that
J−1 =
(
0 −(p0 − ∂2x)−1
1 0
)
.
If the potential V : D → R is analytic on an open set D ⊂ R, then, by Lemma 2.8,
B is analytic from BYτ,ℓR (U0) to Yτ,ℓ for any τ, ℓ ≥ 0 and U0 = (u0, v0) ∈ Yτ,ℓ with
u0 independent of x, provided BRr (u0) ⊂ D with R < r/c(ℓ) as in Lemma 2.8. In
this setting, all the above assumptions are satisfied.
2.6. Functional setting for the nonlinear Schro¨dinger equation. Consider
the nonlinear Schro¨dinger equation
i ∂tu = −∂xxu+ ∂uV (u, u) (2.26)
on the circle S1, where V (u, u) is analytic in Reu and Imu. Setting U ≡ u, we can
write
A = i ∂2x , B(U) = −i ∂uV (u, u) . (2.27)
Similar to (2.24), we have
〈J−1u1, u2〉Y =
∫
Re(iu1u¯2) dx (2.28)
with Y = H1(S1,C). Therefore, as for the semilinear wave equation in Section 2.5,
we see that J−1 : H2 → L2 and that (H0–1) hold. The first term of the Hamiltonian
H(U) =
1
2
∫
S1
(|∂xu|2 + V (u, u)) dx (2.29)
is then well-defined for all u ∈ Y. The Laplacian is diagonal in the Fourier rep-
resentation (2.17) with eigenvalues −k2. Hence, specA = {−ik2 : k ∈ Z} so that
A generates a unitary group on L2(S1;C) and, more generally, on every Gτ,ℓ with
ℓ ∈ N0 and τ ≥ 0.
To continue, we identify R2 ≃ C so that Y = H1(S1,R2). If the potential V : D ⊂
R2 → R is analytic as a function of (q, p) ≡ (Reu, Imu), then, by Lemma 2.8, the
nonlinearity B(U) defined in (2.27) is analytic as map from a ball in Gτ,ℓ(S1;R2) to
itself for every τ ≥ 0 and ℓ > 1/2 . The construction of the domain hierarchy works
as in Section 2.5, so that (B0–2) hold with Yτ,ℓ = Gτ,2ℓ+1(S1;R2) where ℓ ∈ N0 and
q = 2.
We remark that if we were to write out the nonlinear Schro¨dinger equation in real
coordinates with U = (Reu, Imu), the structure operator J would be the canonical
symplectic matrix on R2 for the space L2(S1;R2).
An example of a nonlinear Schro¨dinger equation in Fourier space which is defined
on a more complicated set than a ball can be found in Remark 5.1 below.
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3. A-stable Runge–Kutta methods on Hilbert spaces
In this section, we introduce a class of A-stable Runge–Kutta methods which are
well-defined when applied to the semilinear PDE (1.1) under assumptions (A) and
(B0), and review some regularity and convergence results for those methods from
[27]. In most of this section, we need not assume that (1.1) is Hamiltonian.
Applying an s-stage Runge–Kutta method of the form (3.1) to the semilinear
evolution equation (1.1), we obtain
W = U0 1+ h aF (W ) , (3.1a)
Ψh(U0) = U0 + h bT F (W ) . (3.1b)
For U ∈ Y, we write
1U =


U
...
U

 ∈ Ys , W =


W 1
...
W s

 , B(W ) =


B(W 1)
...
B(W s)

 ,
where W 1, . . . ,W s are the stages of the Runge–Kutta method,
(aW )i =
s∑
j=1
aijW
j , bTW =
s∑
j=1
bjW
j ,
and A acts diagonally on the stages, i.e., (AW )i = AW i for i = 1, . . . , s.
The scheme (3.1) can be written in a more suitable form, required later, namely
W = Π(W ;U, h) ≡ (id−haA)−1 (1U + haB(W )) (3.2a)
and
Ψh(U) = S(hA)U + hbT (id−haA)−1B(W (U, h)) , (3.2b)
where S is the so-called stability function
S(z) = 1 + zbT (id−za)−1 1 . (3.3)
We now make a number of assumptions on the method and its interaction with
the linear operator A. First, we assume that the method is A-stable. Setting
C− = {z ∈ C : Re z ≤ 0}, the conditions are as follows.
(RK1) The stability function (3.3) is bounded with |S(z)| ≤ 1 for all z ∈ C−.
(RK2) The s× s matrices id−za are invertible for all z ∈ C−.
We also require two further conditions.
(RK3) The matrix a is invertible.
(RK4) The method is symplectic.
Recall that the flow map of a Hamiltonian system is a symplectic map, i.e., Φt
satisfies
(DUΦ
t(U))T J−1DUΦ
t(U) = J−1 (3.4)
for all U and t for which this relation is well defined [20]. A numerical one-step
method is called symplectic if, when applied to a Hamiltonian system, its time-h
map Ψh is symplectic.
It is known that a Runge–Kutta method of the form (3.1) is symplectic when its
coefficients satisfy
bi aij + bj aji − bi bj = 0
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for i, j = 1, . . . , s; see, for example, [32]. The simplest example of a symplectic
Runge–Kutta method is the implicit midpoint rule, given by
Ψh(U) = U + hF
(U +Ψh(U)
2
)
,
which, equivalently, can be written in the form of a general Runge–Kutta scheme
(3.1) with s = 1, a11 =
1
2 , and b1 = 1. This is an example of a Gauss–Legendre
Runge–Kutta method; Gauss–Legendre Runge–Kutta methods satisfy conditions
(RK1–4); see [27, Lemma 3.6] for condition (RK1–3) and, e.g., [32] for (RK4).
In the following, we also need to refer to a set of key estimates on the linear
operators which appear in the formulation (3.2a) and (3.2b) of the Runge–Kutta
method, namely
‖(id−haA)−1‖Ys→Ys ≤ Λ , (3.5a)
‖haA(id−haA)−1‖Ys→Ys ≤ 1 + Λ , (3.5b)
‖S(hA)‖Ys→Ys ≤ 1 + σ h (3.5c)
for all h ∈ [0, h∗] and constants Λ ≥ 1 and σ ≥ 0. These estimates naturally hold
true on each rung of our hierarchy of spaces. For proofs, see [27, Section 3.2].
A-stable Runge–Kutta methods have the remarkable property that their time-h
map is of the same regularity class as the flow of the evolution equation stated in
Theorem 2.2. We state this result as an abbreviated version of [27, Theorem 3.15
and Remark 3.17].
Theorem 3.1 (Regularity of numerical method). Assume (A), (B1), and (RK1–
3). Then there exists h∗ > 0 such that the components W
j of the stage vector
W (U, h) and numerical method Ψ(U, h) = Ψh(U) are of class (2.11) with T∗ there
replaced by h∗ here. Moreover, Ψ and W
j map into DδK . The bounds on W , Ψ and
h∗ only depend on the bounds afforded by (B1) and (2.10), on the coefficients of
the method, on the constants afforded by (3.5) and on δ.
Remark 3.2. Even when B : Y → Y is analytic, the numerical time-h map Ψh(U)
is generally not analytic in h unless A is bounded. Take, for example, the linear
Schro¨dinger equation, i.e., equation (2.26) with B ≡ 0, discretized by the implicit
mid point rule. Then
h 7→ S(hA) ek = (id+ 12hA) (id− 12hA)−1 ek =
1 + 12hk
2i
1− 12hk2i
ek
has radius of analyticity 2k , where ek is the k-th Galerkin mode of A as described
in Section 2.6. Therefore, if the Fourier expansion of U does not terminate finitely,
then Ψh(U) = S(hA)U cannot be analytic in h. This argument applies to any A-
stable Runge–Kutta method: Since |S(z)| ≤ 1 for all z ∈ iR by assumption (RK1),
the stability function is a rational polynomial S(z) = P(z)/Q(z) with degQ ≥ degP.
Hence, degQ ≥ 1 so that S(z) has at least one pole z0. The radius of analyticity of
S(z) around 0 is r0 = |z0|, so that h 7→ S(hA)ek cannot be analytic outside a ball
around h = 0 of radius r0/k. As for the implicit midpoint rule, this implies that
Ψh(U) is not analytic in h unless the Fourier expansion of U is finite.
Thus, while differentiability in h can be obtained by stepping down on a scale of
Hilbert spaces, analyticity can only be obtained by projecting onto a subspace on
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which the vector field is bounded. This will become necessary in Section 4.3 where
analyticity is essential for obtaining exponential error estimates.
4. Exponentially accurate Hamiltonian embeddings
of time-semidiscretizations
We are now ready to state and prove our main result on approximate embeddings
of symplectic time-discretizations of Hamiltonian evolution equations into flows.
4.1. Statement of the main result. In the following, we write j = ⌊r⌋ to denote
the largest integer j ≤ r, and j = ⌈r⌉ to denote the smallest integer j ≥ r.
Theorem 4.1 (Main theorem). Assume that the semilinear Hamiltonian evolution
equation (2.12) with energy (2.14) satisfies (A), (B0–2), and (H0–4). Apply a
symplectic Runge–Kutta method of order p ≥ 1 and step size h which satisfies
(RK1–4) to (2.12). Assume further that
K + 1 ≥ P ≡ ⌈p(q + 1)2/q + q⌉+ 1
with K from (B1) and q from (B2). Then there exists h∗ > 0 and a modified energy
H˜ : Dδ/21 × [0, h∗]→ R which is analytic in U for each h ∈ [0, h∗] and satisfies
sup
U∈DP
|H˜(U, h)−H(U, h)| = O(hp) (4.1a)
such that J∇H˜ generates a modified flow Φ˜ : D1 × [0, h∗] → Dδ/41 . The numerical
method is approximately embedded into the modified flow with exponentially small
error in the sense that there is c∗ > 0 such that
sup
U∈Dτ,L+1
‖Ψh(U)− Φ˜h(U)‖Y1 ≤ cΦ˜ e−c∗h
−
1
1+q
. (4.1b)
The modified energy is also approximately conserved by the numerical method:
sup
U∈Dτ,L+1
|H˜(Ψh(U), h)− H˜(U, h)| ≤ cH˜ e−c∗h
−
1
1+q
. (4.1c)
For the semilinear wave equation, q = 1 (see Section 2.5), so that the exponents
in (4.1b) and (4.1c) scale like h−1/2. For the nonlinear Schro¨dinger equations, q = 2
(see Section 2.6), so that the exponents in (4.1b) and (4.1c) scale like h−1/3. Note
that, due to (B2), Dτ,L+1 ⊂ DK+1 ⊂ DP , so that the supremum in (4.1a) can be
taken, in particular, over Dτ,L+1.
Remark 4.2. For ODEs, estimate (4.1c) holds with q = 0 and implies approximate
conservation of the energy H over exponentially long times so long as the numeri-
cal trajectory remains bounded. For PDEs this conclusion does not hold, because
solutions of semilinear PDEs and their discretizations are not generally Gevrey reg-
ular over long times, while Gevrey regularity is needed for the embedding estimate
(4.1b), cf. Section 5.
Remark 4.3. When the evolution equation (2.12) is linear, e.g., a linear wave equa-
tion or linear Schro¨dinger equation, its Hamiltonian is conserved exactly since sym-
plectic Runge–Kutta methods conserve quadratic invariants [15].
Remark 4.4. Our result implies conservation of the modified energy with exponen-
tially small error over finite times under slightly stronger conditions. We assume
that there is a triple of Gevrey spaces as follows.
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(B3) There are τ > 0, q > 0, L ≥ 0, and a sequence of nested Yτ,L+k-bounded
and open sets Dτ,L+k such that B ∈ C3−kb (Dδτ,L+k,Yτ,L+k) for k = 0, 1, 2.
Let Dτ,L+3 ⊂ Dτ,L+2 be an open and bounded subset of Yτ,L+3. Fix T > 0 and
δ > ε > 0. Then for any U0 with
{Φt(U0) : t ∈ [0, T ]} ⊂ Dτ,L+3 (4.2)
and for any h ∈ [0, h∗], the convergence theorem [27, Theorem 3.20] with p ≡ 1,
with Yτ,L+1 in place of Y, ensures that there is h∗ > 0 such that for any h ∈ (0, h∗],
the discrete trajectory U j = (Ψh)j(U0) is O(h)-close to the flow in the Yτ,L+1 norm
and hence satisfies U j ∈ Dετ,L+1 so long as 0 ≤ j ≤ ⌊T/h⌋ and h > 0 is sufficiently
small. Theorem 4.1 with Dτ,L+1 replaced by Dετ,L+1, Dj replaced by Dεj , and δ
reduced to δ − ǫ then implies approximate conservation of the modified energy H˜
with an error
h−1O(e−c∗h
−
1
1+q
) = O(e−βh
−
1
1+q
)
for any β ∈ (0, c∗) with order constants uniform over all U0 satisfying (4.2).
The remainder of the section is devoted to the proof of Theorem 4.1, where claims
(4.1a–4.1c) correspond to Lemma 4.18, Lemma 4.9 and Lemma 4.12, respectively.
Lemma 4.9 generalizes the well known embedding result for ODEs, stated as
Theorem 4.7 below, to the Hilbert space setting. Theorem 4.7 is not directly appli-
cable to PDEs because the formal expansion in h of the numerical method contains
powers of the unbounded operator A. We thus resort to the following construction,
which is also used in [23]: In Section 4.2, we truncate the evolution equation (2.12)
to the subspace PmY. Then, in Section 4.3, we obtain an embedding result on this
subspace and choose an optimal cut-off m as function of h to obtain the embedding
result in the Hilbert space setting. Finally, in Section 4.4, we prove estimate (4.1a).
4.2. Galerkin truncation. For given m ∈ N, we define a truncated Hamilton-
ian evolution equation by restricting the Hamiltonian phase space to the subspace
PmY. Since ∇H |PmY = Pm∇H and J−1 leaves PmY invariant by Lemma 2.5, the
corresponding restricted evolution equation reads
u˙m = J Pm∇H(um) .
Thus, setting fm = PmF and Bm = PmB, we can write
u˙m ≡ fm(um) = Aum +Bm(um) . (4.3)
We denote the flow of the projected system on PmY by φtm. For convenience, we
set Φtm = φ
t
m ◦ Pm. Similarly, let wm denote the stage vector, wjm for j = 1, . . . , s
its components, and ψhm denote the numerical time-h map obtained by applying an
s-stage Runge–Kutta method to the projected semilinear evolution equation (4.3),
and abbreviate W jm = w
j
m ◦ Pm and Ψhm = ψhm ◦ Pm.
In [28], we proved that all of the maps above—the truncated flow Φtm, the com-
ponents of the stage vectorW jm, and the time-h map Ψ
h
m of the truncated system—
are of the same class (2.11) as the exact flow Φt with m-independent bounds. The
precise statement is as follows.
Theorem 4.5 (Regularity of flow and numerical method of projected system).
Assume (A), (B1), and (RK1–3). Then there are positive T∗, h∗, and m∗ such
that for every m ≥ m∗ the flow Φtm is of class (2.11), and the components of the
numerical stage vector W jm and the numerical time-h map Ψ
h
m are of the same
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class, but with T∗ replaced by h∗, with bounds which are independent of m ≥ m∗.
Moreover, Φtm, W
j
m, and Ψ
h
m map DK+1 into DδK .
Note that Φtm and Ψ
h
m are analytic in t resp. in h so long as B is analytic on Y.
However, the radius of analyticity is generally not uniform in m.
Next, we present an exponential error bound for the projection error of the
numerical scheme; this is necessary for obtaining an exponentially small embedding
error in Section 4.3 below.
Lemma 4.6 (Exponential projection error estimate for the numerical scheme).
Assume that the semilinear evolution equation (1.1) satisfies conditions (A) and
(B0–2). Let, as before, Ψh and Ψhm denote a single step of a Runge–Kutta method
subject to (RK1–3) applied to the full and the projected semilinear evolution equa-
tion, (1.1) and (4.3), respectively. Then there are positive constants h∗, m∗, and
cΨ such that for all m ≥ m∗, h ∈ [0, h∗] and U ∈ Dτ,L+1,
‖Ψh(U)−Ψhm(U)‖Y1 ≤ cΨm−L e−τm
1/q
. (4.4)
Proof. By Theorems 3.1 and 4.5 applied with Yτ,L in place of Y and K = 0, there
exist h∗ > 0 and m∗ > 0 such that
Ψh,Ψhm,W
j ,W jm ∈ Cb(Dτ,L+1 × [0, h∗];Yτ,L+1 ∩ Dδτ,L)
for j = 1, . . . , s with bounds which are uniform in h ∈ (0, h∗] and m ≥ m∗.
We first estimate the difference of the stages vectors W (U) −Wm(U), noting
that
W (U) =(id−haA)−1 (1U + haB(W (U))) ,
Wm(U) =(id−haA)−1
(
Pm1U + hPmaB(Wm(U))
)
.
Taking the difference of both expressions, we obtain
W (U)−Wm(U) = (id−haA)−1
(
Qm1U +h a
[
B(W (U))−PmB(Wm(U))
])
. (4.5)
Setting
‖b‖ =
s∑
i=1
|bi| and ‖a‖ = max
i=1,...,s
s∑
j=1
|aij | ,
and using estimate (3.5a), we obtain
‖h a(id−haA)−1(B(W (U)) − PmB(Wm(U)))‖Ys
≤ hΛ ‖a‖ ‖B(W (U))− PmB(Wm(U))‖Ys .
Using the triangle inequality and the mean value theorem, we further estimate
‖B(W (U))− PmB(Wm(U))‖Ys
≤ ‖QmB(W (U))‖Ys + ‖PmB(W (U))− PmB(Wm(U))‖Ys
≤ ‖QmB(W (U))‖Ys +M ′0 ‖W (U)−Wm(U)‖Ys . (4.6)
Taking the Ys norm of (4.5), using (3.5a), and inserting (4.6), we obtain
‖W (U)−Wm(U)‖Ys ≤ sΛ ‖QmU‖Y + h ‖a‖ Λ ‖QmB(W (U))‖Ys
+ hM ′0 ‖a‖Λ ‖W (U)−Wm(U)‖Ys .
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This proves that, for h∗ < 1/(M
′
0‖a‖Λ),
‖W (U)−Wm(U)‖Ys ≤ sΛ
‖QmU‖Y
1− h∗M ′0Λ‖a‖
+ h∗ ‖a‖ Λ
‖QmB(W (U))‖Ys
1− h∗M ′0Λ‖a‖
.
We apply (2.5) to the first term on the right and note that, again by (2.5),
‖QmB(W (U))‖Ys ≤ sm−L e−τm
1/q
Mτ,L , (4.7)
where Mτ,L is the bound for the norm of B : Dδτ,L → Yτ,L afforded by assumption
(B2). This establishes that there exists a constant cW such that
‖W (U)−Wm(U)‖Ys ≤ cW m−L e−τm
1/q
(4.8)
for all m ≥ m∗ and h ∈ [0, h∗]. (As in [28], where we considered the case τ = 0, we
could obtain a stage vector error bound in the Ys1 -norm by applying A onto (4.5)
and using (3.5b), but this is not necessary for what follows.)
To estimate the difference between the Runge–Kutta updates, we write them in
the form (3.2b) such that the respective right hand sides are (uniformly) bounded
operators,
Ψh(U) = S(hA)U + h bT (id−haA)−1B(W (U)) ,
Ψhm(U) = S(hA)PmU + h b
T (id−haA)−1 PmB(Wm(U)) .
Then,
Ψh(U)−Ψhm(U) = S(hA)QmU+h bT (id−haA)−1
[
B(W (U))−PmB(Wm(U))
]
.
Inserting (4.7) and (4.8) back into (4.6), we also find that
‖B(W (U))− PmB(Wm(U))‖Ys ≤ cBm−L e−τm
1/q
(4.9)
for some constant cB > 0. We note that (2.4) and (3.5b) imply
‖ha(id−haA)−1‖Ys→Ys1 ≤ 2 + Λ .
This and the invertibility of a, assumption (RK3), then yield
‖Ψh(U)−Ψhm(U)‖Y1
≤ (1 + σh) ‖QmU‖Y1 + ‖b‖ ‖a−1‖ ‖ha(id−haA)−1(B(W (U)) − PmB(Wm(U)))‖Ys1
≤ (1 + σh) ‖QmU‖Y1 + (2 + Λ) ‖b‖ ‖a−1‖ ‖B(W (U))− PmB(Wm(U))‖Ys .
Inequality (4.4) is now a consequence of (2.5) and (4.9). 
4.3. Approximate embedding of semidiscretizations into a flow. We first
review an approximate embedding result for Runge–Kutta discretizations of ODEs
and then show how to extend it to PDEs. Consider the autonomous ODE
y˙ = f(y) (4.10)
defined on the closed ball BCmr (y0). We write φt to denote the flow of (4.10) and
ψh denote the time-h map of an s-stage Runge–Kutta method of the form (3.1)
applied to (4.10). When f is analytic, it is known that ψh can be expanded in a
converging power series in h on a smaller ball, so that we can write
ψh(y) = y +
∞∑
j=1
hj gj(y) . (4.11)
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Specifically, as shown in [15, Theorem IX.7.2] (with 2R there replaced by r here)
via Cauchy estimates, (4.11) holds true on BCmr/2(y0) × [0, r/(4‖a‖M)). Moreover,
the numerical time-h map ψh can be embedded into the flow of a modified vector
field up to an exponentially small error. A general form of this result was proved in
[1] with specific proofs for the class of Runge–Kutta schemes we consider in [15, 31],
see also [19]. We state the result as follows.
Theorem 4.7. In the setting introduced above, there are positive constants η, c1,
and c2 which depend only on the method such that for every r > 0 and M > 0 such
that
‖f(y)‖ ≤M for y ∈ BCmr (y0)
and every h ∈ [0, ηr/M ] there exists a modified differential equation y˙ = f˜(y),
defined on BCmr/4(y0), whose flow φ˜t satisfies φ˜t(y0) ∈ BC
m
r/4(y
0) for at least 0 ≤ t ≤ h
and which satisfies the estimate
‖ψh(y0)− φ˜h(y0)‖ ≤ h c1M e−
c2r
hM .
The proof shall not be repeated in detail here. But we note, for later reference,
that the modified vector field is constructed as a power series in h,
f˜n(y;h) = f(y) +
n−1∑
j=p
hj f j+1(y) , (4.12)
where p is the order of the numerical method. Its exponential map is then expanded
in powers of h and matched term by term with the expansion of the numerical time-
h map (4.11). This yields a recursive expression for the coefficient vector fields,
f j(y) = gj(y)−
j∑
i=2
1
i!
∑
k1+...+ki=j
(
Dk1 · · ·Dki−1fki
)
(y) , (4.13)
for j ≥ 2 where ki ≥ 1 for all i, see [1, Section 3.1]. We write Dig(y) = Dg(y)f i(y) as
short hand notation for the Lie derivative with respect to the ith coefficient vector
field, cf. [15, Lemma IX.7.3]. The proof of Theorem 4.7 proceeds by carefully
estimating the growth of the f j, noting that the optimal truncation is achieved
when n = n(h) = ⌊c2r/(hM)⌋. When referring to the optimally truncated vector
field, we write f˜h or just f˜ .
In addition, we need the following estimate which guarantees consistency of the
truncation. It is a slight generalization of results proved in [15, 31].
Lemma 4.8. In the notation of Theorem 4.7, for every a ≥ 1 there exists a constant
c3 = c3(a) such that for every h ∈ [0, ηr/M ],
‖f˜a(y)− f˜(y)‖ ≤ c3 r−aMa+1 ha for y ∈ BC
m
r/4(y
0) .
Proof. It is known, see [1] for general numerical one-step methods and [15, 31] for
the Runge–Kutta methods considered here, that there exist positive constants c4
and c5 ≤ 1/(c2e) which depend only on the method such that
‖f j(y)‖ ≤ c4M
(
c5Mj
r
)j−1
for y ∈ BCmr/4(y0) . (4.14)
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Applying this estimate to (4.12) and using that n ≤ c2r/(hM) and therefore h ≤
c2r/(nM), we find that
‖f˜a(y)− f˜(y)‖ ≤ ha
n−1∑
j=a
hj−a ‖f j+1(y)‖
≤ ha
n−1∑
j=a
hj−a c4M
(
c5M(j + 1)
r
)j
≤ c4M ha
n−1∑
j=a
(
c2r
nM
)j−a(
c5M(j + 1)
r
)j
≤ c4 ea+1M
(
c2hM
r
)a n−1∑
j=a
(
j + 1
n
)j−a
(j + 1)a
ej+1
≤ c4 ea+1M
(
c2hM
r
)a
a! , (4.15)
where, in the last inequality, we have bounded the first factor inside the sum by 1
and noted that ja e−j is decreasing for j ≥ a, so that
n−1∑
j=a
(j + 1)a
ej+1
≤
∫ n
a
xa e−x dx ≤
∫ ∞
0
xa e−x dx = a! .
This completes the proof. 
Since f˜p = f , we note, setting a = p, that Lemma 4.8 provides a bound on
‖f(y) − f˜(y)‖. Hence, by the triangle inequality, for every h ≤ ηr/M there is a
method-dependent constant cf˜ such that
‖f˜(y)‖ ≤M cf˜ for y ∈ BC
m
r/4(y
0) . (4.16)
We now apply Theorem 4.7 to the sequence of truncated problems (4.3) where, for
each m, we work on the space PmY endowed with the Y1-norm. (See Remark 4.11
for an explanation of why we work with the Y1 rather than the Y-norm.)
Let YC1 = Y1 + iY1 be the complexification of Y1. We now choose R1 > 0 such
that Dδ1 ⊂ BY1R1(0). Then, by construction, fm is analytic on DC ∩ PmB
YC1
R1
(0) and
satisfies the estimate
‖fm(um)‖YC1 ≤ ‖Aum‖YC1 + ‖Bm(um)‖YC1
≤ mR1 +m sup
U∈DC
‖PmB(U)‖YC ≤ cF m (4.17)
with cF = R1 +M0.
Setting M = cF m, Theorem 4.7 asserts that the numerical time-h map can be
embedded into a modified flow up an error which is exponentially small in the step
size h, albeit not uniformly in m. If, however, we make the stronger assumption
that the initial data lies some Gevrey space Yτ,L+1 with τ > 0, Lemma 4.6 asserts
that the numerical solution of the full semilinear evolution equation (1.1) remains
exponentially close in the spectral cutoff m to the numerical solution of the pro-
jected system. Thus, we can carefully choose m = m(h) to balance the projection
error and the embedding error to obtain an embedding result on the Gevrey space
which is still exponential in h, but at a lesser rate. This is done in the next lemma,
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where we also show that the result can be formulated not only on balls as in The-
orem 4.7, but also on more general m-independent subdomains of Y1 as needed in
the proof of Theorem 4.1.
We denote the coefficients of the power series expansion of ψhm by g
j
m, the expan-
sion coefficients of the modified vector field—defined via (4.13)—by f jm, and seek
an optimally truncated modified vector field of the form
f˜nm(um;h) = fm(um) +
n−1∑
j=p
hj f j+1m (um) . (4.18)
Lemma 4.9 (Embedding lemma for Gevrey class data). Assume that the semilinear
evolution equation (1.1) satisfies conditions (A) and (B0–2). Let, as before, Ψh
denote a single step of a Runge–Kutta method subject to (RK1–3) applied to the
semilinear evolution equation (1.1). Then there exists h∗ > 0 such that the choices
m(h) =
( χ
τh
) q
1+q
and n(h) =
⌊
τ
q
1+q
(χ
h
) 1
1+q
⌋
(4.19a)
with χ = c2δ/(4cF ) ensure that the modified vector field
F˜ (U ;h) ≡ f˜n(h)m(h)(PmU ;h) , (4.19b)
where f˜nm is given by (4.18), has the following properties.
(a) F˜ : Dδ/21 → Y1 is analytic for every fixed h ∈ [0, h∗] with bound
‖F˜‖
Cb(D
δ/2
1 ,Y1)
≤ cF˜ m(h) (4.19c)
for some cF˜ > 0 independent of h.
(b) F˜ generates a modified flow Φ˜ : D1 × [0, h]→ Dδ/41 .
(c) There exists a constant cΦ˜ such that for every U ∈ Dτ,L+1 and h ∈ [0, h∗],
‖Ψh(U)− Φ˜h(U)‖Y1 ≤ cΦ˜ e−c∗h
−
1
1+q
(4.19d)
with c∗ = τ
q
1+q χ
1
q+1 .
(d) For each a ∈ N there is a constant ca ≥ 0 such that, with F˜ am ≡ f˜am ◦ Pm
and m = m(h), we have
‖F˜ − F˜ am‖Cb(Dδ/21 ,Y1) ≤ ca h
ama+1 . (4.19e)
Proof. Set r = δ/4. As Dδ1 is a bounded subset of Y1, there exists m∗ such that,
due to (2.5), ‖QmU‖Y ≤ m−1 ‖U‖Y1 ≤ δ/2−r and therefore PmU ∈ Dδ−r for every
U ∈ Dδ/21 and m ≥ m∗. In particular, for any such U and m, the ball
BPmYC1r (PmU) = {u ∈ PmYC : ‖u− PmU‖YC1 ≤ r}
is contained in DC ∩ PmBY
C
1
R1
(0). Then estimate (4.17) holds true and we can apply
Theorem 4.7 with M = cFm and y
0 = PmU on this ball. This theorem asserts
that for every h ∈ [0, ηr/(cFm)], the modified vector field f˜m = f˜n(h)m with n(h) =
⌊c2r/(hcFm)⌋ is defined on BPmY
C
1
r/4 (PmU) and analytic as map from B
PmY
C
1
r/4 (PmU)
to YC1 . Its flow φ˜tm satisfies φ˜tm(PmU) ∈ BPmY
C
1
r/4 (PmU) for at least 0 ≤ t ≤ h, and
‖ψhm(PmU)− φ˜hm(PmU)‖YC1 ≤ h c1 cF m e
−
c2r
hcFm . (4.20)
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By construction, F˜m = f˜m ◦ Pm is analytic as map from Dδ/21 to Y1 with flow map
Φ˜m = φ˜m ◦ Pm + Qm which is analytic as map from D1 to Dδ/41 for any choice of
m ≥ m∗ and t ∈ [0, h]. Estimates (4.19c) and (4.19e) then follow directly from
(4.16) and Lemma 4.8, respectively.
Our next step is to estimate the difference between the solution to the modi-
fied projected equation and the numerical solution of the full semilinear evolution
equation (1.1). We split the error into the projection and the embedding error, the
first of which is controlled by Lemma 4.6 and the second is controlled by (4.20).
By Theorems 3.1 and 4.5, respectively, with K = 0 and Y replaced by Yτ,L, there
exist h∗ > 0 and (a possibly increased choice of) m∗ such that, for h ∈ [0, h∗] and
m ≥ m∗, Ψh and Ψhm are continuous maps from Dτ,L+1 to Yτ,L+1 and such that
the exponential projection error estimate asserted by Lemma 4.6 holds. Possibly
increasing m∗ ≥ ηr/(cFh∗), we ensure that both the embedding error estimate
(4.20) and the truncation error estimate (4.4) hold true for every m ≥ m∗ and
h ∈ [0, ηr/(cFm)].
Since Dτ,L+1 ⊂ D1, splitting the total error into a projection error component
and the embedding error on the subspace PmY, we obtain that
‖Ψh(U)− Φ˜hm(U)‖Y1 ≤ ‖Ψh(U)− ψhm(PmU)‖Y1 + ‖QmU‖Y1
+ ‖ψhm(PmU)− φ˜hm(PmU)‖Y1
≤ (1 + cΨ)m−ℓ e−τm
1/q
+ h c1 cF m e
−
c2r
hcFm
for all U ∈ Dτ,L+1, h ∈ [0, ηr/(cFm)], and m ≥ m∗. The first and second error
decrease with m whereas the third error increases with m. We now demand that
the two exponents on the right coincide. Under the ansatz m = ζ h−α for some ζ
and α ∈ (0, 1), we obtain
‖Ψh(U)− Φ˜hm(U)‖Y1 ≤ (1 + cΨ)hαℓ ζ−ℓ e−τζ
1/qh−α/q + c1 cF ζ h
1−α e−χζ
−1hα−1
with χ = c2r/cF = c2δ/(4cF ). Then the exponents coincide provided τζ
1/qh−α/q =
χζ−1hα−1, i.e., when
α =
q
1 + q
and ζ =
(χ
τ
)α
. (4.21)
This implies that m(h) is given by (4.19a), and
‖Ψh(U)− Φ˜hm(h)(U)‖Y1 ≤ c˜ hν e−c∗h
−
1
1+q
(4.22)
with c∗ = τζ
1/q = τ
q
1+q χ
1
q+1 and ν = min{1, qℓ}/(1 + q), and where we possi-
bly need to shrink h∗ > 0 to satisfy m(h∗) ≥ m∗ and h∗ ≤ ηr/(cFm(h∗)) =
η/c2 χ
1−α (τh∗)
α. Solving the latter inequality for h∗ leads to the restriction that
h∗ ≤ χ τq
(
η
c2
)q+1
.
A similar computation yields the form of n(h) stated in (4.19a). The exponential
estimate (4.19d) is then obtained by defining the modified vector field by (4.19b)
with corresponding modified flow Φ˜t(U) ≡ Φ˜tm(h)(U) and setting cΦ = c˜ hν∗ . 
Remark 4.10. The formal expansions of both, the numerical method and the modi-
fied vector field, contain powers of the unbounded operator A. Therefore, the mod-
ified vector field cannot be written as a semilinear Hamiltonian evolution equation
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of the form (2.12). If we were simply interested in constructing the modified vector
field, we could avoid using spatial Galerkin truncation by setting up different spaces
for domain and range such that the modified vector field, computed up to a given
order, is continuous. In fact, we need such techniques in Section 4.4 to obtain the
order estimate (4.1a) for the modified Hamiltonian which is yet to be constructed.
In such a setting, however, we do not have a theory of local existence of solutions
for the modified differential equation, so that we cannot obtain an approximate
embedding of the numerical method into a flow.
Remark 4.11. The reason for constructing the modified vector field on a subspace
of Y1 rather than Y is that on general domains we can only maintain a valid
domain of definition of the nonlinearity B(U) under Galerkin truncation uniformly
in m ≥ m∗, and, in particular, assert estimate (4.17) by dropping down at least
one rung on the scale of spaces. Similarly, we require data in Dτ,L+1 rather than
Dτ,L for the exponential estimates (4.19d) and (4.1c) because we want to define Ψh
and Ψhm uniformly in h and m on general open sets of Gevrey spaces, not just on
open balls. This can only be done when constructing them as maps from Dτ,L+1
to Yτ,L+1 ∩ Dδτ,L, see [27, 28].
Next, we show that in the Hamiltonian case the above construction also yields a
modified Hamiltonian which is approximately conserved under the numerical time-h
map of the full semilinear evolution equation (2.12).
Lemma 4.12 (Modified Hamiltonian for Gevrey class data). Under the conditions
and in the notation of Lemma 4.9, suppose further that (H0–4) and (RK4) hold
true. Then, for sufficiently small h∗ > 0, there exists a modified Hamiltonian
H˜ : Dδ/21 × [0, h∗] → R, defined up to a constant of integration, which is analytic
in U ∈ Dδ/21 for every h ∈ [0, h∗] and such that the modified vector field from
Lemma 4.9 satisfies F˜ = J∇H˜. Moreover, there exist constants c∗ ∈ (0, τ
q
q+1χ
1
q+1 ),
with χ as in Lemma 4.9 and cH˜ > 0 such that for every U ∈ Dτ,L+1 and h ∈ [0, h∗],
|H˜(Ψh(U), h)− H˜(U, h)| ≤ cH˜ e−c∗h
−
1
1+q
. (4.23)
Proof. By assumption (H1), the operator J−1A is self-adjoint on Y. Since, by
Lemma 2.5, J−1 and Pm commute , J
−1A is also self-adjoint on PmY with respect to
the restriction of the Y-inner product to PmY. Hence, the linear part u˙m = Amum
of (4.3) is Hamiltonian on PmY. Moreover, by (H2), the operator J−1DB(U) is self-
adjoint for each U ∈ Dδ. Hence, J−1DBm(um) is self-adjoint for each um ∈ Dδ ∩
PmY so that, altogether, the vector field fm from (4.3) is Hamiltonian as map from
Dδ ∩ PmY to PmY with respect to the restriction of the Y-inner product to PmY.
Since on each Galerkin subspace PmY the numerical method ψhm is symplectic, the
Taylor coefficients f jm of the modified vector field f
j
m are also Hamiltonian; see, e.g.,
[1, 15, 19]. Moreover, the operator J−1Df jm(um) is self-adjoint with respect to the
restriction of the Y-inner product to PmY for each um ∈ Dδ ∩ PmY and the same
holds true for J−1Df˜
n(h)
m(h)(um).
As we argued in the proof of Lemma 4.9, PmU ∈ Dδ for U ∈ Dδ/21 , so that
J−1DF˜ (U) is self-adjoint with respect to the Y-inner product for each U ∈ Dδ/21 .
By assumption (H4), the set Dδ/21 is simply connected and star-shaped.
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Therefore, we can proceed as in the proof of Lemma 2.6. We fix U0 ∈ D1 such
that Dδ/21 is star shaped with respect to U0 and define
H˜(U) =
∫ 1
0
〈J−1F˜ (t U + (1− t)U0), U − U0〉dt .
This modified Hamiltonian H˜ is well-defined and analytic on Dδ/21 . Moreover, the
steps taken in (2.16) still apply so that H˜ is invariant under the modified flow with
F˜ = J∇H˜ .
To prove (4.23), we decrease h∗ such that the right hand side of (4.19d) is smaller
than δ/4 for every U ∈ Dτ,L+1. This is to ensure that Ψh(U) ∈ Dδ/21 , so that H˜ is
defined at Ψh(U). Then, using the mean value theorem, the bound on the modified
vector field given by (4.19b), (4.19d), and the invertibility of J−1, we estimate, for
h ∈ [0, h∗] and U ∈ Dτ,L+1, that∣∣H˜(Ψh(U))− H˜(Φ˜h(U))∣∣ ≤ ‖∇H˜‖
Cb(D
δ/2
1 ;Y1)
‖Ψh(U)− Φ˜h(U)‖Y1
≤ ‖J−1F˜‖
Cb(D
δ/2
1 ;Y1)
‖Ψh(U)− Φ˜h(U)‖Y1
≤ ‖J−1‖E(Y1) ‖F˜‖Cb(Dδ/21 ;Y1) cΦ˜ e
−c∗h
−1/(1+q)
≤ ‖J−1‖E(Y1) cF˜ m(h) cΦ˜ e−c∗h
−1/(1+q)
.
Since H˜ is conserved under the modified flow, choosing m as in (4.19a), we obtain
|H˜(Ψh(U))− H˜(U)| ≤ c˜ h−
q
1+q e−ch
−
1
1+q
.
Dominating the algebraic prefactor by fractional exponential decay, this inequality
implies (4.23) with a possibly decreased value for c∗ > 0 as compared to its value
in Lemma 4.9. 
What is still missing is the proof of the O(hp)-closeness of the modified to the
original Hamiltonian. In a first attempt to prove such a result, we write
|H(U)− H˜(U)| ≤ |H(U)−H(PmU)|+ |H(PmU)− H˜(U)| , (4.24)
where m = m(h) is as in (4.19a). Under the assumptions of Lemma 4.12, the first
term on the right is exponentially small for U ∈ Dτ,L+1.
To estimate the second term of (4.24), choose some fixed U0 ∈ D1 such that
Dδ/21 is star-shaped with respect to U0, and set H(U0) = H˜(U0). The naive choice
is then to employ (4.19e) with a = p so that F˜ am = f˜
a
m ◦ Pm = F ◦ Pm. Integrating
F˜ − F ◦ Pm, we obtain the estimate
|H(um)− H˜m(um)| ≤ O(mp+1hp) = O(h
p−q
q+1 ) (4.25)
for every um = PmU and U ∈ Dδ/21 . This estimate is weaker than the expected
O(hp).
A closer inspection reveals that, in the context of the semilinear evolution equa-
tion (2.12), the second inequality of (4.15) in the proof of Lemma 4.8 is too weak:
when estimating the Taylor coefficients f jm of the modified vector field in some fixed
Hilbert space norm, the unboundedness of the operators A contained therein will
introduce a factor mj , see (4.14). This propagates into the proof of (4.25). Note,
however, that these estimates are simply about consistency, not about constructing
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a flow. Thus, we can afford to lose smoothness rather than order. In other words,
we can estimate the Taylor coefficients of the modified vector field as maps from
one Hilbert space into another with a weaker norm. This will be detailed in the
next section.
4.4. Modified vector fields on Hilbert spaces. In this section, we present
a more subtle estimate on the difference between the original Hamiltonian and
the modified Hamiltonian. The main difference to the derivation of (4.25) in the
previous section is that we consider the expansion coefficients of the numerical
method and of the modified vector field as maps between different rungs on our
scale of Hilbert spaces such that the loss of smoothness is carefully accounted for.
We begin by establishing the necessary functional setting for the analysis of
modified vector fields on Hilbert spaces. We then review a result from [28] on the
Galerkin projection error for the numerical time-h maps. This estimate is then
propagated into an estimate on the difference between the full and the modified
vector field, which finally implies a corresponding estimate on the difference between
the exact Hamiltonian and the modified Hamiltonian.
In this section, we work directly with the standard construction of the modified
vector field. Namely, for ℓ = 1, . . . ,K + 1, we write
Gℓ =
∂ℓhΨ
h
ℓ!
∣∣∣∣
h=0
(4.26)
to denote the ℓth coefficient of the expansion of Ψh in powers of h, and define the
analog of the expansion coefficients (4.13) for the modified vector field on Hilbert
spaces as follows: we set F 1 ≡ G1 and define
F ℓ = Gℓ −
ℓ∑
i=2
1
i!
∑
ℓ1+...+ℓi=ℓ
Dℓ1 · · ·Dℓi−1F ℓi , (4.27)
for ℓ = 2, . . . ,K+1, where the sum ranges over indices ℓi ≥ 1 for all i, where DjG =
DGF j . We also recall from Section 4.3 that gℓm and f
ℓ
m denote the ℓth coefficients of
the expansions of the projected numerical method and the corresponding modified
vector field, respectively, and set Gℓm ≡ gℓm ◦ Pm and F ℓm ≡ f ℓm ◦ Pm.
In the notation of condition (B1), we abbreviate Uκ = Dκ for κ = 1, . . . ,K + 1.
Then the regularity results Theorem 3.1 on Ψh and Theorem 4.5 on Ψhm imply that,
in particular, there exists m∗ such that for all m ≥ m∗ and ℓ = 1, . . . ,K + 1,
Gℓ, Gℓm ∈
⋂
j+k≤N
ℓ≤k≤K+1
Cjb(Uk;Yk−ℓ) . (4.28)
Moreover, bounds in the norms associated with (4.28) are uniform in m ≥ m∗.
In the following, we will state such bounds on vector fields in terms of the three-
parameter family of norms
|g|N,K,S = max
j+k≤N
S≤k≤K
‖Djg‖C(Uk;Ej(Yk,Yk−S)) (4.29)
for 1 ≤ S ≤ K ≤ N . The parameter S plays the role of a loss of smoothness index
as it forces the image of the map be estimated at least S rungs down the scale. We
can then prove a simple result on the regularity of the expansion coefficients of the
modified vector field.
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Lemma 4.13 (Modified vector field on a scale of Hilbert spaces). Assume that
G1, . . . , GK+1 are of class (4.28). Then the vector fields F 1, . . . , FK+1 defined by
(4.27) are also of class (4.28).
Proof. The proof is based on the simple fact that F ∈ Cnb (Yi+j ,Yj) and G ∈
Cn+1b (Yj ,Y) implies that DGF ∈ Cnb (Yi+j ,Y). Thus, it remains to observe that
repeated application to the terms in the inner sum of (4.27) causes all loss indices
to always sum up to ℓ. We proceed by induction in ℓ. The case ℓ = 1 does not
require proof. Assume therefore that ℓ > 1 and the lemma is proved up to index
ℓ− 1. For ℓ > ℓ1 ≥ 1, we estimate, with G ≡ Dℓ2 . . .Dℓi−1F ℓi that
|Dℓ1G|N,K+1,ℓ = |DGF ℓ1 |N,K+1,ℓ
= max
j+k≤N
ℓ≤k≤K+1
‖Dj(DGF ℓ1)‖C(Uk;Ej(Yk,Yk−ℓ))
≤ 2N max
j+k≤N
ℓ≤k≤K+1
‖Dj+1G‖C(Uk−ℓ1 ;Ej+1(Yk−ℓ1 ,Yk−ℓ)) maxj+k≤N
ℓ1≤k≤K+1
‖DjF ℓ1‖C(Uk;Ej(Yk,Yk−ℓ1 ))
= 2N max
j+k≤N+1−ℓ1
ℓ−ℓ1≤k≤K+1−ℓ1
‖DjG‖C(Uk;Ej(Yk,Yk−(ℓ−ℓ1))) |F
ℓ1 |N,K+1,ℓ1
≤ 2N |G|N,K+1−ℓ1,ℓ−ℓ1 |F ℓ1 |N,K+1,ℓ1 , (4.30)
provided that G is of class (4.28) with K replaced by K−ℓ1 and ℓ replaced by ℓ−ℓ1.
Here the first inequality is based on the product rule and selective weakening of the
norm on the domain spaces, thereby increasing the respective operator norms. The
identity between the third and the fourth line is achieved by redefining j + 1 as j
and k − ℓ1 as k. The final inequality holds because ℓ1 ≥ 1, so that we are strictly
extending the range of the running indices. We note that the second term in the
final line of (4.30) is bounded by the induction hypothesis. The estimation of the
first term in the final line of (4.30) can now be done recursively to resolve the entire
product Dℓ1 · · ·Dℓi−1F ℓi from the inner sum of (4.27) in terms of quantities which
are bounded by the induction hypothesis. This is always possible, because at the
kth step of this process we lose ℓk rungs of smoothness, and the sum of the loss
indices satisfies ℓ1 + · · ·+ ℓi = ℓ by construction. 
We now aim to derive estimates on the difference between F ℓ and F ℓm with
respect to the same type of norm. In [28], we already obtained a related result on
the difference between Ψh and Ψhm which we can start from. Setting I = (0, h∗),
U = DK+1, and X = YK+1, we define the norm
‖Ψ‖N,K = max
j+k≤N
ℓ≤k≤K
‖DjU∂ℓhΨ‖L∞(U×I;Ej(X ;Yk−ℓ)) (4.31)
for 0 ≤ K ≤ N . Then the stability of the numerical method on a scale of Hilbert
spaces under spectral truncation can be formulated as follows.
Lemma 4.14 ([28, Theorem 3.7]). Assume (A), (B1), and (RK1–3). Then there
is h∗ > 0 such that for every 0 ≤ S ≤ K + 1,
‖Ψh −Ψhm‖N−1−S,K+1−S = O(m−S) (4.32)
as m → ∞. The order constants depend only on the bounds afforded by (B1),
(2.10), (3.5), on the coefficients of the method, and on δ.
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We note that Lemma 4.6 above already provided us with an exponential esti-
mate on Ψh − Ψhm for Gevrey regular data, whereas Lemma 4.14 here also asserts
bounds on derivatives with respect to h and U ; the proof is correspondingly more
complicated even in spaces of finite order of smoothness and can be found in [28].
To proceed, we observe that Lemma 4.14 holds withK+1 in the statement of the
lemma replaced by any κ between S+1 and K +1, with K as defined in condition
(B1). Note that in the definition of the norm (4.31), we must correspondingly read
X and U as Yκ and Uκ, respectively. Then, specializing to the particular value
k = κ− S in the definition of the norm appearing in (4.32), we obtain
max
j+κ≤N−1
S+ℓ≤κ
‖DjU∂ℓh(Ψh −Ψhm)‖L∞(Uκ×I;Ej(Yκ;Yκ−S−ℓ)) = O(m−S) .
Thus, fixing ℓ ∈ 1, . . . ,K + 1− S and taking the maximum over the allowed range
κ = S + ℓ, . . . ,K + 1, we can write
max
j+κ≤N−1
S+ℓ≤κ≤K+1
‖DjU∂ℓh(Ψh −Ψhm)‖L∞(Uκ×I;Ej(Yκ;Yκ−S−ℓ)) = O(m−S) . (4.33)
Due to the definition of Gℓ in (4.26), this directly implies that
|Gℓ −Gℓm|N−1,K+1,S+ℓ = O(m−S) . (4.34)
Lemma 4.15 (Stability of the modified vector field). Suppose G1, . . . , GK+1 and
G¯1, . . . , G¯K+1 are of class (4.28), and let F ℓ and F¯ ℓ denote expansion coefficients
of the respective associated modified vector fields defined via (4.27). Then, for
S ∈ 1, . . . ,K and every ℓ ∈ 1, . . . ,K + 1− S,
|F ℓ − F¯ ℓ|N−1,K+1,S+ℓ ≤ c max
1≤k≤ℓ
|Gk − G¯k|N−1,K+1,S+k ,
where the constant c depends on the bounds on Gk and G¯k in the norm | · |N−1,K+1,k
for k = 1, . . . , ℓ.
Proof. The proof follows the same route as the proof of Lemma 4.13. We set
D¯ℓG ≡ DGF¯ℓ. The crucial estimate corresponding to (4.30) then takes the form
|Dℓ1G− D¯ℓ1G¯|N−1,K+1,S+ℓ ≤ |DG (F ℓ1 − F¯ ℓ1)|N−1,K+1,S+ℓ
+ |D(G − G¯) F¯ ℓ1 |N−1,K+1,S+ℓ
≤ 2N |G|N−1,K+1−S−ℓ1,ℓ−ℓ1 |F ℓ1 − F¯ ℓ1 |N−1,K+1,S+ℓ1
+ 2N |G− G¯|N−1,K+1−ℓ1,S+ℓ−ℓ1 |F¯ ℓ1 |N−1,K+1,ℓ1 ,
where the estimates in the last inequality follow from (4.30). This reasoning can
again be applied iteratively to resolve the entire difference of products of the form
Dℓ1 · · ·Dℓi−1F ℓi , where we note that the loss indices now add up to exactly S + ℓ
as required. 
We now turn our attention to the optimally truncated modified vector field
F˜ ≡ f˜m◦Pm wherem = m(h) is as in (4.19a). This is the same modified vector field
which gives rise to the modified Hamiltonian in Lemma 4.12. Then the difference
between F˜ and F , the exact vector field of the semilinear evolution equation (1.1),
can be estimated as follows.
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Lemma 4.16. Suppose conditions (A), (B0–2), and (RK1–3) are satisfied with
K + 1 ≥ P , where
P = ⌈p(q + 1)2/q + q⌉+ 1 , (4.35)
q is defined in (B2), and p is the order of the numerical method. Then the difference
between the original vector field F and the modified vector field F˜ from Lemma 4.9
satisfies
‖F˜ − F‖Cb(DP ;Y) = O(hp) . (4.36)
Proof. We define two intermediate vector fields. Let F˜ a denote the modified vector
field of the numerical method applied to the original semilinear evolution equation
(1.1) computed up to order a ≤ K + 1. Formally, as in the finite dimensional case,
it has an expansion of the form (4.12),
F˜ a = F +
a−1∑
j=p
hj F j+1 . (4.37)
Note that F = F˜ p. Due to (4.28) and Lemma 4.13, all coefficients F k in the
expansion (4.37) and consequently F˜ a are also of class (4.28) with ℓ = a.
We now choose h∗ and m∗ as in the proof of Lemma 4.9 and suppose m ≥ m∗,
so that the projected modified vector fields are well defined. Let F˜ am ≡ f˜am ◦ Pm
denote the corresponding modified vector field of the projected system (4.3), again
up to order a, with m = O(h−q/(q+1)) as in (4.19a). By Lemma 4.13 applied to
Gℓm, the vector field F˜
a
m is also of class (4.28).
We now decompose
F − F˜ = (F − F˜ a) + (F˜ a − F˜ am) + (F˜ am − F˜ ) . (4.38)
We show that when a is chosen as
a = ⌈p(q + 1) + q⌉ , (4.39)
each term on the right is O(hp) in appropriate norms.
A bound on the first difference on the right of (4.38) follows directly from the
definition of F˜ a in (4.37). Using the norms defined in (4.29),
|F − F˜ a|N−1,K+1,a ≤ hp
a−1∑
j=p
hj−p |F j+1|N−1,K+1,a .
By Lemma 4.13, all norms in the right hand sum are finite, so that, for a ∈
1, . . . ,K + 1,
|F − F˜ a|N−1,K+1,a = O(hp) . (4.40)
To estimate the second difference on the right of (4.38), we apply Lemma 4.15
with G¯ℓ = Gℓm, which we recall are also of class (4.28), so that (4.34) applies,
yielding
|F˜ a − F˜ am|N−1,K+1,a+S = O(m−S) (4.41)
for S ∈ 1, . . . ,K + 1− a.
A bound on the third difference on the right of (4.38) is provided by (4.19e),
namely
‖F˜ am(h) − F˜‖C(Dδ/21 ;Y1) = O(h
am(h)
a+1
) . (4.42)
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We now seek conditions under which the estimates (4.41) and (4.42) are of order
hp. Due to (4.19a), m = m(h) = O(h−q/(1+q)), so that the requirement m−S =
O(hp) leads to the choice
S =
⌈
p
1 + q
q
⌉
.
Similarly, the requirement O(hama+1) = O(hp) is equivalent to
O(hama+1) = O(ha−
q(a+1)
q+1 ) = O(h
a
q+1−
q
q+1 ) = O(hp) ,
which leads to the choice (4.39).
Since P is defined such that P ≥ S + a, see (4.35), the above estimates for the
three terms of the decomposition (4.38) imply (4.36). 
Remark 4.17. If we can change F˜ so that its leading order linear part is A rather
than APm(h), then Theorem 4.1 still applies. This is true since, by (2.5), for U
0 ∈
Yτ,L+1 the differences between the two modified vector fields and their flows up to
time h are exponentially small in the Y1-norm.
In the Hamiltonian case, the previous result on O(hp)-closeness of true and mod-
ified vector field carries over to a statement on O(hp)-closeness of the corresponding
Hamiltonians.
Lemma 4.18. Under the assumptions of Lemma 4.16 suppose that, in addition,
the semilinear evolution equation is Hamiltonian satisfying (H0–4) and that the
numerical method is symplectic, i.e., satisfies (RK4), and is of order p. Then the
modified Hamiltonian H˜ from Lemma 4.12 can be chosen such that
‖H − H˜‖Cb(DP ;R) = O(hp) .
Proof. By (H4), DP is star-shaped with respect to some U0 ∈ DP . Since the
modified Hamiltonian from Lemma 4.12 is defined only up to a constant, we can
choose the constant of integration such that H(U0) = H˜(U0). Then, following the
proof of Lemma 2.6, we estimate, for any U ∈ DP ,
|H˜(U)−H(U)| ≤
∣∣∣∣
∫ 1
0
〈J−1(F − F˜ )(t U + (1 − t)U0), U − U0〉dt
∣∣∣∣
≤ ‖J−1‖E(Y) ‖F − F˜‖Cb(DP ;Y) sup
U∈DP
‖U − U0‖Y .
Since DP is Y-bounded, Lemma 4.16 implies that the right hand side is O(hp). 
5. Lower estimates in an example: A nonlinear Schro¨dinger equation
In this section we set up a counter-example, motivated by [23], which shows that
analyticity of the initial data is necessary to achieve an embedding of the implicit
midpoint rule into a Hamiltonian flow.
5.1. Model evolution equation. We work with functions u : [0,∞)→ l2(N0;C)
whose components may be interpreted as the Fourier coefficients of a function de-
fined on the circle. Further, we write u = v+ iw to identify the real and imaginary
parts of the components of u.
We now define the Hamiltonian
H =
1
2
∞∑
k=1
ωk |uk|2 + w0Re f(u)
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with ωk ≥ 0 and
f(u) = f(u1, u2, . . . ) =
∑
α
cα u
α ,
where α = (α1, α2, . . .) ∈ NN0 is a multi-index, each cα is a real coefficient, uα =
uα11 u
α2
2 · · · as usual, and the summation is over all multi-indices with α0 = 0 and
a finite number of non-zero coefficients αk for k ≥ 1.
In terms of v and w, this defines a Hamiltonian system
d
dt
(
v
w
)
= J∇H(v, w) , (5.1)
where J is the standard symplectic structure matrix
J =
(
0 id
− id 0
)
.
For k = 0, we obtain by direct computation that
v˙0 =
∂H
∂w0
= Re f(u) , (5.2a)
w˙0 = −∂H
∂v0
= 0 . (5.2b)
For k ≥ 1,
v˙k =
∂H
∂wk
= ωk wk + w0 Re
∂f(u)
∂wk
, (5.2c)
w˙k =
∂H
∂vk
= −ωk vk − w0 Re ∂f(u)
∂vk
. (5.2d)
In all of the following, we assume the initial condition w0(0) = 0 so that, due to
(5.2b), w0(t) = 0 for all t ≥ 0. Then (5.2c) and (5.2d) combine into
u˙k = iωk uk
for k ≥ 1, which is immediately solved as
uk(t) = uk(0) e
iωkt .
Substituting (5.1) back into (5.2a) and integrating in time, we obtain
v0(t) = v0(0) + Re
∑
α
cα u
α(0)
∫ t
0
ei
∑
k ωkαkt dt
= v0(0) + Re
∑
α
cα u
α(0)
ei
∑
k ωkαkt − 1
i
∑
k ωk αk
.
5.2. Implicit midpoint time discretization. We write un = vn+iwn to denote
a time-discretization of (5.2). Specifically, one step of the implicit midpoint time
discretization with step size h applied to (5.2a) and (5.2b) takes the form
v10 = v
0
0 + h Re f((u
1 + u0)/2) , (5.3a)
w10 = w
0
0 . (5.3b)
Thus, assuming that w0 is zero initially, w
n
0 remains zero in every step. Then, for
k ≥ 1, we obtain
u1k = u
0
k + h iωk
u1k + u
0
k
2
+ h
w10 + w
0
0
2
(. . . )
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so that, noting that the last term is zero, we can write
u1 = S(hA)u0 (5.4)
where S(hA) = diag(s1, s2, . . . ) with
sk = sk(h) =
1 + 12 iωkh
1− 12 iωkh
. (5.5)
Plugging (5.4) into (5.3a), we can write
v10 = v
0
0 + hRe f(Gu
0) = v00 + hRe
∑
α
cα (Gu
0)α (5.6)
where G = G(h) = diag(g1, g2, . . . ) with
gk = gk(h) =
1 + sk
2
=
1
1− 12 iωkh
. (5.7)
5.3. Modified vector field. To obtain an expression for the modified vector field
for initial data w0(0) = 0, we make the ansatz
˙˜v0 = Re(f˜(u˜)) with f˜(u) =
∑
α
c˜α u
α (5.8)
and that, for k ≥ 1,
˙˜uk = i ω˜k u˜k . (5.9)
Integrating (5.9) from 0 to h, identifying u˜(0) ≡ u0, and equating the resulting
expression with (5.4), we immediately obtain that
sk = e
iω˜kh . (5.10)
Similarly, inserting the solution of (5.9) into (5.8), integrating from 0 to h, and
equating the resulting expression with (5.6), we find
hRe
[
cα (Gu
0)α
]
= Re
[
c˜α
ei
∑
k αkω˜kh − 1
i
∑
k αk ω˜k
(u0)α
]
. (5.11)
Therefore, to satisfy (5.11), we have to find c˜α such that
h cα g
α = c˜α
ei
∑
k αkω˜kh − 1
i
∑
k αk ω˜k
. (5.12)
Note that the left hand side of this equation only vanishes when h = 0 or cα = 0.
5.4. Resonances. Equation (5.12) can be solved for c˜α unless the numerator on
the right hand side is zero. Let us call this a resonance. Due to (5.10), we can
write the condition for resonance as sα = 1. Let us look for particular resonances
between three consecutive “wave numbers” such that
sk−1 sk sk+1 = 1 . (5.13)
Due to the definition of sk in (5.5), this condition reads
4 (ωk + ωk+1 + ωk−1) = h
2 ωk−1 ωk ωk+1 . (5.14)
We consider the case ωk = k
2 so that (5.2) is a nonlinear Schro¨dinger equation.
We identify u ≡ (v, w) ∈ h1 × h1 = Y, where hℓ = hℓ(N0;R). Thus, Y is the
Sobolev space Hℓ(S1;C) in Fourier coordinates. Further, (5.2) is of the form (1.1)
with A the Laplacian in Fourier coordinates, i.e., (Au)k = iωkuk. Consequently,
(A), (H0) and (H1) hold as described in Section 2.6; recall that we require u ∈
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h1(N0;C) to ensure that H(u) is finite. The nonlinearity B from (1.1) is then
defined by
B(u)k =


(
w0 Re∂f(u)/∂wk
−w0 Re∂f(u)/∂vk
)
for k ≥ 1 ,
(
Re f(u)
0
)
for k = 0 .
(5.15)
We wish to satisfy (B0–2) and (H2–4) with Dk = BYkR (0) and Dτ,L = BYτ,LR (0) for
some positive R, τ , and L. Let us look at one such f where all interactions are
between triples of consecutive wave numbers, namely
f(u) =
∞∑
j=2
uj−1 uj uj+1.
Due to the Ho¨lder inequality,
|f(u)| ≤
∞∑
j=2
|uj−1 uj uj+1| ≤ ‖u‖2l2 ‖u‖l∞ ≤ ‖u‖3l2 .
so that f : l2(N0;C) → C is a bounded trilinear form on l2, hence analytic as a
function on l2 and therefore also on h1.
Similarly, we can check that B(u) defined as in (5.15) is an analytic map from
hk to itself for all k ∈ N0 so that (B0), (B1), and (B2) hold for any L ≥ 0, τ > 0,
and q = 2. As in Section 2.6, we consider the case q = 2 because this Gevrey space
consists of sequences {uk} whose Fourier series u(x) =
∑
uke
ikx is analytic in x.
Let us now consider the resonance condition (5.14) for our example where ωk =
k2. We obtain
4 ((k − 1)2 + k2 + (k + 1)2) = h2 (k − 1)2 k2 (k + 1)2
or, after simplification,
12 +
8
k2
= h2 (k2 − 1)2 .
For h sufficiently small, there is exactly one positive root k(h). Clearly, k(h) =
O(h−1/2) as h→ 0, and there is a resonance whenever k(h) ∈ Z.
At a resonance, the embedding error in the v0 component is given by the left
hand side of (5.11). For our example, cα = 1, so that the embedding error reads
e(h) = hRe
(
gk−1 gk gk+1 u
0
k−1 u
0
k u
0
k+1
)
.
Since k = O(h−1/2), (5.7) shows that gj = O(1) for j = k− 1, k, k+1. Clearly, the
embedding error can only be exponentially small provided u0k decays exponentially
as k→∞. As a specific example, take
u0k =
e−τk
kℓ+2
for k ≥ 1 and u00 = 0. It is easily seen that u0 ∈ Yτ,ℓ for any τ, ℓ ≥ 0. For this
initial condition, the embedding error satisfies
e(h) = O
(
h e−3τk
k3ℓ+6
)
= O
(
e−ch
−1/2)
(5.16)
for some c > 0 as in [23].
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Remark 5.1. If, in the setting above, we choose
f(u) = 1/u0 +
∞∑
j=2
uj−1 uj uj+1 ,
then the nonlinearity B defined by f(u) via (5.15) can be considered on the open
half-balls
Dk = int(BYkR (0)) ∩ {u : u0 > ǫ}
for some ǫ > 0 fixed. Then Dk is convex, hence star-shaped with respect to any
u ∈ Dk. Defining Dτ,ℓ analogously, we obtain a nested domain hierarchy on which B
satisfies (B0–2) and (H2–4); (H0), (H1), and (A) hold true as before. This example
shows that it makes sense to consider domains Dk different from balls.
Acknowledgments
The work of C.W. was supported by the Nuffield Foundation, the Leverhulme
Foundation, and by EPSRC grant EP/D063906/1. M.O. was supported by a Max–
Kade Fellowship, by the ESF network Harmonic and Complex Analysis and Appli-
cations (HCAA), and by German Science Foundation grant OL 155/5-1.
References
[1] G. Benettin and A. Giorgilli, On the Hamiltonian interpolation of near-to-the-identity sym-
plectic mappings with application to symplectic integration algorithms, J. Statist. Phys. 74
(1994), 1117–1143.
[2] T. Bridges and S. Reich, Multi-symplectic intergrators: numerical schemes for Hamiltonian
PDEs that conserve symplecticity, Phys. Lett. A 284 (2001), 184–193.
[3] B. Cano, Conserved quantities of some Hamiltonian wave equations after full discretization,
Numer. Math. 103 (2006), 197–223.
[4] K.D. Cherednichenko and V.P. Smyshlyaev, On full two-scale expansion of the solutions
of nonlinear periodic rapidly oscillating problems and higher-order homogenized variational
problems, Arch. Ration. Mech. Anal. 174 (2004), 385–442.
[5] D. Cohen, E. Hairer, and C. Lubich, Conservation of energy, momentum and actions in
numerical discretizations of nonlinear wave equations, Numer. Math. 110 (2008), 113–143.
[6] A. Debussche and E. Faou, Modified energy for split-step methods applied to the linear
Schro¨dinger equation, SIAM J. Numer. Anal. 47 (2009), 3705–3719.
[7] G. Dujardin and E. Faou, Normal form and long time analysis of splitting schemes for the
linear Schro¨dinger equation with small potential. Numer. Math. 106 (2007), 223–262.
[8] E. Faou and B. Gre´bert, Hamiltonian interpolation of splitting approximations for nonlinear
PDEs, Found. Comput. Math. 11 (2011), 381–415.
[9] E. Faou, B. Gre´bert, and E. Paturel, Birkhoff normal form for splitting methods applied to
semi linear Hamiltonian PDEs. Part I: Finite dimensional discretization, Numer. Math. 114
(2010), 429–458.
[10] E. Faou, B. Gre´bert, and E. Paturel, Birkhoff normal form for splitting methods applied
to semi linear Hamiltonian PDEs. Part II: Abstract splitting, Numer. Math. 114 (2010),
459–490.
[11] E. Faou and B. Gre´bert, A Nekhoroshev type theorem for the nonlinear Schro¨dinger equation
on the torus, Anal. PDE 6 (2013), 1243–1262.
[12] A.B. Ferrari and E.S. Titi, Gevrey regularity for nonlinear analytic parabolic equations, Com-
mun. Partial Differential Equations 23 (1998), 1–16.
[13] B. Fiedler and J. Scheurle, “Discretization of Homoclinic Orbits, Rapid Forcing and ‘Invisible’
Chaos,” Amer. Mathematical Society, Providence, RI, 1996.
[14] L. Gauckler and C. Lubich, Splitting integrators for nonlinear Schro¨dinger equations over
long times, Found. Comput. Math. 10 (2010), 275–302.
[15] E. Hairer, C. Lubich, and G. Wanner, “Geometric Numerical Integration. Structure-
preserving Algorithms for Ordinary Differential Equations,” Springer-Verlag, Berlin, 2002.
34 C. WULFF AND M. OLIVER
[16] A. Iserles, “First Course in the Numerical Analysis of Differential Equations,” Cambridge
University Press, 1996.
[17] A.L. Islas and C.M. Schober, Backward error analysis for multisymplectic discretizations of
Hamiltonian PDEs, Math. Comp. Simul. 69 (2005), 290–303.
[18] V. Kamotski, K. Matthies, and V. Smyshlyaev, Exponential homogenization of linear second
order elliptic problems with periodic coefficients, SIAM J. Math. Anal. 38 (2007), 1565–1587.
[19] B. Leimkuhler and S. Reich, “Simulating Hamiltonian Dynamics,” Cambridge University
Press, 2004.
[20] J.E. Marsden and T.S. Ratiu, “Introduction to Mechanics and Symmetry,” Springer-Verlag,
New York, 1994.
[21] K. Matthies, Backward error analysis of a full discretisation scheme for a class of parabolic
partial differential equations, Nonlinear Anal. Theory Methods Appl. 52 (2003), 805–826.
[22] K. Matthies, Time-averaging under fast periodic forcing of parabolic partial differential equa-
tions: Exponential estimates, J. Diff. Eqns. 174 (2001), 88–133.
[23] K. Matthies and A. Scheel, Exponential averaging of Hamiltonian evolution equations, Trans.
Amer. Math. Soc. 355 (2003), 747–773.
[24] B. Moore and S. Reich, Backward error analysis for Hamiltonian PDEs with applications to
nonlinear wave equations, Numer. Math. 95 (2003), 625–652.
[25] A.I. Neishtadt, On the separation of motions in systems with rapidly rotating phase, J. Appl.
Math. Mech. 48 (1984), 134–139.
[26] M. Oliver, M. West, and C. Wulff, Approximate momentum conservation for spatial semidis-
cretizations of nonlinear wave equations, Numer. Math. 97 (2004), 493–535.
[27] M. Oliver and C. Wulff, A-stable Runge–Kutta methods for semilinear evolution equations,
J. Functional Anal. 263 (2012), 1981–2023.
[28] M. Oliver and C. Wulff, Stability under Galerkin truncation of A-stable Runge–Kutta dis-
cretizations in time, P. Roy. Soc. Edinb. A. 144 (2014), 603–636.
[29] A. Pazy, “Semigroups of Linear Operators and Applications to Partial Differential Equations,”
Springer-Verlag, New York, 1983.
[30] M. Reed and B. Simon, “Methods of Modern Mathematical Physics. I. Functional Analysis,”
Academic Press, San Diego, 1972.
[31] S. Reich, Backward error analysis for numerical integrators, SIAM J. Num. Anal. 36 (1999),
1549–1570.
[32] J.M. Sanz-Serna and M.P. Calvo, “Numerical Hamiltonian Problems,” Chapman-Hall, 1994.
(C. Wulff) Department of Mathematics, University of Surrey, Guildford GU2 7XH,
UK
E-mail address: c.wulff@surrey.ac.uk
(M. Oliver) School of Engineering and Science, Jacobs University, 28759 Bremen,
Germany
E-mail address: oliver@member.ams.org
