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Numerical simulation is progressively taking importance in the design of an aero-
nautical engine. However, concerning the particular case of cooling devices, the
high number of sub-millimetric cooling holes is an obstacle for computational sim-
ulations. A classical approach goes through the modelling of the eﬀusion cooling
by homogenisation. It allows to simulate a full combustor but fails in representing
the jet penetration and mixing. A new approach named thickened-hole model was
developed during this thesis to overcome this issue. A work on improving the mesh
resolution on key areas thanks to an automatic adaptive method is also presented,
leading to a clear breakthrough.
In parallel, as the ﬂame tube temperature is a cornerstone for the combustor dura-
bility, a low-cost approach is proposed to predict it. To meet the time-constraints
of design, it is based on thermal modelling instead of a direct thermal resolution.
Keywords : Eﬀusion cooling, Conjugate Heat Transfer, Aerodynamics, Large
Eddy Simulation
Résumé
Dans les chambres de combustion aéronautiques, le refroidissement par micro-perçages
est la technique privilégiée pour protéger les parois contre les gaz chauds. L’air frais
provenant du contournement traverse des milliers de perforations inclinées et for-
ment des micro-jets. Ces derniers coalescent en un ﬁlm qui protège les parois du
tube à ﬂamme. Avec les moyens informatiques actuels, eﬀectuer une simulation aux
grandes échelles d’un moteur réel est impossible. En eﬀet, le nombre de micro-trous
est beaucoup trop important pour permettre une résolution détaillée de chacun.
Des modèles numériques sont donc nécessaires. Le modèle homogène, développé
en 2008, permet de simuler des plaques multiperforées avec des maillages dont la
résolution est supérieure à celle du trou. Il ne permet cependant pas de représenter
la pénétration ni le mélange des jets avec les gaz chauds. Pour remédier à cela,
une approche hétérogène, appelée modèle à trou épaissi, a été développée au cours
de cette thèse. La précision étant toujours relative au maillage, une méthode de
maillage adaptatif augmentant automatiquement la résolution dans les zones clés a
été proposé aﬁn d’obtenir de meilleurs résultats pour un faible surcoût. Prédire la
température des parois du tube à ﬂamme est l’objectif ﬁnal des ingénieurs. A cet
eﬀet, une méthodologie appelée Adiab2colo, permettant d’évaluer la température
de paroi à partir d’un calcul adiabatique non résolu, a également été développée.
Ces trois techniques sont maintenant couramment utilisées par Safran Helicopter
Engine pour la conception des moteurs de demain.




Dans le contexte aéronautique actuel, les constructeurs se doivent d’innover aﬁn
de proposer des véhicules présentant un faible niveau sonore, une consommation
limitée, un niveau d’émission de polluant plus bas ainsi qu’une ﬁabilité et une durée
de vie accrue. En eﬀet, la norme ACARE 2020 impose une réduction de 80% des
Nox et de 50% des émissions de CO2. Pour répondre à ces besoins, un des organes
critique est le moteur. Une combustion pauvre permet de réduire ces émissions
mais augmentent en parallèle les contraintes, notamment thermiques, au niveau des
parois de la chambre de combustion. Ces dernières doivent donc être refroidies plus
eﬃcacement. Pour cela, le refroidissement par micro-perçages est la technique priv-
ilégiée pour sa légèreté et son eﬃcacité. L’air frais provenant du compresseur passe
dans le contournement puis traverse des milliers de perforations inclinées et forment
des micro-jets. Ces derniers coalescent en un ﬁlm qui protège les parois du tube à
ﬂamme en l’isolant des gaz chauds. Il faut savoir que 70% de l’air provenant du com-
presseur passe au travers de ces dernier. Optimiser leur positionnement a donc un
impact majeur sur l’écoulement et donc sur la combustion. Avec l’augmentation de
la puissance informatique, les industriels ont de plus en plus recours à la simulation
numérique. Cependant les moyens restent limités, en eﬀet avec la puissance infor-
matique actuelle, eﬀectuer une simulation aux grandes échelles d’un moteur réel est
impossible, le nombre de micro-perçage est beaucoup trop important pour permettre
une résolution détaillée de chacun. Des modèles numériques sont donc nécessaires.
Le modèle homogène, développée en 2008, permet de simuler des plaques multi-
perforées avec des maillages dont la résolution est supérieure à celle du trou. Il ne
permet cependant pas de représenter la pénétration ni le mélange des jets avec les
gaz chauds. Pour remédier à cela, une approche hétérogène, appelée modèle à trou
épaissi, a été développée au cours de cette thèse. Suivant la discrétisation spatiale
disponible, ce modèle tend vers un modèle homogène si la résolution numérique est
faible ou vers un modèle hétérogène si la résolution est élevée. Pour une résolution
intermédiaire, la surface d’injection est artiﬁciellement épaissie, le ﬂuide est injecté
sur un diamètre d’injection plus gros, permettant d’avoir un minimum de 3 cellules
dans le diamètre d’injection pour des raisons numériques évidentes. Ceci est fait
par le biais d’une fonction de distribution et, comme pour le model homogène, c’est
la paroi qui débite, mais cette fois ci au niveau des jets. Ce model conserve, comme
le préconise Mendez et Nicoud, la quantité de mouvement ρUV ainsi que le débit
ρU (et non l’angle d’injection). En moyenne et pour chaque perforation, le débit et
la quantité de mouvement seront égal à celle du jet réel. Les résultats ont été validé
dans cette thèse grâce à une simulation de référence trou maillé, entièrement résolu
comportant 12 perforations (banc Maveric) ainsi qu’à des calculs analytiques sur
ce même cas simple. Pour illustrer le potentiel de la méthode, les résultats de sim-
ulations utilisant les modèles homogènes et épaissis avec diﬀérentes résolutions de
maillage sont présentés. Quel que soit la résolution numérique le model homogène
donne de même résultat: une couche homogène. Résultat inhérent à sa formula-
tion. Ce qui n’est pas le cas avec le model épaissis qui lui, comme le veut un model
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LES, a une précision plus importante lorsque le maillage est plus ﬁn. Au vu de
cette conclusion, une méthode de maillage adaptatif augmentant automatiquement
la résolution du maillage dans les zones clés, a été proposée et a permis d’obtenir
de meilleurs résultats avec un surcoût abordable.
Les méthodes d’adaptation classique se basent sur des critères physique (tem-
pérature, gradient, perte de charge. . . ) cependant dans le cas de la multiperforation
et dans le cas d’une chambre de combustion complexe, avec la puissance informa-
tique actuelle, le maillage initial (mailles sont toujours d’une taille supérieur à celle
des micro-perforations) ne permet pas un gain important de la formulation épaissie,
en eﬀet, le diamètre d’injection est si important que l’injection se fait au travers de
presque toute la paroi, et les jets ne sont donc pas représentés. Il est donc impos-
sible d’utiliser des critères physiques sous peine de raﬃner toute la couche limite.
Pour y remédier, une première étape utilisant une méthode géométrique simple a été
proposée, puis, une fois que l’injection se fait sur la surface réelle de la perforation,
au fort du résultat instantané, un nouveau maillage basé sur un critère physique
explicité dans cette thèse peut être utilisé pour proposer un second maillage ou la
résolution numérique est importante uniquement aux endroit clés, limitant ainsi le
nombre ﬁnal de maille.
Le model épaissi étant un model aérodynamique, la température de paroi ne
reﬂète pas la température de paroi du moteur. En eﬀet, seuls les échanges au
sein du ﬂuide sont pris en compte et non les échanges avec la paroi. Or, prédire la
température des parois du tube à ﬂamme est l’objectif ﬁnal des ingénieurs. Une sim-
ulation couplée et résolue n’étant pas réalisable dans le contexte d’une chambre de
combustion complexe, une méthodologie appelée Adiab2colo, permettant d’évaluer
la température de paroi à partir d’un calcul adiabatique non résolu, à également
été développée. Le développement de cette méthode repose sur l’analyse de deux
simulations aux grandes échelles d’un cas simpliﬁé mais représentatif des parois de
moteurs aéronautiques actuels. Dans un cas, les parois sont calorifugées tandis que
dans l’autre, les échanges conductifs avec le solide sont pris en compte grâce à un
couplage avec un logiciel résolvant la conduction dans ce dernier. Les informations
de ﬂux et de température sont, dans ce cas, échangés à l’interface solide-ﬂuide. Ces
deux simulations montrent un champ de vitesse moyenné dans le temps très proche.
Cela valide la possibilité d’utiliser des corrélations. A partir de cette constatation,
la méthode Adiab2colo utilise les coeﬃcients de transfert de chaleur obtenus à partir
de corrélations ainsi que sur la température de mélange dans la zone d’injection.
Dans cette approche, une simulation avec un maillage grossier utilisant un modèle
adiabatique homogène pour l’aérodynamique de l’écoulement est post-traitée pour
fournir une alternative peu coûteuse aux calculs de transfert de chaleur conjugués
nécessitant des trous résolus. Le modèle a été validé sur un cas test académique
et appliqué avec succès à une vraie chambre de combustion industrielle. Au vu
des résultats, il est naturel ensuite de coupler Adiab2colo avec le modèle aérody-
namique de trou épaissi ainsi qu’avec la méthode d’adaptation de maillage. Ceci
améliore ainsi les prédictions de température de paroi du tube à ﬂamme. C’est, en
ix
eﬀet, ce qu’il est maintenant couramment fait par Safran Helicopter Engine pour la
conception des moteurs de demain plus eﬃcaces et moins polluants.
x
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Aeronautical vehicles must prove various qualities: durability, robustness, easy
maintenance, low fuel consumption, low noise levels and low pollution. The key
ingredient here is the engine. The main manufacturers are Safran, General Electric,
Pratt & Whitney and Rolls-Royce. These companies weight about 80 billion euros
of annual turnover.
Figure 1: Typical aeronautical vehicles : an A380, a Rafale, a Tiger and a rocket
(powered by a ramjet).
In this high technology market, showing innovation on a yearly basis is critical.
However a particular trait of aeronautical business is the high level of regulation
and certiﬁcation. A single failure on one unit is often the trigger of economical
setbacks. For example, on April 29, 2016, the crash of one Airbus’s Helicopter
EC225 grounded the worldwide EC225 ﬂeet for months. To avoid these issues,
Safran invests in laboratories like CERFACS (European Center for Research and
Advanced Training in Scientiﬁc Computation). The goal of theses laboratories is
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to propose, through the knowledge in fundamental physics, improvements or new
processes such as Rotative Detonative Engine [26] or Constant Volume Combustion
chamber [100, 99].
Playing a key role in the combustors’ durability, eﬀusion cooling is a very ac-
tive ﬁeld of research. Like many engineering ﬁelds, the design initially relied on
experiments and real size tests. It gradually added smaller steps of computer-aided
optimisation. Among these recent techniques, the numerical simulation of the com-
ponents is now a new way of design. This work is therefore seeking improvements for
the high ﬁdelity simulations of eﬀusion devices. It was ﬁnanced by CERFACS and
supported by a Genci allocation to tackle both scientiﬁc and industrial concerns.
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Chapter 1
What is a multiperforated plate and
where it is needed
In order to understand the importance of the eﬀusion cooling, the ﬁrst chapter
presents a typical aircraft engine. For this purpose, existing cooling technologies
including eﬀusion cooling are introduced. Physical governing equations and the
numerical methods needed to solve them are presented. This is followed by the
deﬁnition of main parameters, geometrical and physical, that control the cooling
eﬃciency. Finally, based on previous fundamental studies, the dynamic of the ﬂow
close to a jet’s aperture is introduced.
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1.1. Main parts of an engine
1.1 Main parts of an engine
Figure 1.1: Visualisation of the three main parts of an aeronautic engine. (Pratt &
Whitney engine, from Stanford University [3]).
Aircraft engines rely on a Brayton thermodynamic cycle where four distinct
phases can be identiﬁed (Fig.1.2). Based on it, engines can be split into three parts
which can be then separately studied Fig. 1.1. The ﬁrst step consists in the com-
pression of the air through a multi stage compressor. Then an isobaric combustion
occurs in the combustor and gives energy to the ﬂuid. The ﬂuid expends then in
the turbine which permits to drive the compressor. In the case of a turboprop, the
turbine also drives a propeller, while in the case of a turboreactor, the remaining
ﬂow is accelerated prior the exhaust by a nozzle to provide thrust. These three
phases are classically represented on a P-v and T-s diagram (see Fig.1.2).
Figure 1.2: Schematical Brayton cycle, evolution on a P-v and on a T-s diagram.
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In the combustor, fuel is burned to create hot gases. They can reach up to 2400K
when the steel melts around 1200K. For this reason, the liner needs to be cooled.
To that purpose, a space between the liner and the carter named casing is needed
as presented on Fig. 1.3. More than half of the fresh air is injected progressively
from the casing through the liner, enabling cooling devices. The following section
presents some of the cooling strategies available.
Casing
Figure 1.3: Localisation of a multiperforated plate on an aircraft combustor.
The air used to cool down the liner comes from the compressor at high pressure
and high temperature, between 600 and 900K depending on the engine and the
operating point. According to [103], the air cooling techniques can be classiﬁed as
follows:
• Internal cooling for external stream temperature between 1300K and 1600K:
convection cooling, impingement cooling, internal air-cooled thermal barrier.
• External cooling for external stream temperature over than 1600K: local ﬁlm
cooling, full-coverage ﬁlm cooling, transpiration cooling.
Frequently, several devices are used on the same engine. One key point is to
reduce the amount of air used for cooling. Indeed, this cold air cannot be used
elsewhere, such as for the combustion [110] penalising the combustor’s eﬃciency. In
the following section, the most common devices are presented.
1.2 Type of cooling devices
In this document, jet in cross-ﬂow stands for one jet, ﬁlm cooling stands for one or
two rows of holes, eﬀusion cooling stands for many rows.
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Figure 1.4: Alternative types of wall cooling. a)Film cooling. b)Transpiration
cooling. c) Eﬀusion cooling. d) Multijet impingement combined with a ﬁlm cooling.
1.2.1 Film cooling
The ﬁlm cooling (Fig. 1.4 a) is one of the most simple technique. By injecting air
through a slot, it creates a very homogeneous cold layer of air. However, it needs
a high mass ﬂow rate and the protection is not eﬃcient far from the slot. This
technique is used in zones with high thermal stress.
1.2.2 Multijet impingement
Multijet impingement consists in blowing cold air on one side. Since the blowing
is higher than natural convection, it increases the heat transfer. Even if it needs
additional liners, which increase the weight, it is commonly used near high curva-
tures where ﬁlms are diﬃcult to maintain. A speciﬁc literature, for example [6, 5],
is dedicated to this technology.
1.2.3 Transpiration
The transpiration is theoretically the most eﬃcient system [111]. The liner is porous
and the air perspire through micro-apertures. As holes are very small and very close,
the jets coalesce to a homogeneous layer and stay close to the wall. However, this
system has two drawbacks: small particles can plug the holes, and porous materials
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show low mechanical resistance. For these two reasons this system is not used in
aeronautical combustors.
1.2.4 Effusion cooling
In modern combustors, eﬀusion cooling [111], Fig. 1.3, is often used for its eﬃciency,
compactness and lightness with advantages similar to the porous materials. Thou-
sands of holes are laser-drilled in the liner with a diameter lower than 0.5 mm [153].
Due to the pressure diﬀerence between the casing and the combustor chamber, a
micro-jet is formed at each aperture of the perforated plate. These micro-jets inter-
act and form a consistent ﬁlm which mixes with the hot gases from the combustion
chamber. This method cools down the liner through the hole (internal cooling) and
it also creates a cold ﬁlm which protects the wall (external cooling).
1.2.5 Effusion cooling deserves a specific effort
By increasing the compressor pressure ratio, the manufacturers have successfully
improved the eﬃciency of the thermodynamic cycle used in aeronautical gas tur-
bines [164]. In parallel, new techniques used to reduce pollutants like the Rich-Burn,
Quick-Mix, Lean-Burn (RQL [157]) have imposed a drastic reduction of the amount
of air available for the cooling of the combustor. The price to pay for these improve-
ments is a higher thermal stress on the walls of the combustion chamber. In this
context, optimizing the cooling devices becomes a priority [72]. Among the existing
methods, most of the cooling air is taken by eﬀusion cooling. Since the number of
degrees of freedom is huge, it leads to a high number of parameters to optimize.
Another advantage of the eﬀusion cooling is to enable additional ﬂow control, such
as inducing rotating combustion.
1.3 Fluid mechanics equations
Computational Fluid Dynamic (CFD) is a powerful method to study the aerody-
namics and the thermodynamics of a ﬂow. It consists in solving the ﬂuid mechanics
equations from Navier-Stokes which are expressed, for mono-species, in the following
section.
1.3.1 Mass balance equation
The mass equation [151] comes from a balance inside a ﬂuid volume. The mass
variation contained in this volume changes as a function of the mass ﬂux going
through it; and can be mathematically written:
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with ρ the ﬂuid density, ~u the ﬂuid velocity, dx3 the control volume and dx2 the
surface which delimits the control volume. Using the Green-Ostrogradski theorem








∇ (ρ~u) dx3 = 0. (1.2)
Then integrated over the volume, because the volume is not a function of the
time, it becomes the mass continuity equation:
∂ρ
∂t
+∇.(ρ ~u) = 0. (1.3)
1.3.2 Momentum balance equation
The second equation of Navier-Stokes comes from the second law of Newton; m~a =∑
i Fi, where ~a is the acceleration and can be expressed as a function of the velocity





Adding the gravity as an external force, the pressure and the velocity (with τ



















(ρ ~u) +∇.(ρ ~u⊗ ~u) = −∇p I+∇.τ + ρg (1.5)
1.3.3 Energy balance equation
The ﬁrst law of thermodynamics allows to write the following equation:
∫ D
Dt
ρEdx3 = W +Q, (1.6)
With E, the total energy which is the sum of the internal energy (e) and the
kinetic one ( || ~u ||2 /2 ). W and Q are the work and the heat added to the control
volume and are expressed as follows:
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It leads to the energy equation:
∂
∂t
(ρ E) +∇.(~u(ρ E + p)) = ∇.(~uτ − ~q) + ~u. ~f (1.9)
To solve the Navier-Stokes equations, additional equations are required, such
as the constitutive equation for the viscous stress which can be written, with the
approximation of Newtonian ﬂuids, as follows:




With Sij the strain tensor. The thermal ﬂux is also needed and can be modeled
by the Fourier law:
~q = −λ∇T (1.11)
The last approximation usually admitted is the perfect gas equation of state:
P = ρrT (1.12)
1.3.4 Concerning the solid
In the solid, there is no motion, however, heat can be transferred by conduction. The
eﬃciency of this process depends on the heat conduction coeﬃcient λs (conductivity)














with Q the heat source and ρs the density of the solid. Note that λs, ρ, Cp
depend on the material used and the local temperature. Heat conduction involves
the resolution of a Poisson problem. To solve it, many numerical approaches can
be found in the linear algebra of sparse matrices.
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1.4 Numerical method available
To solve the Navier-Stokes equations, the main numerical methods are RANS, LES,
DNS, from the more aﬀordable to the most expensive.
1.4.1 RANS
In Reynolds Average Navier Stokes Simulation (RANS), all the turbulent energy
scales are modelled (see Fig. 1.5). Closure is generally allowed by a turbulence
model (k− ǫ, k− ω, Reynolds stress ...) which approximates the (−ρu′iu′j) term. It
arises from the non-linear convective terms when the average operator is applied to
the Navier-Stokes equations to derive the Reynolds averaged equations. The result
is an average of the possible states and not a speciﬁc realisation.
Figure 1.5: Kolmogorov energy cascade, RANS modelling, adapted from [151]
The method was extended to harmonic (i.e. cyclic) ﬂow, denoted as URANS
allowing its use in turbomachinery (see [151]).
1.4.2 LES
Another method to solve the Navier-Stokes equations is the Large Eddy Simulation
(LES) [152, 162, 113]. LES has been proved to provide accurate predictions in in-
dustrial propulsion systems without a priori knowledge of the ﬂow [33, 176, 116, 65].
Balance equations are obtained by ﬁltering instantaneous Navier-Stokes equations.
Low frequency variations are captured (big structures with high energy, see Fig. 1.6),
whereas frequencies higher than the cut oﬀ wave number Kc are not solved and thus
their eﬀects are modeled thanks to a subgrid model (Smagorinsky, Wale, σ ...).
This method is more expensive than a RANS/URANS simulation (see Fig. 1.8).
The near wall region is an active research ﬁeld by itself. Another method to handle
this issue and to avoid the diﬃcult issue of wall modeling in the LES context, is
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Figure 1.6: Kolmogorov energy cascade highlighting LES method, adapted
from [151]
to combine the good eﬀectiveness of the LES far away from the wall with a RANS
method. These methods are called Hybrid methods.
Hybrid methods ([69, 70, 52, 169, 168, 74, 34]) have a crucial junction point
which led to many methods such as:
• Detached Eddy Simulation (DES)
• Delayed Detached Eddy Simulation (DDES)
• Zonal Detached Eddy Simulation (ZDES)
• Improved Delayed Detached Eddy Simulation (IDDES)
1.4.3 DNS
The third method is the Direct Numerical Simulation (DNS): the full instantaneous
Navier-Stokes equations are solved without any turbulence model. The principle of
the DNS is to solve all the energy spectrum which this leads to a mesh size of the





) considered as the smallest turbulence
size before dissipation by the viscosity. Temporal scales of the turbulence must be
resolved too, leading to a small time step (explicit numerical strategies).
To summarize, on Fig. 1.7 the evolution of the local velocity is presented for the
four numerical methods presented; results from DNS are usually used for reference.
However, due to its very important cost this method is only suitable for low Reynolds
number. Indeed the ratio between the largest and smallest eddies is a function of
the Reynolds number (L
η
∼ Re3/4). On Fig. 1.8, numerical methods are represented
as a function of the resolved scales; which is directly linked with the computational
cost.
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Figure 1.7: Comparison of the time evolution of the local velocity computed with
the four numerical methods, in the case of a cyclic ﬂow.
Figure 1.8: Scheme representing the main turbulence modeling methods as a func-
tion of the computational cost and the resolved scales. From Sagaut et al. [161]
1.4.4 Law of the wall
In a solver, the most diﬃcult and expensive parts are the boundaries, especially
the walls. Indeed, to accurately compute the wall shear stress and heat ﬂuxes, high
resolution meshes are needed. To stay aﬀordable, models which allow the use of
lower grid resolution have been proposed.
The ﬁrst step consists in the deﬁnition of the wall units as a function of the wall
shear stress and the density. The friction velocity can be written:
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The non-dimensional wall distance (y+) which characterizes the grid resolution










The non dimensional temperature T+ can also be expressed as:




y+ and u+ are linked, the relation is shown on Fig. 1.9.
Figure 1.9: Representation of the evolution of y+ as a function of u+ using loga-
rithmic scale. [141]
This ﬁgure highlights three parts. In the viscous sub-layer or laminar zone,
y+ < 7, where the viscous forces are the strongest, the following relation can be
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written:
u+ = y+ (1.18)
T+ = Prt y+ (1.19)









ln(y+) + CT (1.21)
The part in between called buﬀer layer, 7 < y+ < 30, is a zone where molecular
and turbulence viscosity are of the same order. None of the previous laws can be
applied.
1.5 Available studies of multiperforated holes
1.5.1 Geometrical parameters for effusion cooling
The eﬃciency of a cooling system is driven essentially by jet-to-jet distance, per-
foration arrangement, hole shape, size and inclination. Typical values are given in
Table 1.1.
Parameter nomenclature value
Diameter d 0.3 to 1 mm
spanwise distance ∆z 4d to 8d
streamwise distance ∆x 4d to 8d
liner’s thickeness e 1d to 3d
lenght of the hole L 1d to 6d
injection angle α 15◦ to 90◦
deviation angle β 0◦ to 90◦
porosity σ 1% to 19%
Table 1.1: General geometrical parameters for eﬀusion cooling.
In order to quantify the eﬀect of these parameters, many arrangements have been
studied in the literature. For example, it has been shown that staggered inclined
perforations oﬀer a better protection than in line inclined perforations (Metzger et
al. [128], LeBrocq et al. [110], Crawford et al. [47] and Hale et al. [77]). Also the
optimal lateral and spanwise hole distances have been found in the range 4d − 8d,
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where d is the hole diameter (Mayle and Camarata [122], Sinha et al. [166] and
Pietrzyk et al. [150]).
Figure 1.10: (a) cut of a hole. (b) upside view of the plate.
The distances between holes (∆x,∆z) and the diameter of the aperture (d)
reported in Fig. 1.10 allow to compute the plate porosity σ which stands for the
ratio between the drilled surface (Shole) compared to the total surface (Stot) delimited
by the diamond pattern visible on Fig. 1.10. A typical value of porosity found in










where α, shown in Figs. 1.3 and 1.10, is the angle between the streamwise and
the perforation directions.
1.5.2 The deviation angle:
The deviation angle (β) between the jet and the ﬂow is presented on Fig. 1.11.
Very few studies have been performed with a deviation angle. To the author’s
knowledge, it has been experimentally studied by Kaszeta et al. [94, 93], numerically
and experimentally by Michel et al. [129]. More recently it has also been studied
by Arrroyo et al. [20, 40, 21] thanks to RANS simulation. The only study using
LES comes from Lahbib et al. [102] who pointed out its inﬂuence on the adiabatic
eﬀectiveness.
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Figure 1.11: Top view of a multiperforated plate with deviation angle β.
From these results, it has been shown that the deviation angle increases the
eﬃciency of the wall cooling. That is why, eﬀusion with deviation is more and more
used by manufacturers [2]. (The same conclusion was presented in Appendix V.7.
1.5.3 Physical parameters relevant to effusion cooling
Similarly to single jet-in-cross ﬂow conﬁgurations [154], the ﬂow regime around a












where ρjet and Vjet denote the jet density and the jet velocity respectively while
ρhot is the density and Uhot is the streamwise velocity of the hot gases (see Fig. 1.3).
With this, the velocity ratio is Vr = J/M .
Figure 1.12 from Fric and Roshko [68] shows jet trajectories at three values of
the velocity ratio, determined from smoke visualisations. At a velocity ratio near
2, the jet remains very close to the wall. Near Vr=4, the jet is far enough from the
wall to be separated from the boundary layer. At a higher velocity ratio, Fig. 1.12
(c), the jet penetrates deeper and the jet plume is only deviated.
Petre [147] experimentally visualised jets with various M ratios for diﬀerent
row numbers. It shows that both position and M ratio inﬂuence the structure of
the jet (see Fig. 1.13) and speciﬁcally the penetration. For the ﬁrst rows, a small
momentum ratio leads to a crawling jet, very close to the wall; On the contrary with
a high momentum ratio, the jet goes deeper. When the ﬂow is established, after the
ninth row say, a small blowing ratio leads to a higher penetration compared than
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Figure 1.12: Trajectories of jets and their entrainment patterns at diﬀerent velocity
ratios. Vr = 2; Vr = 4; Vr = 8. From [68].
on the ﬁrst row. Whereas, with high blowing, M=5 say, the penetration is smaller
on the established zone than on the ﬁrst row. Note however that the higher the
blowing ratio is, the better the wall protection will be.
Ammari et al. [8] underlined that M and J also impact the heat ﬂux through





Gustafsson [75] showed that the Mach number does not play a signiﬁcant role
on the cooling eﬀectiveness at least in the ﬂow regimes characteristic of typical
industrial applications. Eriksen and Goldstein [59] and Champion [41] drew the
same conclusion for the Reynolds number of the injection ﬂow. Therefore, when
comparing the eﬃciencies of multi-perforated cooling strategies, the operating point
is suitably deﬁned once M and J have been selected.
The cooling eﬀectiveness η is a non-dimensional quantity usually introduced to
characterize the thermal eﬃciency of eﬀusion [121]; it is deﬁned as:
η =
Thot − Twall hot
Thot − Tcold
, (1.26)
where Thot, Tcold and Twall hot stand for the temperature of the ﬂuid on the
injection side (combustion chamber), on the suction side (casing) and of the plate
on the hot side, respectively (Fig. 1.3). To characterize the mixing phenomenon
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(a) First row, M=1 (b) First row , M=2 (c) First row, M=5
(d) Fifth row, M=1 (e) Fifth row, M=2 (f) Fifth row, M=5
(g) Ninth row, M=1 (h) Ninth row, M=2 (i) Ninth row, M=5
Figure 1.13: Visualisation of perforations at α = 90 and β = 0 from Petre [147].
in the ﬂuid domain without the eﬀect of conjugate heat transfer which modiﬁes
Twall hot, the adiabatic cooling eﬀectiveness ηad is also often introduced:
ηad =
Thot − Tad hot
Thot − Tcold
, (1.27)
where Tad hot is the wall temperature on the injection side for a non-conducting
plate. From a practical point of view, ηad can be assessed numerically by using
an adiabatic thermal condition on the solid boundary and experimentally by using
either a low conductivity plate (in order to minimize the heat exchange between
the ﬂuid and solid domains) or by measuring the concentration of a passive scalar
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Experimental setup
Reference M/J Rows α Regions Data
Leger et al. [112] 1-3 / 7-12 9-35 60 Injection T, η
Andreini et al. [14] 7.2 / 16 21 60 Injection ~V , T, η
Miron et al. [133] 3.6 / 13 12 30 Injection ~V
Michel et al. [129] 8.8 / 77.4 9 60 Injection ~V
Scrittore et al.[165] 3.2-5 / 12-27 30 60 Injection ~V , ηad
Zhong and Brown
[177]
0.4 / 0.1 12 90 All
~V , T, η,
ηad
Andreini et al. [18]
0.5-5 / 0.2-25 14-22 30,90 Injection ηad, η
Jonhson et al. [90] 0.4-1.7 / 0.2-0.9 3 30 Injection ηad, η
Kakade et al. [92] 0.5-2 /0.15-4.1 6 20 Injection
U , ηad,
η
Martiny et al. [119]
0.5-3 /0.14-5.3 8 17 Injection ηad, η
Andreini et al. [12]
0.8-4.5 / 0.6-20 23 20, 30, 90 Injection ηad
Andreini et al. [13]
1.5-7 / 1.3-49 29 30 Injection ηad,η
Numerical setup
Reference M/J Rows α Regions Data
Most [134] 1.3-2.3 / 1.8-4.6 12 60 Injection ~V
Harrington et al.
[81]





1.2 / 0.5 12 45 All T
Mendez and
Nicoud [127]
1.5 / 2.25 ∞ 30 All ~V
Zhong and Brown
[178]
0.4 / 0.1 12 90 All T, η, ηad
Cottin [46] 3.2-8.5 / 3-21 15 30 All T, η
Florenciano [61] 8.4 / 31 12 28 All T
Florenciano and
Bruel [62]
8.0 / 29 12 30 All T, η, ηad
Andrei et al. [10] 1-3 / 0.6-9 18 30, 90 Injection ηad
Table 1.2: Review of the experimental and numerical multi-perforated plate setup.
The quantities reported in the last column "Data" have been either measured or
computed in either the injection side or the whole ﬂuid domain as depicted in
column "Regions". The subscript "ad" refers to adiabatic values.
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introduced from the casing side [79].
Table 1.2 gathers the dynamic and geometrical parameters relative to the main
experimental and numerical studies relevant to eﬀusion; the types of variable in-
vestigated are also reported. Most of the previous studies have been performed at
low to moderate blowing and momentum ratios. It should be noted, however, that
multi-perforated plates in real combustion chambers operate at larger injection rate,
with M and J of order 5-20 and 30-90, respectively. One reason for this mismatch is
that many studies rely on upscaled geometries to ease measurements. Operating at
lower injection rate obviously modiﬁes the characteristics of the eﬀusion ﬂow, espe-
cially in the injection region. It may also have consequences regarding the thermal
equilibrium of the plate by modifying the mixing between cold and hot gas as well
as the relative strengths of the conduction (exchange through the solid plate) and
the convection (ﬂuid going through the holes) heat transfers. According to Cottin
[46], the heat ﬂux transmitted by conduction within the hole is as large as 37% of
the total heat ﬂux (convection and conduction) in the case of the LARA experiment
of Miron [133] where M=3.6 and J=13; on the contrary, Florenciano [61] found that






































































Helicop er’s operating point 
Maveric-H
Momentum ratio (M)                 
Figure 1.14: Helicopter’s operating point (adapted from [101])
Lahbib [101] showed that for aeronautical applications, the M and J ratios are
much higher than the ones commonly found in the literature (see Fig. 1.14) high-
lighting a lack of tests and knowledge for high momentum (M) and blowing (J)
ratios.
1.5.4 Dynamic structure of the flow
Three parts can be distinguished: The ﬂow on the suction side, the global structure
into the aperture and the jet which emerges on the injection side.
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Suction side:
MacManus and Eaton [115] were the ﬁrst to investigate experimentally the structure
of the ﬂow on the suction side. It was then studied by [20, 178, 177]. As presented
on Fig. 1.15, air from the main ﬂow is sucked into the hole. A deformation of the
ﬂow occurs, called mean distortion ﬂow due to the pressure gradient: the normal
velocity increases near the perforation as well as the longitudinal velocity. This
leads to a suction envelope, where all the air present goes into the aperture. The
size depends on the suction ratio SR = Vjet/Ucold [39]. Macmanus and Eaton [115]
also highlighted longitudinal vortices due to the velocity gradients downstream the
hole, as presented on Fig. 1.15.
Figure 1.15: Flow structure of laminar boundary layer suction around a perforation
from MacManus and Eaton [115]
Peet [144] presented with more precision the evolution of the velocity close to
the hole by means of a resolved LES. More details can be seen in the correspond-
ing PhD thesis [144], with an experimental setup taken from [150] and [149]. Both
sides (injection and suction) are computed including the inner hole’s region. Normal
velocity measurements are displayed on Fig. 1.16. The curves show that two diame-
ters upstream of the perforation, the ﬂow is still undisturbed by the strong pressure
gradient. Closer to the perforation, the normal velocity increases and the maxi-
mum is found at the downstream of the perforation. The inﬂuence of the pressure
gradient in the normal direction is also visible two diameter below the perforation,
the vertical velocity increases, its amplitude is small but the ﬂow is disturbed on a
longitudinal length of the size of the perforation.
Fig. 1.17 from [126] presents the structure of the ﬂow on the suction side by
displaying, in a horizontal plane located 0.5d under the suction wall, contours and
isolines of the three components of the time-averaged velocity in Figs. 1.17 (a–c)
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Figure 1.16: Dimensionless mean normal velocity proﬁles on the suction side on the
symmetry plane (z=0) from Peet (2006) [144]. Distance from the wall (from top
to bottom) : y= 0, 0.25d, 0.5d, d, 2d. The dashed line locates the center of the
perforation.
and contours of the Q criterion [83] calculated from the time-averaged velocity
in Fig. 1.17 (d). The acceleration of the ﬂuid entering the hole can be seen in
Fig. 1.17(b), on the time averaged vertical velocity ﬁeld. The spatial-averaged ver-
tical velocity over the horizontal plane is 0.02 Vj but locally in the cutting plane, it
reaches 0.3 Vj. Note also that the maximum of the vertical velocity is not centred
under the hole inlet but located downstream from the center as already concluded
by [144]. According to [126], the suction through the hole inﬂuences the three com-
ponents of the velocity. Figure. 1.17(a) shows its eﬀect on the streamwise velocity:
under the upstream edge of the hole, the aspiration induces a small acceleration and
under the downstream edge of the hole, a deceleration. Near the plate, negative
values of the streamwise velocity have even been observed, showing that the ﬂuid
turns back to enter the hole. The time-averaged spanwise velocity ﬁeld (Fig. 1.17
c) shows how the ﬂuid comes from the lateral sides. The streamwise velocity ﬁeld
also shows the presence of two bands of low velocity on each side of the hole. The
lateral aspiration visualised in Fig. 1.17 (c) creates a velocity deﬁcit on both sides
of the hole. Fig. 1.17(d) presents isocontours of the Q criterion (Hunt et al. [83]).
These criteria, based on the second invariant of the velocity gradient tensor, are
used to locate vortical structures: when the Q criterion is positive, the rotation
rate is superior to the strain rate. In Fig. 1.17(d), positive values of the Q criterion
are observed downstream of the hole. Two counter-rotating streamwise vortices are
created at the lateral edges of the hole: half a diameter away from the suction wall.
A sketch in the middle of Fig. 1.17 shows the direction of rotation of the vortices.
Downstream of the perforation, the spanwise spacing between the vortices increases
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Figure 1.17: Time averaged solutions from a fully resolved adiabatic computation
from [126].The thick black and white ellipses correspond to the projection of the
aperture inlet.(a): Contours and isolines of time averaged streamwise velocity. (b):
Contours and isolines of time-averaged normal velocity. (c): Contours and isolines
of time averaged spanwise velocity. (d): Contours of Q criterion. Isolines of time
averaged streamwise velocity as in (a). A schematic in the center of the ﬁgure shows
the direction of rotation of the vortices; the dotted line shows the location of the
cutting plane y = -2.5d displayed in this ﬁgure
.
as they move away from the suction wall. Figure. 1.17(a,d) also shows that the
streamwise vortices delimit the low streamwise velocity zones (shown by isolines).
The ﬂow near the perforated plate on the suction side proves to be highly three-
dimensional, with streamwise vortices appearing downstream of the perforation.
This organisation is therefore very diﬀerent from a uniform suction.
Into the aperture:
The ﬂow inside the hole is known to be highly inhomogeneous. Information about
the in-hole ﬂow has been obtained through numerical simulations, either by RANS
(Walters & Leylek 2000 [175]) or LES (Iourokina & Lele 2006 [84] and Mendez
and Nicoud [126]). Inspite of the diﬃculty of performing direct measurements in
the hole itself, experimental data can be found in the work of the group of M.
W. Plesniak for normal short holes (Peterson & Plesniak [145, 146]). Mendez and
Nicoud [126]) showed numerically that the maximum pressure variations are ob-
served at the downstream edge of the hole inlet.
The LES from Mendez and Nicoud [126] and the RANS simulation from Leylek
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Figure 1.18: Averaged velocity ﬁeld in the perforation from Leylek and
Zerkle (1994) [114]. Left: symetry plane. Right : normal slice to the perforation
displaying tangential velocity.
and Zerkle [114] (see Fig. 1.18 ), highlight both a low velocity bubble and a tan-
gential velocity inducing contra-rotating vortices. Indeed, the presence of a normal
high velocity zone (jeting region) and of a low velocity zone (low momentum region)
presented on Fig. 1.18 leads to a pair of counter-rotating vortices with a horseshoe
form. As presented on Fig. 1.18, sucked ﬂow comes from all directions in a good
agreement with the previous observation. The same conclusion was also drawn by
[84] thanks to instantaneous structures of the ﬂow coming from numerical simula-
tions. Brundage and Plesniak [37] showed the presence of the recirculation bubble
for both co-ﬂow and counter-ﬂow conﬁguration.
Peet presented instantaneous and averaged LES ﬁelds into the aperture (see
Fig. 1.19). The conclusion was that the ﬂow is fully turbulent into the pipe but not
established. The streamlines highlight the recirculation zone.
Figure 1.20 from LES of Mendez and Nicoud [126] shows contours and isolines of
the three components of the time-averaged velocity over three horizontal planes (y =
−2d; y = d; y = 0). At the inlet of the hole, the streamwise velocity (Fig. 1.20a) is
rather homogeneous, with small values still related to the suction cross-ﬂow velocity.
The vertical velocity ﬁeld (Fig. 1.20b) shows small values in the upstream part of
the hole inlet and high values (superior to Vjet ) near the downstream edge. The
authors [126], linked this result with the pressure gradient distribution. As seen
in the organisation of the ﬂow on the suction side, the aperture is fed by ﬂuid
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Figure 1.19: Averaged ﬁeld in the perforation from Peet (2006) [144]. Left : velocity
ﬁeld and streamlines. Middle : normal velocity ﬁeld and stream lines. Right :
Normal slice at the entrance displaying normal velocity.
coming from its lateral neighbourhood: this explains the spanwise velocity ﬁeld in
Fig. 1.20(c), with strong values near the lateral edges of the hole.
In the middle of the hole, a strong vertical velocity forces the jet to be aligned
with the direction of the hole. The jet is then ﬂattened against the upstream wall,
with smaller values of the velocity magnitude near the downstream boundary. The
vertical velocity is more homogeneous (Fig. 1.20e) than at the inlet (Fig. 1.20b). On
the contrary, the streamwise velocity (Fig. 1.20d) shows a kidney shape character-
istic of eﬀusion cooling. The jetting region and the low-momentum region deﬁned
by Walters and Leylek (2000) [175] are conﬁrmed by Fig. 1.20(d) and Fig. 1.20(e).
The vertical and the spanwise components of the velocity allow the observation of
counter-rotating vortices in the aperture, localized in the low-momentum region as
reported by Leylek and Zerkle (1994) [114] or Brundage et al. (1999) [37]. The
counter-rotating vortices seem to be related to the separation at the entry of the
hole. A second weaker pair of vortices can be seen at the upstream wall. This struc-
ture is due to the full coverage ﬁlm cooling (FCFC) conﬁguration. In other words,
the suction ﬁeld of the hole is interacting with the suction ﬁelds of the upstream
holes. This feature is expected to be stronger as the suction rate increases.
The structure of the ﬂow does not change much between the half-height plane
and the outlet of the hole (top row). Note however, that the kidney shape is even
clearer in the streamwise velocity (Fig. 1.20 g) and the vertical velocity (Fig. 1.20
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Figure 1.20: Contours and isolines of the three components of the time-averaged
velocity on horizontal planes in an eﬀusion hole. The planes are represented on the
left. Top row: outlet plane. Intermediate row: half-height plane. Bottom row: inlet
plane. Left column: streamwise velocity. Central column: normal velocity. Right
column: spanwise velocity. [126]
h) is more homogeneous. As the ﬂow in the hole is highly inhomogeneous, studies
where the calculation domain is cut at the outlet or even at the inlet of the hole,
should be analysed with care. In addition, the complexity of the ﬂow prevents the
use of usual heat transfer correlations to assess the convective heat ﬂux along the
hole.
Injection side:
Concerning single jet studies as illustrated by Fig. 1.21b, Fric and Roshko [68]
presented a ﬁgure of Horseshoe Vortex and Counter rotating vortex pair while New
et al. [140] showed leading edge vortices. On Fig. 1.21a, four diﬀerent structures
can be reported, the counter-rotating vortex pair, the jet shear layer vortices, the
horseshoe vortices and the wake vortices. Tyagi and Acharya [173] used numerical
simulations to highlight the hairpin structure which depends on the operating point
of the ﬂow (M and J). All these structures were extensively studied by many authors
[19, 45, 68, 95, 139, 138, 137].
The counter-rotating vortex pair is the main structure of the jet in cross-ﬂow,
present in the far ﬁeld and aligned with the jet. The shear layer vortices result
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(a) Structure of jet in cross flow from New
et al. [140].
(b) Representation of the vortices around
jet in cross flow from Fric and Roshko,
[68].
Figure 1.21: Flow on the injection side.
from the Kelvin-Helmholtz instability that develops at the edge of the jet. The
horseshoe vortices are created by the adverse pressure gradient, the jet acting as an
obstacle to the cross-ﬂow. In the wake of the jet, wake vortices start from the wall
and end in the jet. Both counter-rotating and horseshoe vortices are visible in the
average ﬁeld. More recently, transient vortices have been detected just downstream
of the hole exit, both experimentally by Peterson & Plesniak [146] and numerically
by Hale, Plesniak and Ramadhyani [78] or Peet [144]. Peterson & Plesniak (2004a)
refer to these vortices as downstream spiral separation node vortices to distinguish
them from the unsteady "wake" vortices reported by Fric & Roshko [68].
Figure 1.22: Scheme of the formation of the CRVP [75]. Red dashed line represents
the trajectory of CRVP.
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Gustafsson [75] proposed another representation of the ﬂow near the jet, see
Fig. 1.22. Two structures are visible, a counter-rotating vortex pair (CRVP) just
after the jet and two vortices just before the hole (beginning of the red line) in good
agreement with the result of [173]. Note also that the trajectory of the jet can also
be computed from equations developed from experimental results. For more detail,
see [117, 118].
To the author’s knowledge, the inner structure of a jet in cross ﬂow interacting
with others has been studied by Mendez and Nicoud [126], they focused on the
idealized conﬁguration of an inﬁnite plate, and found the main jets in cross ﬂows
features. Note that, it is diﬃcult to get general trends from the local, conﬁguration
speciﬁc, behavior of jets in cross ﬂows on a ﬁnite eﬀusion plate, as depicted in the
following section.
Effusion cooling on a thin plate
As illustrated in Fig. 1.23 the eﬀusion cooling can be decomposed into three distinct
parts:
• The primary zone.
• The established zone.









Figure 1.23: Adapted from the PhD thesis of Mendez [125]
At the beginning of a multiperforated plate, the ﬂow is very similar to a jet in
cross-ﬂow presented above. After the establishing zone, typically 5-7 rows, the ﬁlm
thickness reaches an autosimilar conﬁguration (see Lahbib [101]). Downstream the
last rows, cold air protects the wall an mixes with the main ﬂow in the recovery
zone. The length of this zone (and by the way the eﬀectiveness of the eﬀusion
cooling) depends on M and J.
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Rouvreau studied experimentally the evolution of the eﬀusion layer, see Fig. 1.24.
In his thesis, the recovery zone and thus the evolution of the layer after the multi-
perforated plate can be seen on Fig. 1.25.
Figure 1.24: Visualisation of the ﬁlm cooling using steam tracers on the multiper-
forated zone. Result from the PhD thesis of Rouvreau [159]
Figure 1.25: Visualisation of the ﬁlm cooling using steam tracers on the recovery
zone (after the multiperforated plate). Rouvreau [159].
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cooling
The modelling methods to compute the aerodynamic ﬁeld of a full combustor are
listed at the beginning of this chapter. The challenge of assessing the combustor’s
wall temperature, with the relevant numerical modelling methods, are then pre-
sented. Finally, axes of improvement are detailed, depicting the objectives of the
thesis.
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2.1 Modeling strategies for aerodynamics
As presented in the last chapter, the aerodynamics of eﬀusion cooling has been
experimentally and numerically studied in simple conﬁgurations with a small to
moderate number of perforations. However, in the case of a real combustor there
are more than 40 000 holes. The streamwise (α) and deviation (β) angles depend
on the hole’s localisation, as well as the operating point (M and J) which is given by
the pressure drop. At last, the operating point of the engine (diﬀerent during take-
oﬀ or cruise) controls the ﬂow. During the design process, all these variables are
optimized. With this high amount of testing parameters, experiments are expensive,
with slow feedback. Numerical simulations are cheaper, with faster feedback but
prone to uncertainties, approximations and errors. Notwithstanding the increasing
computational resources, the simulation of an entire eﬀusion cooled combustor still
represents a challenge hardly compatible with stringent time requirements typical
of the industry. To make these investigations aﬀordable, many authors proposed
approaches based on the modelling of ﬁlm cooling injection to avoid the meshing of
discrete holes [48, 82, 170, 38, 127, 22, 127, 156]:
• Local mass sources models (Kampe and Völker [22] and Voigt et al. [174])
• Point sources (Andreini et al. [15])
• Distributed sources (Andrei et al. [11])
• Uniform injection (Mendez and Nicoud [127])
• Imprinting models (Rida et al. [156] and Briones [35]).
2.1.1 Point mass sources
Figure 2.1: Sketch of source point application in CFX
This approach is based on local point sources to model coolant aspiration and
injection. The model was developed to work with ANSYS CFX, which allows the
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native application of a source points within the domain. The source is speciﬁed at
a given coordinate and then it is applied within the cell that contains the assigned
point (see Fig. 2.1). The model was proposed by Voigt et al. [174] and further
developed by Andreini et al. [15]. According to several sensitivity analyses carried
out during the development of the model, an optimal mesh sizing was identiﬁed,
corresponding to two elements per hole diameter. Refer to Andreini et al. [15] for
further details concerning the methodology.
2.1.2 Distributed mass sources
In 2015, the same team from UNIFI came with a second model which can be con-
sidered as a simpliﬁed approach of the one proposed by Kampe and Völker [22]. It
provides distributions of the physical quantities within the injection volume, cal-
culated from in-house developed correlations. The model proposed by Andrei et
al. [11] is based on the application of the mass source within an injection volume
(see Fig. 2.2). In fact, velocity, temperature and turbulence are calculated coher-
ently with Andreini et al. [15] and applied uniformly within the injection volume.
Note that this kind of modelling is sensitive to mesh reﬁnement ([22, 11]).
Figure 2.2: Example of distributed mass source from [123]
In 2017, Andrei et al. [11] had compared diﬀerent shapes (see Fig. 2.3). A de-
limited cylinder has been proven more reliable for medium and high-blowing ratios.
Figure 2.3: Injection volumes ﬁlm cooling models with diﬀerent shapes: a cylinder
(a) and a delimited cylinder (b). Visualisation from [11]
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2.1.3 The heterogeneous model of Rida et al. [156]
Figure 2.4: Imprinted eﬀusion concept with inlet and outlet boundaries from [156].
Rida et al. [156] proposed an imprinted method which is a compromise between
a source sink and a meshed hole. With this model, the eﬀusion oriﬁce pipes are
removed, but the imprints on the cold and hot sides of the liner are maintained
(See Fig. 2.4). Mass is extracted and injected through the imprinted boundaries
based on local ﬂow conditions (pressure diﬀerences) and oriﬁce Cd. When talking
about an imprinted method, the mesh has to follow the curve of the hole and thus a
large number of cells into the diameter are needed to obtain a reasonable curvature
(See Fig. 2.5). The imprinted eﬀusion method ensures geometric ﬁdelity while the
removal of eﬀusion oriﬁce pipes allows for easier near wall meshing and eliminates
the inaccuracies related to inadequate in-pipe mesh resolution. Rida et al. [156]
claim however that the main idea behind the imprinted eﬀusion approach is not to
entail a reduction of the mesh size (gain of 20%), but rather to avoid the coarse and
poor quality mesh that is usually obtained in the eﬀusion oriﬁces. At the end, it
seems that the imprinted eﬀusion has the same level of accuracy and ﬁdelity as the
meshed eﬀusion approach without the burden of meshed eﬀusion’s pipes.
Figure 2.5: Imprinted eﬀusion pattern on the liner wall from [156].
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2.1.4 The heterogeneous model of Briones et al. [35]
Figure 2.6: Volumetric cell-centred sources and sinks adjacent to the imprint wall
boundaries in the combustor and plenum domain, respectively. From[35].
Briones et al. 2016 [35] developed a model to simulate combustor liners under the
RANS context (ANSYS Fluent). It was named PAPRICO (parallelised, automated,
predictive imprint cooling). This algorithm (see Fig. 2.6) automatically identiﬁes
and computes the jet area, jet diameter, jet center from an arbitrarily partitioned
mesh. PAPRICO requires the total temperature, total pressure, jet angle, discharge
coeﬃcient and orientation as an input. According to the authors, this method
outperforms the hole resolved geometry because it reaches grid independence at an
earlier cell count than the fully resolved geometry does.
2.1.5 The homogeneous model of Mendez and Nicoud
Figure 2.7: Surface of inﬂuence of one hole (diamond shape).
In order to understand the physics of the ﬂow, Mendez and Nicoud [127] per-
formed a wall resolved Large Eddy Simulation (LES) of a bi-periodic plate with
eﬀusion. This database showed that the viscous terms, including the classical wall
shear stress τw, are small compared to the inviscid ﬂux of longitudinal momentum,
ρUV , through the holes. This questions all attempts to represent eﬀusion ﬂow with
a modiﬁed logarithmic law based on classical wall units, where the friction velocity
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√
τw/ρ would be the characteristic velocity. Instead, Mendez and Nicoud [126] pro-
posed an homogeneous adiabatic model able to represent the eﬀect of eﬀusion on
the boundary layer structure. In this view, the multi-perforated plate is modelled
as a uniform boundary so that meshes far too coarse to represent the holes can still
be used. The homogeneous model [126] is now commonly used in full-scale compu-
tations of combustors with perforated liners as mentioned in the review of Savary
et al. [163].
The homogeneous approach models the multiperforated plate as a porous plate
injecting mass over its whole surface with a uniform velocity. Mendez and Nicoud
[127] showed that a multiperforated plate model must represent the proper mass




ρV modn (x, z)dS =
∫
Stot
ρV jetn (x, z)dS, (2.1)∫
Stot
ρV modn (x, z)V
mod
t (x, z)dS =
∫
Stot
ρV jetn (x, z)V
jet
t (x, z)dS, (2.2)
with ρ the density of the ﬂuid. V modn (x, z) and V
mod
t (x, z) are respectively the
normal and tangential velocity imposed by the homogeneous model on the plate
at the position (x, z). V jetn (x, z) and V
jet
t (x, z) are respectively the normal and
tangential velocity at the outlet of the hole for the real pipe at the position (x, z).
When integrated over the control surface Stot, diamond pattern visible on Fig. 2.7,
Eqs (2.1) and (2.2) become:
ρ < V modn > Stot = ρ < V
jet
n > Shole, (2.3)
ρ < V modn >< V
mod




t > Shole, (2.4)
with <> the associated mean surface value. It follows that the proper velocity to
impose for a homogeneous description of a multiperforated liner is:
< V modn > = < V
jet
n > /σ, (2.5)
< V modt > = < V
jet
t >, (2.6)
The homogeneous model allows to represent the main eﬀects of the eﬀusion,
with a proper injected mass and momentum ﬂux (see Fig. 2.8). It gives very good
results and allows to handle coarse meshes typical in aeronautical engines. However
the limit of this model is the loss of numerical convergence: no improvement in the
mixing representation when resolution increases.
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Figure 2.8: Homogenization of the velocities over the plate surface from [101].
2.1.6 The heterogeneous model of Lahbib
During his PhD thesis, Lahbib [101] developed the ﬁrst heterogeneous model for
Large Eddy Simulation of eﬀusion cooling inspired from the Mendez and Nicoud
homogeneous model. He proposed to thicken the injecting surface if the mesh is
not suﬃciently ﬁne. The ﬁrst results showed good agreement with a reference DNS.
Mass and momentum balances agreed reasonably well and the ﬂow proﬁles were
satisfactory. However, further applications on other conﬁgurations and mesh reso-
lutions exhibited momentum errors for the coarse meshes. This became prominent
on a complex academical conﬁguration, yielding major ﬂow disturbances due to
particularly unfavorable resolution and M, J combinations.
All these models focus on the aerodynamic of the ﬂow with an adiabatic hypoth-
esis. The following section presents models which take into account heat transfers,
necessary to assess the overall wall temperature.
2.2 Modelling strategies accounting for the ther-
mal evolution into the solid
2.2.1 Physical Aspects
Heat transfer is the physical act of thermal energy exchange between two systems.
The amount of thermal energy available is determined by its temperature. On a
molecular scale, the kinetic energy is directly linked to thermal energy. Regions that
contain higher kinetic energy transfer the energy to regions with lower kinetic energy.
Simply put, heat transfer can be divided into three broad categories: conduction,
convection, and radiation.
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2.2.2 Conduction
Conduction refers to the transfer of energy through the movement of particles in
contact with each other. In a solid this phenomenon is caused by photons and free
electrons while in a ﬂuid it is due to the molecular movement. The process of heat
conduction depends on the following factors: temperature gradient, cross-section
of the material, length of the travel path, and physical material properties. The
temperature gradient is the physical quantity that describes the direction and rate
of heat ﬂux. Heat ﬂux goes from hot to cold or, as stated before, higher to lower
kinetic energy. Once there is thermal equilibrium between the two temperature
diﬀerences, the thermal transfer vanishes.
The Fourier’s law [64] gives an empirical relationship between the conduction
rate in a material and the temperature gradient in the direction of the energy ﬂow.
For a unidirectional conduction process this observation may be expressed as:
q˙ = −λ∇T, (2.7)
with q˙ the heat ﬂux (W/m2), ∇T the temperature gradient (K/m), and λ the
thermal Conductivity (W/m/K).
2.2.3 Convection
When a ﬂuid, such as air or a liquid, is heated and travels away from the source,
it carries thermal energy along. This type of heat transfer is called convection. At
the molecular level, the molecules expand thanks to added thermal energy. As the
temperature of the given ﬂuid mass increases, the volume of the ﬂuid must increase
by the same factor. This eﬀect on the ﬂuid causes a displacement. As the immediate
hot air rises, it pushes denser, colder air down. This series of events represents how
natural convection currents are formed.
The equation for convection rates was derived from an empirical observation of
convective cooling of hot bodies made by Isaac Newton in 1701. He stated that "the
rate of loss of heat by a body is directly proportional to the excess temperature of
the body above that of its surroundings." It can be expressed as follows:
q˙ = h(Tadiab − Tref ), (2.8)
with h the Heat Transfer Coeﬃcient (W/m2/K), Tadiab the adiabatic temperature
(K) and Tref the reference temperature (K).
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2.2.4 Radiation
Thermal radiation generates electromagnetic waves. These waves carry the energy
away from the emitting object, through vacuum or any transparent medium. All
materials radiate thermal energy based on their temperature. The hotter an object,
the more it will radiate. The sun is an example of heat radiation that transfers heat
across the solar system. At normal room temperatures, objects radiate as infrared
waves. The temperature of the object aﬀects the wavelength and frequency of the
radiated waves. As temperature increases, the wavelengths within the spectrum
of the emitted radiation decrease. Thermal radiation is calculated by using the
Stefan-Boltzmann law (1879):
q˙ = ǫσT 4, (2.9)
with ǫ the emissivity coeﬃcient of the object (between [1-0], one corresponds to
a black body). σ corresponds to the Stefan-Boltzmann Constant and is equal to
5.6703 10−8 (W/m2/K4).
2.2.5 Assessment of the effusion wall temperature
All the study and models presented in the previous part focus on the aerodynamic
of the ﬂow usually using adiabatic walls. As presented in section 2.1 and 1.5,
the aerodynamic of the jets is quite complex. The Kader laws [91] can be used to
compute the plate temperature from the ﬂow, useful when dealing with two channels
in parallel but this approach does not take into account the mixing of the eﬀusion
jets. The present part lists methods to assess the eﬀusion wall temperature.
Analytical and empirical models
Analytical 1D models have ﬁrst been proposed in the literature to assess wall ﬁlm
cooling for ﬂat walls [120, 73]. However, they lack of precision due to the numer-
ous assumptions. That is why some correlations have been created from either
experiments or resolved numerical simulations [105, 131, 42, 50, 109, 46].
Florenciano and Bruel [62] have compared the output of several correlations for
heat transfer coeﬃcients on the injection side (hhot [W m−2 K−1]) with respect to a
fully coupled, hole resolved simulation where both the ﬂuid and solid domains were
accounted for. Heat transfer coeﬃcients are often used to represent the wall heat
ﬂux Φ thanks to the Newton relation Φhot = hhot (Tref −Twall hot) and are expressed
through (experimental) correlations based on non-dimensional numbers. Regarding
eﬀusion ﬂows for example, Cottin [46] proposed for the injection side:
hhot = ρhot Cp,hot Uhot St, (2.10)
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Cp,hot stands for the speciﬁc heat capacity of the air in the hot side, and St
is the Stanton number. Florenciano and Bruel [62] proposed another expression to
evaluate the Stanton number dedicated to high momentum and blowing ratios ﬂows









Cottin [46] also proposed correlations to assess the Nusselt number for the suc-
tion side (Eq. 2.13) and the hole’s inner surface (Eq. 2.14):
















The Reynolds number (ReDh) used to compute the Nusselt number on the cold
side is based on the hydraulic diameter and the bulk velocity [42, 62]. Pr denotes
the Prandlt number. The Nusselt number into the holes takes into account the as-
pect ratio L/d (i.e. the perforation length-to-hole diameter ratio) and the Reynolds
number based on the hole diameter [62]. Using these Nusselt number, the heat
transfer coeﬃcient can then be recovered using the relation h = Nu λ/Lref , with λ
the thermal conductivity of the ﬂuid and Lref a characteristic length. For example,
Florenciano and Bruel [62] took for characteristic length the average of the minor
and major axis of the ellipse in the middle section of the hole.
Assuming that appropriate correlations for the heat transfer coeﬃcient are avail-
able for the suction (hcold), the injection sides (hhot) and the inner hole of the
plate (hhole), the corresponding heat ﬂuxes can then be computed from Φcold =
hcold (Tref cold−Twall cold), Φhot = hhot (Tref hot−Twall hot) and Φhole = hhole (Tref hole−
Twall hole) respectively. As the Biot number of the plate is very small (Bi = h e/λs <
10−2 in [62]), the temperature variations across the plate thickness can be neglected.
Then, balancing the three heat ﬂuxes at steady state allows to compute the wall
temperature Twall (see Section 6.4 for details). However the values of Tref have to be
determined on both sides and into the holes, as highlighted by Grenard and Scherrer
[73]). Such quantity is not trivial to assess since the temperature on the hot side
results from the mixing between the cold jets and the cross ﬂow of hot gases.
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Numerical models from UNIFI
The numerical computation of an entire combustion chamber involves a separation
of scales. On one hand, the size of an engine is about one meter, on the other hand,
multiperforated holes have a diameter of half a millimeter. Thus, it is impossible
to resolve the ﬂow scales with the present resources and oriﬁces have to be modeled
as well as heat transfer.
Andreini et al. [14] proposed a method to study heat transfer on complex ge-
ometries, which relies on porous boundary condition to model the ﬂuid behaviors.
Two computations are needed. A ﬁrst one with adiabatic boundary conditions as-
sesses the convective temperature thanks to a ﬂux balance. A second ﬂux balance
from a computation with isothermal boundary conditions gives the heat transfer
coeﬃcient.
Figure 2.9: Conceptual representation of eﬀusion hole modeling from [16].
To gain precision, Voigt et al. [174] proposed a point mass source model which
allows to perform a conjugate heat transfer (CHT) simulation without dealing with
the eﬀusion pipe. Since this pipe is modeled by a mass source and a mass sink it
drastically reduces the computational cost. Andreini et al. [16] improved this model
thanks to a local pressure drop formulation allowing the automatic calculation of
the mass ﬂow. This model called SAFE (Source based eﬀusion model), is based on
the replacement of each eﬀusion hole with a mass sink on the cold side of the plate
and a mass source on the hot side, whereas convective cooling within the perforation
is accounted for with a heat sink (see Fig. 2.9). The innovative aspect of the work is
the automatic calculation of the mass ﬂow through each hole, obtained by run-time
estimation of isentropic mass ﬂow with probe points, while the discharge coeﬃcients
are calculated through an in-house developed correlation. In the same manner, the
heat sink is calculated from a Nusselt number correlation available in literature for
short length holes. This method was implemented in a RANS solver ANSYS CFX
and gives satisfactory results as demonstrated in Andreini et al. [17].
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Coupled methods to simulate a multiperforated plate
A hole-resolved simulation of a combustor is still a challenge. Numerical compu-
tations including conduction in the solid and radiation are even more expensive in
terms of CPU resources. Still, academic runs can give usefull insight for modelling.
Figure 2.10: Representation of the 3 codes coupling used by Berger et al. [24]
Lahbib et al. [102] and Florenciano and Bruel [63] used the same solvers and
method to perform a conjugate heat transfer large eddy simulation of an academic
test case. It was a 12 holes’s resolved case, computed with a LES solver. Conduction
in the solid as well as heat transfer except radiation were solved into the ﬂuid. Both
used the coupling strategies developed by [55, 88, 87]. The strategy is presented in
Section 6.1.2.
Figure 2.11: Representation of the THERM3D methodology, from [17].
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The eﬀect of radiation has also been studied. Mazzei et al. [124] used a 3-
code coupling between a ﬂuid, a solid and a radiation solver. Berger et al. [24]
used the same methodology but solved the ﬂuid dynamics with a LES solver. In
the latter, eﬀusion holes were modelled with a homogeneous model from Mendez
and Nicoud [126] the adiabatic temperature was approximated by a probe near the
wall estimated thanks to Cottin’s correlation presented above. The methodology of
Berger et al. [24] is sketched on Fig. 2.10.
Figure 2.12: Example of THERM3D application.
The Team of the university of Florence (Uniﬁ) developed another coupling
methodology named THERM3D (see Figs. 2.12 and 2.11) applied when an accu-
rate prediction of the 3D metal temperature distribution is required, for example
during the detailed design of combustor’s liners. The aerothermal ﬂow ﬁeld of the
combustor is computed employing a RANS simulation. The key concepts of the
methodology are presented in [124] using the ANSYS R©CFX code. The interaction
among the simulations is accomplished according to [55, 24, 25]. The three simu-
lations run in a sequential manner but all of them are simultaneously loaded. The
queues and exchange of data are handled by User Deﬁned Functions (UDFs) [1, 58].
The THERM3D procedure is composed of two diﬀerent internal loops, as shown
in Fig. 2.12. An inner loop exploits a UDF (i.e. “eﬀusion holes” block in Fig. 2.12) to
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compute and set the hole’s outlet gas temperature based on a continuous updating of
hole inlet gas temperature. This inlet temperature is given back to the UDF in order
to compute the mean gas temperature into the holes for the molecular properties
estimation. An outer loop, instead, performs the metal temperature evaluation that
is given back to the CFD solver as wall temperature distribution and to the UDF
as mean hole wall temperature. The ﬁrst guess CFD solution is obtained assuming
a uniform metal temperature distribution.
2.3 Thesis objectives and organisation
When looking into the literature, existing models to simulate the aerodynamics of
eﬀusion cooling in industrial combustors are no more satisfactory in the Large Eddy
Simulations context. Indeed in 2018, the grid resolution is close to the hole diameter.
A homogeneous approach cannot take advantage of such a precision. The objective
of this work is to improve the existing models, but also ensure their applicability
on very high resolutions, even if these are not aﬀordable today.
During this thesis, the ﬁrst goal is to improve the approach of Lahbib. A sys-
tematic monitoring of mass and momentum balance for all resolutions is required.
This model must give results as good as the homogeneous ones when the mesh is
coarse and better results when the mesh is ﬁner. This development is presented in
Part II. The bibliographical review showed that studies with deviation angles are
rare and numerical models are generally not evaluated in these cases. A second
point is therefore the production of a relevant database for eﬀusion cooling with
deviation.
The wall temperature of the eﬀusion plate is the ﬁnal objective. The available
methods are either too expensive, and therefore not adapted to the engine design
process, or need approximations that question the relevance of the results. During
this thesis, the second goal is to propose a method usable and reliable, by taking
advantage of the speciﬁcity of eﬀusion devices found in aeronautical chambers. The
description of the methodology, named "Adiab2colo", is given in Part III.
Lahbib stated that hole resolved eﬀusion cooling will not be available before
2050. The present work will try to prove that this assertion is too pessimistic, as it
disregarded a potential mesh adaptation technique focused on eﬀusion. In Part IV,
a mesh adaptation strategy is suggested and tested to increase substantially the
eﬀusion resolution with a reasonable over-cost. Thanks to these new meshes, the
aerodynamic and thermal models convergences are tested, showing their applicabil-
ity on high resolutions.
The goal of this PhD is also to prove the applicability of all the proposed meth-
ods on complex cases for the design phase. That is why, after being validated








In the following chapter, the adiabatic aerodynamic eﬀusion model started from
Lahbib and developed during this thesis is detailed. Note that only the idea of
thickening the hole was kept from Lahbib, the formulation and the programing
routines was re-coded. The new model has been published in Flow, Turbulence and
Combustion journal (FTaC) [30] and presented at the INCA conference [28]. Note
that this formulation is already in use at Safran Helicopter Engines for the design
phases since 2017.
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When performing numerical simulations of multiperforated plates, the important
parameter is the aperture-to-mesh ratio (R). It allows to characterise the corre-





where d is the diameter of the perforations and dx the typical mesh size. These
values are not absolute but to ease the classiﬁcation, we can consider that a coarse
mesh would correspond to R ≤ 1 while when R ≥ 16 the mesh is called ﬁne. Note
however, that more cells could be needed to resolve the jet in cross ﬂow as mentioned
by Mendez and Nicoud [127]. Typical values of R are illustrated on Fig. 3.1.
Figure 3.1: Superposition of multiperforation holes over diﬀerent grids. Left: R=0.5.
Middle: R=2. Right: R=4
In aeronautical combustor condition, jets are at low Reynold and Mach numbers
(Mach<0.3 and Re<2000). In these cases, when R ≥ 16, the actual geometry,
including the eﬀusion pipe, can be computed without modelling and the eﬀect of
the multi-perforated liner is obtained by simply using the ﬂow equations. This kind
of simulation has been carried out with RANS approaches [134] but is not expected
for LES solvers before 20 years [101]. At the opposite, when R ≤ 1, the liner must
be modelled as a homogeneous surface; apertures are not represented. In this case,
either both injection and suction sides can be computed or just the injection side.
In both cases, the state-of-the-art is then to use the homogeneous model of Mendez
and Nicoud [126] where the coolant ﬂux is homogeneously injected on the whole
boundary. This model has indeed been proven reliable in many conﬁgurations [98].
Its drawbacks are, however, a bad prediction of the mixing process close to the wall
and no beneﬁt from a better mesh resolution.
Thanks to the increasing available computational resources, typical mesh reso-
lutions used for industrial LES predictions of actual burners already reach R values
above unity near the wall and are a clear asset to improve the near wall mixing
prediction in a LES context. This, however, goes with a modelling eﬀort since
the homogeneous formulation cannot beneﬁt from such improved resolutions. This
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approach should then be replaced by a better one, based on a heterogeneous for-
mulation. This is why a new model, called thickened-hole model has been proposed
[30]. It is based on the combination of an heterogeneous approach where holes are
projected on the mesh and a homogeneous model where mass and momentum are
conserved. This approach is local since it self-adapts the model as a function of the
mesh resolution (R).
3.2 Presentation of the thickened-hole model [30]
The homogeneous model represents the main eﬀects of the eﬀusion (proper injected
mass and momentum ﬂux), as detailed in [127]. At the same time, representing
the heterogeneity of the injection through discrete holes would be beneﬁcial in LES
where macro mixing plays a key role. Since typical mesh resolutions are not suﬃcient
to represent the intra jet ﬂow, a basic idea is to make the apertures thicker so that
the grid resolution can represent the modiﬁed holes. From the analysis of Mendez
and Nicoud [126], (who considered inﬁnitely thickened-holes in a sense), thickening
the aperture modiﬁes the momentum ﬂux and must be compensated.
The next step is then to limit the Mendez and Nicoud [126] formulation (Eqs. (2.5),
(2.6) ) to the region corresponding to each thickened-hole. Outside of this region,
a wall law model, suitable for an impermeable solid plate, is applied. It uses a two
layer logarithmic law along with a slip condition applied as detailed in [85]. In order
to deﬁne the injection region, a distribution function is necessary. The easiest way
to deﬁne the distribution function is to use a local coordinate (ur,uθ,zlocal) where
zlocal is the axis of the hole (direction of the jet) with a cylindrical coordinate system
(r,θ,z).
3.2.1 Distribution function in the hole frame
When using local coordinate and cylindrical mark, the distribution function, local
to the hole, is only a function of the distance from the hole axis (r). Indeed, it is








In Eq .(3.2), Γ is the thickening factor, deﬁned as Γ = Max (E
R
, 1), where E
is the minimum number of cells per hole diameter, deﬁned by the user. Note that
for non-uniform grids; the mesh size dx used to compute the R ratio is the cell size
of the closest cell to the center of the hole. The parameter βstiff is introduced to
control the stiﬀness of the distribution function and avoid numerical stability issues.
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It is also user-deﬁned. Preliminary experiences indicate that E = 3 and βstiff = 0.1
are adequate values. At this step the function is independent from the mesh.
3.2.2 Projection on the mesh
On each node of the boundary wall, the distance from the axis (r) is evaluated.
This allows to compute the value of the distribution function which is then assigned
to the corresponding node. Since the axis zlocal can be, not normal to the boundary,
the projected hole can be an ellipse. Note that the value of the distribution function
f(~x) is equal to unity in the hole region and zero outside (see Fig 3.2):









where Snum corresponds to the injection surface, that is equal to the surface of the
thickened hole through which the jet velocity proﬁle is imposed; σn is local and
associated to each hole. It ranges between 1 when the hole is perfectly represented
and σ, the physical porosity used in [126], when coolant air is injected on the whole
plate in a homogeneous way. When using the thickened-hole model, the velocity
applied on the boundary, noted V thickn (~x) and V
thick
t (~x) for the normal and tangential
directions respectively, follow the expressions:
V thickn (~x) = Anf(~x), (3.4)
V thickt (~x) = Atf(~x), (3.5)
where f(~x) introduced the spatial heterogeneity. An and At are constant values and
are determined by the following equations. The mass conservation corresponding
to the integration of the normal velocity on the control surface Stot for the thicken
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When the mesh resolution is suﬃcient to properly represent the velocity ﬁeld
inside the hole, R > E, this model is equivalent to a heterogeneous model without
thickening. If R < E apertures are thickened (See Fig 3.2). Finally, when R << E
the model degenerates to a homogeneous model. Note that no turbulence activity or
equivalently turbulence shear stress is added on the injection surface of the bound-
ary. Indeed it would be complex to add such terms since the jet size is variable
(injection surface Snum depends on the thickening) and since the RMS ﬁeld [127] is
quite complex in terms of proﬁle, it can not be imposed with only few cells.
Figure 3.2: 1D representation of the normal velocity proﬁle (top ﬁgures) and repre-
sentation on a 2D mesh of the injecting surface (bottom ﬁgures) for R=2 (left) and
R=4 (right).
In order to compute the ﬁnal value of V thickn (~x) V
thick
t (~x) and f(~x), an accumu-
lation (sum) of the values computed independently for each hole on each node is
performed.
In the following section the performance of the thickened-hole model is evaluated
as a function of the grid resolution on two diﬀerent setups, each one including two
variants in the multiperforation’s hole arrangement.
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In the following chapter, the proposed eﬀusion model is applied on two conﬁgura-
tions, the Maveric plate and the Michel tube. Each has a longitudinal (β = 0◦) and
a transverse version (β = 90◦). For the Maveric test case a, database for each devia-
tion angle was created thanks to a hole-resolved computation. Numerical softwares
used to create the database are presented. In the case of Michel tube, the database
comes from experimental results. Numerical results using the thickened-hole and
the homogeneous models are tested with various grid resolutions. Results on the
Maveric test case without deviation have been published in [30].
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Two cases have been chosen to validate the thickened-hole model, both have a
high blowing and momentum ratio typical of aeronautical combustion chambers :
• One without experimental results but a very controlled case where a fully
resolved simulation can be performed. This ﬁrst case is denoted Maveric test
case. Two geometrical hole orientations have been used, one without deviation
angle (β = 0◦) and one with a deviation angle (β = 90◦).
• One with experimental results and more complex. It contains many more
apertures and the multiperforated wall is curved. This second test case is
denoted Michel tube. It also includes two geometrical variants for the hole
cooling orientation: a longitudinal (β = 0◦) and a transverse one (β = 90◦).
The four operating points considered are displayed in table 4.1.
Case Deviation angle M J Re Mach
Maveric plate with longitudinal cooling β = 0◦ 8.4 31 2700 0.26
Maveric plate with transverse cooling β = 90◦ 8.4 31 2700 0.26
Michel tube with longitudinal cooling β = 0◦ 8.7 76 1200 0.16
Michel tube with transverse cooling β = 90◦ 8.7 76 1200 0.16
Table 4.1: Characteristics of the four test cases.
4.1 Maveric test case
4.1.1 General presentation of the Maveric test case
This section is extracted from two publications written during this PhD thesis [30,
31]. However, more precisions are given in the present manuscript.
The ﬁrst studied geometry is denoted Maveric plate. It is inspired from the
Maveric set up built and studied by Petre et al. [148], Miron [133] and Florenciano
[61]. It consists of two parallel channels communicating through 144 converging
holes disposed in 12 staggered rows as shown in Fig. 4.1 and described in [102, 30].
Due to experimental constraints, the holes were upscaled (12.5:1) compared to
typical apertures of perforated liners used in combustors. The numerical Maveric
setup recovers the actual hole diameter of 0.4 mm and aims at reproducing geo-
metrical and operating conditions more representative of real combustor liners than
other databases available in the literature. All the geometric parameters: the hole
diameter on the injection side d, the longitudinal (∆x) and spanwise (∆z) distances
between two consecutive holes, the injection angle α and the thickness of the plate
e, are given in Table 4.2.
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Figure 4.1: Maveric multiperforated plate setup. The computational domain is also
displayed.
Figure 4.2: (a) Detailed side view of the perforation, (b) top view of the plate with
the periodic domain calculated (dotted).
The hot and cold channels are 114.25d long, H = 24d high and 6.74d wide. The
perforation length is about 4.3d, a typical value for liners in combustion chambers.
Note also that the apertures are slightly conical (convergent) with d′ = 1.33d (see
Fig. 4.2). The pressure of the hot ﬂow is about 0.445 MPa and the temperature
equals 1580 K, while it is 667 K on the cold side.
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Diameters (mm) Porosity σ Angle α Thickness e ∆x ∆z
d = 0.4, d′ = 1.33d 4.09× 10−2 27.5◦ 2d 5.84d 6.74d
M J Re Mach
8.4 31 2700 0.26
Table 4.2: Main characteristics of the numerical Maveric conﬁguration. Geometri-
cal parameters are the same as in the experiment from Florenciano and Bruel [36]
except that d=0.4 mm instead of d=5 mm. The ﬂow regime (M and J values) is
representative of an actual aero-engine.
The computational domains used in this study are depicted in Fig. 4.3. To
ease the reproduction of the calculation and because turbulent ﬂuctuations in the
main ﬂow play a minor role for the investigated ﬂow regime [59, 41], no turbulent
ﬂuctuations were prescribed at the inlet boundaries. Still, the velocity proﬁles were
set with a power law based on the Reynolds number as appropriate for turbulent








where ych is the y coordinate of the hot channel center and H its height. It corre-
sponds to a mean velocity of 25 m s−1.








where ycc is the y coordinate of the cold channel center and H his height. It
corresponds to a mean velocity of 50 m s−1.
The mass ﬂow rate across the plate is controlled by the pressure diﬀerence be-
tween the two channels, which is about 3% of the injection side pressure (∆P =
13327 Pa ). The working ﬂuid is air. These conditions lead to blowing and mo-
mentum ratios equals to M = 8.4 and J = 31 respectively. The resulting Reynolds
(based on the aperture diameter and bulk velocity) and Mach numbers within the
perforations (averaged over the twelve rows) are 2700 and 0.26, respectively. The
main physical properties of the material used (KCN22W) for the plate itself are
given in Table 4.3.
To save computational time and because side eﬀects have no inﬂuence on the
ﬂow at the center, only one hole per row has been computed (instead of 12 in
the experiment) making a total of 12 holes in the simulation out of 144 in the
experiment. Periodic conditions have been used in the spanwise direction to properly
reproduce the staggered arrangement and jets interactions. The upper and lower
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Figure 4.3: Fluid (top) and solid (bottom) computational domains and boundary
conditions used in the Maveric numerical setup.
walls of the hot and cold channels are both considered adiabatic (Fig. 4.3). For the
boundary interfaces between the ﬂow domain and the multi-perforated plate, a no
slip condition is applied on the cold and hot sides of the plate as well as within the
apertures. The thermal condition is either adiabatic for ﬂuid standalone simulation
or temperature imposed when both the ﬂuid and solid domains are coupled. In
the latter case, the heat ﬂux computed from the ﬂuid side is used as a boundary
condition for the solid domain where the unsteady heat equation is solved. In both
cases, adiabatic wall conditions are prescribed at the downstream and upstream
solid faces (Fig. 4.3).
Density ρ 7900 kg m−3
Conductivity λs(T ) 5.96 + 0.017× T W m −1 K−1
Heat capacity CP 586 J kg−1 K−1
Table 4.3: Thermo physical properties of the plate.
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4.1.2 Description of the numerical softwares
AVBP
The AVBP LES solver [160] mainly used during this PhD thesis is owned by CER-
FACS and IFPen (Institut Francais du Petrole Energies Nouvelles). It has been ex-
tensively used and widely validated on reactive ﬂow numerical simulations, mainly
for combustion applications [136, 172, 154]. It was designed from the very be-
ginning to be used for massively parallel computations on dedicated architectures,
addressing all the issues associated with High Performance Computing (HPC). The
simulations presented in this work were performed on both internal (Neptune, Nemo
and Kraken) and external machines (Occigen and Terra1000-2).
The code solves the full compressible, multi-species, reactive NS equations, pre-
sented previously in the simpliﬁed mono-species and non-reactive form suitable for
our study. The solver relies on the cell-vertex approach (data stored at mesh nodes)
and the ﬁnite volume method on unstructured or hybrid meshes which gives among
other advantages a good robustness against mesh distortion [104]. Temporal inte-
gration is performed by an explicit formulation which globally controls the timestep
and respects the Courant Friedrichs Lewy condition (CFL). LES requires numerical
schemes providing high order discretisations and especially low-dissipation models
(to respect the distribution of energy on the turbulence spectrum) which are often
oﬀered by central diﬀerencing schemes [12]. In AVBP, various numerical schemes
are available, particularly two schemes were used in this work:
• The Lax-Wendroﬀ scheme is a space and time second order centred scheme [106,
108] adapted to the cell-vertex method [49]. It does not have excellent dissi-
pation and dispersion properties and is only used here for transients and for
the initialisation of the calculations because it is the cheapest one.
• TTGC is a version of the two-step Taylor-Galerkin schemes providing a third
order discretisation both in space and time [44]. It is known to be a good
candidate for LES thanks to its good dissipation and dispersion properties
[160]. It is used for all the simulations.
In AVBP, the use of centred schemes with low dissipation requires the addition
of artiﬁcial diﬀusion operators. Indeed, transport of high gradients may lead to the
Gibbs phenomenon [71] with the apparition of non-physical node-to-node oscilla-
tions called wiggles. To help the diﬀusion operator in its task, artiﬁcial viscosity
can be added locally in the ﬁeld to remove numerical oscillations. A sensor [86]
speciﬁcally dedicated to unsteady turbulent ﬂow can automatically detect numerical
anomalies and increase local viscosity in the limitation of a user-deﬁned threshold.
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YALES2
The second LES solver used during this thesis for a few comparisons is the YALES2
solver [135]. It is an unstructured low-Mach number code developed at CORIA.
YALES2 aims at the solution of two-phases combustion, from primary atomisation
to pollutant prediction on massive complex meshes. It is able to handle eﬃciently
unstructured meshes with several billions of elements, thus enabling the Direct
Numerical Simulation of laboratory and semi-industrial conﬁgurations. YALES2 is
based on a large numerical library to handle partitioned meshes, various diﬀerent
operators or linear solvers, and on a series of simple or more complex solvers.
4.1.3 Maveric plate with longitudinal cooling
To create a database, a fully resolved simulation has been performed, where hot
and cold sides as well as the ﬂow within the holes are taken into account. The fully
resolved mesh is presented on Fig. 4.4. The mesh resolution corresponds to R = 16;
It is unstructured without stretching direction.
Figure 4.4: Visualisation of the mesh used to perform the fully hole resolved Maveric
plate computation.
As part of the validation of the database, the inﬂuence of the subgrid scale model
has been tested. Two fully resolved adiabatic simulations have been performed with
the AVBP LES solver. One using the σ-model [143], and one with the WALE subgrid
scale model [142]. From the result of the simulations, the σ-model induced less
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Figure 4.5: Comparison of the fully resolved adiabatic computation using two
solvers; A compressible third order in space AVBP; An incompressible fourth order
Yales. WALE and σ subgrid scale models are also compared.
viscosity. However, both computations give about the same results, as presented
on Fig. 4.5. The solver itself has also been tested, the same simulation (same
resolution but not the same geometry for boundary conditions issues) using the
YALES2 solver has been performed. The comparison on the adiabatic eﬃciency is
presented on Fig. 4.5. Both results are close since the slope and the ﬁnal value are
the same. However, the mixing process does not seem to be the same, and the wall
adiabatic temperature is shifted by about one row. The fully resolved computation
from AVBP using the WALE subgrid scale model will be considered as the reference
for the following study.
To validate the accuracy of the thickened-hole model, four mesh resolutions were
considered and presented on Fig. 4.6. Only the injection side (hot side) is considered.
The mass ﬂow rate is extracted from the fully resolved computation and corresponds
to 3.3 kg/s. On each mesh, two simulations, one with the homogeneous model and
one with a thickened-hole model have been performed and compared to the results
from the fully resolved computation, i.e. perforations simulated, considered as the
reference. All the simulations performed on the Maveric plate with longitudinal
cooling cases are summarised on Table 4.4.
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Figure 4.6: Mesh resolution comparison on both the multiperforated wall and in
the domain. The arrows represents the inlets.
Software Hole resolution sub-grid model Eﬀusion model
AVBP Resolved WALE N/A
AVBP Resolved σ-model N/A
YALES2 Resolved WALE N/A
AVBP R=16 WALE Thickened-hole
AVBP R=4 WALE Thickened-hole
AVBP R=4 WALE Homogeneous
AVBP R=2 WALE Thickened-hole
AVBP R=2 WALE Homogeneous
AVBP R=0.5 WALE Thickened-hole
AVBP R=0.5 WALE Homogeneous
Table 4.4: Characteristics of the simulations performed on the Maveric plate with
longitudinal cooling.
Time averaged solutions are ﬁrst considered. To provide a fair comparison be-
tween homogeneous and thickened-hole models, the proﬁles are averaged along the
transverse direction in two portions of the ﬂow: Pos1, where the ﬂow is not es-
tablished and Pos2, (grey rectangles on Fig. 4.7), where the ﬁlm cooling eﬀect is
present. Figures 4.8, 4.9 and 4.10 present proﬁles of momentum in the tangential
direction, momentum in the normal direction and temperature, respectively, as a
function of Y ∗, the distance from the plate in the normal direction normalized by
∆ the inter-row distance, Fig. 4.7. On Fig. 4.11 and Fig. 4.12, proﬁles for temper-
ature RMS ﬂuctuations as well as streamwise velocity RMS ﬂuctuations are also
presented.
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Figure 4.7: Top view of the plate with the location of the averaging areas Pos1 and
Pos2.





















Figure 4.8: Spatially and temporally averaged streamwise momentum ρU at posi-
tions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4; 16 (from left to right).
: reference, •: thickened-hole model, +: homogeneous model.
When the ratio R is lower than one, the homogeneous and thickened-hole model
give, as expected, very similar results, in bad agreement with the resolved compu-
tation. Figure 4.8 shows that the streamwise momentum is too large close to the
plate, leading to a thinner mixing layer and to a lower temperature at the wall as
shown on Fig. 4.10. When the ﬂow is established (Pos2), normal momentum is well
represented since the mass ﬂow rate through the multiperforated plate is correctly
imposed (see Fig. 4.9).
When R is equal or bigger to 4, the thickened-hole model gives better results
than the homogeneous model. With this resolution, results are close to the fully
resolved one whatever the position and for all variables.
For intermediate values, R=2, the thickened-hole model better predicts the evo-
lution of the ﬂow compared to the homogeneous model. Indeed, the shape of the
mixing layer is accurately predicted both for established (Pos2) and non-established
(Pos1) ﬂows. In the non-established region, the thickened-hole model is able to cap-
ture the negative values for ρV observed in the resolved computation for Y ∗ > 0.4
(Fig. 4.9). This speciﬁc feature is crucial if one focuses on non-established ﬂows.
RMS temperature ﬂuctuations (Fig. 4.11) and streamwise RMS velocity ﬂuctua-
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Figure 4.9: Spatially and temporally averaged normal momentum ρV at positions
Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4; 16 (from left to right). :





















Figure 4.10: Spatially and temporally averaged temperature proﬁles at positions
Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4; 16 (from left to right). :
reference, •: thickened-hole model, +: homogeneous model.
tions (Fig. 4.12) are produced when R is greater or equal to 4 with the thickened-hole
model. For R = 4, the model predicts very small ﬂuctuations at the ﬁrst position
(Pos1) where the ﬁlm cooling is not established; the agreement is much better for
Pos2 which points to potential issues when facing non fully established ﬂows. Note
that this speciﬁc diﬃculty can not be adequately treated with existing models other
than the thickened-hole model. When R=16, the RMS ﬂuctuations match the ref-
erence data even in the non established region.
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Figure 4.11: Spatially and temporally averaged RMS temperature proﬁles at posi-
tions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4; 16 (from left to right).
: reference, •: thickened-hole model, +: homogeneous model.























Figure 4.12: Spatially and temporally averaged streamwise RMS velocity proﬁles
at positions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4; 16 (from left to
right). : reference, •: thickened-hole model, +: homogeneous model.
At this point, the thickened-hole model has been validated based solely on time
and space averaged ﬁelds. The discrete form of this model however also allows
to represent the ﬂow ﬂuctuations in LES as hinted by Figs. 4.12 and 4.11 . This
capacity is further illustrated by Fig. 4.13 where instantaneous temperature ﬁelds for
the homogeneous and the thickened-hole models for various R values are compared
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Figure 4.13: Visualisation of the coolant ﬁlm. Comparison between simulations
using homogeneous model (left) and thickened-hole model (right) for various R
values. The reference (up) corresponds to the hole-resolved simulation.
to the resolved simulation. With the thickened-hole model, jets can be distinguished
for R ≥ 2. This is a major step forward as the interaction between jets can now be
examined. For R ≥ 4, the jets are very similar to the resolved ones.
4.1.4 Maveric plate with transverse cooling
In order to study the eﬀect of the deviation, the Maveric test case with transverse
cooling is considered. The ﬁrst step consists in the creation of the database. A
fully resolved computation with α = 30◦ and β = 90◦ has been simulated using
the AVBP software and the WALE subgrid scale model. The mesh is presented on
Fig. 4.14. The geometry is diﬀerent compared to the last case, however, the mesh
resolution is similar and corresponds to R = 16. The ﬂowrate through the 12 holes
extracted from the reference computation corresponds to 2.7 10−4 kg/s instead of
3.3 10−4 kg/s when β = 0◦. It corresponds to a diﬀerence of 17%. However, for all
the modelled simulations, a ﬂowrate of 3.3 10−4 kg/s has been imposed.
Three mesh resolutions from R = 0.5 to R = 4 already presented in the last
section (See Fig. 4.6) have been used. On each, two simulations, one with the
thickened-hole model [30] and one with the homogeneous model [126] have been
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Figure 4.14: Representation of the mesh resolution on the fully resolved Maveric
test case with transverse cooling.























Figure 4.15: Spatially and temporally averaged streamwise momentum ρU at posi-
tions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right). :
reference, •: thickened-hole model, +: homogeneous model.
performed. The same post-processing as for Maveric plate without deviation has also
been performed. On Figs. 4.15, 4.16 and 4.17, proﬁles for streamwise and tangential
velocity as well as temperature ﬁelds are presented. Performed simulations are
summarised on Fig 4.5.
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Software Hole resolution sub-grid model Eﬀusion model
AVBP Resolved WALE N/A
AVBP R=4 WALE Thickened-hole
AVBP R=4 WALE Homogeneous
AVBP R=2 WALE Thickened-hole
AVBP R=2 WALE Homogeneous
AVBP R=0.5 WALE Thickened-hole
AVBP R=0.5 WALE Homogeneous
Table 4.5: Characteristics of the simulations performed on the Maveric case with
a deviation angle.























Figure 4.16: Spatially and temporally averaged spanwise momentum ρU at positions
Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right). :
reference, •: thickened-hole model, +: homogeneous model.
The ﬁrst comparison can be made between the two cases (β = 0◦ and β = 90◦);
the wall temperature is much lower when using the deviation angle (Fig. 4.17) than
without (Fig. 4.10 ). Indeed, for a high deviation angle, such as in the present case,
the ﬂow is more homogeneous, and the wall is better protected. As already known,
this system is much more eﬃcient. The ﬁrst rows (pos1) as well as the established
zone (pos2) reach lower adiabatic wall temperature.
When focusing only on the present case (with deviation), globally both models
predict close results for any mesh resolution. When looking closer, for R = 0.5 and
R = 2, the homogeneous and thickened-hole models give the same result. Both are
close from the longitudinal momentum (ρU) (see Fig. 4.15) and for the temperature
(see Fig. 4.17). For the tangential momentum (ρW ) (see Fig. 4.16) both models
overpredict it for the two positions.
When the resolution increases to R = 4, the thickened-hole model captures the
peak and the gradient, contrarily to the homogeneous model. However as pointed
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Figure 4.17: Spatially and temporally averaged temperature proﬁles at positions
Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right). :
reference, •: thickened-hole model, +: homogeneous model.
out in the last section, when the resolution is higher, the jets penetrate too much
(see Fig. 4.17).























Figure 4.18: Spatially and temporally averaged streamwise RMS velocity proﬁles at
positions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right).
: reference, •: thickened-hole model, +: homogeneous model.
RMS ﬂuctuations on the streamwise and tangential velocity as well as temper-
ature ﬂuctuations are also presented on Figs. 4.18, 4.19, 4.20.
On the case without deviation (β = 0◦), RMS ﬂuctuations appear when R ≤ 4
instead of R ≤ 2 for the transverse case (β = 90◦). Indeed, the R = 0.5 case is
not suﬃcient to recover the RMS quantities. When the resolution increases, both
models predict the proper level of ﬂuctuations. However, the thickened-hole model
allows to capture the ﬁrst peak on Urms (See Fig. 4.18) which is not the case for
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Figure 4.19: Spatially and temporally averaged spanwise RMS velocity proﬁles at
positions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right).
: reference, •: thickened-hole model, +: homogeneous model.























Figure 4.20: Spatially and temporally averaged RMS temperature proﬁles at posi-
tions Pos1 (top) and Pos2 (bottom), for ratios R=0.5; 2; 4 (from left to right). :
reference, •: thickened-hole model, +: homogeneous model.
the homogeneous model. On the ﬁne case (R= 4), the thickened-hole approach
overpredicts the RMS, but accurately predicts the trend (peaks and gradients) for
the three directions. On the contrary, the homogeneous model better predicts the
global value of the RMS level.
The thickened-hole model in the transverse case has been investigated by con-
sidering time and space averaged ﬁelds. Instantaneous temperature ﬁelds for each
mesh resolution and modelling strategy are presented on Fig. 4.21. Contrary to the
ongitudinal case, the jets cannot be distinguished on any mesh resolution. What-
ever the mesh resolution, both model presents a really close temperature ﬁeld. It
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Figure 4.21: Visualisation of instantaneous temperature ﬁeld. Comparison between
simulations using homogeneous (left) and thickened-hole model (right) for various
R values.
leads to the conclusion that the mesh resolution plays the leading role since the
mixing process is dependent on the small eddies. The result on the R=4 resolution
is really close to the reference even if the thickened-hole model mixes too much and
has a higher temperature than the reference one close to the wall.
The thickened-hole model [30] is now tested on an academic test case includ-
ing both sides of the domain, and is thus, closer to what it is expected on a real
combustor.
4.1.5 Feasibility of a two-side effusion simulation with the
thickened-hole model
Figure 4.22: Comparison of the fully resolved mesh where holes are meshed (left)
and modelled where holes are erased (right). Resolution is also diﬀerent: R=16 for
the resolved and R=4 for the modelled.
Simulating the two sides of the perforated plate is necessary when dealing with
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an industrial combustor. Using the same principle as explained in section 3.2, the
ﬂowrate relevant to each single aperture feeds the eﬀusion model on the injection
side (see Section 3.2). For the suction side, the holes are projected on the boundary
along the jet axis and the suction model is the one introduced by Mendez and
Nicoud [126] using the corresponding ﬂowrate.
The mesh is presented on Fig. 4.22. On the left, the fully resolved mesh already
presented in the last section is visible. On the right, the modelled mesh which
corresponds to R=4 is only composed of the two sides while holes are erased. Note
that the hole position is well projected on both side and thus the angle of the jets
is well accounted (see Fig. 4.23).
R=4 BicoteReference
Figure 4.23: Instantaneous ﬂow visualisation of the streamwise velocity for the fully
resolved (left) and the modelled (right) case.
R=4 BicoteReference
Figure 4.24: Instantaneous ﬂow visualisation of the normal velocity for the fully
resolved (left) and the modelled (right) case.
Time and space averaged results are the same as the one presented in Sec-
tion 4.1.3 for the injection side and are thus not presented again. The instantaneous
result of the simulation for the streamwise (see Fig. 4.23), normal (see Fig. 4.24) and
spanwise (see Fig. 4.25) velocity components are presented. Since the ﬂow into the
pipe is not simulated the jets are not exactly the same but the position of the holes
on the suction side is well modelled and the global ﬂow structure remains close. On
Fig. 4.25, the reference case has much more ﬂuctuations than the modelled one.
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R=4 BicoteReference
Figure 4.25: Instantaneous ﬂow visualisation of the spanwise velocity for the fully
resolved (left) and the modelled (right) case.
4.2 Michel tube test case
4.2.1 Experimental setup
The second geometry investigated has been studied numerically and experimentally
by Brice Michel [130]. There are a primary and a secondary ﬂow (see Figs. 4.26
and 4.27a). Air from the secondary ﬂow goes through the multiperforated ring and
is thus injected into the ﬁrst channel.
The optical access being after the ring mount, it is impossible to measure the
inlet proﬁles (see Fig 4.27a). The trick was to use a dummy ring without perforation
and to measure quantities, assuming the strong hypothesis that the multiperforated
ring has no inﬂuence upstream.
(a) Visualisation of the
multiperforated ring
(b) Schematic view of the ring. Axes conven-
tions is also displayed.
Figure 4.26: Michel tube setup
Holes have a diameter of 0.4 mm (geometrical parameters are summarized in
table 4.6). The injection angle is α = 30◦. The longitudinal and spanwise spacing
are 8.6d and 7.9d respectively. The porosity, σ is 0.023 which is typical of aero-
nautical combustors. The blowing ratio and the momentum ratio are 8.7 and 76
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(a) Visualisation of the experimental setup
Aperture	 	
(b) Schematic view of the arrangement of the apertures.
Figure 4.27: Brice Michel Setup
respectively. The Mach number into the aperture is close to 0.16 while the Reynolds
number based on the jet velocity and the hole diameter is 1200.
Diameters (mm) Porosity σ ∆x ∆z M J Re Mach
d = 0.4 2.3× 10−2 8.6d 7.9d 8.7 76 1200 0.16
Table 4.6: Parameters of the Michel tube setup.
As presented in Table 4.7, two conﬁgurations with diﬀerent angles of aperture
have been considered: a longitudinal one (β = 0◦) and a transverse one (β = 90◦).
The multiperforated cylinder is laser drilled [153] with 891 holes distributed on 99
rows of 9 staggered apertures (see Fig. 4.27b).
Case α β Number of rows Number of holes per row
longitudinal 30◦ 0◦ 9 99
transverse 30◦ 90◦ 9 99
Table 4.7: Characteristics of the Michel tube setup.
A numerical simulation with the thickened-hole model [30] has been performed
and compared to the experimental results of the Michel tube. Since the results of
the experiment are very questionable (for the transverse case, the multiperforated
ring seems to inﬂuence the inlet ﬂow), the present results have never been published.
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4.2.2 The longitudinal Michel tube cooling case
The simulated case is the longitudinal one (β = 0◦). The geometry is a cylinder
of length 9.288 10−2 m. The Multiperforated Plate (MP) is 3.096 10−2 m long
and located at the center. Indeed the inlet of the tube is 3.096 10−2 m away from
the beginning of the MP, outlet is 3.096 10−2 m far from the end of the plate.
The mesh is shown on Fig 4.28. This ﬁgure also displays the mesh evolution and
the position of the experimental and numerical measurements. The thickened-hole
model [30] has been used to model the multiperforated plate. Since the mesh is ﬁne
enough (R=5), no thickening has been applied. The mesh resolution is shown on
Fig. 4.29. In order to compare the numerical simulation to the experiment, inlet
parameters are taken from the experience. Turbulence has also been added at the
inlet. 10% on the streamwise velocity and 5% on the other directions. To ensure the
correct transport of the inlet velocity and the turbulence intensity, the corresponding
proﬁles are checked just before the multiperforated plate and presented just after.
MP
Slice 4.1 mm after the MP
Figure 4.28: Mesh visualization of the full 360◦ setup.
Due to the periodicity, a 40 degrees sector can be computed. In order to check
the validity of this assumption, the result of one sector (40◦) has been compared to
the full 360◦ using exactly the same parameters. The mesh of the full 360◦ setup
contains about 350M elements while the sector of 40◦ contains about 40M cells.
To check the convergence of the time averaged solution, more physical time was
computed on the sector case, (see Table 4.8). To avoid the axis singularity in LES,
in the 40◦ case, the center of the domain has been removed, the ﬂow rate has thus
been adapted in order to keep the correct mean velocity. A slip wall has been used
for the boundary close to the center in order to limit the boundary inﬂuence which
is not present in the reality.
case R Cells nb of processor CPU cost (Kh) Physical time (s)
Full 360◦ 5 345 267 965 5600 250 2.8 10−2
Sector 40◦ 5 39 391 852 2100 98 9 10−2
Table 4.8: Characteristics of the Michel tube setup.
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Figure 4.29: Representation of the jet on the mesh for the longitudinal Michel tube
thanks to the cooling scalar.
The post processing, illustrated on Fig. 4.30, involves a spatial average on a ring
with a thickness of 1 mm in the streamwise direction. The quantity of interest is
plotted as a function of the distance from the center (r) normalised by the maximal
radius (R). Time averaging is also performed.
r/R
Figure 4.30: Description of the post processing.
On Fig. 4.31, the numerical simulations on the sector and on the full geometry
are compared to the experimental values. As stated before, in the experimental
setup these quantities are extracted using a ring without holes while in the numeri-
cal case these quantities are extracted just before the perforated plate. The velocity
is normalised by the streamwise velocity of the jet, up = Vjet sin(α) = 39.43 m/s
(Fig. 4.31a). The RMS are normalised by u∗ which corresponds to the mean RMS
value u∗ = 0.58 m/s (10%) (Figs. 4.31b, 4.31c, 4.31d). Since the imposed quanti-
ties at the inlet are the same, this result ensures the fact that quantities are well
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convected. Moreover Fig. 4.31 validate both the periodic assumption and the inlet
proﬁles. The same results are observed on the 40◦ periodic simulation as in the full
360◦ one, except at the center of the domain.













(a) Streamwise velocity normalized
by up













(b) RMS fluctuation of the Stream-
wise velocity normalized by u∗















(c) RMS fluctuation of the normal
velocity normalized by u∗













(d) RMS fluctuation of the tangen-
tial velocity normalized by u∗
Figure 4.31: Comparison of the inlet velocities between experimental and numerical
results for the longitudinal Michel tube.
To check the eﬀects of the multiperforated plate and to compare the numerical
results with the experimental data, the post processing presented on Fig. 4.30 is
used 4.1 mm after the multiperforated plate (MP), displayed (red line) on Fig. 4.28.
On Fig. 4.32, the results of the thickened-hole model applied either on the full
360◦ or on the sector are compared to the experimental values. Also in order to
check the inﬂuence of the model, a third computation using the homogeneous model
of Mendez and Nicoud [126] on the sector has been added. The inﬂuence of the
periodicity assumption is very small since the full and the sector computations give
very close results. When comparing the simulation using the homogeneous model
to the one with the thickened hole model, results are very diﬀerent, the thickened-
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(a) Streamwise velocity normalized
by up













(b) RMS fluctuation of the Stream-
wise velocity normalized by u∗















(c) RMS fluctuation of the normal
velocity normalized by u∗













(d) RMS fluctuation of the tangen-
tial velocity normalized by u∗
Figure 4.32: Comparison between experimental and numerical results of the veloc-
ities 4.1 mm after the multiperforated ring for the longitudinal Michel tube.
hole results showing a much better agrement. On the contrary, the results from
the homogeneous simulation overpredict the streamwise velocity close to the wall
and do not produce RMS ﬂuctuations. This model does not predict the correct
penetration and the mixing process in this case.
On Fig. 4.33, a cut 4.1 mm after the MP is presented. Time averaged results
on one sector and on the full 360◦ computations are compared. Both used the
thickened-hole model. As raised before, the same conclusion can be drawn: in both
cases, the ﬂow looks similar. The eﬀect of the sectorisation is thus limited. Note
that jets and wakes are visible in this view.
In a more global view, when looking at the concentration of a passive scalar on
the wall (Figs. 4.34a, 4.34b) and into the domain (Figs. 4.34d, 4.34c), homogeneous
and thickened-hole models provide very diﬀerent results. The most prominent eﬀect
is the apparition of jets on the wall. As already highlighted in section 4.1.3, the
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Figure 4.33: Comparison of the time averaged passive scalar (Yair) concentration
4.1 mm after the multiperforated wall on a sector (left) and full 360◦ (right) in the
longitudinal case, using thickened-hole model with R = 5. (Yair is injected by the
eﬀusion holes and Yairbis by the inlet).
(a) Thickened-hole model (b) Homogeneous model
(c) Thickened-hole model (d) Homogeneous model
Figure 4.34: Longitudinal Michel tube. Comparison of the instantaneous pas-
sive scalar concentration and localisation between the two methods (thickened-hole
model on the left and homogeneous one on the right). Visualisation of the wall
(a) and (b) and into the domain when cutting through a row of multiperforation
apertures (c) and (d).
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homogeneous model does not capture the correct mixing process. Since the hetero-
geneities are needed, to model eﬀusion cooling both a reasonable resolution (about
R=4) and a realistic model (heterogeneous) are needed.
4.2.3 Michel tube with transverse cooling
Results have previously shown small diﬀerences between a sector of 40◦ and a full
360◦ computation. From this conclusion and to reduce the computational cost, in
this section, all the simulations will be performed on a 40◦ sector. Two computations
with a deviation angle (β) of 90◦ allowing to compare the multiperforation model on
a transverse case have been performed (see Fig. 4.9): one using the thickened-hole
model and one with the homogeneous model.
Multiperforated model R Sector Cells α β
Thickened-hole 5 40◦ 39M 30◦ 90◦
Homogeneous 5 40◦ 39M 30◦ 90◦
Table 4.9: Simulated setup for the transverse case.
































Figure 4.35: Comparison between experimental and numerical results of the veloc-
ities 4.1 mm after the multiperforated ring for the transverse case.
On Fig. 4.35, the streamwise and the spanwise velocities post-processed with the
space and time averaging presented above, 4.1 mm after the multiperforated plate,
are presented. Both models give very close results. For the streamwise velocity (U)
(see Fig. 4.35a), the experimental result in the transverse case is the opposite than
for the longitudinal case where the velocity increased near the wall. In the present
case, the multiperforated plate blocks the ﬂow which is thus slowed down near the
wall. Thus, in order to keep the same ﬂowrate, the velocity increases in the center
of the domain. This overvelocity at the center is not captured by any model. The
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(a) Streamwise RMS fluctuation.














(b) normal RMS fluctuation












(c) Spanwise RMS fluctuation
Figure 4.36: Comparison between experimental and numerical results of the ﬂuctu-
ations 4.1 mm after the multiperforated ring on the transverse case.
ﬁrst reason could be the hypothesis of periodicity. However, the full 360◦ geometry
simulation has not been performed for computational cost reasons and for the small
gain in the ﬁnal conclusion since the expected improvement would be limited on
the center of the domain, i.e. far from multiperforated plate. When looking at the
spanwise velocity (uθ) (see Fig. 4.35b), for both methods, results are very close to
experimental ones, whatever the radius. Note that the spanwise velocity is twice
higher than the streamwise one and stays higher on more than 20% of the channel.
Figure 4.36 presents the RMS ﬂuctuation in the three directions. For both
models results are in good agreement with the experimental measurements. The
level as well as the trend are correctly predicted.
The instantaneous 2D ﬁeld for the thickened-hole and homogeneous models are
compared on Fig. 4.37. Both are very close. The concentration close to the wall of
the passive scalar is, however, more important in the homogeneous case. The time
averaged 2D ﬁeld is also presented on Fig. 4.38.
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Figure 4.37: Michel tube with transverse cooling. Comparison of the instanta-
neous passive scalar concentration 4.1 mm after the muliperforated ring between
thickened-hole model (left) and homogeneous model (right). The sector is dupli-
cated nine times in order to represent the full geometry.
Figure 4.38: Michel tube with transverse cooling. Comparison of the averaged pas-
sive scalar concentration 4.1 mm after the muliperforated ring between thickened-
hole model (left) and homogeneous model (right). The sector is duplicated nine
times in order to represent the full geometry.
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On the numerical simulation, when looking at the part just before the multiper-
forated plate, a transverse ﬂow is developing upstream. This phenomenon is not
highlighted by Brice Michel since the apparatus of the experiment could not detect
a high velocity rotating bubble upstream the ring. This phenomenon can change the
inlet conditions which are imposed for the numerical computation. Other studies
performed at CERFACS with N3SNATUR and YALES2 led to the same result. As
this question about the experimental conﬁguration is crucial for the transverse case,
the present results have never been published.
The thickened-hole model has been validated thanks to a comparison between
a numerical simulation and experimental results. The thickened-hole model gives
better results than the homogeneous one for the longitudinal cooling case with
R = 5, while they are equivalent for the transverse case. This observation has
already been drawn on the Maveric test case. In parallel, this study also suggests
that experimental measurements performed for the inlet quantities are not pertinent
since the ring can inﬂuence the upstream ﬂow.
4.3 Thickened-hole model capabilities
The thickened-hole model, presented in chapter 3 has been compared to fully re-
solved computations and to experimental observations. The inﬂuence of the devi-
ation angle has been illustrated on both test cases. It illustrated that the cooling
eﬃciency increases with the deviation angle (β). But it also showed from a numeri-
cal point of view that longitudinal cooling is harder to predict. For high resolutions
(R > 4), the thickened-hole model is able to predict the global quantities as well
as the RMS ﬂuctuations with accuracy. Thanks to the variety of grid resolutions
considered, the eﬃciency as a function of the grid size is given. It can be used as a
guide to choose the R resolution, given the precision expected.
Note that results are presented for a uniform mesh resolution. However, the
model is local (the cell size is taken from the mesh, not as an input parameter) and




Application to a Safran’s
combustion chamber, an academic
combustor and a turbine blade
The thickened-hole model is currently used by Safran Helicopter Engine on various
real conﬁgurations. An example is provided in this chapter on a TAF19, an early
design of the Arrano engine. A result on an academic combustor, named FACTOR
is also presented. At the end, the applicability of the thickened-hole model on cooled
turbine blade performed by Harnieh et al. is proposed [80].
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Chapter 5. Application to a Safran’s combustion chamber, an academic
combustor and a turbine blade
5.1 Presentation of the test case
In this section, a turboshaft reverse ﬂow combustion chamber, as in [24], is consid-
ered (see Fig. 5.1). A reactive simulation with adiabatic walls, in which eﬀusion
cooling is accounted for thanks to the thickened-hole model [30], has been performed
with the LES solver AVBP. Such adiabatic simulation using modeled multiperfo-
rated plate is the standard in industry for predicting the combustor exit temperature
proﬁle or pollutant emissions. The objective of this section is to evaluate the beneﬁt
of the thickened-hole model compared to the homogeneous model, when it is applied
on a real combustor.
Figure 5.1: Schematic view of the combustor from [24] (same geometrical setup).
The periodicity of the conﬁguration allows to consider only one sector of the
combustion chamber, comprising one injector and several primary and dilution
holes. The computation was performed on a 45 million elements mesh, with the
grid size of the order of the perforation diameter near the walls. The ﬁltered Navier-
Stokes equations were integrated thanks to an explicit Lax-Wendroﬀ [107] numerical
scheme, second order accurate in time and space. Combustion was described by the
Thickened Flame Model [43] combined with the 2-step BFER kinetic scheme [66].
The Smagorinsky [167] model was also used to account for the subgrid-scale turbu-
lence viscosity.
Ratio R Cells σn
0.75 45 892 340 0.06
Table 5.1: Characteristics of the mesh for the real combustor.
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The mesh size is bigger than the diameter of the hole (∆x = 0.4 mm and d = 0.3
mm). If the thickened-hole model is used, holes are thus automatically thickened
to d′ = 1.2 mm in order to obtain three cells in the aperture. The parameters are
given in Table 5.1. A visualisation of the mesh is presented on Fig. 5.2 where the
injection surfaces (thickened hole) are visible.
Figure 5.2: Visualisation of the boundary mesh. White zone corresponds to the
injection surface.
5.2 Comparison between the homogeneous and
the thickened-hole models on a real combus-
tor
In order to compare both models, the same computation, except for the eﬀusion
cooling part, has been performed with the homogeneous model [126] and with the
thickened-hole model [30]. Visualisation of the time-averaged temperature ﬁeld from
the adiabatic simulation using homogeneous model is presented on Fig. 5.3. This
ﬁgure also displays the name given to each zone of the engine.
The visualisation of the instantaneous wall temperature ﬁeld is presented on
Fig. 5.4. The adiabatic simulation using the homogeneous model (left) is very
homogeneous and jets cannot be distinguished. On the contrary, on the adiabatic
simulation using the thickened-hole model (right), jets can be identiﬁed. Also, even
if both present the same patterns, the hot temperature zone seems bigger in the
thickened-hole case. Note that holes are enlarged, as presented on Fig 5.2, which
is still a limit when the goal is to be as close as possible to the real jets’ size for a
more accurate adiabatic temperature assessment.
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Figure 5.3: Non-dimensional mean ﬂuid temperature ﬁeld. Results from an adia-
batic unresolved simulation using the homogeneous model.
2
1
Figure 5.4: Visualisation of instantaneous wall temperature ﬁelds (Dome part) from
an adiabatic simulation using the homogeneous model (left) and the thickened-hole
model (right). The colorbar use ﬁctive colours for conﬁdentiality reasons.
5.3 FACTOR Combustor test case
The eﬃciency of the present model has also been tested on another combustor. It
has been published in a conference proceedings [171]. This work highlighted the
fact that the formulation from Lahbib gave bad results particularly on this case,
and thus, at the end, the new formulation developed during this PhD was used.
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Unfortunately, it has not been mentioned (only my advisors were add as authors).
This is probably due to the fact that I added the new thickened-hole model in the
common software AVBP. So this model was usable by every AVBP users even if
the thickened-hole model was not published yet. Also, I did not dare to ask to be
considered as a co-author. The test case is presented on Fig. 5.5.
Figure 5.5: Representation of the FACTOR combustion chamber [97]
Figure 5.6: Temperature [K] on Plan 40 (deﬁned on Fig. 5.6) for design point. View
direction: Downstream. From [171]
The results using homogeneous [126] and thickened-hole [30] models (mislead-
ingly called heterogeneous in the article [171] since the holes are enlarged) have been
compared to the experimental results. Both give results very close to the experi-
ment. However, in the near wall region, the thickened-hole model leads to a more
realistic representation of the cooling ﬁlm. These results can be considered as an
additional validation of the thickened-hole model.
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5.4 Cooled Nozzle Guide Vanes (NGV)
The thickened-hole model has also been tested on a turbine blade by Harnieh et
al. [80]. The goal was to test the applicability of the thickened-hole model (designed
to handle eﬀusion cooling in combustor) on turbine blades where the ﬂow is totally
diﬀerent. The cooled turbine blade was ﬁrst modelled using the thickened-hole
model and the corresponding results compared to a hole-resolved LES where plenum
and holes were taken into account. The mesh for the hole-resolved LES is composed
of 67 million cells while there are only 37 million in the modelled case. The resolution
between the two simulations was the same, the only diﬀerence was the plenum and
the hole erased in the modelled case (see Fig. 5.7). As presented on Fig. 5.8, there
are about 10 cells in the hole’s diameter (R = 10), the jets kept therefore their
original diameter.
Figure 5.7: Time averaged total temperature ﬁeld at the mid-height. Extrated
from [80]
Figure 5.9 presents the wall temperature as well as isocontours of cooling. Fig-
ure 5.10 presents Q-criterium contours colored by vorticity magnitude. The ﬁrst
remark is that both ﬂows are very close. Fluctuations are smaller in the modelled
case. Indeed as highlighted in Harnieh et al. [80], the thickened-hole model does
not inject ﬂuctuations while, in the hole resolved case, the ﬂow inside the pipe is
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Figure 5.8: Isosurface of the coolant jet allowing to visualize the boundary mesh in
the modeled case. Extrated from [80]
turbulent and thus, RMS ﬂuctuations are present at the exit of the hole. In addi-
tion, as presented in section 1.5.4, the proﬁle at the exit of the hole is complex and
far from a hyperbolic proﬁle as injected by the thickened-hole model. This should
be an improvement to the model which has not ﬁrstly been created to reach such
precision.
At the end, since both LES give very close results, the thickened-hole model can
be a signiﬁcant method for the design process. Indeed, it permits both an impor-
tant CPU time saving and a design process enhancement compared to a resolved
simulation where holes are meshed. In addition, with the thickened-hole model,
many hole layouts can be tested using a single mesh of the blade.
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Hole Resolved LES Hole Modelled LES
Blade skin temperature 
Figure 5.9: Full representation of the two time averaged simulated blades, the wall is
coloured by the temperature. Also the isocontour of cooling is represented. Results
from the hole resolved LES (left) and modelled one (right). Extrated from [80]
Cooling Resolved Cooling Modelled
R=d/dx = 10
Figure 5.10: Representation of the two simulated blades, with Q-criterium contours
colored by vorticity magnitude. Results from the hole resolved LES (left) and






Conjugate heat transfer on a
reference Maveric plate simulation
To understand the heat transfer process in aeronautic eﬀusion cooling devices, an
academic test case representative of helicopter’s engines has been chosen. In this
chapter, the contribution of each heat ﬂux is studied thanks to a fully hole resolved
conjugate heat transfer simulation extracted from the database of Lahbib. It shows
that the adiabatic temperature from an eﬀusion modelled simulation cannot be
directly used to assess the wall’s temperature. A surrogate method based on a
robust estimator of the adiabatic temperature is proposed. All mentioned results
and methods have been published in the International Journal of Heat and Mass
Transfer (IJHMT) [31] and presented at the Société Française de Thermique (SFT)
on March 15, 2018 [32].
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6.1. Description of the numerical softwares
A fully hole-resolved conjugate heat transfer simulation of the Maveric test case
has been performed. For this purpose, a ﬂuid solver (AVBP) already presented in
Section 4.1.2 and a solid solver (AVTP) presented in the following section have been
used and coupled. The communication between the two solvers is enforced thanks
to a coupler (Open Palm) presented in the following section.
6.1 Description of the numerical softwares
6.1.1 The thermal solver: AVTP
The software AVTP solves the unsteady heat equation. It is derived from the previ-
ously described ﬂuid code AVBP and shares its parallel treatment of unstructured
hybrid grids. Therefore, the second order Galerkin diﬀusion scheme [54] for spatial
discretisation comes from the AVBP solver. Time integration can be performed
either with an explicit or an implicit approach. The implicit approach is used in
the present work with a ﬁrst order forward Euler scheme. Finally, the resolution of
the implicit system is done with a parallel matrix free conjugate gradient method
(Fraysse et al. [67]). The time step ∆t determination is based on the diﬀusion ve-






with ∆x the smallest cell size.
6.1.2 The coupler: OpenPalm
The Parallel Coupling Strategy (PCS) has been used to simulate a multiperforated
plate by Lahbib et al. [102, 101] but also by Florenciano and Bruel [62]. A schematic
view of this strategy is presented on Fig. 6.1. This approach relies on two diﬀerent
solvers, each solving a medium (the ﬂow or the plate), which exchange data at a
common boundary interface thanks to the code coupler OpenPalm.
The OpenPALM code coupler [4, 155, 56] provides a library of functionalities
allowing the creation of a frame work of independent code components or algo-
rithms interacting with each other. The software is capable of handling diﬀerent
applications [158, 7]. Once an appropriate framework has been produced to address
a speciﬁc physical problem, the software manages the execution scheduling of the
various entities as well as the communications between them. The components may
be executed in a sequential or concurrent way. For the present couplings, all the
codes run concurrently: each of the components are launched at the beginning of the
simulation and compute at the same time. During the execution, the exchange of
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Figure 6.1: Parallel Coupling Strategy (PCS) between a ﬂuid and a solid solver.
physical ﬁelds is handled by the CWIPI library [155] linked with OpenPALM. The
various code interfaces are generally discretised on diﬀerent and non-coincident grids
and distributed on several computing cores. Therefore, a communication scheme is
built between the cores allocated to the diﬀerent solvers and the physical ﬁelds are
interpolated between the grids [87]. As a result, the communication algorithm is
split into two phases:
• An initialisation consisting in the determination of the inter-code communi-
cation routes and the interpolation coeﬃcients.
• A communication phase during which physical ﬁelds are interpolated and ex-
changed.
For applications that do not involve moving meshes (hence for which the inter-
code communication scheme and interpolation coeﬃcients do not vary in time), the
initialisation phase is only performed once at the beginning of the computation.
Then, during the communication phases, the cores allocated to the diﬀerent codes
exchange data directly via point-to-point MPI communications.
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This fully distributed method was shown to ensure a good scalability of the cou-
pled application [88] compared to a method where all the informations to exchange
are gathered on one computing core.
The coupling between the LES and conduction solvers is achieved following the
methodology of Jauré et al. [89] both in terms of data exchanged and frequency.
Coupling libraries, embedded within the solvers, ensure the information exchange
between the two entities. The convective heat ﬂux qconv is provided by the ﬂuid
domain to the solid one which gives back a wall temperature Twall to the ﬂuid
domain. To ensure the performance of the coupling, the parallel coupler OpenPALM
developed by CERFACS and ONERA is used [56]. The coupling strategy has been
validated and used in previous works of Duchaine et al. [57] and Berger et al. [24].
6.2 The fully resolved conjugate heat transfer sim-
ulation
Two meshes have been used, a solid one and a ﬂuid one which properties are deﬁned
in Table 6.1. The database (the conjugate heat transfer simulation) has been created
during the PhD of Lahbib [101].
Fluid cells mesh Solid cells mesh CPU cost (h)
5× 107 5× 106 300 000
Table 6.1: Summary of the meshes used; one for the ﬂuid and one for the solid.
Figure 6.2: Visualisation of the meshes for the fully resolved conjugate heat transfer
simulation. Fluid and solid meshes are displayed.
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The fully resolved conjugate heat transfer simulation is denoted "resolved cou-
pled". The main characteristics are given in Table 6.1. The holes are explicitly
represented together with both the suction and injection sides; both the ﬂow equa-
tions (in the ﬂuid domain) and heat equation (in the solid domain) are solved. The
mesh used for the ﬂuid is such that the number of cells per aperture diameter is at
least 25 on the injection side (more on the suction side due to the conical shape of
the holes, see Fig 4.2). In wall units (y+), the ﬁrst oﬀ wall point distance is less
than 12 in the aperture, of the order of 5-6 elsewhere. In the solid domain (used
only for the resolved coupled simulation), the mesh contains 5 × 106 tetrahedral
cells which are smaller near the interface for coupling interpolation purposes (see
Fig. 6.2). The results from the fully resolved conjugate heat transfer simulation are
presented on Fig. 6.3.
Figure 6.3: Result of the conjugate heat transfer simulations. A 2D cut through a
row is presented. Fluid and solid parts are displayed.
6.3 Comparison between the conjugate heat trans-
fer and the adiabatic simulations
Another hole-resolved computation for the ﬂuid domain where adiabatic conditions
are used on the multi-perforated plate surfaces and denoted "resolved adiabatic" is
performed. The characteristics of the ﬂuid mesh are the same as for the resolved
coupled simulations whose main characteristics have been given in Table 6.1. The
CPU cost of the coupled simulation is twice the adiabatic one due to the convergence
of the solid temperature. The CPU cost, for each simulation is reported in table 6.2.
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Simulation CPU (h)
Resolved coupled 300 000
Resolved adiabatic 150 000
Table 6.2: Comparison of the CPU costs.
6.3.1 Flow comparison between adiabatic and coupled flow
A ﬁrst qualitative comparison can be performed by comparing a two dimensional
cut through a row. It can be seen on Fig. 6.4 that both ﬂow-ﬁelds are very close.
The only diﬀerence can be seen close to the wall and into the primary holes where
the ﬂuid is either pre-heated or pre-cooled depending on the side.
Figure 6.4: Comparison between conjugate heat transfer (left) and adiabatic (right)
simulations. Only the ﬂuid domain is displayed.
To assess quantitatively the diﬀerence between the resolved coupled and adi-
abatic computations, temperature and axial mass ﬂowrate proﬁles are presented.
3D data are time and spanwise averaged and presented as a function of Y ∗, the
distance from the plate normalised by the inter-row distance ∆ deﬁned on Fig. 6.5
(∆ = 11.68d). Figure 6.5 shows such proﬁles at four axial positions along the
multi-perforated plate, on the injection side. The ﬁrst two positions correspond to
the third and tenth rows. The last two positions correspond to 3 and 25 diame-
ters downstream of the last perforation where the ﬁlm is no more fed by coolant
injection.
Overall, the results show a marginal eﬀect of the thermal coupling on the
ﬂow quantities. The only signiﬁcant eﬀect is seen on the temperature proﬁles for
Y ∗ < 0.05 where the isothermal condition induces strong temperature gradients.
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Assuming adiabaticity for liners is therefore acceptable when focusing on engine
performance. On the contrary, adiabatic calculations underestimate the tempera-
ture drop close to the wall, which is critical when focusing on the wall temperature.
(a) Axial mass flux (kg.m−2.s−1) (b) Temperature (K)
Figure 6.5: Comparison of the time average and laterally line averaged proﬁles for
the diﬀerent cases. •: resolved coupled calculation, : resolved adiabatic calcula-
tion. The ordinate axis is the non-dimensional height Y*, the ratio between the
wall distance y and the inter-row distance ∆.
According to Florenciano and Bruel [62], the Biot number of the Maveric plate
is very small (≈ 0.013), meaning that the temperature variation across the wall
thickness is neglected. To ﬁrst order, it can be considered on both sides of the
multi-perforated plate Twall hot = Twall cold = Twall. In addition, in all this study,
the wall temperature is averaged in the spanwise direction. Thus, the wall temper-
ature depends only on the streamwise location, Twall = Twall(x). As shown in Fig.
6.6, this approximation is indeed well supported by the resolved coupled simulation.
The mean diﬀerence between Twall hot and Twall cold is about 6.9K, which is less than
1% of the diﬀerence between Thot and Tcold. In contrast, the resolved adiabatic sim-
ulation leads to adiabatic temperature distributions which are signiﬁcantly diﬀerent
between the suction and injection sides of the plate. The adiabatic temperature on
the suction side remains close to the cold temperature Tad cold ≈ Tcold (see Fig. 6.6).
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Figure 6.6: Evolution of the time and spanwise averaged temperature for the re-
solved coupled case and the resolved adiabatic case.
6.3.2 Energy balance from the coupled simulation
A proper methodology to assess the temperature of the plate under realistic condi-
tions must account for the main contributors in the energy balance. A quantitative
analysis of the heat transfer within the plate is achieved by considering the energy
budget over two control volumes encompassing the perforated liner solid part and
the ﬂuid inside the apertures respectively, as shown in Figs. 6.7 and 6.8. The control
volume for the solid medium starts at ∆x/2 upstream of the ﬁrst row and ﬁnishes
at ∆x/2 downstream of the last row of holes. The subscripts 1 and 2 refer to the
injection and suction sides respectively. Denoting by s1 and s2 the hole outlet and
inlet surfaces, s1 and s2 correspond to the liner surfaces in contact with the hot
and cold crossﬂows respectively while su and sd represent the upstream and down-
stream surfaces of the plate. The solid and ﬂuid volumes of control can exchange
heat through their common interface sh, which is the inner surface of each aperture.
Fluxes exchanged by the two media are recalled in Fig. 6.7 and Fig. 6.8 where the
inward normals relative to the ﬂuid and solid domains are denoted by −→nf and
−→ns
respectively.
The diﬀusive ﬂux in the ﬂuid is noted as −−→qdiff , the convective ﬂux on each side
of the plate as −−→qconv (see Fig.6.3). The ﬂuid-solid ﬂux through the aperture is noted
as −−→qhole while the same ﬂux through the liner’s surface is call
−−→
q∗diff . The conductive
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Figure 6.7: Representation of the diﬀerent ﬂuxes and the inward normal of the ﬂuid
control volume.
Figure 6.8: Representation of the diﬀerent ﬂuxes and the inward normal of the solid
control volume.
ﬂux within the solid is denoted by −−→qcond. The ﬂuid velocity vector is referred as
−→
V ,
its components will be denoted U , V , W for the streamwise, normal, and spanwise
directions respectively. The total energy (Ht = Et + P/ρ where Et is the total
energy, P the pressure and ρ the density of the ﬂuid) equation integrated over the
control volumes and over time yields Eqs. 6.2 and 6.3 for the ﬂuid and solid media,
respectively:
Flux Applicable surface Expression Modelling expression
−−→qconv s1, s2 (hole surface) ρEt
−→
V N/A














−−→qcond su, sd (plate surface) −λs
−→
▽T N/A
Table 6.3: Deﬁnition of involved ﬂux.
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−→nsdS = 0 (6.3)
The viscous tensor is deﬁned as τ = 2µS− 2
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is the strain rate tensor and I the 3×3 identity matrix. The diﬀusive ﬂuxes, −−→qdiff and




where λs is the thermal conductivity of the appropriate medium. Splitting Eq. 6.2
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V )y = τxyU + τyyV + τzyW is the normal component of (τ ·
−→
V ).
Note that the viscous contributions in the integral over s1 and s2, λs ∂T∂y and
(τ ·
−→
V )y, can be neglected in front of the inviscid contribution ρHtV (they represent










−→nfdS = 0. (6.6)
Table 6.4 displays the values of the three terms in Eq. (6.6) and shows that the
energy budget over the aperture is reasonably well balanced. The absolute error
is 0.8W corresponding to 0.3% of the energy ﬂux penetrating the hot ﬂow. (10%
when compared to the thermal power exchanged within the aperture). The ﬁgures
in Table 6.4 also show that the ﬂuid ﬂowing through the apertures is slightly heated
by the plate, the gain (the sh integral term) being ≈ 4% of the total heat ﬂux
ﬂowing through the plate. This contributes to the cooling of the plate, on top of
the shielding eﬀect often put forward.
The energy budget for the solid medium is also well balanced, as illustrated by
the values of the contributions to Eq. 6.3 reported in Table 6.5. In a ﬁrst approxi-
mation, the heat extracted within the apertures (sh integral term) is compensated
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Contribution (W) 221.0 230.0 8.2
Table 6.4: Time averaged wall energy ﬂuxes. Expression and values of the ﬂuxes
(in W) relevant to the ﬂuid domain.
by the diﬀerence between the diﬀusive ﬂuxes on both plate faces, as it would be
the case for an inﬁnitely long plate without side eﬀect. The ﬂux transfered to the






represents about 44% of the ﬂux en-







. This is in good agreement with
Cottin’s conclusion [46]. The longitudinal diﬀusion −−→qcond is smaller than the normal
diﬀusion
−−→
q∗diff though not negligible at the ends of the plate and locally near the
holes (not shown here). The perforated portion of the plate is the coldest part of
the plate, explaining why the conductive heat ﬂux at both ends of the plate qcond is




























Value (W) -8.2 18.6 -11.7 0.9 0.4
Table 6.5: Flux contributions to the energy budget of heat equation in the solid
medium. The ﬁrst term is the opposite of the last column in Table 6.4.
For the operating point considered, the convective ﬂuxes play a signiﬁcant role.
At the injection side, from the ﬂuid point of view, the solid only contributes to
8.1% of the ﬂuid energy ﬂux (
∫
s1




in Table 6.4). Similar conclusions were drawn by Mendez and Nicoud [126] regarding
the weak contribution of the viscous ﬂux on the dynamics around the plate. For
this range of operating point, a ﬁrst order thermal model for eﬀusion should focus
on the inviscid part of the heat ﬂux. The fact that the heat transfer through the
solid represent less than 10% of the total energy exchanged between the cold and
hot streams also justiﬁes why the resolved adiabatic and coupled simulations lead
to very similar results (see Section 6.3.1). This conclusion is obviously limited to
the present operating point, M, J and geometry.
6.4 Low order modeling of the plate temperature
As showed in Sections 6.3.1 and 6.3.2, the heat transfer through the solid is moderate
compared to the convective ﬂux through the apertures. Therefore, an adiabatic
computation provides a fair description of the ﬂow ﬁeld relevant to the coupled
case. This shows that it might be possible to build a reasonable assessment of the
wall temperature by analyzing an adiabatic computation. At steady state, the sum
of the heat ﬂuxes entering the multi-perforated plate are balanced. From Table 6.5,
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the three main contributors to the heat budget are the diﬀusive heat ﬂuxes over
the cold and hot side of the plate and within the apertures. Thus, the following

















Introducing the heat transfer coeﬃcients hhot, hcold and hhole to model these
ﬂuxes and considering that Tref hot = Tad hot; Tref cold = Tcold and Tref hole = Tcold.
leads to:
hhot(Twall − Tad hot)s1 ≈ (Tcold − Twall) (hcolds2 + hholesh), (6.8)
where Twall corresponds to the space averaged value of the wall temperature.
The assumption Tref hole = Tcold is justiﬁed by the fact that the boundary layer on
the suction side is continuously sucked along the plate. Thus the solid is always
exposed to Tcold on this side. This is well supported by the results of Fig. 6.6.





, with Rth =
hhot s1
hcold s2 + hhole sh
. (6.9)
Using Eq. 6.9 to assess the wall temperature requires the knowledge of Rth
and Tad hot. Rth can be recovered from correlations and from geometrical pa-
rameters (function of the porosity). The following values for the heat transfer
coeﬃcients can be determined from Cottin [46] and Florenciano and Bruel [62]:
hhot = 498 W m−1 K−1, hcold = 582 W m−1 K−1, hhole = 1680 W m−1 K−1. Then,
introducing the area of the geometrical surfaces of interest (s1 = 5, 99 10−6 m2,
s2 = 5, 74 10−6 m2, sh = 2, 51 10−6 m2), one obtains a global value of Rth ≈ 0.4.
The previous expression (Eq. 6.9) gives the global mean temperature (spatially
averaged) of the wall but for more complex conﬁgurations where the heterogeneity
of the plate temperature is important for the design, a local model for Twall is
mandatory.
To do so and considering an homogeneous solid medium, Eq. 6.7 can be written
at a given axial position. Then using a 1D approximation in the context of an





Considering that Tref hot(x) = Tad hot(x), the adiabatic temperature from the
adiabatic resolved computation, Rth(x) can be approximated as follow:
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Figure 6.9: Ratio of heat transfer coeﬃcients appearing in Eq. 6.9 estimated at each
inter-row from the resolved coupled computation (N) and from the correlations of
Cottin [46] (−) recalled in Eqs. 2.10-2.14 .
Fig. 6.9 compares the evolution of Rth(x) along x evaluated at discrete positions
(between two row of holes), with the global value of Rth. The mean value of Rth(x)
is 0.36 which is close to Rth. Also this ﬁgure shows that whatever the position
theses ratios are close, so Rth(x) can be approximated by the global ratio, and thus
Eq.6.10 becomes:
Twall(x) ≈
Tcold +Rth Tref hot(x)
1 +Rth
, (6.12)
The key point to determine Twall is to deﬁne a reference temperature on the hot
side of the plate (Tref hot). Cottin [46] suggested to take the temperature at the
ﬁrst computational node above the wall (TFN) as a surrogate of Tref hot. However
Berger et al. [23] and Lahbib [101] showed that this assumption is wrong when using
the homogeneous model. Being the only aﬀordable computations when dealing with
industrial combustors, a speciﬁc work on the estimation of Tref hot is mandatory.
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6.5 Estimation of the adiabatic temperature of
the boundary layer
An unresolved simulation of the Maveric plate, denoted "unresolved", where the ef-
fusion cooling is represented thanks to the adiabatic homogeneous model of Mendez
and Nicoud [126] is performed. In this case, only the injection side is computed, the
holes and the casing being represented by the boundary condition provided by the
homogeneous model. The CPU cost, for each simulation is reported in table 6.6,
taking the unresolved simulation as reference. Hole-resolved simulations require two
orders of magnitude more CPU time than the simulation based on the homogeneous
model for the perforated plate.
Simulation Scaled CPU Fluid cells mesh Solid cells mesh modeling
Resolved coupled 200 5× 107 5× 106 N/A
Resolved adiabatic 100 5× 107 N/A N/A
Unresolved 1 3× 106 N/A homogeneous
Table 6.6: Comparison of the scaled CPU costs.
The reference temperature on the hot side of the plate (Tref hot) results from the
turbulent mixing between the hot cross ﬂow (Thot) and the injected cold gas (Tcold).
The ﬁrst node (TFN) leads to a wrong result when the eﬀusion cooling is modelled.
Other possibilities to estimate Tref hot have to be considered. A crude guess could
be Tref hot ≈ Thot, neglecting the near wall temperature decrease due to the cold
gas injection. In this section, a more robust estimator of Tref hot (denoted Tmix) is
proposed based on a local average over a relevant distance δ in the normal direction
to the perforated liner. Regarding the averaging procedure, three options were
tested: spatial averaging (Eq. 6.13), velocity averaging (Eq. 6.14) and momentum
averaging (Eq. 6.15).















The corresponding non dimensional mixing temperatures, θmix, may be deﬁned
as follows:
- 103 -






























99% of the layer
(a) Adiabatic Resolved Simulation




















Figure 6.10: Evolution of the estimators deﬁned in Eqs. 6.13, 6.14 and 6.15 scaled as
in Eq. 6.16 with respect to the integration length δ scaled by the inter-row distance
∆ for resolved (left) and unresolved (right) adiabatic simulations. Variables are
space averaged in the spanwise direction. The horizontal line corresponds to the
thermal boundary thickness δth .
By post-processing the unresolved and the resolved adiabatic computations, pro-
ﬁles of the evolution of the non-dimensional mixing temperature with respect to the
integration depth δ are shown in Fig. 6.10 at the 9-10 inter-row position. The
thermal boundary layer thickness, δth, is taken as 99% of the non dimensional tem-
perature. In the resolved case it is about 43% of the channel height and leads to
Y ∗ = 0.9 (horizontal line in Fig. 6.10a). In the unresolved case, it corresponds to
Y ∗ = 0.8. Note that a variation of 10% on the integration length lead to a variation
of 4% and 6% on resolved and unresolved case, respectively. From these results, in
a simpliﬁcation view, the integration length will be imposed to Y ∗ = 0.9 whatever
the case.
On Fig. 6.11, results from the two simple reference temperature estimators (θhot
and θFN) and the three present estimators of the reference temperature (θMmix, θ
V
mix,
θSmix ) are compared for the two adiabatic cases. The integration depth is set to the
thermal boundary layer thickness δth. The results are scaled as follows:
Θmix = θmix/θad hot, (6.17)
where θad hot corresponds to θFN from the resolved adiabatic simulation. At
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the beginning of the plate, all reference temperature estimators predict the same
adiabatic plate temperature because θref hot = θhot. However, reference temperature
estimators are needed for unresolved simulations where the plate is modeled as a
homogeneous boundary condition. In this case, θFN does a poor job collapsing with
the θcold value. The momentum weighting θMmix gives the best values and trend for
both cases. From now Tmix will denote TMmix(δth) which has been proved to be the
best estimator of the reference temperature.
Since the proposed reference temperature estimator can be used on various ef-
fusion plates, it has been validated on another academical test case which has both
diﬀerent geometrical parameters and operating point. The result is presented on
Appendix V.2.
(a) Adiabatic Resolved Simulation (b) Unresolved simulation
Figure 6.11: Comparison of diﬀerent reference temperature estimators of Θad hot.
The reference temperature estimators of Eqs. 6.13-6.15 are computed for δ = δth
from the resolved (left) and unresolved (right) adiabatic simulations.
6.6 Comparison of heat transfer modelling strate-
gies
Once Rth and Tref hot have been assessed, Eq.6.12 can be used to compute Tmodelwall ,
an estimator of the plate temperature. For a more practical comparison, a non






Chapter 6. Conjugate heat transfer on a reference Maveric plate simulation
Diﬀerent combinations have been tested as reported in Table 6.7. The perfor-
mances of the diﬀerent reference temperature estimators are displayed in Fig. 6.12
where they are compared to θwall, the wall temperature computed from the resolved
coupled simulation. θmodel 1wall to θ
model 5
wall use Rth(x), the heat transfer coeﬃcient ratio
calculated from the coupled computation which is variable in space and are thus
expected to be more accurate. However, since the goal of the present study is to
proposed a low cost method for the industrial modeling routine, reference tempera-
ture estimators θmodel 6wall to θ
model 10
wall , based on correlations for Rth with a global value
are tested.
Name Run type Tref hot from Rth from
θwall Coupled resolved / /
θmodel 1wall Uncoupled resolved TFN Rth(x) localθmodel 2wall Uncoupled resolved Tmix from
θmodel 3wall Unresolved TFN coupled
θmodel 4wall Unresolved Tmix simulations
θmodel 5wall No computation Thot
θmodel 6wall Uncoupled resolved TFN
θmodel 7wall Uncoupled resolved Tmix Rth = 0.4θmodel 8wall Unresolved TFN given by
θmodel 9wall Unresolved Tmix Correlations
θmodel 10wall No computation Thot
Table 6.7: Tested combinations.
θmodel 1wall computed with TFN as a reference temperature on the resolved mesh and
Rth(x) from the coupled simulation gives by construction the reference wall tem-
perature. Note that the same reference temperature estimator on the unresolved
case which requires the use of the homogeneous model [126] is far oﬀ the mark
(see θmodel 8wall and θ
model 3
wall ). When Thot is used to model Tref hot, the estimated wall
temperature (θmodel 5wall ) is correct in the 5 ﬁrst rows but diﬀerence with the refer-
ence value (θwall) increases downstream, once the ﬁlm is established. Moreover,
this reference temperature estimator combined with correlations (θmodel 10wall ) leads to
an unacceptable overestimation of the wall temperature. The estimated wall tem-
perature obtained when Tmix is used as a model for Tref hot is in fair agreement






wall show that the
present reference temperature estimator, Tmix, is quite robust and can handle either
resolved computations where holes are present or unresolved computations based
on the homogeneous model of Mendez and Nicoud [126]. Among these reference
temperature estimators, the most attractive for CPU cost reasons is θmodel 9wall which
comes from an unresolved computation combined with correlations and produces a
small error on the estimated wall temperature.
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(a) Rth from coupled simulation (b) R from Correlation
Figure 6.12: Wall temperature estimated from adiabatic simulations using heat
transfer coeﬃcient from coupled simulation (right) or from correlations (left).
6.7 A low-cost heat transfer modelling
Two resolved simulations of the ﬂow around a multi-perforated plate were com-
pared; a thermally coupled and an adiabatic one. From an aerodynamic point of
view, the two simulations lead to very similar solutions. A global energy balance was
computed to check quantitatively the accuracy of the numerical database as well as
for identifying the main contributions to the phenomena controlling the tempera-
ture of the liner. The analysis showed that when the heat ﬂux through the solid is
marginal, which is the case for the usual engine operating conditions, it is possible
to assess the wall temperature with both heat transfer coeﬃcients from correlation
and the aerodynamic ﬁeld from an adiabatic computation. A robust estimator of
the reference temperature Tref hot, which gives fair result whatever the grid and
modelling strategy, has been proposed. This estimator corresponds to an integral
over the thermal mixing layer. Thanks to the use of a momentum averaging this
estimator can be used on eﬀusion cooling simulation modelled by homogeneous or
heterogeneous methods as well as on hole resolved simulations. In other words, it
allows independence from the grid and modelling strategy. Moreover, from a prac-
tical point of view, this quantity allows the direct comparison of RANS, LES, DNS
simulations, either coupled or adiabatic. This method, named Adiab2colo, is aﬀord-
able for industrial applications, unlike brute force resolved coupled simulations. In
the present academic test case, the CPU cost was divided by about two hundred,
disregarding the savings in terms of meshing time and setup time. The following
chapter is an application to a helicopter combustor.
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Application to a Safran’s
combustion chamber
The method proposed in the last chapter, is now used by Safran’s engineers to design
and enhance their engines. An application of this unresolved adiabatic simulation
of a real combustor is presented in the following chapter. Results are compared to
experimental thermocolor paint provided by Safran Helicopter Engine (SHE).
7.1 Application of the low-order model to a helicopter
combustor . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
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7.1. Application of the low-order model to a helicopter combustor
7.1 Application of the low-order model to a heli-
copter combustor
In this chapter, a turboshaft reverse ﬂow combustion chamber, already presented in
chapter 5.1, is considered (see Fig. 7.1). A reactive simulation with adiabatic walls,
in which eﬀusion cooling is accounted for thanks to the homogeneous model [126],
has been performed with the LES solver AVBP. Such adiabatic simulation using
modeled multiperforated plate is the standard in industry for predicting the com-
bustor exit temperature proﬁle or pollutant emissions. The objective of this section
is to evaluate the low-order method, described in Section 6.4, for extracting the
combustor liner temperature ﬁeld from this computation. The θmodel 9wall estimator
(see Table 6.7) was selected for this purpose.
Figure 7.1: Schematic view of the combustor. Zones 1,2 and 3 are used in Fig.7.4
for comparison purposes. Zones 1 and 2 correspond to the external envelope of the
ﬂame tube at two azimuthal positions. Zone 3 corresponds to the external elbow.
The combustor simulation was averaged in time to obtain mean velocity and
temperature ﬁelds within the ﬂame tube and in the combustor casing (see Fig. 7.2).
On the one hand, these ﬁelds were post-processed to compute locally the heat-
transfer coeﬃcients using the correlations from Cottin [46] on the cold side, within
the holes and the one from Florenciano and Bruel [62] on the hot side. This led to
a global value of the Rth coeﬃcient, still local to each multiperforated patch since
each patch is modeled by a homogeneous boundary condition. On the other hand,
temperature and velocity ﬁelds were post-processed to estimate the corresponding
adiabatic exchange temperature Tmix thanks to Eq. 6.15. The overall methodology
is sketched Fig. 7.3.
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Figure 7.2: Non-dimensional mean ﬂuid temperature ﬁeld. Results from an adia-
batic unresolved simulation using the homogeneous model. The name of each part
is also given.
th
Figure 7.3: Block diagram of the whole proposed adiab2colo strategy.
The steady-state wall temperature ﬁeld was then obtained thanks to Eq. 6.9. It
should be noticed that transverse conduction within the liner is neglected in this
approach, consistently with the ﬁndings of Berger et al. [24]. Figure 7.4 presents
comparisons between the low-order temperature assessment and experimental data
from thermo-color tests. Such tests are based on the use of thermo-sensitive paints,
which color evolves depending on the wall temperature. The θmodel 9wall estimator leads
to a fair prediction of the wall temperature levels. It also allows to localize the main
hot and cold spots even if on both Zones 1 and 2, the hot part is not as wide as in
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experiments. Indeed, in Zone 1, the B color spot on the left is well identiﬁed, like
the very hot zone on the top of the picture. In Zone 2, the “D” temperature zone
is also well retrieved. Finally, the homogeneous temperature ﬁeld of Zone 3 is fairly
reproduced.
-11 99 349 519
19 219 479 1139
Twall − T3
Figure 7.4: Comparison between temperature ﬁelds obtained from thermo-color
tests and the low-order model with θmodel 9wall reference temperature estimator on
three regions characteristic of the combustor. Zones 1 and 2 correspond to the
external envelope of the ﬂame tube at two azimuthal positions. Zone 3 corresponds
to the external elbow. See Fig. 7.1 for the location of zones 1-3.
The thermo-color technique gives access to the whole combustor liner temper-
ature ﬁeld topology but is characterized by a large range of uncertainties. Indeed,
one color corresponds to a range of temperature and not to a given value. That
is why more-detailed comparisons should take such uncertainties into account and
focus on speciﬁc temperature proﬁles. Figure 7.6 shows a comparison between nu-
merical and experimental data as a function of the axial position (x) for two lines
deﬁned in Figure 7.5. The agreement is quantitatively very good on both lines when
considering error bars from the tests. The temperature levels are correctly predicted
from the outer-elbow (OE) to the combustor dome (Do).
An experimental method using thermocolor paint is usually used for the certi-
ﬁcation of an engine, but it is too costly and slow for the design stage. Numerical
methods resolving inner hole’s ﬂow and all the thermal exchange processes would
be the best alternative but it is currently unreachable in terms of computational
power. The present heat transfer modelling approach (adiab2colo) is giving a fast
and cheap response to design variation. With this favorable trade-oﬀ between sim-
plicity and accuracy, this methodology is now a classical method used by Safran
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Figure 7.5: Deﬁnition of the injector plane and inter-injector plane lines on a 2D
map extract from Fig. 7.2.
Figure 7.6: Comparison between experimental and predicted (θmodel 9wall estimator)
temperatures on two lines along the engine axis (x) in the injector plane (top)
and inter injector plane (bottom). Data is scaled by T3 which corresponds to the
combustor inlet temperature.
Helicopter Engine during the design phases of their engines. Indeed, it is useful in
the ﬁrst design iterations to identify possible hot spots to be removed. Note how-
ever that radiation is not taken into account, and should smooth the temperature
gradients as observed on Berger et al.[24] and Koren et al. [96].
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Mesh local refinement to enhance
effusion cooling models
In this chapter, an adaptive mesh reﬁnement criterion is suggested in order to en-
hance results of modelled eﬀusion cooling while keeping reasonable simulation costs.
Two adaptive criteria are proposed and their results on mesh and aerodynamic ﬁelds
are compared to the initial results presented in chapter 4 on the Maveric test case.
The two models can be used together as it is presented at the end of this chap-
ter on a real combustor. These results will be presented during the international
ETMM/ERCOFTAC conference in September 2018 [29]. Time averaged solutions
on real combustor with the ﬁnest resolutions are not available yet but they soon will
be thanks to a challenge allocated by CEA on TERA 1000-2. The end of chapter
presents how the second criterion paved the way to hole resolved LES of an industrial
combustor.
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The thickened-hole model shares the properties of the homogeneous model when
the grid is coarse. However, if the mesh cell size ∆x is suﬃciently ﬁne at the wall,
local eﬀects can be captured. The R ratio deﬁned in section 3.1 quantiﬁes the mesh
resolution with respect to the holes diameter: R = d/∆x. The thickened-hole model
begins to show locally non-stationary phenomena with R values greater than unity
(R = 4) but much smaller than the resolution needed for a LES to correctly solve a
jet-in-crossﬂow situation (R = 20−30). However, the actual practice in gas turbine
manufacturers like Safran Helicopter Engines is to perform LES of combustors with
grids corresponding to R close to unity, making the result of the thickened-hole
model [30] equivalent, but not signiﬁcantly better than homogeneous model. To
increase the R ratio, a ﬁner mesh is needed, but out of reach a priori: going to a
mesh at R = 4 would increase the cost of an explicit simulation by at least a factor
of 32.
The purpose of this chapter is to propose an alternative solution using adaptive
mesh reﬁnement in order to achieve better results with an aﬀordable over-cost.
Usual criteria, such as the second derivative of momentum (Habashi et al. [76]),
require a fair description of the ﬂow; a proper description of the mixing layers, for
example. These elements are missing when dealing with ﬂow features of the size of
the mesh. New criteria, compatible with the early stages of a mesh adaptation, are
therefore needed.
The two adaptive criteria, MLR1 and MLR2 (Mesh Local Reﬁnement) are ﬁrst
described, then the academic test case is presented with particular attention to the
mesh and properties resulting from each method. Finally, both methods are applied
to an industrial case.
8.2 Aerodynamic prediction improvement: adap-
tive mesh refinement criterion
8.2.1 The two criteria
Hip (www.cerfacs.fr/avbp7x/hip.php) and MMG3D [53] libraries were used to adapt
the mesh. For the MLR1 criterion, only the cells at a distance lower than 3 diameters
of the hole were reﬁned leading to a cell size divides by two in this area. The sensor
is deﬁned as:
distaxis (i) ≤ 3d,MLR1 = 0.5
distaxis (i) > 3d,MLR1 = 1
(8.1)
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i corresponds to the hole number and distaxis the distance from its axis. This
MLR1 criterion requires a priori exhaustive knowledge of each hole position with
respect to the mesh frame. MLR1 is therefore a simple and robust way to reﬁne
but needs a huge amount of case speciﬁc data. This data is not always available
especially when dealing with hole-resolved CADs.
A second adaptation (MLR2), based on physical quantities can be proposed.
The ﬁrst aim of this MLR2 criterion is to reﬁne eﬀusion jets without geometrical
knowledge, by focusing on their most prominent feature: a high velocity cold jet in






















Useuil and U0 are case-dependent and are set to 20m/s and 100m/s respectively.
Thot and Tcold correspond to the hot and cold temperatures respectively. Then MLR2
can be recovered with the following formula:
MLR2 = 1− 0.5 ξ. (8.3)
The MLR2 criterion range is [0.5, 1].
8.2.2 Academical test case
These methods are ﬁrst evaluated on an academic test case, the Maveric plate
studied in several papers [62, 132, 148, 31] and already presented in chapter 4.1.1. A
hole resolved simulation where both sides of the multi-perforated plate are computed
is considered as the reference. Extracting the mass ﬂux from this simulation allows
computing only the injection side in the simulations with the eﬀusion cooling model.
Wall are considered adiabatic. In chapter 4, it has been shown that the result is
highly dependent on the R ratio. With R = 2 jets from the aperture do not
penetrate enough whereas with R = 4 the results are very close to those obtained
by the resolved simulation. In addition, jets and inter-rows proﬁles are distinct
with R = 4 which is not the case when R = 2. Going from R = 2 to R = 4 leads
to a huge improvement on the result, in return to a much higher cost. A local
mesh adaptation where only the key areas are reﬁned would reduce the cost. Two
uniform meshes corresponding to R = 2 and R = 4 and two adapted meshes MLR1
and MLR2 (named by the adaptive method used to obtain the corresponding mesh)
are presented in Fig. 8.1. Both MLR1 and MLR2 meshes come from the uniform
mesh at R = 2. Since the MLR2 method needs temperature and velocity as input,
the second adapted mesh (MLR2) is based on physical quantities from MLR1’s
solution. This doesn’t inﬂuence the computational eﬀort since only a short physical
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time is needed to assess the instantaneous ﬁeld of the eﬀusion jets required for the
process. Note that, in the MLR2 case, an additional coarsening is introduced as:
if MLR2 > 0.90, MLR2 = 2 (8.4)
This MLR2 strategy leads to a drastic reduction of the total number of nodes
and thus reduces the over-cost. The main properties of the cases are presented in
Table 8.1 where CPUadim time is the cost to simulate a typical physical time of
the conﬁguration, taking the R = 2 case as the reference. σn stands for the ratio
between the real geometrical hole surface and its numerical counterpart. Note that





Figure 8.1: Superposition of real size multiperforation holes (black ellipse) on the
wall for diﬀerent grids ratio: R = 2; R = 2 with MLR1 adaptation; R = 2 with
MLR2 adaptation; R = 4. The enlarged holes are also highlighted on the R = 2
case (light blue ellipse). No enlargement was used for the other cases since the mesh
corresponds for R=4 in these cases.
The results on the Maveric test case are presented in Fig 8.2. The R = 2 ﬁeld
of temperature shows no ﬂuctuations and mostly looks like a laminar ﬂow. On the
contrary, for the R = 4 case, temperature variations are visible and small structures
appear. When using either MLR1 or MLR2, results are quite similar and in both
cases jets and inter jets areas can be distinguished. Wall temperature is also better
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Figure 8.2: Instantaneous temperature ﬁelds through one row of holes (left) and on
the wall (right) for each case.
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Figure 8.3: Streamwise mass ﬂow-rate (left) and temperature (right) proﬁles are
presented for 2 plate positions: Pos1 (upper part) and Pos2 (lower part).
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Case R at the aperture Cells σn CPUadim
R = 2 2 858 459 0.48 1
MLR1 4 874 652 1 2.4
MLR2 4 405 343 1 1.2
R = 4 4 6 705 379 1 14.9
Resolved 16 51 077 506 1 510
Table 8.1: Characteristics of the meshes.
predicted than for the R=2 case. In Fig. 8.3, temperature and axial mass ﬂow-rate
proﬁles are presented. 3D data is temporally and spatially averaged in the spanwise
direction and presented as a function of Y ∗, the distance from the plate normalised
by the inter-row distance ∆ deﬁned in Fig. 8.3 (∆ = 11.68d). Results are presented
for 2 positions. The R = 2 case does not recover the same shape as the reference
solution and the jets penetrate 40% less than for the resolved case. In adapted
cases results are closer (24% less for MLR1 and 8% more penetration for MLR2).
In short, MLR2 provides results similar to R = 4 for less than one tenth the price
of the computation. It also outperforms R = 2 for only 20% CPU cost increase.
8.2.3 Feasibility and CPU impact on a real combustor
Figure 8.4: Schematic view of the combustor extracted from Berger et al. [25].
These MLR methods have been applied to one sector of a turboshaft reverse
ﬂow combustion chamber (see Fig 8.4) already studied in [25, 31] and presented
in chapter 5.1. The applied strategy is described in Fig. 8.5. Since the initial
mesh (M0) comes with a very low R resolution, a ﬁrst MLR1 adaptation has been
performed which lead to M1. Note also that cells located on the wall and between
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jets are coarsened. A second MLR1 has been performed in order to obtain M2.
Thanks to the results from M2, a M2bis mesh has been obtained using the so-called
MLR2 method. A M3 has been created from the M2 mesh using MLR1 method in
order to have a relative convergence comparison. Properties of diﬀerent meshes are
provided in Table 8.2.
Case Reﬁnement method R at the aperture Cells σn
M0 N/A 0.75 45 892 340 0.06
M1 MLR1 from M0 2.25 54 417 508 0.56
M2 MLR1 from M1 4.5 115 523 143 1
M2bis MLR2 from M1 4.5 72 484 864 1
M3 MLR1 from M2 6 242 437 477 1
Table 8.2: Characteristics of the meshes for the real combustor.







Table 8.3: Characteristics of the CPU time for the real combustor.
On Fig. 8.6, a zoom on the wall of the combustor shows the evolution of the
injected surface (dark grey) in function of the grid resolution. Thickening due to the
modelling is visible on M0 and M1 while it is not the case for other cases. Note that
the R ratio corresponds to the number of cells into the aperture’s diameter (smaller
diameter of the minor axis of the ellipse), however, since the grid is non-uniform,
more cells can be counted.
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Figure 8.6: Boundary with the projection of the multiperforated holes with the
thickened-hole model.
The CPUadim corresponds to the CPU cost normalized by the CPU cost of the
M0 case is given in Table 8.3. To give an idea, the cost of the M0 simulation is
40 000 CPU hours for 30ms of physical time. The M2 and the M2bis have a very
diﬀerent CPU cost explained by the reﬁnement method. With the MLR2 method,
only key zones are reﬁned and therefore the number of cells is much lower.
On Fig. 8.7, the inner mesh is visible, the temperature ﬁeld from the correspond-
ing instantaneous simulation is displayed. The aerodynamic ﬁeld is very diﬀerent,
similar conclusion as on the Maveric test case can be drawn: on the M0 case, the
cold layer is uniform while in the M3 case a jet is visible. M2 and M2bis give very
close results and allow to capture the jet induced by the eﬀusion holes while in
terms of CPU cost the M2bis case is less expensive. In this case, only key zones of
the jet are reﬁned.
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Figure 8.7: Cut through a hole. Visualization of the jet resulting from the corre-
sponding instantaneous simulations.
8.3 Relevance of the mesh adaption
The present study shows how mesh adaptation combined with the thickened-hole
model of eﬀusion cooling can yield signiﬁcant improvement of industrial Large Eddy
Simulations (LES) for the design process of modern combustors. To our knowledge
this is the ﬁrst attempt of mesh adaptation focused speciﬁcally on modelling eﬀusion
cooling. The thickened-hole model can beneﬁt from a higher mesh resolution, but
the computational power available nowadays does not allow to achieve a signiﬁcant
breakthrough with usual meshing techniques. Indeed, the beneﬁts given by the
heterogeneity of the thickened-hole model need a wall R ratio larger than 4 while
it is still lower than one in today meshes. With a brute force global reﬁnement,
such resolution will not be achieved before 10 years. Mesh adaptation allows to
reach local wall R ratios of 4 while keeping meshes compatible with the present
computational power. The present study shows on an academic test case how to
deﬁne a reﬁnement metric satisfying both a resolution requirement near the jets
and a satisfactory mesh coarsening between holes. As a result, adapted meshes
exhibits features similar to brute force meshes, yet for a much more aﬀordable CPU
over-cost. The same approach was also tested on a complex case with thousands of
holes, with results signiﬁcantly improved for both local eﬀects and global trends.
The next step is to use the second adaptive method on a hole-resolved mesh to
decrease the cost of the simulation.
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8.4 An affordable LES including the meshing of
effusion holes.
During the design process, engineers often need a high-precision simulation to give
insight on a speciﬁc issue. In this view, hole-resolved computations are performed
using RANS solvers, because unreachable in LES. However, the adaptive mesh
criterion proposed in section 8 paves the way for such computations. LES on real
geometries, including meshed holes has never been executed before and is a current
axis of research. A major improvement would be the natural pressure coupling of
each hole, allowing acoustic response from the liner. Also, such simulation could
enable a direct thermal coupling without the uncertainties of correlations and mixing
temperature estimator. Moreover, take into account this coupling would allow the
pre-heating of the casing ﬂow induced by conduction. This last phenomenon is
totally neglected by an adiabatic simulation.
Figure 8.8: Mesh resolution inside the aperture on a hole-meshed real combustor.
The hole resolution on current hole-resolved meshes is presented on Fig.8.8 and
shows about 7 cells across the hole diameter. With this mesh, Large Eddy simula-
tions will not be able to solve the jets and it cannot be considered as a fully hole
resolved case, only as a "hole meshed" case. Nevertheless it already contains about
500 million elements leading to a simulation at least 30 times more expensive than
a modelled LES. However, the mesh being uniform, the resolution in some zones
could be decreased. A mesh adaptation based on the MLR2 criterion is probably a
good ﬁrst step.
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One should keep in mind that the ﬂow repartition will be wrong in the ﬁrst
attempts, since LES cannot reproduce the correct pressure drop of an under-resolved
diaphragm. As the main part of the fresh air is injected by eﬀusion, this will
dramatically alter the operating point. These meshes will probably need mesh
adaptation focuses on pressure drop, such as Daviller et al. [51].
Note that this is a work in progress which is currently performed by the team




model and heat transfer method
This chapter presents the combination of thickened hole model (instead of the homo-
geneous model) with the Adiab2colo methodology to predict the wall temperature.
This evolution of the adiab2colo method, already used by Safran, is then applied
to a typical helicopter engine. At the same time the beneﬁt of the adaptive mesh
reﬁnement on the wall temperature prediction is given.
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Chapter 9. Combination between thickened-hole model and heat transfer method
9.1 Thermal prediction improvement
In part II and part III two independent models, thickened-hole and adiab2colo
models, have been presented. The ﬁrst one deals with the aerodynamic ﬁeld and
allows to model the eﬀects of eﬀusion cooling. The second one deals with the thermal
ﬁeld and allows to obtain the solid wall temperature. In part III, since the adiabatic
aerodynamic ﬁeld is required to feed adiab2colo, the homogeneous model has been
used. However, the thickened-hole model, presented in part II, has been proven to
give better results. Combining both methods is thus a natural idea.
9.1.1 Adiab2colo used with the thickened-hole model
As presented in Part III, the Adiaba2colo model needs an adiabatic aerodynamic
ﬁeld. In chapter 7.1, the application of the model on a real combustor was presented
using an aerothermal ﬁeld from an unresolved numerical simulation using the ho-
mogeneous model for the eﬀusion cooling but in fact, this ﬁeld can come from any
adiabatic computation (modelled or not). The same methodology can be used with
an unresolved numerical simulation using the thickened-hole model, without any
modiﬁcation. However, in order to beneﬁt from all the improvement brought by the
thickened hole model such as the possible heterogeneity of the pattern, modiﬁcations
have been added to the original Adiab2colo methodology.
Figure 9.1: Representation of the diamond pattern. Figure extracted from the PhD
of Arroyo [20]
The ﬁrst step is to compute the surface of inﬂuence for each hole which cor-
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responds to a diamond pattern as presented on Fig 9.1. Then each quantity is
computed over it, instead of the whole eﬀusion plate as presented on Part III. At
the end, the averaging is more local because physical values are extracted over each
hole, which gives a value of the heat transfer coeﬃcients for each hole. Then the R
ratio relevant to the ith hole can be computed as follows.
Rth,i =
hhot,i s1,i
hcold,i s2,i + hhole,i
. (9.1)





9.1.2 Application on real combustor
The application of the improved Adiab2colo methodology is presented in the fol-
lowing section. At the same time, the improvement brought by the adaptive mesh
reﬁnement technique is presented.
Adiab2colo and mesh local refinement
In this section, the turboshaft reverse ﬂow combustion chamber from Safran Heli-
copter Engine already presented in chapters 5.1, 7.1 and 8.2 and published in [25,
29, 31] has been chosen to test the applicability of the new Adiab2colo method on
complex geometries. At the same time, the improvement brought by local mesh
reﬁnement on the wall temperature prediction is validated.
Figure 9.2: Deﬁnition of the injector plane and inter-injector plane lines.
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Chapter 9. Combination between thickened-hole model and heat transfer method
(a) Injector plane.
(b) inter injector plane
Figure 9.3: Comparison between experimental thermocolor measurements and re-
sults from M0 and M1.
The temperature of the liner is compared to experimental measurements in
Fig. 9.3. However a large computational time is required to assess time aver-
aged solution and thus only the M0 and the M1 cases are available so far (see
Table 8.2). The provided experimental data comes from thermocolor tests as de-
scribed in [25, 31]. This explains the broad range of experimental data at a given
location. Thermocolor indeed gives only access to a temperature range, but has the
- 128 -
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advantage of allowing to characterize the whole combustor temperature ﬁeld. Since
the computation is adiabatic, the simulations are averaged in time to obtain mean
velocity and temperature ﬁelds and are then post processed using the "Adiab2colo"
methodology presented in chapter 6.
Figure 9.3 shows a comparison between numerical and experimental data as a
function of the axial position (x) for two lines deﬁned in Fig. 9.2. Both numerical
simulations are very close to the experimental results. However the M1 simulation
gives closer results. It highlights the fact that the thickened-hole model combined
with an adaptive mesh reﬁnement methods increases the eﬃciency of the wall tem-
perature prediction for aeronautical combustors. In particular, the hot zone close
to the combustor dome (low ﬂame tube abscissa, noted Do on Fig. 9.2) is better
captured by mesh M1. In the same way, temperature levels in the range of abscissa
[0.04-0.08] is in better agreement with experiments for this mesh. In addition, the
temperature level is higher and better predicted with adapted mesh than with the
standard mesh (M0), demonstrating that a less coherent cooling ﬁlm is directly
resolved, as shown on the academic case.
9.1.3 Conclusion
The combination of an improved aerodynamic model, the thickened-hole model,
with the adiab2colo methodology developed during this thesis and described in
Part III has been tested on a complex industrial burner. The M0 simulation pre-
sented just before is the classical resolution and precision currently reached by
Safran. In this section, the wall temperature prediction enhancement that can be
expected in the incoming years thanks to the increasing computational power has
been presented. However, using a classical homogeneous mesh, regarding the com-
putational power evolution, the wall prediction would be sticking to such result
for 10 years. In that sense, when combined with the adaptive mesh reﬁnement
method proposed during this thesis, the updated method allows to reach better
results within a few years (M1 already accessible today).
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Part V
Final conclusions and perspectives
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Conclusion and perspectives
The eﬀusion technology pattern is crucial in the design of an engine, however,
according to the current computational power and the complexity of a real engine,
no model allows to take into account the eﬀusion cooling in a simulation of a full
engine. Manufacturers are therefore unable to accurately optimize it. The work
performed during this thesis allowed to improve both design and validation phases.
The design phase, where many combustor variations are tested, requires for
each simulation a very short time of response. During this thesis, a low-cost
method which takes into account the heterogeneous perforation pattern has been
proposed. This method relies on two numerical sub-models, an aerodynamic one
called thickened-holes model [30, 28] and a thermal one [31, 32].These two models
have been used by Safran Helicopter Engine on various engines and are now part
of the design chain. To go further and enhance this methodology, a local mesh
reﬁnement strategy was also developed [29].
Developments relevant to the ﬁnal validation phase were also done within the
framework of this thesis. Experimental tests are used for a long time but do not
give access to the full information and validation. That is why hole resolved RANS
simulations are also performed by the engine manufacturers. On this conﬁguration,
where holes are meshed, a LES is not reachable but would give more information on
the unsteadiness. During this thesis a work on the mesh has been proposed allowing
to reduce the cost of such LES making it reachable with the current computational
power.
The aerodynamic model proposed during this thesis is not limited to combustor
liners. The thickened-hole model [30, 28] can be applied for cooling holes on turbine
blades (see Harnieh et al. [80]). In this case, results are encouraging and permit
both an important CPU time saving and a design process enhancement since many
hole layouts can be easily tested using a single mesh of the blade.
Perspectives have been risen during this PhD thesis. The ﬁrst one is the ex-
tension of the thickened hole model so that the ﬂowrate through each aperture is
deduced from the pressure drop across the liner instead of being imposed a priori
by the user. The second one is the study of the radiations. A work on its eﬀect has
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to be performed in order to take into account its contribution. In that case, a ra-
diative solver could be added and the work of Berger (a 3CR simulation: combined
combustion, conduction, radiation) could be (re)performed using the thickened-hole
model and the estimator of the adiabatic temperature.
The work achieved during this PhD thesis has been promoted thanks to 6 ex-
ternal communications: 2 journal [30, 31], 2 national conferences [32, 28], 1 inter-
national conference [29], and an in-collaboration international conference [80]. An
other national conference is also planned the 12 December 2018 (last month of my
PhD thesis) [27] leading to 7 external communications.
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Pertinence of the Mendez and
Nicoud momentum correction on
high resolution
In 2015, D. Taieb (from CORIA) performed a ﬁrst heterogeneous simulation on
an eﬀusion plate, without momentum correction. In the thickened-hole model the
momentum compensation of Mendez and Nicoud vanished with the hole resolution.
A legitimate question is: do we need momentum compensation an 2018 meshes ?
On Figs. 4 5 6, the same post processing as in chapter 4 has been performed.
Two additional computations have been made in order to check the inﬂuence of the
Mendez’s assumption. The Mendez’s assumption consists in a modiﬁcation of the
injection angle in order keep the same streamwise momentum ﬂux between modelled
simulation and real one. This is achieved thanks to an application of the porosity
factor on the normal velocity solely. (See Eqs. 2.5 and 2.5). The blue diamond curve
is diﬀerent from the thickened-hole model’s curve (Dashed black dotted curve) when
R = 2 while it is close when R = 4. This highlight the importance of Mendez’s
model when the resolution is low whereas it becomes useless when R is high. Indeed,
when R = 2, the thickened-hole model gives better results.
One should not attempt a hole imprinting method in LES without momentum
correction, unless R > 4.
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Figure 4: Spatially and temporally averaged streamwise momentum ρU at positions
Pos1 (top) and Pos2 (bottom), for ratios R=2 and R=4 (from left to right) already
presented in Fig. 4.8. "Without model" corresponds to the result from a thickened
computation without Mendez’s model.
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Figure 5: Spatially and temporally averaged normal momentum ρV at positions
Pos1 (top) and Pos2 (bottom), for ratios R=2 and R=4 (from left to right) already
presented in Fig. 8.2. "Without model" corresponds to the result from a thickened
computation without Mendez’s model.
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Figure 6: Spatially and temporally averaged temperature proﬁles T at positions
Pos1 (top) and Pos2 (bottom), for ratios R=2 and R=4 (from left to right) already
presented in Fig. 4.10. "Without model" corresponds to the result from a thickened
computation without Mendez’s model.
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Validation of the reference
temperature estimator on an
academic configuration
In the process of publication, a reviewer asked to test the temperature estimator
on an other academic case. In this section the reference temperature estimator has
been applied on the KIAI (Knowledge for Ignition, Acoustics and Instabilities) setup
developed during the 7th Framework Programme of an EU funded Research Project
(see Fig. 7). This conﬁguration has been studied and detailed in [123, 9, 10, 18].
For the present study, the Blowing and Density ratio used are M = 3 and DR =
1 respectively. The geometry denoted G2 in [123, 9, 10, 18] has been retained.
Geometrical characteristics are given in the table 1.
Figure 7: KIAI experimental setup.
Diameter (d) Number of rows L/d α ∆x ∆z σ
1.50 18 6.25 30 9.15 7.37 2.32
Table 1: Geometry of the plate of interest.
Since the ﬂow is considered fully turbulent, a turbulent proﬁle was imposed
at the inlet, however no turbulence ﬂuctuations were added. The multiperforated
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plate was modelled using the homogeneous model [126] (note that the porosity is
calculated considering the eﬀusion angle which leads to a value of σ = 2.32.) The
adiabatic eﬃciency is presented on Figure 8. On this Figure, the experimental, the
ﬁrst node, the adiabatic estimated temperature and the result from Mazzei [123]
are presented. For the adiabatic estimator of the temperature, the integration high
was taken as 99% of the thermal thickness on the last hole position, which has been
extracted from the simulation. The same conclusion as previous has been obtained.
The temperature directly extracted using the ﬁrst node method failed to assess
the adiabatic eﬃciency. On the contrary the reference temperature from the Tmix
predicts the correct trends even if the adiabatic eﬃciency is overpredicted for the
last rows.












CFD Mazzei et al.
Figure 8: Results in terms of adiabatic eﬃciency. Experimental and hole resolved
CFD results are extracted from Mazzei et al. [123]. TFN and Tmix corresponds to
the adiabatic wall temperature computed from the present simulation using First
Node or estimator method respectively.
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Mesh convergence on the hole
resolved Maveric test case without
transverse angle
This section has been added after the PhD defense. After the submission of the
manuscript and before the defense, I performed a mesh convergence which was used
to answer a question from Prof. Tony Arts.
Figure 9: Visualisation of the mesh inside a hole. Initial mesh (up) and reﬁned
mesh used for convergence checking (down).
The initial hole-resolved mesh is the mesh described in Section 4.1.3 which was
used as reference in the whole manuscript. To do so, it was reﬁned with HIP
libraries, leading to cells twice smaller everywhere. Initial and reﬁned meshed are
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presented on Fig. 9. The R (R = d
∆x
) ratio is equal to 16 in the initial case and 32



























Figure 10: Horizontal planes inside one eﬀusion hole. Three cuts were performed:
inlet plane, half height plane, outlet plane from left to right. The comparison is the
same as performed by Mendez and Nicoud, see Fig. 1.20. Comparison of mesh and
the three components of the velocity for the two meshes are visible.
Figure 10 presents the mesh and the three components of the time-averaged
velocity for both meshes at three diﬀerents heights (inlet plane, half height plane,
outlet plane) with the same post processing as the one performed by Mendez and
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Nicoud [126] (see Fig. 1.20). When starting by comparing the result of the two
simulations, structures are capted in both cases but much more visible in the reﬁned
one. When comparing with the result from Mendez and Nicoud, the same structures
are well recovered. Note that the tranverse velocity ﬁeld (W) shows that the air is
sucked from everywhere, including the left and the right side as it was highlighted
by the Figure 1.17. Also as highlithed by Mendez and Nicoud, a kidney shape
characteristic of eﬀusion cooling is present for both resolution.
R=32
R=16
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Figure 11: 2D comparison of the time averaged ﬁeld for the two hole-resolved meshes
considered for the mesh convergence.
Figure 11 presents a cut through a row, the three components of the time-
averaged velocity and time-averaged temperature for both meshes. From this point
of view, the two computations give very close results which validate in a sense the











Figure 12: Comparison of the adiabatic wall temperature ﬁeld averaged in time for
the two hole-resolved meshes considered for the mesh convergence.
Figure 12 presents a adiabatic wall temperature, averaged in time, both mesh
give very close results.
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Influence of the mesh and the
viscosity on the hole resolved
Maveric test case without transverse
angle
The inﬂuence of the viscosity and of the grid resolution has also been tested. With
the σ model, the artiﬁcial viscosity is three times smaller than with the WALE
model. The ﬂowrate is directly linked to the viscosity however since the artiﬁcial
viscosity level is low, even if it decreases, it do not aﬀect much the ﬂowrate (1.2%
in average). It is the same with a twice ﬁner resolution, in this case the ﬂowrate is
higher but the diﬀerences stay low : 2.8% in averaged.





















WALE R=16 (Ref)  
WALE R=32
Figure 13: Mass ﬂowrate
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The adiabatic eﬀectiveness is presented on Fig. 14. This quantity is not much
aﬀected by the sub-grid model. Similarly, increase the mesh resolution not change
the result.

































Position from the inlet (m)
�- odel  R=16
WAL R=16 (R f)  
WAL R=32
Figure 14: adiabatic eﬃciency
The CPU cost of each simulation as a function of the mesh resolution is given
in table 2. With the coarse mesh, 194ms was computed because we used a ﬁxed
number of iteration and not a ﬁxed time of simulation for a cost of 38 CPU hours.
This was performed on an internal machine (Nemo) using 64 cores. With such high
number of processors for such a small case, since node at the interface of each group
are duplicated, it leads to 84% of extra node, so 2 times more CPU hours than with
a single core. But this simulation would stand 19h on a single core while 30 minutes
on 64 cores. Note than for comparison, computing 10ms would have cost 2 CPU
hours. The bigger the mesh is, the more processors can be used without loosing
eﬃciency. For example 2800 cores were used for the highly resolved case for only
11% of extra node. However, since the cost is huge, only 2ms was computed.
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Case Coarse Medium Fine Very ﬁne Resolved Highly Re-
solved
Cells 14 284 858 459 6 705 379 31 982 977 51 077 506 316 317
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38 (2) 925 (277) 10.3k (3
590)




194.0 33.3 28.7 6.1 4.0 2.0
dt 1.9.10−7 4.8.10−8 2.3.10−8 6.5.10−9 6.2.10−9 2.0.10−9
dx 8.10−4 2.10−4 10−4 10−5 10−5 5.5.10−6
it/s 877 50 11 11 1.2 1.6
processors 64 Nemo 240 Nemo 360 Nemo 1400 Occi-
gen
360 Nemo 2800 Occi-
gen
Extra node 84% 30% 19% 19% 8.5% 11%
Table 2: Comparison of the CPU costs for the Maveric test case on each mesh used.
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Necessity of the adiabatic wall
temperature estimator
During this PhD, to estimate the adiabtic wall temperature from a unresolved sim-
ulation using modeled eﬀusion cooling an estimator was developed. Fig. 15 present
the adiabatic wall temperature using the ﬁrst node method. Indeed it shows that it
is needed when using homogeneous model or thickened-hole model with resolution
lower than R = 4.






Figure 15: First node adiabatic wall temperature as a function of the resolution,
from top to bottom Resolved simulation (R=16), modeled using thickened-hole
model and very ﬁne mesh (R=16); Fine mesh (R=4); Medium mesh (R=2) and
Coarse mesh (R=0.5).
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Other validations on the hole
resolved Maveric test case without
transverse angle
The hole-resolved computation has been computed with either WALE or σ-model.
The same post-processing used in Fig. 4.8 was used. As presented on Figs. 16 and
17, both simulation give close results. The result using the twice more reﬁned,
hole resolved R=32 mesh, is close to the R=16 one, so it shows that the mesh
convergence was already reached. The inﬂuence of the numerical solver is also
presented on those two ﬁgures; the Yales2 solver gives similar results, even if the
adiabatic wall temperature is smaller, the trend of the curve remains the same.
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Figure 16: Evolution of the momentum ﬂux in the streamwise direction. Compari-
son of hole resolved results with various mesh resolution, sub-grid model or solver.
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Figure 17: Evolution of the temperature. Comparison of hole resolved results with
various mesh resolution, sub-grid model or solver.
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Wall temperature of the Maveric
test case with a transverse angle
β = 90
This section was also added after the PhD defense to answer a question from Prof.
Tony Arts. When comparing Fig. 18 with Fig. 12, we can see that the wall tem-
perature is much smaller, so it demonstrates that the eﬃciency of eﬀusion cooling
using transverse angle is higher.





Figure 18: Adiabatic wall temperature in the Maveric case with tranverse angle.
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Numerics in AVBP software
Note that in the AVBP software, only ρ Un and ρ Un Ut are imposed at the boundary.
ρ Un is imposed in Dirichlet (but not Un !!) and the ﬂux ρ Un Ut is imposed with
Neumann condition. So ρ, Un and Ut are computed by the software. Since AVBP
uses a ﬁnite volume formalism, the scheme need ﬂux. The mass ﬂux is computed
using the diﬀerence between imposed velocity at the boundary and the velocity at
the node just above while the momentum ﬂux are directly imposed at his target
value in the code.
Physically speaking, the reason is, mass ﬂow has to be imposed and correct
injected ﬂux should be respected. The density and the normal and tangential ve-
locities are unknown since it varies as a function of the inlet ﬂow parameters.
Note that, since mass ﬂow and injected ﬂuxes in the three directions are well
imposed (for boundaries, only derivatives over Y are important in ﬁnite volume
formalism), it is a well posed problem. Which mathematically would not be the case
if you want to imposed all velocities and densities at wall (full Dirichlet formalism).
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