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3Kapitel 1
Einleitung
Heuristiken treten insbesondere im Zusammenhang mit Optimierungspro-
blemen in Erscheinung, bei solchen Problemen also, bei denen nicht nur
eine L osung zu nden ist, sondern unter mehreren m oglichen L osungen eine
in einem objektiven Sinne beste L osung ausndig gemacht werden soll.
Die Themenkreise, in denen Heuristiken zum Einsatz kommen, reichen
vom VLSI-Entwurf bis zum Operation Research und von der Bioinforma-
tik bis zum Netzwerk-Management. Vielen Heuristiken gemein ist dabei,
dass ein heuristischer Algorithmus Entscheidungen trit, die auf Grund von
vern unftigen Beurteilungen zum gegenw artigen Zeitpunkt gut aussehen. Die
Honung ist stets, dass man durch das Hintereinanderausf uhren dieser er-
folgversprechenden Schritte letztlich auch zu einer L osung akzeptabler G ute
kommt.
Das klassische Einsatzgebiet von Heuristiken sind Probleme, bei de-
nen alle bekannten exakten Algorithmen einen inakzeptablen Ressourcen-
verbrauch aufweisen. Die knappen Ressourcen sind in der Regel die Laufzeit
des Algorithmus oder sein Speicherbedarf. Aus Sicht der Theoretischen In-
formatik hatten Heuristiken zun achst den unliebsamen Charme einer weien
Fahne zur Kapitulation. So heit es in W.J. Pauls Buch \Komplexit atstheo-
rie":
Insofern bedeutet der Nachweis, da eine Sprache nicht in P liegt,
da ihre charakteristische Funktion f ur praktische Zwecke als nicht
berechenbar angesehen werden muss.
W.J. Paul, Komplexit atstheorie (Pa78), S.182
Sp atestens seit der Etablierung des Begris der NP-Vollst andigkeit war
aber klar geworden, dass zu viele relevante Probleme h ochstwahrscheinlich
keine exakten Algorithmen mit polynomieller Laufzeit haben. Sich der wis-
senschaftlichen Behandlung der entsprechenden Probleme zu verweigern,
kann hier jedoch keine L osung sein. Einem Vertreter einer Anwendungsdis-
4ziplin ist mit dem theoretischen Bescheid, sein Problem sei NP-vollst andig
und folglich sei es besser, er h atte es erst gar nicht, nicht gedient.
So endet die Arbeit \On Finding Minimal Length Superstrings", in der
John Gallant, David Maier und James A. Storer die H arte des Problems
k urzester Superstrings nachweisen, passenderweise mit der Auorderung:
Because the superstring problem has many practical applications,
the NP-completeness results presented in this paper should not
discourage future research regarding the superstring problem. Rat-
her, they should provide the impetus for studying approximation
algorithms and heuristics for nding a minimal length superstring.
J. Gallant, D. Maier und J.A. Storer, On
Finding Minimal Length Superstrings (GMS80)
Bemerkenswert ist, dass hier zwischen Approximationsalgorithmen und
Heuristiken unterschieden wird. Man sollte Heuristiken, die f ur Optimie-
rungsprobleme eingesetzt werden, wohl eher als eine Teilmenge der Appro-
ximationsalgorithmen verstehen. Auf informaler Ebene k onnte man denie-
ren: Eine Heuristik ist ein Approximationsalgorithmus, der nicht mit der
Zielvorgabe der Analysierbarkeit entwickelt wurde. Heuristiken sammeln al-
gorithmische Ideen, von denen angenommen wird, dass sie zu einer Verbesse-
rung der gefundenen L osung f uhren. Ob der erwartete Gewinn dabei auch zu
einem verbesserten Approximationsfaktor f uhrt, und ob diese Verbesserung
formal beweisbar ist, ist zun achst von nachrangigem Interesse. In \Comple-
xity and Approximation" wird eine  ahnliche Begrisbildung vorgenommen:
[...] it is well known, for many problems, there exist algorithms that
do not provide any guarantee about their worst case behaviour in
terms of both the quality of the returned solution and the eciency
of their execution, even if in many cases they return good solutions
in a short time. In the following we refer to such algorithms as
heuristic methods (or heuristics).
G. Ausiello, P. Crescenzi, G. Gambosi,
V. Kann, A. Marchetti-Spaccamela, M. Protasi,
Complexity and Approximation (ACG+99),
S.321
Da auf Analysierbarkeit beim Entwurf von Heuristiken nicht geachtet
wird, sind Heuristiken oft schwierig zu analysieren.
Heuristic algorithms [...] have often proved quite successful in practi-
ce, although a considerable amount of ne tuning is usually required
in order to achieve satisfactory performance.
As a consequence, it is rarely possible to predict how well such
algorithms will perform by formally analyzing them beforehand. Re-
cently however a number of results have been obtained that show,
5that heuristic algorithms may not always be so immune to formal
analysis.
M.R. Garey, D.S. Johnson, Computers and
intractability (GJ79), S.122
Die Schwierigkeit, Heuristiken formal zu analysieren, steht h aug im
krassen Kontrast zur Einfachheit der Heuristik selbst. Die Greedy-Heuristik
f ur das Problem k urzester Superstrings, der Kapitel 2 und damit der L owen-
anteil dieser Dissertation gewidmet ist, ist ein Paradebeispiel hierf ur. Jedem
Sch uler, dem ein paar Buchstaben und die nat urlichen Zahlen bekannt sind,
kann das Problem k urzester Superstrings, wie auch die Greedy-Heuristik zu
dessen L osung verstehen. Die Frage, wie gut der Approximationsfaktor ist,
gibt Forschern dagegen bis heute R atsel auf.
Hier ist zudem anzumerken, dass die theoretische Analyse eines Appro-
ximationsfaktors sich fast immer auf den Worst-Case bezieht. Ist der Worst-
Case selten, so ist der unmittelbare Erkenntnisgewinn f ur praktische Zwecke
scheinbar gering. Auch stellt sich die Frage, ob der Aufwand gerechtfertigt
ist, der betrieben wird, um eine Worst-Case Garantie f ur einen Algorithmus
aussprechen zu k onnen, der gar nicht mit dem Ziel der Analysierbarkeit kon-
struiert worden ist, und dessen Leistung f ur real-world-input deutlich besser
als im Worst-Case ist. Vijay V. Vazirani kommt hier zu einer klaren Antwort
With practitioners looking for high performance algorithms having
error within 2% or 5% of the optimal, what good are algorithms
that come within a factor of 2, or even worse, O(log(n)), of the
optimal? Further, by this token, what is the usefulness of improving
the approximation guarantee from, say factor 2 to 3=2?
Let us address both issues and point out some fallacies in these as-
sertions. The approximation guarantee only re
ects the performance
of the algorithm on the most pathological instances. Perhaps it is
more appropriate to view the approximation guarantee as a measu-
re that forces us to explore deeper into the combinatorial structure
of the problem and discover more powerful tools for exploiting this
structure.
Vijay V. Vazirani, Approximation Algorithms,
(Va01), S IX
Die Analyse des Approximationsfaktors als Wegweiser zu kritischen Pro-
bleminstanzen und damit zu strukturellen Einsichten in das Problem, die-
sen Ansatz verfolgt auch die vorliegende Arbeit. Die hier vorzustellenden
Fortschritte in der Analyse der Greedy-Heuristik f ur das Problem k urzester
Superstrings basieren im Wesentlichen auf einem genaueren Verst andnis der
Schwierigkeit von Instanzen. Es wird die Frage aufgeworfen, wann { f ur wel-
che Instanzen { die Heuristik Gefahr l auft, eine schlechte L osung zu liefern.
6Sind die strukturellen Eigenschaften solcher Instanzen verstanden, so
kann man zum Einen genauer beschreiben, wann die Heuristik bedenkenlos
eingesetzt werden kann. Zum anderen scheint es ein nat urliches Vorgehen
zu sein, Verbesserungen an einem Algorithmus dadurch vorzunehmen, dass
man ihn gegen den Worst-Case robuster macht. Die Honung ist, dass so
gefundene Verbesserungen sich nicht allein f ur die Worst-Case Instanz aus-
wirken, sondern insgesamt zu einer Steigerung der Leistung der Heuristik
f uhren.
Zu dem klassischen Einsatzszenario von Heuristiken { Probleme, die kei-
ne akzeptablen exakten Algorithmen haben { sind weitere hinzugekommen.
Eines davon ist das Gebiet der Online-Algorithmen. Hierbei geht es um Pro-
bleme, bei denen bestimmte Bestandteile der Eingabe erst nach und nach
bekannt werden, der Algorithmus aber vorher schon Entscheidungen treen
muss, die er sp ater nicht mehr zur ucknehmen kann. Hier k onnen Proble-
me, die in der klassischen Oine-Sicht l angst verstanden sind, zu neuem
Leben erwachen. Ein einfaches Beispiel besteht in der Routenplanung. Mit
den Entfernungsangaben einer Landkarte ist es ein Leichtes, etwa mit Dijk-
stras Algorithmus, den k urzesten Weg von A nach B zu nden. Sobald man
aber auch aktuelle Verkehrsentwicklungen wie Staus oder Straensperren
ins Modell aufnimmt, kann man realistischerweise nicht mehr hoen, den
schnellsten Weg ins Ziel zu nden, und gute Entscheidungshilfen { Heuristi-
ken { sind gefragt. Bei einigen NP-harten Problemen bringt die Online-Sicht
wettbewerbsf ahige Heuristiken hervor.
Although many fundamental combinatorial optimization problems
(e.g. bin packing, machine scheduling, and load balancing) do not
always have to be solved online (i.e., they are traditionally conside-
red oine problems), for such problems online algorithms constitu-
te an interesting restricted class of algorithms that may sometimes
yield surprisingly good approximate solutions.
A. Borodin, R. El-Yaniv, Online Computation
and Competitive Analysis, (BEY98), S.XIII
Im zweiten groen Kapitel dieser Arbeit liegt dieser zweite Einsatzfall f ur
Heuristiken vor { die Notwendigkeit von Entscheidungen bei unvollst andiger
Information. Pakete sollen innerhalb eines Netzwerks versandt werden, und
realistischerweise darf weder angenommen werden, dass ein Router wei,
welche Pakete in der Zukunft eingef ugt werden, noch, dass er  uber die ak-
tuelle Auslastung anderer Knoten und Kanten informiert ist. Der Online-
Restriktion, der Zukunftsblindheit, wird hier also noch eine Lokalit atsre-
striktion zur Seite gestellt. Beurteilt wird die G ute von Heuristiken im Ad-
versarial Queueing Modell, das eine Worst-Case Betrachtung erlauben soll.
Hier kann gezeigt werden, dass f ur eine groe Klasse von Heuristiken
eine akzeptable G ute, gemessen in Zustellzeiten oder Gesamtpaketaufkom-
7men, ausgeschlossen werden kann. Auch hier ist der Schl ussel zum Erfolg ein
Verst andnis der Eekte, die eine konkrete Heuristik scheitern lassen. Inso-
fern erlaubt dieses negative Ergebnis R uckschl usse auf m ogliche erfolgreiche
Heuristiken, insbesondere in der Frage, wovon diese Heuristiken ihre lokalen
Entscheidungen abh angig machen sollten.
1.1 Grundlagen
In diesem Abschnitt sammeln wir einige Denitionen und Grundlagen, die
in den folgenden Kapiteln ohne besondere Erw ahnung zur Anwendung kom-
men. Dar uberhinauswerden elementare Rechengesetze, logische Schlusstech-
niken und fundamentale Konzepte der Informatik nat urlich vorausgesetzt.
In Standardlehrb uchern (CLR90; Ho97; Ka91; Va01) nden sich bei Bedarf
Motivationen der Begrie und Beweise zu den hier aufgelisteten Lemmata.
Denition 1.1 (Asymptotische Notation) Seien f und g Funktionen
mit nichtnegativen reellen Werten. Wir f uhren ein:
 f(n) = O(g(n)) () 9c > 0;n0 2 N; 8n  n0 : f(n)  c  g(n)
 f(n) = 
(g(n)) () g(n) = O(f(n))
 f(n) = (g(n)) () f(n) = O(g(n)) ^ f(n) = 
(g(n))
 f(n) = o(g(n)) () limn!1
f(n)
g(n) = 0
 f(n) = !(g(n)) () g(n) = o(f(n))
Lemma 1.1 (Summenformeln)
1.
Pn
i=1 i =
n(n+1)
2
2.
Pn
i=1 i2 = 1
6  (2n + 1)  (n + 1)  n
3.
Pn
i=0 ai = an+1 1
a 1 f ur a 6= 1
4.
Pn
i=0
 n
i

= 2n
5.
Pn
i=1 f(i   1) =
Pn 1
i=0 f(i)
6.
Pn
i=1 f(i)   f(i   1) = f(n)   f(0)
Die Menge der Permutationen von n Objekten bezeichnen wir mit Sn.
Lemma 1.2 (Kombinatorik)
Die Menge Sn besteht aus n! Permutationen.
8Es gibt
 n
k

= n!
k!(n k)! Teilmengen der Gr oe k in einer Menge der Gr oe
n.
Lemma 1.3 (Schubfachprinzip) Werden n Objekte auf k F acher ver-
teilt, so existiert ein Fach, auf das mindestens d n
ke Objekte entfallen.
Heuristiken fallen in das Gebiet der Approximationsalgorithmen. Daher lis-
ten wir die f ur uns relevanten grundlegenden Begrie auf.
Denition 1.2 (NP-Optimierungsproblem) Wir beschreiben ein NP-
Optimierungsproblem durch das Tripel P = (opt;f;L). Dabei ist opt 2
fmin;maxg. L ist ein Pr adikat, so dass x genau dann eine L osung f ur
Instanz x0 ist, wenn L(x0;x) wahr ist. Dar uberhinaus darf eine L osung x
f ur eine Instanz x0 nur polynomielle Gr oe in jx0j haben. L muss von einem
deterministischen Algorithmus in Zeit polynomiell in jx0j und jxj entschie-
den werden k onnen. Die Zielfunktion f(x0;x) muss ebenso deterministisch
in polynomieller Zeit berechnet werden k onnen. F ur Instanz x0 ist
opt f(x0;x); so dass L(x0;x)
der optimale Wert des Optimierungsproblems f ur Instanz x0.
Die Klasse aller NP-Optimierungsprobleme nennen wir NPO.
Die Forderungen aus Denition 1.2 verlangen im Wesentlichen, dass die
L osungen zu NPO-Problemen kompakt sind und, dass zu einer vorgeschla-
genen L osung schnell entschieden werden kann, ob sie in der Tat eine L osung
darstellt, und wie gut sie ist.
Denition 1.3 (Approximationsfaktor) Sei A ein Algorithmus f ur ein
NPO-Problem P = (opt;f;L). Sei Xn die Menge aller Instanzen der Gr oe
n und sei A(x0) f ur x0 2 Xn die von A f ur Eingabe x0 gelieferte L osung.
Sei weiter opt(x0) eine optimale L osung f ur x0. Als Approximationsfaktor
V von Algorithmus A bezeichnet man die Funktion N ! R mit
V (n) := sup
(
f(A(x0))
f(opt(x0))
 
 

x0 2 Xn
)
;
falls opt = min und
V (n) := sup
(
f(opt(x0))
f(A(x0))
 
 

x0 2 Xn
)
sonst. Wir sagen, dass Algorithmus A f(n)-approximativ ist, wenn der Ver-
lustfaktor durch f(n) nach oben beschr ankt ist.
9Approximationsfaktoren sind umso besser, je kleiner sie sind, wobei ein
Algorithmus, der das Problem exakt l ost, 1-approximativ ist. Klassen be-
z uglich der m oglichen Approximationsg ute entstehen nun nat urlich.
Denition 1.4 (Die Klasse    APX) Sei  : N ! R eine Funktion mit
nichtnegativen werten. Die Klasse    APX umfasst alle Optimierungspro-
bleme f ur die es eziente O()-approximative Algorithmen gibt.
Insbesondere ist die Klasse 1   APX die Klasse aller Probleme, die mit
konstantem Approximationsfaktor approximiert werden k onnen. Sie wird
auch einfach APX genannt. Innerhalb von APX liegen zum einen Pro-
bleme, f ur die zu jedem vorgelegten  > 1 ein ezienter -approximativer
Algorithmus angegeben werden kann (polynomielle Approximationsschema-
ta), aber auch solche, f ur die Approximationsfaktoren unter einer gewissen
Schranke ausgeschlossen sind.
Zum Nachweis von unteren Schranken dient das Konzept der approxi-
mationsbewahrenden (engl.: approximation preserving) Reduktion.
Denition 1.5 (Approximationsbewahrende Reduktion) Sind P1 =
(opt1;f1;L1) und P2 = (opt2;f2;L2) zwei NPO-Optimierungsprobleme, so
sagen wir, dass P1 auf P2 AP-reduzierbar ist (P1 AP P2), falls es in poly-
nomieller Zeit berechenbare Funktionen INSTANZ und L  OSUNG und eine
positive Konstante  gibt, so dass die folgenden Eigenschaften f ur jede In-
stanz x1 und jede positive rationale Zahl  erf ullt sind:
 x2 = INSTANZ(x1;) ist eine Instanz von P2. INSTANZ kann in Zeit
polynomiell in jx1j (bei xiertem ) berechnet werden. INSTANZ bildet
also P1-Instanzen auf P2-Instanzen ab.
 f ur jede L osung y2 mit L2(x2;y2) ist y1 = L OSUNG(x1;y2;) eine
L osung zur Instanz x1, d.h. das Pr adikat L1(x1;y1) ist wahr. L OSUNG
kann in Zeit polynomiell in jx1j + jy2j (bei xiertem ) berechnet wer-
den. L OSUNG bildet also L osungen zur Instanz x2 auf L osungen zur
Instanz x1 ab.
 Wenn y2 eine (1 + )-approximative L osung zur Instanz x2 ist, dann
ist y1 eine (1 +   )-approximative L osung zur Instanz x1.
Wir k onnen nun einen Vollst andigkeitsbegri f ur die Klasse APX angeben.
Denition 1.6 (APX-Vollst andigkeit) Sei P ein NPO-Optimierungs-
problem. P ist APX-hart, wenn f ur jedes Problem Q 2 APX die Reduktion
Q AP P gilt. Gilt zudem P 2 APX, so sagen wir, dass P APX-vollst andig
ist.
APX-vollst andige Probleme sind also schwerstm oglich unter den APX-
Problemen. F ur sie existieren insbesondere keine polynomiellen Approxima-
tionsschemata. Das Problem k urzester Superstrings, dem das zweite Kapitel
dieser Arbeit gewidmet ist, f allt in diese Klasse (BLTY94).
101.2 Publikationen
Die in dieser Arbeit vorgestellten Ergebnisse sind in der Substanz in den
Publikationen (WS03; LW04; LW05; We05; WS06) bereits ver oentlicht
worden. Die Darstellung der Ergebnisse ist in dieser Dissertation allerdings
ausf uhrlicher und im Falle von Kapitel 2 ist die Beweisf uhrung gegen uber
den Arbeiten (WS03; LW04; LW05; WS06) verbessert worden.
11Kapitel 2
K urzeste Superstrings
Das zentrale Thema dieses Kapitels ist das Problem der k urzesten Super-
strings: Gegeben ist eine Menge S := fs1;:::;sng von Strings. Gesucht ist
ein String s, so dass jeder String si 2 S Teilstring von s ist. Die L ange
von s ist dabei zu minimieren. Wir denieren zun achst die Grundbegrie im
Kontext von Strings.
Denition 2.1 (Strings) 1. Ein String ist eine endliche Aneinander-
reihung von Zeichen eines Alphabets . Die L ange eines Strings s =
s1;s2;:::;sk ist die Anzahl seiner Zeichen: jsj = k. Der leere String
wird mit  dargestellt und hat L ange 0.
2. Zwei Strings u und v sind gleich, wenn ihre L angen gleich sind und
ui = vi f ur alle i  juj gilt.
3. Die Konkatenation zweier Strings u  v ist der String
u1;:::;ujuj;v1;:::;vjvj:
4. Sei u ein String, dann denieren wir uk mit k 2 N induktiv
uk :=

 f ur k = 0
uk 1  u f ur k  1
5. String u ist Teilstring von v, wenn es Strings w1;w2 gibt, so dass
v = w1  u  w2 gilt. String u ist Pr ax von v, wenn ein String w
existiert, so dass v = u  w gilt. String u ist Sux von v, wenn ein
String w existiert, so dass v = w  u gilt.
6. String u ist echter Teilstring [Pr ax, Sux] von v, wenn u Teilstring
[Pr ax, Sux] von v ist und u 6= v gilt.
12Es wird beim Problem k urzester Superstrings stets davon ausgegangen, dass
kein String der Eingabe Teilstring eines anderen Strings der Eingabe ist. Die-
se Eigenschaft kann schnell  uberpr uft werden und, falls ein String gefunden
wird, der Teilstring eines anderen ist, so kann der kleinere String entfernt
werden. Eine L osung des in diesem Sinne bereinigten Problems wird stets
auch eine L osung des urspr unglichen Problems sein.
Das Problem k urzester Superstrings ist 1978 von D. Maier und J. A. Sto-
rer als NP-vollst andig erkannt worden (MS78; GMS80). 1991 haben Blum
et al. (BLTY94) nachgewiesen, dass das Problem APX-vollst andig ist, al-
so nicht beliebig genau approximiert werden kann, falls P6=NP. Im selben
Paper wurde der erste Approximationsalgorithmus mit konstantem Appro-
ximationsfaktor vorgestellt. Dabei handelt es sich um die Greedy-Heuristik,
die zun achst dargestellt werden soll.
Das wesentliche Konzept, auf dem die Greedy-Heuristik basiert, ist die
 Uberlappung zweier Strings:
Denition 2.2 Seien a und b zwei nichtleere Strings.
1. ha;bi beschreibt den l angsten echten Sux von a, der auch ein Pr ax
von b ist. Die  Uberlappung (a;b) von a und b ist die L ange von ha;bi.
2. Mit prf (a;b) bezeichnen wir den Pr ax von a mit L ange jaj   (a;b),
also genau die Zeichen, die nicht zu ha;bi geh oren.
3. Wir bezeichnen prf (a;a) als die Periode von a und schreiben daf ur
kurz pa.
Wir haben pa die Periode von a genannt, weil a stets ein Teilstring von pl
a
f ur ein hinreichend groes l ist.
Bei einer L osung des Superstringproblems ist man intuitiv bestrebt,
m oglichst viele und groe  Uberlappungen auszunutzen. Die Greedy-Heu-
ristik (Algorithmus 2.1) erscheint vor dem Hintergrund dieser  Uberlegung
nat urlich.
Von der Korrektheit  uberzeugt man sich rasch. Zu jedem String s der
Eingabe existiert zu jedem Zeitpunkt ein String in der Menge S, der s
enth alt. Zu Beginn ist diese Invariante trivialerweise erf ullt. Es gen ugt zu
beobachten, dass in jeder Iteration c sowohl a als auch b enth alt. Folglich
produziert der Algorithmus einen Superstring der Menge S. Die gefundene
L osung wird jedoch im Allgemeinen nicht optimal sein.
Beispiel 1: Man betrachte die drei Strings s1 = w(xy)k, s2 = (yx)k und
s3 = (xy)kz  uber dem Alphabet  := fw;x;y;zg. Es ergeben sich die in der
13Die Greedy-Heuristik
1. Eingabe: Eine Menge S von Strings
2. Solange jSj > 1 wiederhole:
(a) W ahle a;b 2 S, so dass a 6= b gilt und (a;b) maximal ist.
(b) Berechne c = prf (a;b)  b
(c) Berechne S := (S n fa;bg) [ fcg
3. AUSGABE: Der in S verbliebene String.
Algorithmus 2.1: Die Greedy-Heuristik f ur das Problem k urzester Super-
strings
nachfolgenden Tabelle aufgelisteten  Uberlappungen:
s1 = w(xy)k s2 = (yx)k s3 = (xy)kz
s1 = w(xy)k 2k   1 2k
s2 = (yx)k 0 2k   1
s3 = (xy)kz 0 0
Folglich w ahlt die Greedy-Heuristik im ersten Schleifendurchlauf a = s1 und
b = s3 und generiert den String c = w(xy)kz, der zum verbliebenen String s2
keinen  Uberlappung hat. String s2 und c werden im letzten Schritt einfach
konkateniert und der resultierende String hat eine L ange von 4k + 2. Die
L osung w(xy)k+1z hat L ange 2k + 4 und, da k frei gew ahlt werden kann,
n ahert sich der Approximationsfaktor dem Wert 2 beliebig nahe an.
Dieses Beispiel wurde 1986 von J. Tarhio und E. Ukkonen (TU88) einge-
setzt, um eine Vermutung aus dem Jahr 1982 (Ga82), die Greedy-Heuristik
sei 1,5-approximativ, zu widerlegen. Desweiteren zeigen sie, dass die Greedy-
Heuristik 2-approximativ ist, wenn man als Kostenma die Kompression,
also die Zahl der gegen uber der Konkatenation eingesparten Buchstaben
w ahlt: Enth alt die Menge S also Strings mit einer Gesamtl ange von m und
hat der optimale Superstring eine L ange von m   x, so liefert die Greedy-
Heuristik einen String der L ange h ochstens m   x
2. Aus diesem Sachverhalt
l asst sich allerdings keine Schranke f ur die L angenbeziehung beider Strings
ableiten. Die Vermutung, dass Faktor zwei auch f ur die L ange gilt { die
Greedy-Conjecture { wird hier erstmals formuliert. Blum et al. haben 1990
(BLTY94) nachgewiesen, dass die Greedy-Heuristik einen Superstring lie-
fert, der h ochstens vier mal so lang ist wie das Optimum.
Danach wurden f ur das Problem k urzester Superstrings eine Reihe von
Approximationsalgorithmen vorgestellt, deren zeitliche Abfolge nebst er-
reichtem Approximationsfaktor und Referenz in Tabelle 2.1 dargestellt ist.
14Autoren Ref. Vf.
Blum et al. (1991) (BLTY94) 3
S. Teng, F. Yao (1993) (TY97) 28
9
A. Czumaj et al. (1994) (CGPR97) 25
6
R. Kosaraju, J. Park, C.Stein (1994) (KPS94) 2 50
63
C. Armen, C. Stein (1995) (AS95) 23
4
C. Armen, C. Stein (1996) (AS98) 22
3
D. Breslauer, T. Jiang, Z. Jiang (1997) (BJJ97) 2:596
Z. Sweedyk (1999) (Sw99) 21
2
Tabelle 2.1: Die zu ihrer Zeit besten Approximationsalgorithmen f ur das
Problem k urzester Superstrings.
Bemerkenswert an dieser Entwicklung ist, dass es bis heute nicht gelun-
gen ist, die simple Greedy-Heuristik zu einem Approximationsfaktor gr oer
zwei zu zwingen. Erst 2005 ist es H. Kaplan und N. Shafrir gelungen die obe-
re Schranke f ur die Greedy-Heuristik von 4 auf 3,5 zu verbessern (KS05).
Es wird allgemein vermutet, dass der Approximationsfaktor der Greedy-
Heuristik in der Tat zwei betr agt (vergl. (Gu97)). Das heit, es wird ge-
meinhin angenommen, dass alle in Tabelle 2.1 aufgef uhrten, z.T.  auerst
dizilen Algorithmen von der vergleichsweise sehr simplen Greedy-Heuristik
geschlagen werden. Konsequenterweise werden diese aufwendigen Algorith-
men praktisch nicht eingesetzt.
Die Greedy-Conjecture ist das zentrale Thema dieses Kapitels. Die er-
zielten Ergebnisse sind im Wesentlichen:
 Durch die Betrachtung von Greedyordnungen k onnen bedingte lineare
Ungleichungen nutzbar gemacht werden. Dieser Ansatz erm oglicht den
Einsatz linearer Programmierung zum Aunden interessanter Instan-
zen und eine Vertiefung des Verst andnisses solcher schwerer Instanzen.
Dieser Ansatz wird in Abschnitt 2.2 eingef uhrt und in Abschnitt 2.3.1
wird eine Interpretation des dualen Problems dargestellt.
 F ur die nichttriviale, groe Teilklasse der bilinearen Greedyordnungen
wird gezeigt, dass die L ange des von der Greedy-Heuristik gefundenen
Superstrings und die des optimalen Superstrings sich h ochstens um
die Gr oe einer optimalen Kreis uberdeckung1 der Strings unterschei-
den. Da eine optimale Kreis uberdeckung einer Menge von Strings stets
h ochstens so gro ist wie ein optimaler Superstring (man schliee einen
Superstring zu einem einzelnen Kreis), ist das erzielte Ergebnis f ur die
1Eine Kreis uberdeckung einer Stringmenge fs1;:::;sng ist eine Menge fr1;:::;rkg von
Strings, so dass jeder String si Teilstring eines r
v
j f ur hinreichend groes v ist. Die Gr oe
einer Kreis uberdeckung ist die Summe der L angen der rj.
15betrachtete Teilklasse der Greedyordnungen st arker als die klassische
Greedy-Conjecture. (Theorem 2.1, Abschnitt 2.4)
 Es wird eine neue bedingte lineare Ungleichung auf Strings { die Tri-
pelungleichung { gezeigt, die f ur das eben genannte Hauptergebnis
wesentlich ist.
 Schlielich wird gezeigt, dass die zum Nachweis der oberen Schranke
von 3:5 f ur den Approximationsfaktor herangezogenen bedingten Un-
gleichungen (etwa die Monge-Ungleichung) inh arent zu schwach sind,
um die Greedy-Conjecture selbst f ur lineare Greedyordnungen zu be-
weisen. Also ist die neue Tripelungleichung auch notwendig. Zuletzt
wird gezeigt, dass das um die Tripelungleichung erweiterte System be-
dingter linearer Ungleichungen inh arent zu schwach ist, um die klas-
sische Greedy-Conjecture f ur beliebige Greedyordnungen zu beweisen.
(Abschnitt 2.6)
Zun achst wird in Abschnitt 2.1 die zentrale Bedeutung des Problems
k urzester Superstrings in der Bioinformatik { der Grund f ur die z.Zt. hohe
Aufmerksamkeit, die das Problem erf ahrt { kurz dargestellt.
2.1 K urzeste Superstrings und DNA-Assembly
Das Problem k urzester Superstrings ist als ein zentrales Stringproblem f ur
sich genommen interessant. Es erh alt jedoch zus atzliche Bedeutung durch
Anwendungen im Kontext der DNA-Sequenzierung.
Eine ersch opfende Diskussion dieses Themas w urde den Rahmen dieser
Arbeit sprengen. Das Buch (Gu97) bietet eine hervorragende Beschreibung
dieses Themengebiets aus der Perspektive der Informatik.
Die DNA (Desoxyribonucleins aure) enth alt alle wesentlichen Informa-
tionen  uber die Proteinsynthese in den Zellen des betreende Lebewesen.
Grundbausteine sind die Nukleotide Adenin (A), Guanin (G), Thymin (T)
und Cytosin (C). Die Struktur der DNA ist die Doppelhelix, in der jeweils
komplement are Nukleotide einander gegen uberstehen; dabei sind A und T
sowie C und G komplement ar zueinander. Die Anordnung der Nukleotide
auf der DNA l asst eine nat urliche Interpretation als zwei im besagten Sinne
komplement are Strings zu, wobei die Nukleotide die Rolle der Buchstaben
 ubernehmen.
Die durch den String der Basen abgebildete Information nennt man die
Prim arstruktur, Faltungen (Bindungen zwischen nicht benachbarten Punk-
ten der Kette) und r aumliche Ausrichtung werden als Sekund ar- bzw. Ter-
ti arstruktur bezeichnet. Die Konzentration auf die Prim arstruktur, also auf
Strings, wird damit begr undet, dass die in die Ebene projizierte Sekund ar-
struktur und die r aumliche Terti arstruktur im Wesentlichen als Funktionen
der Prim arstruktur verstanden werden k onnen.
16Die vererbbare DNA dient als Bauanleitung f ur Proteine. Jeweils ein
Tripel von Nukleotiden kodiert eine Aminos aure, die die Grundbausteine
aller Proteine sind. Bei genetisch bedingten Krankheiten ist ein Fehler in der
DNA Ursache daf ur, dass ein ben otigtes Protein nicht synthetisiert wird,
ein falsches synthetisiert wird oder eine falsche Quantit at eines Proteins
synthetisiert wird.
Durch eine Lokalisierung aller relevanten Passagen der DNA { der Gene
{ und einer sich anschlieenden Erforschung der Bedeutung und des Zusam-
menspiels der einzelnen Gene erhot man sich fundamentale Fortschritte im
Kampf gegen genetisch bedingte Krankheiten.
Die Bestimmung der Prim arstruktur einer DNA-Sequenz bezeichnet man
als Sequenzierung. Der Prozess des Auslesens muss bei l angeren DNA-Se-
quenzen parallelisiert werden. Mittels der so genannten Shotgun Sequen-
zierung kann eine DNA-Sequenz nahezu zuf allig in kleine Fragmente zer-
tr ummert werden, wobei allerdings sowohl die Reihenfolge der Fragmente
wie auch deren Orientierung in der urspr unglichen Sequenz verloren geht.
Das Problem, aus den sequenzierten Fragmenten die urspr ungliche groe Se-
quenz zu rekonstruieren, das so genannte Fragment Assembly Problem, ist
hier nicht l osbar, da jede m ogliche Anordnung gleich gut die richtige sein
k onnte.
Dem kann begegnet werden, indem vorab gen ugend viele Kopien der zu
sequenzierenden DNA-Sequenz geschaen werden. Zertr ummert man diese
Kopien unabh angig voneinander, so werden die verschiedenen Fragmente
einander  uberlappen. So erh alt man Anhaltspunkte f ur die urspr ungliche
Sequenz. K urzeste Superstrings sind nun gute Ausgangspunkte f ur das Frag-
ment Assembly, denn in einem kurzen Superstring werden  Uberlappungen
zwischen Fragmenten bestm oglich ausgenutzt.
2.2 Superstrings und Kreis uberdeckungen
Zu einer gegebenen Menge von Strings gibt es stets unendlich viele Super-
strings. Das folgende Lemma benennt eine Menge von ernstzunehmenden
Kandidaten, unter denen sich der optimale Superstring benden muss.
Lemma 2.1 Sei S := fs1;:::;sng eine Menge von Strings. Dann existiert
eine Permutation  2 Sn, so dass
S := prf (s(1);s(2))  prf (s(2);s(3))  :::  prf (s(n 1);s(n))  s(n)
ein optimaler Superstring der Menge S ist.
Beweis: Zun achst verizieren wir, dass S ein Superstring der Menge S
ist: Oensichtlich endet S mit dem String s(n). Wir halten weiter fest,
dass s(i) ein Pr ax von
prf (s(i);s(i+1))  s(i+1)
17ist. Damit ist der String s(n 1) in S enthalten, und zwar beginnend an der
Stelle prf (s(n 1);s(n)). Wir argumentieren induktiv weiter: Taucht der
String s(i+1) beginnend an der Stelle prf (s(i+1);s(i+2)) in S auf, so ist,
da s(i) ein Pr ax von prf(s(i);s(i+1))s(i+1) ist, auch der String s(i) in
S enthalten, und zwar beginnend an der Stelle prf (s(i);s(i+1)).
Weiter ist zu zeigen, dass einer der Strings S ein k urzester Superstring
ist. Sei S0 ein beliebiger k urzester Superstring der Menge S. Sei  2 Sn so
gew ahlt, dass das erste Auftreten von s(i) in S0 vor dem ersten Auftre-
ten von s(i+1) liegt. Da sich Strings gegenseitig nicht enthalten, endet ein
String, der vor einem zweiten in S0 beginnt, auch vor diesem. Falls S0 Zeichen
enth alt, die nicht zum ersten Auftreten eines Strings si geh oren, so k onn-
ten diese entfernt werden, die Superstring Eigenschaft bliebe erhalten und S0
w are nicht optimal gewesen. Beginnt s(i+1) in S0 mehr als jprf(s(i);s(i+1))j
Zeichen nach s(i), so kann s(i+1) mit allen nachfolgenden Strings weiter
 uber s(i) geschoben werden und S0 kann verkleinert werden. Folglich ist
S0 = S. 
Jeder Algorithmus f ur das Problem k urzester Superstrings wird also {
zumindest implizit { f ur eine gegebene Stringmenge eine Permutation 
berechnen.
Ein Superstring S zu einer gegebenen Permutation  hat dann die L ange
jSj =
n 1 X
i=1
jprf (s(i);s(i+1))j + js(n)j
=
n 1 X
i=1
 
js(i)j   (s(i);s(i+1))

+ js(n)j
=
n X
i=1
jsij  
n 1 X
i=1
(s(i);s(i+1)):
Die Greedy-Heuristik w ahlt die Permutation, indem in jedem Schritt
zwei Strings als aufeinanderfolgend xiert werden. Um die Notation m og-
lichst einfach zu halten, nehmen wir stets ohne Beschr ankung der Allge-
meinheit an, dass die Greedy-Heuristik die Identit at als Permutation w ahlt,
die Strings werden also in die Reihenfolge s1;s2;:::;sn gebracht. Der Frei-
heitsgrad festzulegen, wann w ahrend des Ablaufs die Strings si und si+1
verbunden werden, bleibt davon unber uhrt.
Jede der (n   1)! verschiedenen Reihenfolgen, in denen diese Verbin-
dungen erfolgen k onnen, oenbart Teilinformationen  uber die Gr oenbezie-
hungen zwischen den uns unbekannten  Uberlappungen: W ahlt die Greedy-
Heuristik das Paar (si;si+1) zu einem Zeitpunkt, an dem die Wahl von
(sj;sk) auch m oglich war, so kann
(si;si+1)  (sj;sk)
18gefolgert werden. Die durch die Reihenfolge der Wahlen bekannt werdende
partielle Ordnung auf den unbekannten  Uberlappungen nennen wir Greedy-
ordnung.
Beispiel 2: Eine m ogliche Vorgehensweise der Greedy-Heuristik:
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Dasselbe Ergebnis mit einer anderen Greedyordnung:
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Denition 2.3 (Greedyordnung) Sei S eine Menge von n Strings, die
von der Greedy-Heuristik in die Reihenfolge s1;:::;sn gebracht werden.
1. Die Greedyordnung der Menge S ist die partielle Ordnung G auf den
geordneten Paaren (i;j) 2 f1;:::;ng2 mit
(a;b) G (c;d) ()
(c;d) wird von der Greedy Heuristik
gew ahlt, w ahrend (a;b) f ur die Greedy
Heuristik eine legale Wahl ist.
Haben zu einem Zeitpunkt mehrere Paare maximale  Uberlappung, so
h ang die partielle Ordnung nicht nur von den Strings, sondern auch
von der Art des Tie-Breakings ab. Die Greedyordnung der Stringmenge
S repr asentieren wir durch die Reihenfolge der n 1 Paaren (i;i +1)
f ur 1  i  n   1. Steht das Paar (i;i + 1) an r-ter Stelle, so wird in
der r-ten Schleifeniteration der Greedy-Heuristik si+1 zum Nachfolger
von si bestimmt, die  Uberlappung (si;si+1) ist also zu dem Zeitpunkt
maximal unter allen  Uberlappungen, die noch w ahlbar waren.
192. Eine Greedyordnung heit linear, wenn die Greedy-Heuristik in ih-
rem Verlauf niemals zwei zusammengesetzte Strings der Menge S ver-
kn upft. Ein String heit zusammengesetzt, wenn er mindestens zwei
der urspr unglichen Eingabestrings beinhaltet.
3. Eine Greedyordnung heit bilinear, wenn die Greedy-Heuristik h ochs-
tens einmalig, und zwar in der letzten Schleifeniteration, zwei zusam-
mengesetzte Strings verkn upft.
Eine lineare Greedyordnung liegt also vor, wenn die Greedy-Heuristik
mit einer beliebigen Verbindung (si;si+1) beginnt und zu jedem sp ateren
Zeitpunkt, wenn sj;:::;sk bereits zu einem partiellen Superstringverbunden
sind, entweder (sj 1;sj) oder (sk;sk+1) w ahlt. Bei einer bilinearen Greedy-
Ordnung k onnen zwei zusammengesetzte Strings existieren, die unabh angig
voneinander anwachsen und dann im letzten Schritt verschmolzen werden.
Die beiden Greedyordnungen des obigen Beispiels sind:
(3;4);(2;3);(4;5);(1;2)
und
(1;2);(3;4);(4;5);(2;3):
Also ist die erste Greedyordnung linear und die zweite bilinear.
Der Nachweis der 4-Approximativit at der Greedy-Heuristik in (BLTY94)
basiert auf der Tatsache, dass eine leicht modizierte Greedy-Heuristik (Al-
gorithmus 2.2) optimale Kreis uberdeckungen auf Strings ndet.
Denition 2.4 (Kreis uberdeckung) Sei S = fs1;:::;sng eine Menge
von Strings. Eine Menge von Strings C = fc1;:::;ckg ist eine Kreis uber-
deckung von S, wenn jeder String si Teilstring eines Strings cl
j f ur gen ugend
groes l ist. Wir denieren jCj =
Pk
j=1 jcjj als Gr oe der Kreis uberdeckung.
Eine Kreis uberdeckung kann durch eine Bijektion  beschrieben werden,
wobei  jedem String einen eindeutigen Nachfolger in der Kreis uberdeckung
zuordnet. Wir werden auch die Menge der von einer Kreis uberdeckung aus-
genutzten  Uberlappungen f(i;(i)g als Kreis uberdeckung bezeichnen.
Die Gr oe von C schreibt sich dann wie folgt:
jCj =
n X
i=1
jsij  
n X
i=1
(si;s(i)):
Jeder Superstring einer Menge S f uhrt kanonisch zu einer trivialen Kreis-
 uberdeckung: Zu einem Superstring S der Menge S sei S
 der String, der
entsteht, wenn die letzten (s(n);s(1)) Buchstaben von S gel oscht werden.
Dann ist jS
j = jSj   (s(n);s(1)) und jeder String si ist in (S
)l f ur ein
hinreichend groes l enthalten.
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1. EINGABE: Eine Menge S von Strings
2. C = ;
3. Solange S 6= ; wiederhole:
(a) W ahle a;b 2 S, so dass (a;b) maximal ist.
(b) Falls a 6= b:
i. Berechne c = prf (a;b)  b.
ii. Setze S := (S n fa;bg) [ fcg.
(c) Falls a = b:
i. Setze C := C [ fpag.
ii. Setze S := S n fag.
4. AUSGABE: Die Menge C.
Algorithmus 2.2: Die Greedy-Heuristik f ur optimale Kreis uberdeckungen
F ur den von der Greedy-Heuristik gefundenen Superstring SG ergibt sich
folglich jS
Gj = jSGj (sn;s1). F ur einen optimalen Superstring Sopt und eine
optimale Kreis uberdeckung Copt gilt
jCoptj  jS
optj  jSoptj:
Daher ist die in (WS03) formulierte Fassung der Greedy-Conjecture,
n amlich
jSGj  jSoptj + jCoptj; (2.1)
eine sch arfere Absch atzung als die klassische Greedy-Conjecture
jSGj  2  jSoptj: (2.2)
F ur bilineare Greedyordnungen beweisen wir diese st arkere Variante (2.1).
Gegenbeispiele sind uns aber auch f ur allgemeine Greedyordnungen nicht be-
kannt. Dieses Ergebnis folgt, wie wir sp ater zeigen werden, aus dem st arkeren
Theorem 2.1.
Theorem 2.1 Sei S eine Menge von Strings mit einer bilinearen Greedy-
ordnung. Seien weiter C1 und C2 zwei Kreis uberdeckungen der Menge S mit
der folgenden Expansionseigenschaft: Es gibt keine Teilmenge S0  S, f ur
die sowohl C1 als auch C2 eine Kreis uberdeckung enth alt. Dann gilt
jS
Gj  jC1j + jC2j:
21Sind 1 und 2 die zwei Bijektionen, die jedem String si seinen Nachfolger
s1(i) bzw. s2(i) in C1 bzw. C2 zuweisen, dann ist die Expansionseigenschaft
genau dann erf ullt, wenn f ur jede nichttriviale Teilmenge ;  X  f1;:::;ng
ein x0 2 X existiert mit 1(x0) 62 X oder 2(x0) 62 X. Der Beweis von
Theorem 2.1 wird in den Abschnitten 2.3 und 2.4 entwickelt.
Aus Theorem 2.1 folgt sofort, dass f ur bilineare Greedyordnungen die
Absch atzung
jS
Gj  jS
optj + jCoptj (2.3)
gilt: Hierf ur gen ugt es festzuhalten, dass die verlangte Expansionseigenschaft
immer gegeben ist, wenn eine der Kreis uberdeckungen ein einziger Kreis
ist. In Abschnitt 2.4.4 wird gezeigt, wie aus Ungleichung 2.3 das folgende
Korollar folgt.
Korollar 2.1 Sei S eine Menge von Strings mit einer bilinearen Greedy-
ordnung. Dann gilt
jSGj  jSoptj + jCoptj:
2.3 Greedyordnungen und bedingte lineare Un-
gleichungen
F ur den Beweis von Theorem 2.1 bringen wir die zu zeigende Absch atzung
jS
Gj  jC1j + jC2j zun achst in die ausf uhrliche Form
n X
i=1
jsij  
n 1 X
i=1
(si;si+1)   (sn;s1)  2
n X
i=1
jsij  
n X
i=1
(si;s1(i))  
n X
i=1
(si;s2(i));
was wir durch Umordnung der Terme in die Form
n X
i=1
(si;s1(i)) +
n X
i=1
(si;s2(i)) 
n X
i=1
jsij +
n 1 X
i=1
(si;si+1) + (sn;s1) (2.4)
 uberf uhren. Die rechte Seite der Ungleichung ist nun von den i unabh angig.
Wesentlich ist nun, dass die auftretenden Terme nicht beliebige Werte
annehmen k onnen, sondern L angen bzw.  Uberlappungen von Strings re-
pr asentieren. Daraus ergeben sich Beziehungen zwischen diesen Gr oen, die
f ur die Absch atzung benutzt werden k onnen. Zun achst gibt es einige wenige
unbedingte Ungleichungen, die nicht von der Greedyordnung abh angen: Bei-
spielsweise ist eine  Uberlappung stets kleiner als jeder der beiden beteiligten
Strings. Es kann also stets jsij > (si;sj) zur Absch atzung verwendet werden.
Selbstredend muss auch das Vorgehen der Greedy-Heuristik ausgenutzt
werden. Hat die Greedy-Heuristik die  Uberlappung (si;si+1) zu einem Zeit-
punkt gew ahlt, als auch die Wahl (sj;sk) m oglich war, so kann (si;si+1) 
(sj;sk) gefolgert werden. Solche Ungleichungen, die von der Greedyordnung
22abh angen, nennen wir bedingte Ungleichungen. Im Verlauf dieses Kapitels
werden wir bekannte Ungleichungen sammeln und neue Ungleichungen vor-
stellen und beweisen.
Entscheidend ist hierbei die geschickte Auswahl der heranzuziehenden
Ungleichungen f ur eine gegebene Instanz. Als Instanz bezeichnen wir im
Folgenden eine Greedyordnung und ein Paar von Kreis uberdeckungen. Die
Aufgabe, f ur eine gegebene Instanz die passenden Ungleichungen zur Ab-
sch atzung heranzuziehen, kann als ein Brettspiel visualisiert werden, das als
n achstes eingef uhrt wird.
F ur den Rest dieses Kapitels wird uns das folgende Paar von Kreis uber-
deckungen als durchgehendes Beispiel begleiten:
1(1) = 1 1(2) = 4 1(3) = 2 1(4) = 3 1(5) = 5
2(1) = 4 2(2) = 5 2(3) = 1 2(4) = 3 2(5) = 2
Beachte, dass die Expansionseigenschaft aus Theorem 2.1 erf ullt ist.
2.3.1 Das M ausespiel
Das M ausespiel f ur n Strings wird auf einem Brett bestehend aus n  n
Zellen gespielt (vergl. Abb. 2.1). Die rechteckige Fl ache innerhalb der Zelle
(i;j) repr asentiert die  Uberlappung (si;sj). Die Diagonalzelle (i;i) enth alt
zus atzlich eine ellipsenf ormige Fl ache, die die Stringl ange jsij repr asentiert.
Die Stringl ange jsij ist von der Eigen uberlappungen (si;si), die durch das
Rechteck in (i;i) repr asentiert wird, zu unterscheiden.
Wir platzieren 2n M ause auf dem Brett, wobei ihre Positionen den Ter-
men der linken Seite von Ungleichung 2.4 entsprechen. Genauer: die Startpo-
sitionen der M ause werden durch die Bijektionen 1;2 der beiden Kreis uber-
deckungen geliefert. F ur jedes i mit 1  i  n setzen wir je eine Maus auf die
Rechtecke in den Zellen (i;1(i)) und (i;2(i)). Ist 1(i) = 2(i), so enth alt
das Rechteck der betreenden Zelle zwei M ause.
Die grau unterlegten Fl achen entsprechen den Termen der rechte Seite
von Ungleichung (2.4): Die Stringl angen, die  Uberlappungen der Neben-
diagonalen und die  Uberlappung (sn;s1). Wir nennen diese grau unterleg-
ten Fl achen L ocher, da sie die Zielpositionen unserer M ause sind. Die el-
lipsenf ormig dargestellten L ocher innerhalb der Diagonalzellen nennen wir
Diagonall ocher, die  ubrigen L ocher heien Greedyl ocher. In Abbildung 2.1
ist die unserem Beispiel entsprechende Startkonguration dargestellt.
Ziel ist es nun, die Positionen der M ause durch eine Folge legaler Z uge
so zu ver andern, dass die M ause in den L ochern enden, wobei ein Loch
letztlich genau eine Maus beherbergen kann. Legal soll ein Zug dann sein,
wenn sichergestellt ist, dass die Summe der Werte der Felder, in denen sich
die M ause benden, nicht kleiner wird. Gelingt es eine solche Folge von
Z ugen zu nden, so ist Gleichung (2.4) f ur die vorliegende Instanz bewiesen.
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Abbildung 2.1: Beispiel einer Anfangskonguration
In den n achsten Abschnitten werden wir also verschiedene Ungleichungen
benennen und aufzeigen, welchen legalen Zugfamilien sie in unserem Spiel
entsprechen.
2.3.2 Unbedingte lineare Ungleichungen
Wir beginnen mit einer ersten unbedingten linearen Ungleichungsfamilie.
Lemma 2.2 (Inklusionen) F ur nichtleere Strings a und b gilt:
(a;b) < jaj; (a;b) < jbj und (a;a) = jaj   jpaj < jaj:
Beweis: Nach Denition sind  Uberlappungen L angen echter Suxe bzw.
Pr axe der betreenden Strings. Also sind sie strikt kleiner als die L angen
der beiden beteiligten Strings. 
Wenn wir eine Maus von einer Zelle (i;j) mit i 6= j in das Loch der
Diagonalzelle (i;i) oder (j;j) bewegen, so wird ihr Wert nicht kleiner. Ein
solcher Zug ist also stets legal. Wir nennen solche Z uge Diagonaleinz uge.
Die dritte Ungleichung von Lemma 2.2 erlaubt es uns innerhalb einer
Diagonalzelle eine Maus vom Rechteck, das die Eigen uberlappung (si;si)
repr asentiert, in das Diagonalloch der Zelle zu verschieben. Da die Dierenz
aus Stringl ange jsij und Eigen uberlappung (si;si) genau der L ange der Pe-
riode jpsij entspricht, nennen wir einen solchen Zug einen Periodenverzicht,
die L ange der Periode wird aufgegeben. In 2.2 sehen wir je eine Ausf uhrung
der beiden Z uge.
Als n achstes benennen wir eine einfache Version der Monge-Ungleichung
(Mo81).
Lemma 2.3 (Erste Monge-Ungleichung) Sind a;b und c Strings, dann
gilt die Ungleichung
(a;c) + (b;a)  jaj + (b;c): (2.5)
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Abbildung 2.2: Die Anwendung eines Diagonaleinzugs und eines Perioden-
verzichts. Die Ungleichungen (s3;s2)  js2j bzw. (s5;s5)  js5j rechtfertigen
die Z uge. Durch ihre Anwendung verringert sich der Wert der beteiligten
M ause nicht, genauer, der Wert der besetzten Positionen gewichtet mit der
Anzahl ihrer M ause verringert sich nicht.
Beweis: Falls jaj  (a;c) + (b;a) gilt, ist die Ungleichung trivialerweise
erf ullt. Andernfalls greift das folgende Diagramm:
a
c
b
Die Summe (b;a) + (a;c) ist nach Fallannahme gr oer als die L ange
von a. Also  uberschneiden sich b und c indirekt. Das Intervall zwischen den
gestrichelten vertikalen Linien bezeichnet einen echten Sux von b, der auch
ein echter Pr ax von c ist. Seine L ange ist (b;a) +(a;c)  jaj. Also ist (b;c)
mindestens von dieser L ange und wir erhalten (b;c)  (b;a)+(a;c) jaj. 
Die Ungleichung aus Lemma 2.3 rechtfertigt eine Familie von Z ugen mit
jeweils zwei beteiligten M ausen. Von zwei M ausen, von denen sich eine in
Zelle (i;j) und eine in Zelle (k;i) bendet (mit k 6= i und j 6= i), kann eine
in das Diagonalloch in (i;i) gezogen werden, w ahrend die andere in die Zelle
(k;j) wandert. (Sollte k = j gelten, landet die Maus auf dem Rechteck f ur
die Eigen uberlappung in Zelle (k;k), nicht im dortigen Diagonalloch.)
Beachte, dass die zweitgenannte Bewegung nicht f ur sich genommen le-
gal ist: Die Maus, die nach (k;j) wandert, k onnte an Wert verlieren. Die-
ser Verlust w urde aber nach Lemma 2.3 durch den Wertzuwachs der an-
deren Maus mindestens kompensiert. Einen solchen Zug nennen wir einen
Diagonal-Monge in (i;i). In Abb. 2.3 setzen wir unser Spiel mit zwei auf-
einanderfolgenden Anwendungen eines Diagonal-Monges fort.
Man bemerke, dass die bis hierher eingef uhrten Z uge v ollig unabh angig
von der Greedyordnung sind. Da es uns schwerlich gelingen wird, Aussagen
25(s1;s2)
(s3;s2)
(s4;s2) (s4;s1)
(s3;s1)
(s2;s1) (s2;s3)
(s4;s3)
(s3;s4)
(s2;s4)
(s1;s4) (s1;s3)
(s5;s2) (s5;s3) (s5;s4)
(s4;s5)
(s3;s5)
(s2;s5)
(s1;s5)
(s5;s1)
(s1;s2)
(s3;s2)
(s4;s2) (s4;s1)
(s3;s1)
(s2;s1) (s2;s3)
(s4;s3)
(s3;s4)
(s2;s4)
(s1;s4) (s1;s3)
(s5;s2) (s5;s3) (s5;s4)
(s4;s5)
(s3;s5)
(s2;s5)
(s1;s5)
(s5;s1)
(s1;s2)
(s3;s2)
(s4;s2) (s4;s1)
(s3;s1)
(s2;s1) (s2;s3)
(s4;s3)
(s3;s4)
(s2;s4)
(s1;s4) (s1;s3)
(s5;s2) (s5;s3) (s5;s4)
(s4;s5)
(s3;s5)
(s2;s5)
(s1;s5)
(s5;s1)
Abbildung 2.3: Die Anwendung zweier Diagonal-Monges in (3;3) bzw. (4;4).
Die rechtfertigenden Ungleichungen sind (s4;s3) + (s3;s1)  js3j + (s4;s1)
bzw. (s4;s3) + (s1;s4)  js4j + (s1;s3).
 uber die Greedy-Heuristik zu beweisen, ohne auf ihr gieriges Verhalten Be-
zug zu nehmen, werden die Ungleichungen der n achsten Abschnitte bedingte
Ungleichungen sein, deren Pr amisse vor der Verwendung der Ungleichung
auf G ultigkeit  uberpr uft werden muss.
2.3.3 Verwendung von Greedyordnungen
Zu einer Instanz f ur unser Spiel geh ort neben den beiden Kreis uberdeckun-
gen eine Greedyordnung. Nehmen wir f ur unser Beispiel die Greedyordnung,
die durch die Permutation (3;4);(2;3);(1;2);(4;5) beschrieben wird. Das
heit, die Greedy-Heuristik hat die 5 Strings wie folgt verarbeitet:
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
s1;s2;s3;s4;s5

Die Reihenfolge, in der die Paare (i;i + 1) auftauchen, liefert uns In-
formationen  uber die uns unbekannten  Uberlappungen. W ahlt die Greedy-
Heuristik das Paar (i;i+1), so ist die  Uberlappung (si;si+1) mindestens so
gro wie die  Uberlappung (sj;sk), falls die Verkn upfung der Strings sj und
sk zu dem Zeitpunkt noch eine legale Wahl war. Abb. 2.4 zeigt die partielle
Ordnung, mit der wir in unserem exemplarischen Spiel arbeiten k onnen. Die
 Uberlappung (s3;s4) ist gr oer als alle  ubrigen. Durch die Verschmelzung
von s3 und s4 sind alle  Uberlappungen oberhalb der ersten gestrichelten
Linie im weiteren Verlauf f ur die Greedy-Heuristik nicht mehr w ahlbar, da
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Abbildung 2.4: Ein Beispiel einer Greedyordnung mit resultierenden R angen.
sie entweder s3 einen weiteren Nachfolger zuordnen w urden, oder s4 einen
weiteren Vorg anger zuordnen w urden, oder einen Kreis schlieen w urden.
Durch die Wahl von (s2;s3) im zweiten Schritt fallen wieder m ogliche
Verkn upfungen weg. Im letzten Schritt schlielich hatte die Heuristik nur
noch die beiden partiellen Superstrings (s1;s2;s3;s4) und s5 und konnte
sich nur noch zwischen den Alternativen (s4;s5) und (s5;s1) entscheiden.
Allgemein weisen wir jeder Zelle mit Ausnahme der Diagonalzellen einen
Rang von 1 bis n   1 wie folgt zu.
Denition 2.5 Wird die  Uberlappung (si;si+1) in der r-ten Iteration durch
die Greedy-Heuristik ausgew ahlt, so erh alt die Zelle (i;i+1) den Rang n r.
Desweiteren erh alt eine Zelle (a;b) mit a 6= b 6= a+1 den Rang n r, wenn
die Verkn upfung der Strings sa und sb durch die erfolgte Wahl in Iteration
r unm oglich wird.
In unserem Beispiel in Abb. 2.4 teilen die gestrichelten horizontalen Linien
die  Uberlappungen also nach R angen von Rang 4 (oben) bis Rang 1 (unten).
In Abb. 2.5 (links) sind die R ange f ur unser Spiel eingetragen. Wir wissen
nun also stets, dass eine Nebendiagonalzelle (i;i+1) vom Rang r einen Wert
repr asentiert, der maximal unter allen Zellen mit Rang  r ist.
F ur die im Kapitel 2.4 anstehenden Korrektheitsbeweise ist es notwendig,
die Verteilung der R ange auf die Zellen etwas genauer zu studieren. Vor dem
r-ten Schleifendurchlauf der Greedy-Heuristik (Algorithmus 2.1) enth alt die
Menge S genau n r +1 Strings. Seien i1;:::;in r+1 und j1;:::;jn r+1 so
27gew ahlt, dass die Greedy-Heuristik vor Schritt r die partiellen Superstrings
(sik;:::;sjk) f ur 1  k  n   r + 1 enth alt. Sei i1 = 1 < i2 < i3 <  <
in r+1  n und jk = ik+1   1 f ur k  n   r und jn r+1 = n.
Nehmen wir an, dass die Greedy-Heuristik die beiden partiellen Super-
strings (sik;:::;sjk) und (sik+1;:::;sjk+1) im r-ten Schritt verkn upft. Dann
erh alt die Zelle (jk;ik+1) = (jk;jk +1) den Rang n r. Der Rang n r wird
auch allen Zellen (jk;il) f ur 1  l  n r+1 mit l 6= k+1 zugewiesen, da sjk
nicht mehr zum Vorg anger eines anderen Strings gemacht werden kann. Die-
se Zellen benden sich alle in der Zeile jk des Spielbretts. Im Diagramm 2.4
sind diese  Uberlappungen jeweils links von den Zellen der Nebendiagonalen
dargestellt.
Ebenso erh alt jede Zelle (jl;ik+1) f ur 1  l  n   r + 1 mit l 6= k den
Rang n r, da sik+1 nicht mehr zum Nachfolger eines anderen Strings werden
kann. Die betreenden Zellen benden sich in der Spalte ik+1. In Abb. 2.4
sind diese  Uberlappungen stets rechts von den Greedyzellen dargestellt.
Eine einzelne Zelle mit Rang n r ndet sich zudem noch auf der Position
(jk+1;ik). Dem String sjk+1 kann von nun an nicht mehr der String sik
als Nachfolger zugewiesen werden, da ansonsten ein Kreis geschlossen wird.
Dieses isolierte Feld mit Rang n r ist in Abb. 2.4 jeweils ganz rechts auen
angebracht. Es liegt also stets genau ein Feld mit Rang n   r weder in der
Zeile noch in der Spalte der Greedyzelle vom Rang n   r.
Dieses isolierte Feld, das aus dem Verbot, Kreise zu schlieen, resultiert,
ist ein entscheidender Unterschied zwischen der Suche nach k urzesten Su-
perstrings und der Suche nach k urzesten Kreis uberdeckungen, wie wir in
Abschnitt 2.5 noch sehen werden. Bei der Formulierung von Gewinnstrate-
gien werden wir auf diese isolierten Felder ein besonderes Augenmerk richten
m ussen. Deshalb halten wir mit dem n achsten Lemma die genaue Position
dieser Problemfelder fest.
Lemma 2.4 Sei (j;j + 1) die Greedyzelle mit Rang(j;j + 1) = r. Sei wei-
terhin i mit i < j und Rang(i;i+1) < r maximal gew ahlt: falls kein solches
i existiert, sei i = 0. Sei auerdem k mit k > j und Rang(k;k + 1) < r
minimal gew ahlt: falls kein solches k existiert, sei k = n.
Die Zelle mit Rang r, die sich weder in Zeile j noch in Spalte j + 1
bendet, bendet sich in Position (k;i + 1).
Beweis: Da alle Greedyzellen (i + 1;i + 2);(i + 2;i + 3);:::;(j   2;j  
1);(j   1;j) sowie (j + 1;j + 2);:::;(k   1;k) nach Wahl von i bzw. k
h oheren Rang haben, werden im n r-ten Schritt der Heuristik die partiellen
Superstrings (si+1;:::;sj) und (sj+1;:::;sk) verbunden. Die Verkn upfung
(sk;si+1) schliet von diesem Moment an einen Kreis und scheidet daher aus
der Menge der m oglichen Wahlen aus. Damit erh alt die Zelle (k;i + 1) den
Rang r. 
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Abbildung 2.5: Die R ange, die der angenommenen Greedyordnung entspre-
chen. Da das Loch (s3;s4) Rang 4 hat, gilt (s3;s4)  (s2;s4).
2.3.4 Bekannte bedingte lineare Ungleichungen
Zur uck zu unserem exemplarischen Spiel: Die Greedyordnung liefert uns ka-
nonisch eine neue Zugfamilie. Eine Maus darf von einer Zelle (j;k) in ein
Loch der Nebendiagonale (i;i+1) gezogen werden, wenn diese Nebendiago-
nalzelle mindestens den gleichen Rang hat wie das Startfeld. Einen solchen
Zug nennen wir einen Greedyeinzug. In Abb. 2.5 wird unser exemplarisches
Spiel mit einem solchen Einzug fortgesetzt.
Die n achste Ungleichung { wie bereits Lemma 2.3 { geht auf Gaspard
Monge (Mo81) zur uck.
Lemma 2.5 (Zweite Monge-Ungleichung) Seien a;b;c und d Strings
mit (a;b)  (a;d) und (a;b)  (c;b). Dann gilt
(a;d) + (c;b)  (a;b) + (c;d): (2.6)
Beweis: Der Beweis  ahnelt dem von Lemma 2.3: Wenn (a;b)  (a;d) +
(c;b) gilt, folgt die Aussage sofort. Andernfalls k onnen wir an dem folgenden
Diagramm die  Uberlappungen (c;b);(a;b) und (a;d) von oben nach unten
verfolgen.
a
b
d
c
Die Summe aus (c;b) und (a;d)  ubertrit (a;b) genau um die L ange des
Segments zwischen den vertikalen Linien. Dieser Teil jedoch stellt einen
echten Sux von c dar, der auch ein echter Pr ax von d ist. Folglich ist
(c;d)  (c;b) + (a;d)   (a;b) und die Aussage folgt. 
Den entsprechenden Zug nennen wir analog zum Diagonal-Monge einen
Greedy-Monge, da die notwendigen Pr amissen (a;b)  (a;d) und (a;b) 
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Abbildung 2.6: Ein Greedy-Monge in (s2;s3). Die R ange geben an, dass
(s2;s3) mindestens so gro wie (s1;s3) und (s2;s5) ist. Damit folgt die Un-
gleichung (s2;s3) + (s1;s5)  (s1;s3) + (s2;s5) die wir als Bewegung der
M ause umsetzen.
(c;b) im Spiel meistens dadurch veriziert werden, dass (a;b) eine Gree-
dyzelle ist und sowohl (a;d) wie auch (c;b) h ochstens gleich groen Rang
haben. Wir sprechen auch vom Greedy-Monge in (i;i+1), wenn (i;i+1) die
Position der  Uberlappung (a;b) ist. Beachte auch hier, dass im Fall c = d
die Maus in Zelle (c;c) nicht ins Diagonalloch gezogen wird, sondern auf das
Rechteck f ur die Eigen uberlappung (c;c). In Abb. 2.6 setzen wir unser Spiel
mit einem Greedy-Monge fort.
Wir f uhren noch einige Familien von bedingten Ungleichungen ein, die
wir allerdings erst im Abschnitt 2.4.4 ben otigen werden.
Lemma 2.6 Seien a;b und c Strings, dann gilt
1. Falls (a;b)  (a;c), dann (a;c)  (b;c) + jpbj,
2. Falls (a;b)  (b;c), dann (b;c)  (a;c) + jpbj,
3. Falls (a;b)  (c;b), dann (c;b)  (c;a) + jpaj,
4. Falls (a;b)  (c;a), dann (c;a)  (c;b) + jpaj.
Beweis: Wir beweisen nur die ersten beiden Aussagen, da bei den letzten
beiden lediglich die Orientierung der Paare vertauscht ist.
Alle Absch atzungen nutzen aus, dass Strings Periodizit aten an Teil-
strings vererben. Desweiteren wird verwendet, dass, wenn ein String u einen
x-periodischen Sux der L ange r und v einen x-periodischen Pr ax der
L ange s hat, die Ungleichung (u;v)  minfs;rg   jxj folgt.
Die erste Aussage des Lemma ergibt sich wie folgt: Die Pr amisse (a;b) 
(a;c) garantiert, dass c einen pb periodischen Pr ax der L ange (a;c) besitzt.
String b ist durchgehend pb periodisch nach Denition. Also ist mit obigen
Vor uberlegungen (b;c)  minf(a;c);jbjg   jpbj = (a;c)   jpbj.
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Abbildung 2.7: Zwei legale Anwendungen der Z uge zu Lemma 2.6 (dritte
bzw. vierte Ungleichung). Die Pr amissen k onnen anhand der R ange veri-
ziert werden. Es ist stets a = s1 und b = s2. Im linken Diagramm ist c = s5,
im rechten Diagramm ist c = s4. Die Dierenz zwischen (s1;s1) und js1j
entsprcjt der L ange der Periode jps1j (vergl. Lemma 2.2).
F ur die zweite Aussage des Lemmas liefert die Pr amisse, dass a einen pb
periodischen Sux der L ange (b;c) hat. String c hat trivialerweise einen pb
periodischen Pr ax der L ange (b;c) und wir erhalten (a;c)  (b;c) jpbj. 
In Abb. 2.7 sind zwei m ogliche Z uge, die sich aus diesem Lemma ergeben,
dargestellt. Allerdings f uhren wir keinen davon aus, da uns die Z uge in eine
Sackgasse f uhren w urden.
2.3.5 Die Tripelungleichung
Wir haben nun einen Punkt erreicht, an dem das Musterspiel mit den bisher
eingef uhrten Z ugen nicht gewonnen werden kann. Auch durch einen geschick-
teren Einsatz der bisher vorgestellten Z uge ist es nicht m oglich, alle M ause
in die L ocher zu bringen.
An dieser Stelle f uhren wir die Tripelungleichung (WS03) ein und zeigen
auf, wie der ihr entsprechende Zug unser Musterspiel gewinnt.
Lemma 2.7 (Tripelungleichung) Seien a;b;c;d und x Strings mit
maxf(a;x);(x;b)g  (a;b);(x;d);(c;x):
Dann gilt
(a;b) + (x;d) + (c;x)  (a;x) + (x;b) + (c;d) + jpxj:
Beweis: Wir f uhren einen Beweis durch Induktion nach (x;x). F ur (x;x) =
0 haben wir px = x. Die Monge-Ungleichung (2.5) liefert uns dann
(x;d) + (c;x)  jxj + (c;d):
31Da (a;b) nach Pr amisse nicht gr oer ist als das Maximum von (a;x) und
(x;b), folgt
(a;b)  (a;x) + (x;b)
und die Addition beider Ungleichungen liefert das gew unschte Ergebnis.
Sei nun die Aussage f ur alle x mit (x;x)  k bereits gezeigt. Sei (x;x) =
k + 1 und die Pr amisse des Lemmas sei erf ullt.
Fall 1: maxf(a;x);(x;b)g  (x;x). Sei o.B.d.A. (a;x)  (x;b). Da (a;x)
mindestens so gro ist wie (a;b) folgt
(x;x) + (a;b)  (a;x) + (x;b) (2.7)
mit der Monge-Ungleichung (2.6), die nach Fallannahme anwendbar ist.
Ebenfalls mit Monge-Ungleichung (2.5) gilt
(x;d) + (c;x)  jxj + (c;d): (2.8)
Addiert man (2.7) und (2.8) und subtrahiert (x;x) auf beiden Seiten, erh alt
man die Aussage des Lemmas.
Fall 2: (x;x) > (a;x);(x;b). Nach Pr amisse ist (a;x) oder (x;b) minde-
stens so gro wie die  Uberlappungen (a;b);(x;d) und (c;x). Mit der Fallan-
nahme folgt, dass (x;x) strikt gr oer ist als (a;b);(x;d) und (c;x). Damit
k onnen wir schlieen:
(a;x) = (a;hx;xi);
(x;b) = (hx;xi;b);
(c;x) = (c;hx;xi);
(x;d) = (hx;xi;d):
Aus der Pr amisse des Lemmas folgt nun, dass
maxf(a;hx;xi);(hx;xi;b)g  (a;b);(hx;xi;d);(c;hx;xi)
gilt. Da (hx;xi;hx;xi) < (x;x) gilt, k onnen wir mit Induktionsannahme
schlieen:
(a;b) + (hx;xi;d) + (c;hx;xi)  (a;hx;xi) + (hx;xi;b) + (c;d) + jphx;xij
was  aquivalent ist zu
(a;b) + (x;d) + (c;x)  (a;x) + (x;b) + (c;d) + jphx;xij:
Mit der Absch atzung jphx;xij  jpxj folgt die Aussage. 
Der Charme dieser bedingten Ungleichung, losgel ost vom Kontext des
M ausespiels, ist sicher eher subtiler Natur. Wir stellen den entsprechenden
Zug zun achst in Abb. 2.8 als Diagramm dar.
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Abbildung 2.8: Der Tripelzug. Wir unterscheiden vertikale und horizonta-
le Tripelz uge, je nachdem welche der  Uberlappungen (a;x) und (x;b) das
Maximum stellt. Die notwendigen Dominanzen werden durch die Pfeillinien
angedeutet. Da wir die ben otigten Dominanzen aus der Greedyordnung ge-
winnen, wird die Zelle (a;x) bzw, (x;b) stets eine Zelle der Nebendiagonalen
sein.
Schlielich zeigt Abb. 2.9, wie wir unser Musterspiel mit einem horizon-
talen Tripelzug gewinnen k onnen. Damit haben wir Ungleichung (2.4) f ur
diese spezielle Greedyordnung und f ur das vorgegebene Paar expandierender
Kreis uberdeckungen bewiesen.
2.3.6 Die Sicht der linearen Programmierung
Wir haben f ur unsere Beispielinstanz den Nachweis von Ungleichung (2.4)
durch eine geschickte Auswahl von bedingten und unbedingten Ungleichun-
gen gef uhrt, die alle linear in den  Uberlappungen und den Stringl angen sind.
Wir k onnen deshalb eine Br ucke zur linearen Programmierung schlagen.
Denition 2.6 (Lineares Programm und Dualit at) Ein lineares Pro-
gramm in kanonischer Darstellung hat die Form:
(L) : min cTx, so dass Ax  b und x  0:
Dabei ist c 2 Rn der Zielvektor und Ax  b mit A 2 Rmn und b 2 Rm das
lineare Restriktionssystem. Das dazu duale Problem lautet
(D) : max yTb, so dass yA  c und y  0:
(L) wird dann das primale Programm von (D) genannt.
Lemma 2.8 (Dualit at) Ist x eine L osung f ur das primale Programm und
y eine L osung f ur das duale Programm. Sei weiter xopt eine optimale L osung
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Abbildung 2.9: Ein horizontaler Tripelzug. Die Korrespondenz zu 2.8 (rech-
tes Diagramm) ist wie folgt: x = s1, a = d = s5, b = s2 und c = s4.
f ur das primale Programm und yopt eine optimale L osung f ur das duale Pro-
gramm. Dann gilt:
1. cT  x  bT  y (schwache Dualit at)
2. cT  xopt = bT  yopt (starke Dualit at).
F ur eine Instanz mit n Strings (Greedyordnung G und expandierendem
Paar (C1;C2) von Kreis uberdeckungen konstruieren wir ein lineares Pro-
gramm. Dabei nehmen wir an, dass Ci durch i beschrieben ist.
 F ur jede  Uberlappung (si;sj) mit 1  i;j  n legen wir eine nicht-
negative Variable xi;j an. Desweiteren f uhren wir f ur jede Stringl ange
jsij mit 1  i  n eine ebenfalls nichtnegative Variable li ein.
 Sei U(n) die Menge der in Abschnitt 2.3.2 gesammelten unbedingten
Ungleichungen. Zum Beispiel enth alt U(n) die Ungleichungen
li + xk;j   xi;j   xk;i  0
f ur einen Diagonal-Monge.
 Sei B(n) die Menge der in den Abschnitten 2.3.4 und 2.3.5 hergeleite-
ten bedingten Ungleichungen. Zum Beispiel enth alt B(n) die Unglei-
chungen
(xi;j  xi;k ^ xi;j  xh;j) ! xi;j + xh;k  xi;k + xh;j
f ur einen Greedy-Monge. Sei weiter BG(n)  B(n) die Menge aller
bedingten Ungleichungen, deren Bedingung durch die Greedyordnung
G gesichert ist.
34 In die Matrix A nehmen wir alle Ungleichungen aus U(n)[BG(n) auf.
Desweiteren f ugen wir die Gleichung
n X
i=1
li  
n 1 X
i=1
xi;i+1   xn;1 = 1
in die Matrix auf, womit wir die L ange des zyklisch geschlossenen
Superstrings auf 1 xieren.
 Als Zielfunktion w ahlen wir
min :
n X
i=1
2  li  
n X
i=1
xi;1(i)  
n X
i=1
xi;2(i)
also die Summe der Gr oen beider Kreis uberdeckungen.
Liefert dieses Programm f ur die Instanz (G;C1;C2) einen Wert  1, so be-
deutet das, dass die in den verwendeten Ungleichungen modellierten Eigen-
schaften von Strings gen ugen, um auszuschlieen, dass die L ange des zyklisch
geschlossenen Superstrings die Summe der L angen beider Kreis uberdeckun-
gen  ubertrit. Diese Instanz ist also auf Grund der gesammelten Stringei-
genschaften unkritisch f ur die Greedy-Conjecture.
In unserem Beispiel haben wir die Ungleichungen (Z uge)
(s3;s2)  js2j
(s5;s5)  js5j
(s4;s3) + (s3;s1)  js3j + (s4;s1)
(s4;s3) + (s1;s4)  js4j + (s1;s3)
(s2;s4)  (s3;s4)
(s1;s3) + (s2;s5)  (s2;s3) + (s1;s5)
(s4;s1) + (s1;s5) + (s5;s2)  (s4;s5) + (s1;s2) + (s5;s1) + jp1j
verwendet, die sich zu
(s3;s2) + (s5;s5) + 2(s4;s3) + (s3;s1) + (s1;s4) + (s2;s4)
+ (s1;s3) + (s2;s5) + (s4;s1) + (s1;s5) + (s5;s2)
 js2j + js3j + js4j + js5j + (s4;s1) + (s1;s3) + (s3;s4) + (s2;s3)
+(s1;s5) + (s4;s5) + (s1;s2) + (s5;s1) + jp1j
35aufsummieren. Addiert man schlielich auf beiden Seiten (s1;s1), so erh alt
man,
(s1;s1) + (s2;s4) + (s3;s2) + (s4;s3) + (s5 + s5)
| {z }
vergl. 1
+ (s1;s4) + (s2;s5) + (s3;s1) + (s4;s3) + (s5 + s2)
| {z }
vergl. 2

5 X
i=1
jsij +
4 X
i=1
(si;si+1) + (s5;s1);
was wir in die kompakte Form der Ungleichung (2.4) f ur unser Beispiel
bringen k onnen:
5 X
i=1
(si;s1(i)) +
5 X
i=1
(si;s2(i)) 
5 X
i=1
jsij +
4 X
i=1
(si;si+1) + (s5;s1):
Die Zahl der verf ugbaren Ungleichungen w achst asymptotisch mit n4,
wie das folgende Lemma zeigt.
Lemma 2.9 Werden n Strings betrachtet, so ist die Anzahl der Ungleichun-
gen aufgeschl usselt nach deren Art wie folgt gegeben:
1. Zugfamilie Anzahl
2. Periodenverzicht n
3. Diagonaleinzug 2n2   2n
4. Diagonal-Monge n3   2n2 + n
5. Greedyeinzug 1
3
 
n3   4n + 3

6. Greedy-Monge 1
6
 
2n3   9n2 + 13n   6

7. Tripelzug
Pn 1
k=1(2   (k))  (k   1)3 = (n4)
Dabei ist (k) 2 f0;1;2g die Anzahl der zur Greedyzelle mit Rang k benach-
barten Greedyzelle mit Rang gr oer k. Die Zahl der legalen Tripelz uge h angt
also von der Greedyordnung ab, w ahrend die M achtigkeiten aller anderen
Zugfamilien lediglich von n abh angen.
Beweis:
1. Die Anzahl der Periodenverzichte entspricht trivialerweise der Zahl der
Diagonalen: n.
2. In jede Diagonalzelle kann aus (n 1) Feldern der Zeile und aus (n 1)
Feldern der Spalte eingezogen werden. Insgesamt n  (2n   2) Z uge.
363. F ur jede Diagonalzelle gibt es (n   1) m ogliche Startpositionen der
Maus in der Zeile und (n   1) Startpositionen f ur die Maus in der
Spalte. Diese k onnen frei kombiniert werden. Daraus ergeben sich n 
(n   1)2 Z uge.
4. Die Greedyzelle (i;i + 1) mit Rang k wird von der Heuristik gew ahlt,
wenn noch k+1 Strings in der Menge S sind. Diese k+1 Strings bilden
k  (k +1) geordnete Paare. Also dominiert die Greedyzelle vom Rang
k genau k  (k + 1)   1 andere Felder. Dies ergibt in Summe
n 1 X
k=1
(k  (k + 1)   1) = ::: =
1
3
 
n3   4n + 3

Greedyeinz uge.
5. Die Greedyzelle mit Rang k dominiert auer sich selbst (k  1) Felder
seiner Spalte und (k   1) Felder seiner Zeile. Diese k onnen frei zu
Startfeldern eines Greedy-Monges kombiniert werden. Wir erhalten
also
n 1 X
k=1
(k   1)2 = ::: =
1
6
 
2n3   9n2 + 13n   6

Greedy-Monges.
6. Betrachten wir die Zahl der vertikalen Tripelz uge, die durch die Gree-
dyzelle vom Rang k erm oglicht werden. Sei diese Greedyzelle (i;i+1).
Die Greedyzelle dominiert auer sich selbst (k   1) Felder der Zeile i
und (k   1) Felder der Spalte i + 1. F ur einen vertikalen Tripelzug ist
zudem erforderlich, dass ein Feld der Zeile i+1 dominiert wird. Sollte
sich auf (i + 1;i + 2) eine Greedyzelle mit Rang gr oer k benden, so
existiert ein solches Feld nicht. Hat die Greedyzelle auf (i + 1;i + 2)
kleineren Rang (oder ist i = n   1), so dominiert (i;i + 1) genau k
Felder dieser Zeile, wobei jedoch eines davon in derselben Spalte liegt
wie das in Zeile i gew ahlte Feld. In diesem Fall existieren also (k 1)3
vertikale Tripelz uge f ur (i;i + 1). F ur horizontale Tripelz uge ist das
Argument analog.

F ur unsere Zwecke ist es gl ucklicherweise nicht n otig, das Optimum un-
seres linearen Programms zu bestimmen. Um eine Instanz als unkritisch
f ur die versch arfte Greedy-Conjecture zu erkennen, reicht es festzustellen,
dass das Optimum  1 ist. Aufgrund der schwachen Dualit at gen ugt es
also, eine L osung mit Wert 1 f ur das duale Programm anzugeben. Das dua-
le Programm hat die folgende Form und ist damit eine Beschreibung des
M ausespiels:
37 F ur jede Ungleichung aus U(n) [ BG(n) (also f ur jeden ausf uhrbaren
Zug) entsteht eine nicht negative Variable. Wir nennen die dem i-ten
Zug zugeordnete Variablen zi. Wir beabsichtigen die Interpretation,
dass zi angibt, wie h aug der i-te Zug ausgef uhrt wird. Desweiteren
erhalten wir aus der Gleichung, die die L ange des Greedy-Superstrings
auf 1 xiert, eine Variable w, die auch negative Werte annehmen darf.
 Die Zielfunktion des dualen Programms ist sehr einfach, da der Vek-
tor b unseres primalen Programms nur einen von Null verschiedenen
Eintrag hat. Unsere Zielfunktion lautet max : w.
 F ur jede der Variablen li und die xi;j des primalen Programms entsteht
jeweils eine Restriktion, die den Spalten der Matrix A entsprechen. So
ergibt sich f ur die primale Variable li :
X
j
Zug j zieht eine Maus
ins Diagonalloch (i,i)
zj + w  2:
Da uns nur die Existenz einer L osung mit Zielwert mindestens 1 in-
teressiert, setzen wir w = 1 und erhalten als Restriktion,
X
j
Zug j zieht eine Maus
ins Diagonalloch (i,i)
zj  1;
was der Forderung entspricht, dass h ochstens eine Maus in das Diago-
nalloch in (i;i) gezogen werden darf. F ur die  Uberlappungsvariablen,
die im zyklisch geschlossenen Greedy-Superstring auftreten (also die
xi;i+1 und xn;1) ergeben sich die Restriktionen
X
j
Zug j zieht eine Maus
nach (i,i+1)
zj  
X
j
Zug j zieht eine Maus
aus (i,i+1) heraus
zj   w  0;
bzw. X
j
Zug j zieht eine Maus
nach (n,1)
zj  
X
j
Zug j zieht eine Maus
aus (n,1) heraus
zj   w  0:
Setzen wir auch hier w = 1 so entsteht die Forderung, dass durch
die ausgef uhrten Z uge h ochstens eine Maus mehr in eine Greedyzelle
hineingezogen werden darf als herausgezogen wird { die Kapazit ats-
schranke f ur die L ocher der Greedyzellen.
38F ur  Uberlappungsvariablen, die in den Kreis uberdeckungen auftreten
(also den xi;k(i) f ur k 2 f1;2g), ergeben sich:
X
j
Zug j zieht eine Maus
nach (i;k(i))
zj  
X
j
Zug j zieht eine Maus
aus (i;k(i)) heraus
zj   1
Diese Forderung verlangt, dass nach Ausf uhrung aller gew ahlten Z uge
eine Maus weniger auf den Startfeldern steht als zu Beginn, dass also
alle M ause von den Startpositionen wegbewegt werden2.
F ur alle  ubrigen Variablen xi;k ergibt sich
X
j
Zug j zieht eine Maus
nach (i;k)
zj  
X
j
Zug j zieht eine Maus
aus (i;k) heraus
zj  0;
M ause, die auf ein Feld gezogen werden, m ussen es also auch wieder
verlassen.
Das duale Programm ist also eine fraktionale Beschreibung unseres M au-
sespiels, wobei wir bei der Interpretation als Brettspiel zwei implizite Ein-
schr ankungen vornehmen, die gl ucklicherweise bei der vorzustellenden Rang-
abstiegsmethode nicht zum Problem werden, derer man sich aber dennoch
bewut sein sollte.
1. Es ist prinzipiell m oglich, dass eine Menge von Gleichungen existiert,
die eine ausreichende Schranke liefern, dass aber gleichzeitig die ent-
sprechenden Z uge nicht in eine hintereinander ausf uhrbare Reihenfolge
gebracht werden k onnen, weil sich die Z uge zyklisch gegenseitig bedin-
gen. In dem Fall w are es n otig vor ubergehend mit negativen M ausen
zu arbeiten, was das Spiel un ubersichtlich machen w urde.
2. Sollten fraktionale L osungen f ur die dualen Variablen auftreten, so
m usste man die M ause in Teilm ause aufteilen, was ebenfalls das Spiel
verkomplizieren w urde.
Im n achsten Abschnitt beschreiben wir nun ein allgemeines Verfahren, wie
das M ausespiel auf einer Teilmenge der Greedyordnungen f ur allgemeine
n gewonnen werden kann. Auf den Aspekt der linearen Programmierung,
kommen wir im Abschnitt 2.6 noch einmal zur uck.
2Sollte eine Zelle in beiden k auftreten, so steht auf der rechten Seite eine -2. Ist eine
Zelle (i;k(i)) von der Form (j;j +1), ist sie also auch im Greedy-Superstring relevant, so
ergibt sich auf der rechten Seite der Ungleichung eine 0. Ist die Zelle Teil beider k und
des Greedy-Superstrings, so erhalten wir rechts eine -1.
392.4 Die Rangabstiegsmethode
Die Frage, ob f ur eine gegebene Instanz (Greedyordnung, C1 und C2) eine
betrachtete Menge von Ungleichungen gen ugt, Gleichung (2.4) zu beweisen,
kann mittels linearer Programmierung getestet werden, wie wir gerade gese-
hen haben. F ur ein gegebenes n k onnen prinzipiell alle (n 1)!n!2 Instanzen
in endlicher Zeit ausprobiert werden. Beispielsweise haben wir enumerativ
veriziert, dass die klassische Greedy-Conjecture jSGj  2jSoptj f ur Mengen
mit bis zu n = 7 Strings gilt. Ein Gegenbeispiel m usste also aus mindestens
acht Strings bestehen.
Um allerdings f ur allgemeine n und ganze Klassen von Instanzen Aussa-
gen zu erzielen, sind allgemeine Argumente  uber die auftretenden Spielkon-
gurationen n otig.
Die Rangabstiegsmethode wurde in (WS03) eingef uhrt und in (LW04;
LW05) weiterentwickelt. Wir stellen sie hier in einer allgemeineren Form vor,
die einen kompakteren Beweis erlaubt. In der hier gew ahlten Darstellung
kann die Rangabstiegsmethode bei jeder Greedyordnung und f ur jedes Paar
expandierender Kreis uberdeckungen ausgef uhrt werden. Der Algorithmus
endet stets entweder mit einem gewonnenen Spiel oder mit einer expliziten
Aufgabe.
In Abschnitt 2.4.1 f uhren wir einige erforderliche Begrie ein, stellen die
Invarianten vor, die den Korrektheitsbeweis liefern, und motivieren diese
Invarianten auf intuitiver Ebene.
Abschnitt 2.4.2 enth alt den Hauptteil der Rangabstiegsmethode und
den Korrektheitsbeweis. Es wird gezeigt, dass die Rangabstiegsmethode die
gew ahlten Invarianten bewahrt, die von ihr ausgew ahlten Z uge stets existie-
ren und, dass diese legal sind.
Im Abschnitt 2.4.3 wird gezeigt, dass der Algorithmus bei bilinearen
Greedyordnungen niemals aufgibt. Damit ist dann der Beweis von Theorem
2.1 abgeschlossen. Abschnitt 2.4.4 beschreibt schlielich wie aus Theorem
2.1 das grigere Korollar 2.1 folgt.
2.4.1 Vorbereitung
Wir f uhren zun achst die n otigen Begrie ein und sammeln relevante Eigen-
schaften. Wesentlich f ur den Algorithmus ist das Konzept des Teilbretts und
des Rahmens.
Denition 2.7 Sei ein nn Spielbrett gegeben und sei I  f1;:::;ng eine
Indexmenge. Dann setzen wir
Brett(I) := f(x;y)jx 2 I;y 2 Ig
und nennen Brett(I) das Teilbrett von I. Sei weiter B = Brett(I) ein Teil-
40brett, dann bezeichnen wir
horiz(B) := f(x;y)jx 2 I;y 62 Ig
vert(B) := f(x;y)jx 62 I;y 2 Ig
Rahmen(B) := horiz(B) [ vert(B)
und nennen horiz(B) bzw. vert(B) den horizontalen bzw. vertikalen Rahmen
von B.
Das folgende Lemma h alt zwei wichtige Eigenschaften von Teilbrettern und
Rahmen fest. Wir sagen, dass der Rahmen eines Teilbretts in einer bestimm-
ten Spielkonguration verwaist ist, wenn sich keine M ause in Zellen des
Rahmens benden.
Lemma 2.10 1. Benden sich in jeder Zeile und jeder Spalte des Spiel-
bretts gleich viele M ause, so gilt f ur jedes Teilbrett B = Brett(I), dass
horizontaler und vertikaler Rahmen von B die gleiche Zahl von M ausen
enthalten. Insbesondere sind vertikaler und horizontaler Rahmen stets
beide verwaist oder beide nicht verwaist.
2. Sei I = f1;:::;ng n I, so gilt
horiz(Brett(I)) = vert(Brett(I))
vert(Brett(I)) = horiz(Brett(I))
Rahmen(Brett(I)) = Rahmen(Brett(I))
Beweis:
1. Sei k die Zahl der M ause in jeder Zeile und Spalte. Dann benden
sich in Zeilen i mit i 2 I insgesamt genau jIj  k M ause. Dieselbe
Anzahl bendet sich in Spalten i mit i 2 I. Ist z die Zahl der M ause
im Brett(I), so benden sich im horizontalen und vertikalen Rahmen
jeweils jIj  k   z M ause.
2. Nach Denition 2.7 gilt
horiz(Brett(I)) = f(x;y)jx 2 I;y 62 Ig
= f(x;y)jx 62 I;y 2 Ig
= vert(Brett(I))
Die weiteren Gleichungen folgen jetzt unmittelbar.

Denition 2.8 Wir nennen einen Zug rechteckig, wenn er zwei M ause von
Zellen (x1;y1) und (x2;y2) mit x1 6= x2 und y1 6= y2 in die Zellen (x1;y2)
und (x2;y1) verschiebt.
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Beobachtung 1 Auch einen Tripelzug
(a;b);(x;d);(c;x);(x;x) ! (x;b);(c;d);(a;x);jxj
kann man sich als Hintereinanderausf uhrung zweier rechteckiger Z uge den-
ken, von denen der erste f ur sich genommen allerdings keinen legalen Zug
darstellt.
(a;b);(x;x) ! (a;x);(x;b)
(c;x);(x;d) ! jxj;(c;d)
Wenn wir also im Weiteren bemerken, dass eine Eigenschaft durch Ausf uh-
rung rechteckiger Z uge nicht zerst ort wird, so werden auch Tripelz uge die
Eigenschaft bewahren.
Die folgende Beobachtung ist wesentlich, da die Vermeidung verwaister
Rahmen ein Schl ussel zur Korrektheit der Rangabstiegsmethode ist.
Lemma 2.11 Bei einem rechteckigen Zug
(x1;y1);(x2;y2) ! (x1;y2);(x2;y1)
wird der Rahmen eines Teilbretts B = Brett(I) nur dann geleert, wenn eine
Ausgangsposition im horizontalen Rahmen liegt, eine im vertikalen Rahmen
liegt und genau eine Zielposition in B selbst liegt.
Beweis: Da der Rahmen von B annahmegem a vor dem Zug nicht leer
ist, muss er eine Maus enthalten haben und nach Lemma 2.10.1 m ussen
dann sowohl horizontaler wie auch vertikaler Rahmen eine Maus enthalten
haben, und dabei muss es sich um die am Zug beteiligten M ause handeln.
Geh ort o.B.d.A. die Position (x1;y1) zum horizontalen Rahmen und (x2;y2)
zum vertikalen Rahmen, so gilt x1 2 I, y1 62 I, x2 62 I, y2 2 I. Damit liegt
(x1;y2) in B und (x2;y1) auerhalb von B und auerhalb des Rahmens von
B. 
Zur Formulierung der Rangabstiegsmethode und der Invarianten weisen
wir jeder Diagonalzelle (i;i) mit 1  i  n einen Level zu.
Denition 2.9 F ur Diagonalzellen denieren wir Level wie folgt:
level(1;1) := rang(1;2)
level(i;i) := maxfrang(i   1;i);rang(i;i + 1)g f ur 2  i  n   1
level(n;n) := rang(n   1;n)
42Die Rangabstiegsmethode
1. Eingabe: zwei expandierende Kreis uberdeckungen C1;C2 und eine
Greedyordnung.
2. Initialisierung
(a) Lege das Spielbrett entsprechend der Greedyordnung an.
(b) F ur i von 1 bis n und k von 1 bis 2
i. Sei sj Nachfolger von si in Ck.
ii. Platziere eine Maus in der Zelle (i;j). Falls i = j gilt,
so wird die Maus auf dem Rechteck, das die Eigen uber-
lappung (si;si) repr asentiert, und nicht im Diagonalloch
abgelegt.
(c) Setze r = n;
3. Hauptschleife
Algorithmus 2.3: Die Initialisierung der Rangabstiegsmethode
Der Level einer Diagonalzelle entspricht also stets dem Rang der h oherran-
gigen benachbarten Greedyzelle (oder ggf. dem Rang der einzigen benach-
barten Greedyzelle). Wir k onnen nun den Initialisierungsteil der Rangab-
stiegsmethode formulieren: Algorithmus 2.3.
Bevor wir mit der Hauptschleife die anzuwendenden Z uge bestimmen,
sollen zun achst die Invarianten aufgelistet werden, die den Korrektheitsbe-
weis tragen. Wir verizieren, dass sie nach der Initialisierung gelten und
begr unden auf intuitiver Ebene, warum es sich dabei um bewahrenswerte
Eigenschaften der Spielkonguration handelt.
I1 Jede Zeile und jede Spalte des Spielbretts enth alt genau zwei M ause.
Diese Invariante ist erf ullt, da in jeder der beiden Kreis uberdeckungen
jeder String genau einmal als Vorg anger und einmal als Nachfolger
eines Strings auftritt.
Da es in jeder Zeile und Spalte auch genau zwei Zielpositionen gibt,
bietet sich diese Invariante fast von selbst an. Auerdem erlaubt diese
Invariante eine Argumentation mit Hilfe von Lemma 2.10.
Da alle Z uge, die im Rahmen der Rangabstiegsmethode zum Einsatz
kommen (Monges, Periodenverzicht und Tripelzug), die Zahlen der
M ause pro Zeile und Spalte unver andert lassen, brauchen wir auf die
Wahrung von I1 im weiteren Verlauf nicht gesondert zu achten. Beim
43Nachweis der Existenz und der Vertr aglichkeit von Z ugen wird sie sich
jedoch als sehr n utzlich erweisen.
I2 Jede Greedyzelle G mit rang(G)  r enth alt eine Maus.
Die Initialisierung setzt r auf n und damit ist die Invariante trivialer-
weise erf ullt, da  uberhaupt nur R ange bis einschlielich n 1 vergeben
werden. Der Algorithmus wird r schrittweise senken, daher der Na-
me Rangabstiegsmethode, bis f ur r = 1 alle Greedyzellen eine Maus
enthalten.
Diese Invariante beschreibt somit unseren Fortschritt.
I3 Genau die Diagonall ocher in Zellen D mit level(D)  r enthalten eine
Maus.
Anf anglich haben alle Diagonalen einen Level echt kleiner als r und
in der Tat enth alt kein Diagonalloch eine Maus. Zwar kann eine Dia-
gonalzelle eine Maus beherbergen, was genau dann geschieht, wenn
eine der Kreis uberdeckungen einen Einzelkreis enth alt, wenn also ein
String sein eigener Nachfolger ist. Dann allerdings wird die Maus in
der Diagonalzelle nicht im Diagonalloch sondern auf dem Rechteck f ur
die Eigen uberlappung des Strings abgelegt.
Diese Invariante ist in ihrer Bedeutung mit I2 verwandt. W ahrend
jedoch vorzeitig mit M ausen besetzte Greedyzellen in I2 kein Pro-
blem darstellen und deswegen auch nicht verboten sind, darf hier ein
Diagonalloch nicht vorzeitig gef ullt werden. Die Idee der Rangabstiegs-
methode ist es, die Greedyzellen, die ja mit sinkendem Rang immer
weniger eigene Anziehungskraft haben, unter Zuhilfenahme der inzi-
denten Diagonalzellen zu f ullen. Daher ist mit der Kapazit at der Dia-
gonall ocher sparsam umzugehen.
I4 F ur alle Teilbretter B = Brett(I) mit ;  I  f1;:::;ng ist Rahmen(B)
nicht verwaist.
Besitzt ein Teilbrett B = Brett(I) einen verwaisten Rahmen, so be-
nden sich alle 2(jIj) M ause der Zeilen i 2 I innerhalb von B. Es
wird also in keiner der beiden Kreis uberdeckungen einem String aus
fsiji 2 Ig ein Nachfolger auerhalb dieser Menge zugeordnet. Beide
Kreis uberdeckungen enthalten also eine Kreis uberdeckung f ur diese
echte Teilmenge der Strings { im Widerspruch zur Expansionseigen-
schaft.
Halten wir weiter fest, dass es in der Gewinnstellung des Spiels keine
Bretter mit verwaisten Rahmen gibt: Nach Lemma 2.10.2 gilt
Rahmen(I) = Rahmen(I);
44und deshalb gen ugt es zu zeigen, dass es kein Brett(I) mit 1 2 I 
f1;:::;ng gibt, dessen Rahmen in der Gewinnstellung verwaist ist. Sei
Brett(I) ein solches Brett, dann existiert ein minimales k mit k 62 I,
da I eine echte Teilmenge von f1;:::;ng ist. Desweiteren bendet sich
die Maus in der Greedyzelle (k   1;k) im horizontalen Rahmen von I
und der horizontale Rahmen ist nicht leer. Letztlich darf es also keine
Teilbretter mit verwaistem Rahmen geben.
Schlielich soll an dieser Stelle der Hinweis gen ugen, dass zwischenzeit-
lich verwaiste Rahmen nur schwer oder gar nicht wieder mit M ausen
belebt werden k onnen.
Wir halten fest:
Lemma 2.12 Nach der Initialisierungsphase der Rangabstiegsmethode gel-
ten alle vier Invarianten.
2.4.2 Die Hauptschleife
In diesem Abschnitt stellen wir die Hauptschleife der Rangabstiegsmethode
vor (siehe Algorithmus 2.4).
Bevor wir in die Details einsteigen, soll die grunds atzliche Idee des Al-
gorithmus kurz umrissen werden. In einem Schleifendurchlauf soll die Gree-
dyzelle mit Rang r sowie Diagonall ocher mit Level r gef ullt werden. Da der
Level einer Diagonalzelle sich nach der h oherrangigen inzidenten Greedyzel-
le richtet, heit das, dass stets die Greedyzelle vom Rang r und benachbarte
Diagonall ocher, die noch nicht in fr uheren Iterationen gef ullt wurden, zum
F ullen anstehen.
Ist die Greedyzelle G = (g;g +1) rangh oher als (g 1;g) und rangh oher
als (g+1;g+2), der Gipfel-Fall, dann haben beide angrenzenden Diagonalzel-
len (g;g) und (g+1;g+1) den Level r und werden zusammen mit G gef ullt.
(Dies gilt auch, wenn eine der Greedyzellen (g   1;g) oder (g + 1;g + 2)
nicht existiert, da der Spielfeldrand erreicht ist, und G rangh oher als die
existierende Greedyzelle ist.)
Ist die Greedyzelle G = (g;g + 1) genau einer benachbarten Greedyzel-
le rangm aig  uberlegen und einer unterlegen, der Hang-Fall, so hat genau
eine der beiden angrenzenden Diagonalzellen den Level r. Die andere hat
einen h oheren Rang und ist annahmegem a schon in einer fr uheren Iterati-
on mit einer Maus gef ullt worden. Dasselbe gilt, falls G nur eine benachbarte
Greedyzelle besitzt und dieser rangm aig unterlegen ist.
Im dritten Fall, dem Senken-Fall, ist G = (g;g+1) von zwei rangh oheren
Greedyzellen umgeben. In diesem Fall sind beide inzidenten Diagonall ocher
bereits gef ullt, und es kann passieren, dass der Algorithmus aufgeben muss.
Im Abschnitt 2.4.3 werden wir verizieren, dass bei bilinearen Greedy-
ordnungen der Senken-Fall nicht auftritt bzw. nicht kritisch ist. Im weiteren
45Initialisierung (siehe Algorithmus 2.3)
F ur r von n   1 bis 1 wiederhole
Setze G = (g;g + 1), so dass rang(G) = r gilt
Wieviele Diagonalzellen aus f(g;g);(g + 1;g + 1)g haben Level r ?
2 (Gipfel) 1 (Hang) 0 (Senke)
Enth alt Zelle (g;g) eine Maus? Enth alt G eine Maus?
ja nein Setze D 2 f(g;g);(g + 1;g + 1)g ja nein
Periodenverzicht Diagonal-Monge so dass level(D) = r
in (g;g) (1) in (g;g) (2) Ist Greedy-Monge
Setze D = (g + 1;g + 1) in G vertr aglich?
Enth alt G eine Maus ?
ja nein ja nein
Enth alt D eine Maus? Enth alt D eine Maus? Greedy-Monge STOPP
ja nein nein ja in G (9) (10)
Periodenverzicht Greedy-Monge in G (4) Ist Tripelzug in G und D vertr aglich?
in D (3) Diagonal-Monge in D nein ja
der die Maus in G Greedy-Monge in G (7) Tripelzug (6)
nicht bewegt (5) Periodenverzicht in D (8)
Algorithmus 2.4: Die Hauptschleife der Rangabstiegsmethode. Ein Zug heit vertr aglich, wenn seine Ausf uhrung I4 nicht
verletzt. Es d urfen nur vertr agliche Z uge ausgef uhrt werden. Dass stets mindestens ein vertr aglicher Zug der vorgesehenen
Familie existiert, ist noch zu zeigen.
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6Verlauf dieses Abschnitts werden wir sicherstellen, dass die vom Algorithmus
geforderten Z uge stets ausf uhrbar sind und nach jedem Schleifendurchlauf
unsere Invarianten I1 bis I4 gelten. Wir nennen einen Zug genau dann ver-
tr aglich, wenn er keine der Invarianten zerst ort.
Zun achst halten wir fest, dass weder Periodenverzichte, noch Diagonal-
oder Greedy-Monges oder Tripelz uge die Anzahl der M ause pro Zeile und
Spalte ver andern. I1 ist also nicht in Gefahr.
Invariante I2 folgt, sobald die Existenz und Legalit at der verlangten
Z uge etabliert ist: In jedem der F alle wird, falls G nicht bereits eine Maus
beherbergt, ein Zug vorgesehen, der eine Maus nach G bef ordert.
F ur I3 gilt  Ahnliches, was die F ullung der Diagonall ocher mit Level
 r angeht. In jedem der F alle wird ein Zug vorgesehen, der eine Maus
in das Diagonalloch bringt. Ist die Existenz dieses Zuges gesichert, so folgt
auch I3. F ur das Verbot von vorzeitig gef ullten Diagonall ochern (solchen
mit Level < r) ist festzuhalten, dass falls eine Diagonalzelle mit Level < r
im Laufe der ausgew ahlten Z uge eine Maus erh alt, diese Maus im Rechteck
f ur die Eigen uberlappung landet: Diagonall ocher werden nur bei Perioden-
verzichten, Diagonal-Monges und Tripelz ugen gef ullt. Die Diagonalzellen,
in denen die Z uge ausgef uhrt werden, sind im Algorithmus aber stets vom
Level r.
Wir k onnen uns also bei den folgenden Betrachtungen der einzelnen vom
Algorithmus vorgesehenen Z uge auf Existenz, Legalit at und die Vertr aglich-
keit mit I4 beschr anken. Wir haben uns in Lemma 2.12 davon  uberzeugt,
dass die Invarianten vor dem ersten Schleifendurchlauf gelten und argumen-
tieren nun induktiv.
Handeln wir zun achst die drei Stellen im Algorithmus ab, in denen ein
Periodenverzicht vorgesehen ist: (1),(3) und (8) in Algorithmus 2.4. Zu
diesen Z ugen kommt es jeweils nur dann, wenn die betreende Diagonalzelle
eine Maus enth alt, und man  uberzeuge sich, dass der Level der betrachteten
Diagonalen r ist. Da I3 vor dem aktuellen Schleifendurchlauf galt, befand
sich diese Maus im Rechteck f ur die Eigen uberlappung und nicht im Loch
der Diagonalzelle. Damit existiert der Periodenverzicht und Legalit at ist
trivial, da Periodenverzichte unbedingten Ungleichungen entsprechen. Die
Vertr aglichkeit mit I4 ist gegeben, da nur eine Maus am Zug beteiligt ist
(Lemma 2.11), die zudem noch in ihrer Zelle verbleibt.
Den Betrachtungen f ur die weiteren Z uge stellen wir die folgenden drei
wesentlichen Lemmata voran, auf die wir uns in jedem der Einzelf alle bezie-
hen werden.
Lemma 2.13 In einer Spielkonguration m ogen die Invarianten I1 und I4
gelten. Weiter bende sich in den Zellen (x1;y1), (x2;y2) und (x2;y3) mit
x1 6= x2 und y1 6= y2 6= y3 6= y1 jeweils mindestens eine Maus. Dann verletzt
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Abbildung 2.10: Illustration f ur Lemma 2.13
mindestens einer der rechteckigen Z uge:
(x1;y1);(x2;y2) ! (x1;y2);(x2;y1)
(x1;y1);(x2;y3) ! (x1;y3);(x2;y1)
Invariante I4 nicht.
Abbildung 2.10 stellt die im Lemma betrachtete Situation graphisch dar.
Beweis: Annahmegem a gilt I4 in der Ausgangskonguration. Der
Rahmen eines jeden Teilbretts ist also nicht verwaist. Sei im Widerspruch
angenommen, dass beide Z uge zur Verwaisung irgendeines Rahmens f uhren.
Der Zug (x1;y1);(x2;y2) ! (x1;y2);(x2;y1) f uhre zur Verwaisung des
Rahmens eines Teilbretts Brett(I) mit ;  I  f1;:::;ng. Nach Lemma
2.11 muss eine Maus im horizontalen und eine im vertikalen Rahmen von
Brett(I) liegen. Wegen Lemma 2.10.2 k onnen wir x1 2 I annehmen, denn
sonst w are x1 2 I und wir argumentieren mit Brett(I) weiter, dessen Rah-
men nach Lemma 2.10.2 ja auch geleert wird.
Damit ergibt sich das Gesamtbild (x1;y1) 2 horiz(Brett(I)), (x2;y2) 2
vert(Brett(I)), also x1;y2 2 I und x2;y1 62 I. Auerdem muss y3 62 I gelten,
da die Maus auf (x2;y3) anderenfalls im vertikalen Rahmen von Brett(I)
liegt und dort verbleibt.
Diese  Uberlegung kann f ur den Zug (x1;y1);(x2;y3) ! (x1;y3);(x2;y1)
und die Verwaisung des Rahmens eines Teilbretts Brett(J) ebenso angestellt
werden. Wieder nehmen wir x1 2 J an. Dann ist: (x1;y1) 2 horiz(Brett(J))
und (x2;y3) 2 vert(Brett(J)), also x1;y3 2 J und x2;y1 62 J. Auerdem
muss y2 62 J gelten, da die Maus auf (x2;y2) anderenfalls im vertikalen
Rahmen von Brett(J) liegt und dort verbleibt.
Zusammenfassend haben wir also folgende Situation:
x1 2 I \ J
y2 2 I n J
y3 2 J n I
fx2;y1g  I \ J
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I \ J
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I \ J
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(x2;y3)
(x2;y2)
Abbildung 2.11: Die schematische Aufteilung des Spielbretts in 16 nichtleere
Segmente in Abh angigkeit von den Indexmengen I und J.
Damit k onnen wir, wie in Abbildung 2.11 dargestellt, das Spielbrett ge-
danklich in 16 nichtleere Segmente aufteilen. Die quer gestreiften Segmente
bilden den Rahmen von Brett(I), die l angs gestreiften Segmente bilden den
Rahmen von Brett(J).
Nach Fallannahme benden sich in den Rahmen der Bretter Brett(I)
und Brett(J) auer den drei M ausen auf (x1;y1);(x2;y2) und (x2;y3) keine
weiteren M ause. Damit enth alt der horizontale Rahmen von Brett(I \ J)
eine Maus und der vertikale Rahmen keine. Mit Lemma 2.10.1 widerspricht
dies der Annahme, dass I1 und I4 vor dem Zug gegolten haben. 
Vertauscht man die Rollen von Zeilen und Spalten in diesen Betrachtun-
gen, so erh alt man analog das folgende Lemma.
Lemma 2.14 In einer Spielkonguration m ogen die Invarianten I1 und I4
gelten. Weiter bende sich in den Zellen (x1;y1), (x2;y2) und (x3;y2) mit
x1 6= x2 6= x3 6= x1 und y1 6= y2 jeweils mindestens eine Maus. Dann verletzt
mindestens einer der rechteckigen Z uge:
(x1;y1);(x2;y2) ! (x1;y2);(x2;y1)
(x1;y1);(x3;y2) ! (x1;y2);(x3;y1)
Invariante I4 nicht.
Schlielich stellen wir noch fest, dass Z uge aus mehrfach belegten Zellen nie
zum Problem werden k onnen:
49Lemma 2.15 Benden sich bei einem rechteckigen Zug
(x1;y1);(x2;y2) ! (x1;y2);(x2;y1)
auf einer der Ausgangspositionen mehr als eine Maus, so verst ot der Zug
nicht gegen I4.
Beweis: Angenommen Rahmen(Brett(I)) wird durch den Zug geleert.
Nach Lemma 2.11 muss die erste Ausgangsposition dem horizontalen Rah-
men und die zweite dem vertikalen Rahmen von Brett(I) angeh oren. Da
eine Ausgangsposition doppelt belegt ist, wird eine der Zellen weiterhin eine
Maus beherbergen. 
Diese  Uberlegungen gilt es nun f ur die Z uge im Einzelnen zur Anwendung
zu bringen. Die Laufnummern der Schritte entsprechen den Markierungen
in Algorithmus 2.4.
Der Diagonal-Monge in Schritt (2): Wegen I1 enth alt sowohl die Zeile
g wie auch die Spalte g zwei M ause. Keine davon bendet sich nach Fall-
annahme in der Diagonalzelle (g;g). Damit handelt es sich also um vier
verschiedene M ause. Die Legalit at ist bei Diagonal-Monges prinzipiell gege-
ben, da Diagonal-Monges unbedingten linearen Ungleichungen entsprechen.
Benden sich beide M ause der Zeile g oder beide M ause der Spalte g in
derselben Zelle, so liefert Lemma 2.15 sofort die Vertr aglichkeit der Diagonal-
Monges mit I4 und wir sind fertig.
Im anderen Fall w ahlen wir willk urlich eine Mausposition (x1;g). Die
beiden verschiedenen Positionen der M ause der Zeile g m ogen sich in den
Zellen (g;y2) und (g;y3) benden. Setzen wir nun x2 = y1 = g in Lemma
2.13, so erhalten wir, dass einer der beiden Z uge
(x1;g);(g;y2) ! (x1;y2);(g;g)
(x1;g);(g;y3) ! (x1;y3);(g;g)
vertr aglich mit I4 ist.
Bevor wir uns den Greedy-Monges und dem Tripelzug zuwenden k onnen,
formulieren wir das folgende Lemma, das uns garantiert, dass die Greedyzel-
le, die zur F ullung ansteht, die noch frei herumlaufenden M ause rangm aig
dominiert, dass wir also alle M ause, die wir bewegen wollen, auch bewegen
k onnen.
Lemma 2.16 Es m ogen die Invarianten I1 bis I4 zu Beginn des Schleifen-
durchlaufs f ur ein konkretes r gelten. Dann gibt es keine M ause in Zellen
mit Rang gr oer r mit Ausnahme der n   1   r M ause in den Greedyzellen
mit R angen r + 1;:::;n   1.
50(i;i + 1)
(k;k + 1)
(j;j + 1)
(k;i + 1)
Abbildung 2.12: Illustration f ur Lemma 2.16
Beweis: Nehmen wir im Widerspruch an, es gibt eine Maus in einer Zelle
mit Rang z > r und diese Maus bendet sich nicht in der Greedyzelle vom
Rang z. Sei (j;j + 1) diese Greedyzelle vom Rang z. Nach I2 ist (j;j + 1)
bereits mit einer Maus gef ullt. Auerdem, nach I3, sind die Diagonall ocher
(j;j) und (j + 1;j + 1) links neben und unter dieser Greedyzelle bereits
gef ullt, da ihr Level mindestens z ist. Wegen I1 benden sich in der Zeile j
und der Spalte j + 1 jeweils genau zwei M ause. Diese benden sich also in
den L ochern (j;j);(j;j +1) und (j+1;j+1), und in Zeile j und Spalte j+1
gibt es somit keine weiteren M ause mehr. Nach Lemma 2.4 gibt es nur eine
Zelle mit Rang z, die nicht in Zeile j oder Spalte j + 1 liegt. Diese bendet
sich in der Zelle (k;i + 1), wobei i und k wie in Lemma 2.4 beschrieben
gew ahlt sind. Abbildung 2.12 verdeutlicht die Situation.
Nach Lemma 2.4 sind alle Greedyzellen von (i + 1;i + 2) bis (k   1;k)
auer (j;j +1) rangh oher als (j;j +1). Wegen I2 und I3 sind die L ocher in
den Greedyzellen nebst inzidenten Diagonall ochern s amtlich bereits gef ullt.
Bendet sich nun wie angenommen in der Zelle (k;i+1) eine Maus, so liegen
alle M ause der Zeilen i + 1;:::;k in den Spalten i + 1;:::;k. Damit w are
aber der Rahmen von Brett(fi + 1;:::;kg) verwaist { im Widerspruch zu
I4. 
Als n achstes betrachten wir den Greedy-Monge in Schritt (4): Die
Situation ist hier die, dass ein zu G benachbartes Diagonalloch bereits eine
Maus enth alt: Im Hang-Fall hat genau eine Diagonalzelle aus f(g;g);(g +
1;g + 1)g den Level r, und die andere Diagonalzelle muss einen h oheren
Rang besitzen und ist damit bereits gef ullt. Im Gipfel-Fall besitzen beide
Diagonalzellen den Rang r und die Diagonalzelle (g;g) ist in den Schritten
(1) oder (2) mit einer Maus gef ullt worden. In jedem Fall bendet sich in
der anderen benachbarten Diagonalzelle D keine Maus (weder im Loch, noch
auf dem Rechteck f ur die Eigen uberlappung).
Sei o.B.d.A. die Diagonalzelle (g;g) bereits gef ullt und die Diagonalzelle
51D = (g+1;g+1) leer. Dann bendet sich in Zeile g noch eine Maus auerhalb
der Diagonalen (sei sie in der Zelle (g;y1)) und in Spalte g + 1 sind beide
M ause auerhalb der Diagonalen in den Zellen (x2;g + 1) und (x3;g + 1).
Wegen Lemma 2.16 benden sich diese drei M ause alle in Zellen mit Rang
h ochstens r. Die beiden Greedy-Monges
(g;y1);(x2;g + 1) ! (g;g + 1);(x2;y1)
(g;y1);(x3;g + 1) ! (g;g + 1);(x3;y1)
sind also beide mit der Kraft der Greedyzelle G legal. Gilt x2 = x3, so liefert
Lemma 2.15 die Vertr aglichkeit mit I4. Im anderen Fall sichert Lemma 2.13
die Existenz eines vertr aglichen Zuges unter den beiden.
Der Diagonal-Monge in Schritt (5) ist wieder unkritisch, was die Lega-
lit at angeht, da Diagonal-Monges unbedingten Ungleichungen entsprechen.
Es benden sich zwei M ause in der Zeile von D und zwei M ause in der
Spalte von D, und da D selbst annahmegem a keine Maus enth alt, handelt
es sich dabei um vier verschiedene M ause. Eine davon liegt auf G und soll
dort bleiben. Liegen zwei der vier M ause in derselben Zelle, so liefert wie-
der Lemma 2.15 die Vertr aglichkeit. Andernfalls gibt es zwei verschiedene
Greedy-Monges und, je nachdem ob sich D unter oder links neben G ben-
det, liefert entweder Lemma 2.13 oder Lemma 2.14 die Vertr aglichkeit von
mindestens einem Zug mit I4.
F ur den Tripelzug an Position (6) k onnen wir f ur die Legalit at wieder
auf Lemma 2.16 verweisen. Nach Annahme enth alt D eine Maus im Rechteck
f ur die Eigen uberlappung, und G enth alt keine Maus. Das Loch der anderen
benachbarten Diagonalzelle von G ist bereits gef ullt: Wenden wir wieder die
Argumentation in der Analyse von Schritt (4) an. Es bleibt also sowohl in der
Zeile wie auch in der Spalte von G eine Maus  ubrig, die von der Greedyzelle
G gem a Lemma 2.16 auch dominiert wird. Dasselbe gilt f ur die dritte am
Tripel beteiligte Maus, die sich nicht auch auf D benden kann, da dann
der Rahmen des Teilbretts, das nur D enth alt, verwaist w are.
Vertr aglichkeit des Zuges mit I4 ist im Algorithmus zur Bedingung ge-
macht, braucht also hier nicht  uberpr uft werden.
Der Greedy-Monge in Schritt (7) gelangt zur Ausf uhrung, wenn der
Tripel in G und D gegen I4 verst ot. Abbildung 2.13 stellt die Situation, in
der es entweder zum Tripel (6) oder zum Greedy-Monge (7) und Perioden-
verzicht (8) kommt, f ur den Fall D = (g +1;g + 1) dar. Durch Lemma 2.16
wissen wir, dass G alle relevanten Zellen dominiert. Wir betrachten f ur die
weitere Argumentation den an sich nicht legalen Zug
(g + 1;g + 1);(g;y2) ! (g;g + 1);(g + 1;y2): (2.9)
Dieser Zug ist im ersten Diagramm von Abbildung 2.13 eingezeichnet. Man
beachte, dass dieser Zug rechteckig ist, und eine der M ause eine Diagonalzelle
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g
Abbildung 2.13: Schematische Darstellung der Situation bei den Schritten
(6),(7) und (8).
verl asst. Da Diagonalzellen nicht zu den Rahmen irgendwelcher Teilbretter
geh oren k onnen, ist dieser Zug trotz seiner Illegalit at mit I4 vertr aglich.
In der Situation nach diesem Zug gibt es zwei m ogliche Diagonal-Monges,
die in den n achsten beiden Diagrammen eingezeichnet sind:
(x1;g + 1);(g + 1;y2) ! jsg+1j;(x1;y2) (2.10)
(x1;g + 1);(g + 1;y3) ! jsg+1j;(x1;y3) (2.11)
Nach Lemma 2.13 ist einer der beiden vertr aglich (sofern nicht y2 = y3 gilt
und Lemma 2.15 greift).
In Kombination mit dem oben angegebenen illegalen Zug ergeben diese
beiden Diagonal-Monges jedoch genau die beiden m oglichen Verhaltenswei-
sen des Algorithmus. Zug 2.9 gefolgt von 2.10 ergibt
(g + 1;g + 1);(g;y2);(x1;g + 1) ! (g;g + 1);jsg+1j;(x1;y2);
was dem Greedy-Monge (7) mit anschlieendem Periodenverzicht (8) ent-
spricht. Zug 2.9 gefolgt von 2.11 ergibt als
(g+1;g+1);(g;y2);(x1;g+1);(g+1;y3) ! (g;g+1);jsg+1j;(x1;y3);(g+1;y2)
den Tripelzug in G und D. Der Tripel ist nach Fallannahme aber nicht
vertr aglich, also muss Zug 2.11 unvertr aglich sein. Damit ist 2.10 vertr aglich
und somit auch der Greedy-Monge mit anschlieendem Periodenverzicht,
was zu zeigen war.
53F ur den Greedy-Monge in Schritt (9) ist Vertr aglichkeit im Algo-
rithmus explizit abgefragt worden. Da beide benachbarten Diagonall ocher
bereits eine Maus enthalten und G selbst keine Maus beherbergt, gibt es
sowohl in der Zeile wie auch der Spalte von G genau eine noch bewegli-
che Maus, die auch wegen Lemma 2.16 zu einem Greedy-Monge verwendet
werden k onnen.
Ist der einzig m ogliche Greedy-Monge nicht vertr aglich mit I4, muss die
Rangabstiegsmethode in Schritt (10) die weie Fahne hissen.
Wir fassen zusammen.
Lemma 2.17 Die Rangabstiegsmethode ist wohldeniert und bis zu ihrer
Terminierung gelten alle Invarianten.
Beweis: Gem a Lemma 2.12 gelten die Invarianten nach der Initialisie-
rung. Den Erhalt der Invarianten I1 bis I3 haben wir global veriziert. Die
Legalit at der verlangten Z uge und deren Vertr aglichkeit mit I4 wurden ein-
zeln f ur jeden Zug eines Schleifendurchlauf gezeigt. Induktiv folgt, dass alle
Invarianten bis zum Ende des Algorithmus erhalten bleiben, selbst dann,
wenn die Rangabstiegsmethode im STOPP-Zustand endet. 
Zur Verdeutlichung lassen wir die Rangabstiegsmethode nun auf unserer
Beispielinstanz aus Abschnitt 2.3 laufen. Abbildungen 2.14 und 2.15 zeigen
einen von drei m oglichen Verl aufen.
2.4.3 Bilineare Greedyordnungen
Im letzten Abschnitt haben wir gesehen, dass die Rangabstiegsmethode bis
zu ihrer Terminierung alle Invarianten bewahrt. Der Algorithmus endet ent-
weder nach der letzten Schleifeniteration oder vorzeitig durch das STOP
Kommando im Senken-Fall.
Wir verizieren nun, dass die Rangabstiegsmethode f ur bilineare Gree-
dyordnungen in einem gewonnenen Spiel endet. Damit ist der Beweis f ur
Theorem 2.1 komplett.
Lemma 2.18 Die Rangabstiegsmethode gewinnt das M ausespiel f ur bilinea-
re Greedyordnungen f ur jedes Paar expandierender Kreis uberdeckungen.
Beweis: Der Schl ussel zum Beweis ist die Handhabung des Senken-Falls.
Wir beginnen mit dem Spezialfall einer linearen Greedyordnung. Eine
Greedyordnung ist linear, wenn der Algorithmus niemals zwei zusammen-
gesetzte Strings der Eingabe verkn upft. Wann ist eine Greedyzelle (i;i + 1)
eine Senke? Wenn sie von zwei h oherrangigen Greedyzellen (i   1;i) und
(i +1;i +2) umgeben ist. Das heit zu dem Zeitpunkt, als der partielle Su-
perstring, der mit si endet, mit dem, der mit si+1 beginnt, verkn upft worden
ist, war si 1 bereits mit si und si+2 bereits mit si+1 verkn upft. Dann w aren
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In der ersten Iteration r =
4 sind wir im Gipfel-Fall.
Wir haben zwei m ogliche
Diagonal-Monges (2), die
wegen Lemma 2.15 auch
beide vertr aglich sind. Wir
w ahlen den Zug mit den
durchgezogenen Pfeilen.
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G = (3;4) und D = (4;4)
sind beide frei von M ausen.
Ein Greedy-Monge (7) ist
gefordert. Der Zug mit den
gestrichelten Pfeilen f uhrt
zur Verwaisung des Rah-
mens von Brett(f1g). Also
ist der andere auszuf uhren.
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Beim Diagonal-Monge (8)
ist wieder der gestrichelte
Zug unvertr aglich, da der
Rahmen von Brett(f3;4g)
verwaist. Wir haben also
den anderen auszuf uhren.
Damit endet der Schleifen-
durchlauf f ur r = 4.
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F ur r = 3 liegt der Hang-
Fall vor. Einer der Greedy-
Monges (7) f uhrt zur Ver-
waisung des Rahmens von
Brett(f1g). Wir ziehen al-
so den anderen.
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Abbildung 2.14: Testlauf f ur die Rangabstiegsmethode.
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Beim sich anschlieenden
Diagonal-Monge (8) leert
der gestrichelt dargestell-
te Zug den Rahmen von
Brett(f2;3;4g). Wir sind
also wieder auf den ande-
ren festgelegt. Der zweite
Durchlauf endet.
4
2
1
1
4
4
4
4 4 4
4
3 3 3
3
3
3
2
2
2
4
2
1
1
4
4
4
4 4 4
4
3 3 3
3
3
3
2
2
2
F ur r = 2 liegt wieder der
Hang-Fall vor. D enth alt
eine Maus und der Tripel
(6), da er vertr aglich ist,
wird gefordert. (Man be-
achte, dass der einzige m o-
gliche Greedy-Monge un-
vertr aglich w are.)
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In der letzten Iteration r =
1 sind wir im Hang-Fall, G
und D enthalten schon je
eine Maus und wir werden
zum Periodenverzicht (3)
gef uhrt. Die Rangabstiegs-
methode endet mit einem
gewonnenen Spiel.
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Abbildung 2.15: Testlauf f ur die Rangabstiegsmethode.
56(i;i + 1)
Abbildung 2.16: Der Senkenfall bei bilinearen Greedy-Ordnungen
aber beide von der Heuristik gew ahlten Strings zusammengesetzt gewesen {
im Widerspruch zur Annahme einer linearen Ordnung.
Also tritt der Senken-Fall bei linearen Greedyordnungen nicht auf und
die Rangabstiegsmethode l auft bis zur letzten Schleifeniteration durch und
bewahrt dabei nach Lemma 2.17 die Invarianten. Das heit, am Ende sind
alle L ocher gef ullt (I2 und I3), und wegen I1 bendet sich die verbleibende
Maus an Position (n;1), wo sie bei einem gewonnenen Spiel auch landen soll.
Bei einer echten bilinearen Greedyordnung, also einer, die nicht linear
ist, werden im letzten Schritt zwei zusammengesetzte Strings verbunden.
Im letzten Schleifendurchlauf f ur r = 1 tritt also der Senken-Fall ein. Sei
(i;i+1) die Greedyzelle mit Rang 1. Dann sind vor dem Schleifendurchlauf
mit r = 1 alle Greedyzellen mit Rang 2 bis n 1 bereits gef ullt (I2), ebenso
wie s amtliche Diagonalen (I3).
Damit ist in allen Zeilen auer i und n klar, wo sich die beiden M ause
der Zeile benden. In Zeile i ist eine Maus im Diagonalloch in (i;i). In Zeile
n bendet sich eine Maus im Diagonalloch von (n;n). Ebenso ist in jeder
Spalte auer 1 und i +1 klar, wo sich die beiden M ause benden. In Spalte
1 ist nur die Maus im Diagonalloch von (1;1) festgelegt, in Spalte i + 1
nur die Maus in (i + 1;i + 1). Abbildung 2.16 stellt die Situation dar. Die
beiden verbleibenden M ause m ussen sich, da I1 gewahrt ist, auf den drei
schraerten Feldern oder in der Greedyzelle (i;i+1) selbst benden, wobei
sie einander diagonal gegen uber sitzen m ussen. Die beiden M ause k onnen
sich aber nicht auf den Positionen (i;1) und (n;i + 1) benden, da dann
der Rahmen von Brett(f1;:::;ig)) verwaist w are. Also liegen die M ause auf
(i;i + 1) und (n;1). Die Rangabstiegsmethode stellt fest, dass nichts mehr
zu tun ist, und der Algorithmus endet erfolgreich. 
Wir bestimmen nun die Anzahl der linearen und bilinearen Greedyord-
nungen.
Lemma 2.19 F ur n Strings gibt es (n   1)! Greedyordnungen, von denen
2n 2 linear und 4n 3 + 2n 3 bilinear sind.
57Beweis: Die Zahl der Greedyordnungen entspricht der Zahl der Reihen-
folgen, in die die Paare (1;2);:::;(n   1;n) gebracht werden k onnen.
Die Zahl der linearen Greedyordnungen z ahlt man wie folgt: Alle Gree-
dyzellen mit Rang > r bilden ein zusammenh angendes Teilst uck der Ne-
bendiagonale. Die Greedyzelle mit Rang r kann sich nun entweder oberhalb
dieses Blocks oder unterhalb dieses Blocks anschlieen. Zwischen diesen bei-
den M oglichkeiten ist n   2 mal zu w ahlen. Damit ist die Zahl der linearen
Greedyordnungen eben 2n 2.
Sei bei einer echten bilinearen Greedyordnung, also einer bilinearen Ord-
nung, die nicht linear ist, die Zelle (i;i+1) vom Rang 1. Es werden die Strings
s1;:::;si und die Strings si+1;:::;sn in linearer Weise zusammengesetzt. Im
letzten Schritt werden diese beiden partiellen Superstrings verkn upft.
Die Zahl der bilinearen Greedyordnungen l asst sich wie folgt angeben,
wobei die Summenlaufvariable i jeweils die Zeile der Greedyzelle mit Rang
1 beschreibt.
#(Bilinear) = 2n 2 +
n 2 X
i=2

n   2
i   1

 2i 2  2n i 2
Der Ausdruck 2n 2 z ahlt die linearen Greedyordnungen, die wir als Spezi-
alfall abspalten. Ist die Greedyzelle mit Rang 1 in Zeile i, so beschreibt der
Binomialkoezient die Zahl der M oglichkeiten, unter den restlichen n   2
R angen diejenigen f ur die i 1 Positionen oberhalb von i auszuw ahlen. Die
n achsten beiden Faktoren sind die Zahl der linearen Greedyordnungen ober-
halb und unterhalb von Zeile i. Wir vereinfachen:
#(Bilinear) = 2n 2 +
n 2 X
i=2

n   2
i   1

 2i 2  2n i 2
= 2n 2 +
n 2 X
i=2

n   2
i   1

2n 4
= 2n 2 + 2n 4 
n 2 X
i=2

n   2
i   1

= 2n 2 + 2n 4 
 
n 2 X
i=0

n   2
i

 

n   2
0

 

n   2
n   2
!
= 2n 2 + 2n 4 
 
2n 2   2

= 2n 2 + 22n 6   2n 3
= 4n 3 + 2n 3

582.4.4 Beweis zu Korollar 2.1
Sei SG der von der Greedy-Heuristik f ur die Menge S = fs1;:::;sng gelie-
ferte Superstring mit
jSGj =
n X
i=1
jsij  
n 1 X
i=1
(si;si+1):
Sei Sopt = S der optimale Superstring mit
jSoptj =
n X
i=1
jsij  
n 1 X
i=1
(s(i);s(i+1))
und Copt eine optimale Kreis uberdeckung mit
jCoptj =
n X
i=1
jsij  
n X
i=1
(si;s(i))
f ur die passende Bijektion . Dann schreibt sich die Aussage jSGj  jSoptj+
jCoptj von Korollar 2.1 ausf uhrlich als
n X
i=1
jsij  
n 1 X
i=1
(si;si+1)  2 
n X
i=1
jsij  
n 1 X
i=1
(s(i);s(i+1))  
n X
i=1
(si;s(i));
was wir zu
n 1 X
i=1
(s(i);s(i+1)) +
n X
i=1
(si;s(i)) 
n X
i=1
jsij +
n 1 X
i=1
(si;si+1);
umformen. W ahrend bei Ungleichung (2.4) beide Seiten 2n Terme enthal-
ten, sind es hier auf beiden Seiten 2n   1. Der Greedy-Superstring SG ist
nicht zyklisch geschlossen, nutzt also die Eigen uberlappung (sn;s1) nicht
aus. Analog sollte die Zelle (n;1) nicht als nale M auseposition auftreten.
Genauso ist der uns unbekannte optimale Superstring Sopt nicht zyklisch
geschlossen, benutzt also die  Uberlappung (s(n);s(1)) nicht.
Um die Rangabstiegsmethode benutzen zu k onnen, sind wir zu S
G und
S
opt  ubergegangen, haben also quasi eine k unstliche Maus (auf Position
((n);(1))) und ein k unstliches Loch (Zelle (n;1)) eingef ugt. Wir haben
jetzt zu zeigen, wie eine siegreiche Zugfolge f ur das so erweitertes Spiel in
eine siegreiche Zugfolge f ur das urspr ungliche Spiel mit 2n   1 M ausen und
2n 1 L ochern  uberf uhrt werden kann. Ist dieser Schritt geleistet, so liefert
die Rangabstiegsmethode auch Korollar 2.1. Das folgende Lemma liefert die
n otigen Argumente.
59Lemma 2.20 Sei A eine Konguration f ur das M ausespiel, also eine Ver-
teilung der 2n M ause auf dem Spielbrett. Sei B eine weitere Spielkongu-
ration und sei A durch eine Folge von Diagonal- oder Greedy-Monges, Tri-
pelz ugen oder Periodenverzichten in B  uberf uhrbar. Dann kann jede Kon-
guration A0, die aus A durch das Wegnehmen einer Maus hervorgeht, durch
eine Folge legaler Z uge in eine Konguration B0  uberf uhrt werden, die aus
B durch das Wegnehmen einer Maus hervorgeht.
Beweis: Es gen ugt, das Lemma f ur  Uberf uhrungen von A nach B, beste-
hend aus einem einzigen Zug, zu zeigen. Sei B also durch einen Zug Z von
A aus erreichbar, und gehe A0 aus A durch das Wegnehmen einer Maus M
hervor.
Nimmt Maus M am Zug Z nicht teil, dann streiche diese Maus in B, um
B0 zu erhalten, und B0 ist von A0 aus mit Z zu erreichen. Ist die fehlende
Maus M die einzige am Zug Z beteiligte Maus (d.h. Z ist ein Periodenver-
zicht), so l osche M in B, um B0 zu erhalten, und es ist A0 = B0.
Ist Z ein Diagonal-Monge, der M und eine weitere Maus M 0 in die
Diagonalzelle (i;i) und die Zelle (j;k) bringt, so streiche in B die Maus
in Zelle (j;k). A0 ist in B0  uberf uhrbar, indem man M0 als Diagonaleinzug
nach (i;i) bringt. Der Fall, dass Z ein Greedy-Monge ist, ist analog auf den
Greedyeinzug zur uckzuf uhren.
Falls Z ein Tripelzug ist, so muss unterschieden werden, welche Rolle M
spielt. Wir beschreiben den vertikalen Tripel. Der horizontale ist analog zu
behandeln.
x b
a
x
c
d
Fall 1: M ist auf Position (x;x): L osche (x;b) aus B0. A0 kann durch
den Diagonal-Monge
(x;d);(c;x) ! jxj;(c;d)
und den Greedyeinzug (a;b) ! (a;x) in B0  uberf uhrt werden.
Fall 2: M ist auf Position (x;d) [auf Position (c;x)]. L osche (c;d) aus
B, um B0 zu erhalten. Um B0 von A0 aus zu erreichen, f uhre zun achst einen
Greedyeinzug von (c;x) [von (x;d)], nach (a;x) aus. Dann benutzen wir den
Zug aus Lemma 2.6, Teil 1, um die Maus von (a;b) nach (x;b) zu bringen,
wobei wir mit der Periode in (x;x) bezahlen.
60Fall 3: M ist in der Zelle (a;b). Wir l oschen (x;b) aus B, um B0 zu
erhalten. Sei o.B.d.A (x;d)  (c;x). Dann darf nach Lemma 2.6, Teil 4, (c;x)
nach (c;d) gezogen werden, wenn wir dabei die Periode in (x;x) aufgeben.
Die Maus von (x;d) wandert dann als Greedyeinzug nach (a;x). 
Durch Lemma 2.20 kann also nun ein gewonnenes Spiel f ur S
G;S
opt und
Copt in ein Spiel  uberf uhrtwerden, in dem die k unstliche Maus in ((n);(1))
nicht verwendet wird, und eine Zielposition frei bleibt. Handelt es sich bei
dieser Zielposition um (n;1), so sind wir sofort fertig. Ist das vakante Loch
in einer Greedyzelle, so kann die Maus von (n;1) als Greedyeinzug dorthin
gebracht werden, da Zelle (n;1) immer Rang 1 hat, also allen Greedyzellen
rangm aig unterlegen ist. Ist ein Diagonalloch vakant, so kann die Maus
von (n;1) mit einem Greedyeinzug zun achst auf eine der leeren Diagonal-
zelle benachbarten Greedyzelle gebracht werden und von dort mit einem
Diagonaleinzug ins Diagonalloch.
Damit haben wir ein gewonnenes Spiel f ur SG;Sopt und Copt erhalten,
und Korollar 2.1 folgt.
2.5 Optimale Kreis uberdeckungen als M ausespiel
Wir zeigen in diesem Abschnitt, wie die (bereits bekannte (BLTY94)) Tat-
sache, dass die modizierte Greedy-Heuristik (Algorithmus 2.2) optimale
Kreis uberdeckungen liefert, mit Hilfe des M ausespiels bewiesen werden kann.
Ist G die Bijektion, die die von der Greedy-Heuristik gefundene Kreis uber-
deckung beschreibt, soll also
jCGj = jCoptj
gezeigt werden, was wir  aquivalent als
8 : jCGj  jCj
und ausf uhrlich
8 :
n X
i=1
jsij  
n X
i=1
(si;sG(i)) 
n X
i=1
jsij  
n X
i=1
(si;s(i))
8 :
n X
i=1
(si;s(i)) 
n X
i=1
(si;sG(i))
schreiben k onnen. Die letzte Ungleichung entspricht der Ungleichung (2.4)
im Falle der verallgemeinerten Greedy-Conjecture.
Wir erkennen die ersten wesentlichen  Anderungen.
 F ur die Verikation der Optimalit at der Greedy-Heuristik f ur Kreis-
 uberdeckungen sind nur n Terme durch n andere Terme abzusch atzen.
Es gibt also nur n M ause und n Zielfelder.
61 Die Stringl angen spielen keine Rolle. Wir arbeiten nur mit  Uberlap-
pungen zweier Strings bzw. mit Eigen uberlappungen.
Ein Eekt, der das M ausespiel f ur Kreis uberdeckungen un ubersichtlicher
macht, ist die Position der L ocher. W ahrend wir bei den Strings o.B.d.A.
annehmen konnten, dass die Greedy-Heuristik den String s1;:::;sn liefert,
sich die L ocher also auf den Nebendiagonalen benden, so wissen wir hier
nicht, wieviele und wie groe Kreise die Greedy-Heuristik schliet. Wir be-
lassen es also dabei, dass von den n L ochern in jeder Zeile und jeder Spalte
genau eines ist, ohne dass wir genauer wissen wo.
Dass die Greedy-Heuristik Kreise schlieen darf, hat f ur uns die folgenden
wesentlichen Konsequenzen:
 Die Eigen uberlappungen (si;si) sind Bestandteil der Greedyordnung.
Da in Algorithmus 2.2 a = b anders als bei der Stringvariante er-
laubt ist, ist eine Eigen uberlappung allen Zellen unterlegen, die von
der Greedy-Heuristik vor dem Zeitpunkt, in der die Eigen uberlappung
illegal wurde, gew ahlt worden sind. Hier erhalten also auch Diago-
nalzellen einen Rang, der sich auf die betreende Eigen uberlappung
bezieht.
 Alle Felder mit Rang r benden sich in der Zeile oder der Spalte des
Lochs mit Rang r: (Vergleiche im Gegensatz dazu Lemma 2.4.) Werden
zwei partielle Superstrings si;:::;sj und sj+1;:::;sk vereint, so f allt
die  Uberlappung (sk;si) im Kontext von Kreis uberdeckungen nicht
aus der Menge der noch nutzbaren  Uberlappungen.
Nat urlich behalten alle im Abschnitt 2.3.1 eingef uhrte Z uge ihre G ultigkeit,
da diese Eigenschaften von Strings modellieren. Der Greedy-Monge allein
gen ugt uns hier aber. Algorithmus 2.5 beschreibt das vergleichsweise simple
Vorgehen zum Gewinn des Spiels. Wir sammeln die n otigen Argumente f ur
die Korrektheit: Wir haben nach der Initialisierung eine Maus pro Zeile und
Spalte, woran sich auch im Spielverlauf nichts  andert. Ist die Greedyzelle
vom Rang r mit einer Maus gef ullt, so bendet sich nirgendwo sonst auf
dem Brett noch eine Maus in einer Zelle vom Rang r: Alle Felder mit Rang
r benden sich in derselben Zeile oder derselben Spalte wie die gef ullte
Greedyzelle.
Sieht der Algorithmus die F ullung des Lochs mit Rang r vor, so sind alle
h oherrangigen L ocher bereits gef ullt. Es gibt also keine frei herumlaufen-
den M ause mehr, die von der Greedyzelle mit Rang r nicht bewegt werden
k onnten. Die Ausf uhrbarkeit der Greedy-Monges ist also sichergestellt. Ist
das letzte Loch gef ullt, so ist das Spiel gewonnen. Damit haben wir einen
alternativen Beweis f ur das folgende Lemma.
Lemma 2.21 Die modizierte Greedy-Heuristik 2.2 ndet optimale Kreis-
 uberdeckungen f ur Strings.
62Die Rangabstiegsmethode f ur Kreis uberdeckungen
1. Eingabe: Ein Greedy-Kreis uberdeckung CG nebst entsprechender
Greedyordnung und eine Kreis uberdeckung C.
2. Initialisierung
(a) Lege das Spielbrett an. In Zelle (i;j) ist ein Loch, wenn sj
direkter Nachfolger von si in CG ist. Vergib die R ange gem a
der Greedyordnung.
(b) F ur i von 1 bis n
i. Sei sj der Nachfolger von si in C.
ii. Platziere eine Maus in der Zelle (i;j). Ist i = j so wird
die Maus auf dem Rechteck f ur die Eigen uberlappung
eingebracht.
3. Hauptschleife F ur r von n   1 bis 1
(a) Falls das Loch vom Rang r noch keine Maus enth alt:
i. Greedy-Monge in der Greedyzelle vom Rang r.
Algorithmus 2.5: Die Rangabstiegsmethode f ur Kreis uberdeckungen.
2.6 Die Grenzen der betrachteten Ungleichungs-
systeme
In diesem Abschnitt sollen die Grenzen der verwendeten Ungleichungsfa-
milien (bzw. in der Sprache des M ausespiels: die Grenzen der dargestellten
Z uge) ausgelotet werden.
Bereits in Abschnitt 2.3.6 haben wir gezeigt, dass die versch arfte Greedy-
Conjecture f ur eine konkrete Instanz (Greedyordnung und expandierendes
Paar von Kreis uberdeckungen) mittels linearer Programmierung veriziert
ist, wenn das dort beschriebene lineare Programm ein Optimum  1 liefert.
Nehmen wir nun an, dass das dort beschriebene lineare Programm f ur
eine Instanz eine L osung kleiner als 1 liefert. Das heit, es ist dem linearen
Programm gelungen, den Variablen f ur die Stringl angen und den  Uberlap-
pungen Werte zuzuweisen, so dass der Ausdruck, der die L ange des Greedy-
Superstrings beschreibt, die Summe der Gr oen der Kreis uberdeckungen
 ubertrit. In diesem Fall sind die ins lineare Programm einge
ossenen Glei-
chungen nicht ausreichend, um die Greedy-Conjecture f ur die vorliegende
Instanz zu verizieren.
Als Erstes ist hier daran zu erinnern, dass das lineare Programm von
63der Menge der bedingten Ungleichungen B(n) nur die Teilmenge BG(n) der
bedingten Ungleichungen enth alt, deren Pr amisse a priori durch die Greedy-
ordnung veriziert werden konnte. Es ist m oglich, dass die Wertzuweisung
durch das lineare Programm die Pr amissen weiterer bedingter Ungleichun-
gen erf ullt, deren Konklusion jedoch nicht. Soll gezeigt werden, dass eine
bestimmte Menge von bedingten und unbedingten Ungleichungen inh arent
ungen ugend ist, um die Greedy-Conjecture in der ein oder anderen Form zu
beweisen, muss dieser Eekt eliminiert werden.
In (WS03) ist es gelungen, eine Matrix zu nden, die s amtliche unbe-
dingten Ungleichungen aus Abschnitt 2.3.2 (also Inklusionen wie (a;b) <
jbj, Periodenverzichte und Diagonal-Monges) ebenso erf ullt wie die Greedy-
Monges, einer linearen Greedyordnung und die Ungleichungen der Greedy-
ordnung selbst. Dennoch ergibt die Matrix einen Approximationsfaktor von
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3. Tabelle 2.2 zeigt diese Matrix, die aber nicht von Strings erzeugbar ist,
da die Tripelungleichung verletzt ist.
In den Diagonalzellen ist oben die Stringl ange jsij und unten die Ei-
gen uberlappung (si;si) eingetragen, in den  ubrigen Zellen ist oben der Rang
der Zelle und unten die  Uberlappung notiert.
Man erkennt, dass die Stringl angen die gr oten Eintr age ihrer Zeilen und
Spalten sind, damit sind die Inklusionsbeziehungen (a;b) < jaj;jbj erf ullt.
Weiterhin sind die Eintr age vertr aglich mit der linearen Greedyordnung
(1;2);(2;3);::: ;(8;9):
Sodann l at sich enumerativ, etwa durch den Einsatz von Rechenkraft und
eines Testprogramms, verizieren, dass jede 2  2 Teilmatrix die Monge-
Ungleichung erf ullt.
Die Summe der Stringl angen ist 15i + 44. Die vom Greedy-Superstring
verwendeten  Uberlappungen der Nebendiagonale addieren sich zu 8i + 20.
Gel ange es eine Menge von 9 Strings zu konstruieren, die die Vorgaben
der Matrix realisieren, so w urde die Greedy-Heuristik einen Superstring der
L ange
15i + 44   (8i + 29) = 7i + 24
liefern. Der Superstring S mit  = (1;9;2;6;3;8;4;7;5), der die  Uberlap-
pungen in den mit zwei M ausen versehenen Zellen ausnutzt, h atte dagegen
eine L ange von nur
15i + 44   (12i + 12) = 3i + 32:
Da i beliebig gew ahlt werden kann, liee sich der Approximationsfaktor von
unten beliebig nahe an 21
3 zwingen.
F ur den Nachweis, dass auch diese alternative Reihenfolge  der Strings
bei der gegebenen Greedyordnung kein Gegenbeispiel zul asst, m ussen also
Eigenschaften von Strings, die  uber simple Inklusionen und Monge-Ungleich-
ungen hinausgehen, verwendet werden. Ein Beweis der Greedy-Conjecture
642i + 5 8 8 8 8 8 8 8  8 
(2i+5) 2i + 4 i 0 0 i 0 0 2i
8 3i + 8 7 7 7  7  7 7 7
0 (3i+8) 2i + 4 i i 2i + 3 i i 0
7 8 2i + 8 6 6 6 6  6  6
0 0 (2i+8) i + 4 i + 1 i i + 1 i + 1 0
6 8 7 i + 7 5 5  5  5 5
0 0 i (i+7) i + 4 i i + 3 0 0
5 8 7 6 i + 6 4 4 4 4
0 0 i 0 (i+6) i + 2 0 0 0
4 8  7  6 5 2i + 5 3 3 3
0 0 2i + 2 i i (2i+5) i + 2 i 0
3 8 7 6  5  4 i + 4 2 2
0 0 i + 1 0 i + 2 i + 1 (i+4) 0 0
2 8 7  6  5 4 3 i + 1 1
0 0 i i + 1 i + 1 i i + 1 (i+1) 0
1  8  7 6 5 4 3 2 2i
0 2i i 0 0 i 0 0 (2i)
Tabelle 2.2: Eine Matrix, die alle Inklusionen, Periodenverzichte und Monge-Ungleichungen einer linearen Greedyordnung
erf ullt und dennoch einen Approximationsfaktor von 2 1
3 verspricht. Sie belegt die Notwendigkeit der Tripelungleichung selbst
f ur die klassische Form der Greedy-Conjecture f ur lineare Greedyordnungen.
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5selbst in der schw acheren klassischen Form ist mit Inklusionen, den Unglei-
chungen der Greedyordnung und Monge-Ungleichungen alleine also auch f ur
lineare Greedyordnungen nicht m oglich.
Die Tripelungleichung ist also in diesem Sinne wesentlich f ur unser Er-
gebnis.
Dass es f ur einen allgemeinen Beweis der klassischen Greedy-Conjecture
weiterer {  uber die Tripelungleichung hinausgehende { Eigenschaften bedarf,
belegt Tabelle 2.3, die in (LW04; LW05) angegeben wurde.
Die Darstellung entspricht der von Tabelle 2.2. Die zugrundeliegende
Greedyordnung ist (7;8), (3;4), (2;3), (9;10), (1;2), (8;9), (4;5), (6;7),
(5;6). Diese Ordnung ist nicht bilinear, da bereits im sechsten Schritt, der
Wahl von (8;9), zwei zusammengesetzte Strings verkn upft werden. Alle
Inklusionen, Monge-, Greedyordnungs- und alle Tripelungleichungen sind
erf ullt, wie man sich enumerativ  uberzeugen kann. Die L angen der Strings
addieren sich zu 30i + 62: Die vom Greedy-Superstring ausgenutzten  Uber-
lappungen der Nebendiagonale addieren sich zu 17i+28. Der von der Greedy-
Heuristik gelieferte Superstring h atte also eine L ange von
30i + 62   (17i + 28) = 13i + 34:
Der alternative Superstring S f ur  = (1;2;10;9;3;8;7;4;6;5) nutzt  Uber-
lappungen mit einer Gesamtl ange von 24i+28 und kommt so auf eine L ange
von
30i + 62   (24i + 28) = 6i + 34:
Der Approximationsfaktor k onnte also auf 21
6 getrieben werden, wenn es
gel ange Strings mit den Vorgaben der Tabelle 2.3 zu konstruieren.
Damit ist nachgewiesen, dass f ur einen allgemeinen Beweis der klassi-
schen Greedy-Conjecture  uber die Tripelungleichung hinausgehende Eigen-
schaften von Strings einbezogen werden m ussen.
Ist man an der starken Form aus Theorem 2.1 interessiert, so stellt sich
der erste nicht abgedeckte Fall bereits bei n = 5 Strings ein. Tabelle 2.4
stellt ihn dar.
Wieder sind alle besprochenen Ungleichungen inklusive der Tripelunglei-
chung erf ullt. Die Greedyordnung ist (2;3),(4;5),(3;4),(1;2). Die Summe der
Stringl angen ist 38i+10. Die  Uberlappungen der Nebendiagonale sind 16i+2.
Damit kommt der Greedy-Superstring auf eine L ange von
38i + 10   (16i + 2) = 22i + 8:
Der alternative Superstring S mit  = (5;4;3;2;1) { die geschlossenen
Kreise in Tabelle 2.4 { hat eine L ange von
38i + 10   (25i + 2) = 13i + 8:
66i + 5  5  7 8 5 5 5 9 5 6
(0) i+4 i+3 i+1 0 0 0 i+1 i+2 i+1
7 3i + 10 7 8 7 7 7 9 7  7 
i+1 (i+1) 3i+9 3i+3 i i 2i+2 3i+3 3i+5 3i+4
8 8 4i + 10 8 8 8 8  9  8 8
0 0 (0) 4i+4 i i 3i 4i+2 i i
5 7 8 4i + 5 3  3  3 9 4 6
0 0 0 (i) i i 0 i i i
3 5 7 8 i + 1 1 2 9 4 6
0 0 0 0 (0) 0 0 0 0 0
2 5 7 8  3  i + 1 2 9 4 6
0 0 0 i i (i) 0 i i i
9 9 9  9  9 9 4i + 6 9 9 9
0 0 0 4i+2 i i (3i) 4i+4 i i
4 5 7 8 4 4  9  5i + 6 4 6
0 0 i+2 4i i i 4i+2 (4i) i+1 i
6 6  7  8 6 6 6 9 4i + 10 6
i+1 i+1 3i+8 3i+3 i i 2i+2 3i+3 (3i+4) 3i+6
1 5 7 8 3 2 4 9  6  3i + 8
0 i+2 2i+4 2i+2 0 0 i+1 2i+2 3i+6 (2i+2)
Tabelle 2.3: Die Matrix, die alle Inklusionen, Monge-, Greedyordnungs- und Tripelungleichungen erf ullt und dennoch einen
Approximationsfaktor von 21
6 verspricht. F ur die klassische Greedy-Conjecture auf allgemeinen Ordnungen sind also Eigen-
schaften  uber die Tripelungleichung hinaus n otig.
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75i + 2 1 4 2  3
(5i) 0 i 2i 5i
 4 8i + 2 4 4 4
3i (6i) 7i+1 2i 3i
2  4 8i + 2 2 3
2i 7i (6i) 2i 2i
3 3  4 7i + 2 3 
0 2i+1 3i+1 (4i+1) 7i+1
1 2 4  3  10i + 2
0 2i 3i 7i+1 (7i)
Tabelle 2.4: F ur die verallgemeinerte Greedy-Conjecture bedarf es bereits
bei n = 5 Argumenten, die  uber die Tripelungleichung hinausgehen.
Die Kreis uberdeckung f(s1);(s2);(s3);(s4;s5)g { die oenen Kreise in Ta-
belle 2.4 { nutzt  Uberlappungen mit einem Gesamtgewicht von 31i +2 aus,
kommt also auf eine L ange von
38i + 10   (31i + 2) = 7i + 8:
Damit sind alternativer Superstring und Kreis uberdeckung zusammen nur
20i+16 gro und damit kleiner als der von der Greedy-Heuristik gefundene
Superstring.
2.7 Zusammenfassung
Das zentrale Thema dieses Kapitels ist das Problem k urzester Superstrings.
Seit der bahnbrechenden Arbeit von Blum et al. war bekannt, dass der Ap-
proximationsfaktor der Greedy-Heuristik h ochstens vier betr agt. Die bis heu-
te unwiderlegte Vermutung, dass die Greedy-Heuristik sogar 2-approximativ
ist, steht sogar noch etwas l anger im Raum (TU88). Erst 2005 ist die obere
Schranke auf 3,5 verbessert worden (KS05). Fortschritte auf dem Gebiet des
Problems k urzester Superstrings bestanden in der Zwischenzeit im wesentli-
chen in der Entwicklung von Approximationsalgorithmen, deren garantierter
Approximationsfaktor sich im Laufe der Zeit von 4 langsam bis 2.5 (Sw99)
verbesserte. Diese Algorithmen werden dabei mit sinkendem Approximati-
onsfaktor kontinuierlich ligraner und aufwendiger, wodurch sie in immer
sch arferem Kontrast zur sehr simplen, aber nicht hinreichend gut verstan-
denen, Greedy-Heuristik erscheinen.
68Wir haben versucht, das Verst andnis dar uber zu vertiefen, wann und
warum die Greedy-Heuristik innerhalb der Faktor-2-Schranke verbleibt, und
welche Eingaben f ur sie  uberhaupt potenziell schwierig sind.
Wesentlich f ur unser Vorgehen waren die Greedyordnungen. Jede Men-
gen von n Strings liefert eine von (n   1)! Greedyordnungen und wir ha-
ben nur aus der Greedyordnung ableitbares Wissen  uber die Eingabestrings
eingesetzt. Es hat sich gezeigt, dass bei bilinearen Greedyordnungen dieses
Wissen ausreicht, um eine versch arfte Form der Greedy-Conjecture, n amlich
jSGj  jSoptj + jCoptj;
zu beweisen. Durch die Verwendung von Greedyordnungen konnten wir be-
dingte Ungleichungen verwenden. Da alle etablierten Ungleichungsfamilien
wie Inklusions- oder Monge-Ungleichungen sowie die neu gefundene Tripe-
lungleichung linear in den Stringl angen und  Uberlappungen sind, haben wir
lineare Programmierung zum raschen Verizieren der Greedy-Conjecture f ur
eine gegebene Instanz eingesetzt.
Um Aussagen  uber allgemeine Stringanzahlen n machen zu k onnen,
m ussen jedoch ganze Familien von linearen Programmen analysiert werden.
Hier haben wir mit dem M ausespiel eine kombinatorische Anschauung f ur
das duale Problem gefunden und k onnen durch ein gewonnenes Spiel, mittels
schwacher Dualit at, eine Instanz als unkritisch f ur die Greedy-Conjecture er-
kennen.
Durch die Angabe einer Gewinnstrategie f ur das M ausespiel bei bili-
nearer Greedyordnung konnte dann die G ultigkeit der versch arften Greedy-
Conjecture f ur diese Teilklasse bewiesen werden, wobei wir sogar zeigen,
dass die L ange des Greedy-Superstrings durch die Summe der Gr oen zwei-
er Kreis uberdeckungen mit der Expansionseigenschaft beschr ankt ist.
F ur die Optimalit at der Greedy-Heuristik bei der Suche nach minimalen
Kreis uberdeckungen konnten wir mit Hilfe des M ausespiels einen alternati-
ven Beweis nden.
Dar uberhinaus kann die Formulierung als lineares Programm genutzt
werden, um z ugig interessante Instanzen ausndig zu machen. Die Tripelun-
gleichung wurde beispielsweise gefunden, nachdem festgestellt wurde, dass
die Sackgassen in den mit Monge-Ungleichungen allein nicht gewinnbaren
M ausespielen strukturelle  Ahnlichkeiten aufweisen. Die N utzlichkeit der Tri-
pelungleichung erkannt zu haben, erscheint verglichen mit dem Beweis der
Ungleichung selbst ein mindestens ebenso groer Beitrag. Die Evaluierung
des linearen Programms f ur eine gegebenen Konguration ist die Kernfunk-
tion des von Uli Laube im Rahmen der Arbeit an dem Projekt entwickelten
Software Tools SINDBAD (La04). Abb. 2.17 zeigt die Benutzerober
 ache
von SINDBAD. Durch enumeratives Durchsuchen von interessanten Einga-
ber aumen, k onnen nicht abgedeckte Instanzen relativ schnell ausndig ge-
macht werden. Die in Abschnitt 2.6 angegebene Matrix zum Aufzeigen der
69Grenzen der Tripelungleichung basieren auf Suchergebnissen von SINDBAD.
Weitere Features werden in (LW04) beschrieben.
70Abbildung 2.17: Die Benutzerober
 ache von SINDBAD (La04)
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1Kapitel 3
Packet Queueing
In diesem Kapitel werden Queueing Strategien f ur den Datentransport in
Netzwerken untersucht. Informationsbl ocke, im Folgenden einfach Pakete ge-
nannt, sollen zwischen Knoten des Netzwerks ausgetauscht werden. Routing-
verfahren weisen den Paketen einen einfachen Weg von ihrem Ursprungsort
zum Bestimmungsort zu. Queueing Strategien, um die es in diesem Kapitel
geht, regeln die Vorfahrt zwischen mehreren Paketen einer Queue, also den
Paketen, die zur selben Zeit dieselbe Verbindung nutzen m ochten.1
Anders als beim Problem k urzester Superstrings, bei dem Heuristiken
als Reaktion auf die inh arente H arte des Problems herangezogen werden, ist
hier der Einsatz von Heuristiken vor allem durch drei anwendungsbedingte
Forderungen gerechtfertigt.
Lokalit at: Die einzelnen Knoten eines Netzwerkes m ussen autark arbei-
ten. Ein einzelner Rechner ist niemals  uber den kompletten Zustand
des Netzwerks informiert. Insbesondere wei ein Rechner nicht, welche
Pakete andernorts eingef ugt worden sind, und welche Verbindungen
gerade besonders hoch belastet sind.
Online-Betrieb: Eingaben erfolgen bei laufendem Betrieb und es ist nicht
m oglich, bereits getroene Entscheidungen wieder zur uckzunehmen.
Ein Rechner wei nicht, welche Pakete in der Zukunft eingef ugt wer-
den. Entsprechend wird ein Rechner zwangsl aug Entscheidungen tref-
fen, die sich im Nachhinein als nachteilig erweisen.
Einfachheit : Die Weiterleitung von Paketen muss mit hoher Geschwin-
digkeit erfolgen. Muss ein Rechner zur Ermittlung seines weiteren
Vorgehens aufwendige Berechnungen anstellen, so ist der Vorteil der
gefundenen L osung unter Umst anden bereits durch diese Rechenzeit
aufgehoben.
1Wir benutzen hier den Begri Queue als Beschreibung der Menge der wartenden
Pakete und nicht wie  ublicherweise als Bezeichnung einer First-In-First-Out Datenstruktur
der Menge.
72Das konkrete Problem, das in diesem Abschnitt untersucht wird, ist die
Analyse von Queueing Strategien im Adversarial Queueing Modell, das als
Methode zur Modellierung von Worst-Case-Szenarios vorgeschlagen wurde
(BKR+01) und in den letzten 10 Jahren den formalen Rahmen f ur eine Viel-
zahl von Untersuchungen geliefert hat (BKR+01; AAF+01; Ga03; AR02;
BOR04; BG03; KMS03; AZ04; AFGZ01; RT04). Im Abschnitt 3.1 wird das
Modell genauer eingef uhrt, und wesentliche bekannte Fakten werden be-
nannt. In den darauolgenden Abschnitten wird die Klasse von Strategien
ohne Zeitnahme eingef uhrt und analysiert. Diese gr otenteils aus (We05)
stammenden Resultate sind im Einzelnen:
1. Jede Queueing Strategie ohne Zeitnahme kann zu einer exponenti-
ell groen Queue und damit zu exponentiell groer Verz ogerung (im
Durchmesser und der Knotenzahl des Netzwerks) gezwungen werden.
(Theorem 3.1, Abschnitt 3.2). Dies war bisher nur f ur konkrete pro-
minente Strategien bekannt.
2. Es wird eine neue Technik zur Feststellung der Stabilit at von Queu-
eing Strategien ohne Zeitnahme vorgestellt, die Aufschichtungskreise.
(Theorem 3.2, Abschnitt 3.3). Mit ihrer Hilfe k onnen bekannte Stabi-
lit atsbeweise prominenter Strategien vereinheitlicht werden und wei-
tere Stabilit atsergebnisse erzielt werden.
3. Die groe Teilklasse distanzbasierter Queueing Strategien wird in Ab-
schnitt 3.4 untersucht. Hier gelingt eine vollst andige Klassizierung
aller 1-stabilen und universell stabilen Strategien. (Theorem 3.3)
4. Bei jeder Strategie ohne Zeitnahme k onnen Pakete endlos im Netz-
werk steckenbleiben, wenn mit Rate 1 eingef ugt wird. (Lemma 3.3,
Abschnitt 3.5).
3.1 Das Adversarial Queueing Modell
Im Adversarial Queueing Modell (BKR+01) wird ein Netzwerk durch einen
Graphen repr asentiert. Die Knoten sind die Router, und die Kanten sind die
bestehenden Verbindungen zwischen den Routern. Vereinfachend wird an-
genommen, dass alle zu transportierenden Pakete gleiche Gr oe haben, und
alle Verbindungen genau ein Paket pro Zeittakt transportieren k onnen. Bei-
de Annahmen stellen keine wesentliche Einschr ankung dar (BOR04). Start-
knoten, Zielknoten, Zeitpunkt der Bereitstellung des Pakets am Startknoten
sowie der zu benutzende Pfad vom Start zum Ziel werden von einem Gegner
gew ahlt.
Dem Gegner wird auferlegt, dass nur einfache Pfade zugewiesen wer-
den. Kein Paket durchl auft also denselben Knoten zweimal, was einer sinn-
losen Schleife entspr ache. Selbstverst andlich muss die Macht eines solchen
73Gegners dar uber hinaus eingeschr ankt werden, da es f ur den Gegner sonst
ein Leichtes w are, durch  Uberbelastung einzelner Kanten jede noch so gute
Queueing Strategie in die Knie zu zwingen;  Ubersteigt irgendwo im System
die Nachfrage dauerhaft die Kapazit at, so kann das Problem nicht durch
kluge Organisation gel ost werden.
Denition 3.1 Ein (r;b)-Gegner f ugt w ahrend eines jeden Zeitintervalls I
f ur jede Kante e h ochstens rjIj+b Pakete, die Kante e traversieren, in das
Netzwerk ein. Wir nennen r die Rate des Gegners und b seine Burstiness.
F ur r > 1 kann ein Gegner dauerhaft mehr Pakete einf ugen, die eine
bestimmte Kante traversieren sollen, als die Kante in derselben Zeit bedienen
kann. Jeder Versuch durch eine ranierte Queueing Strategie die Gr oe des
Staus vor dieser Kante zu beschr anken, ist also konzeptionell zum Scheitern
verurteilt.
F ur r  1 allerdings zeigen verschiedene Queueing Strategien sehr un-
terschiedliches Verhalten, was ihre F ahigkeit betrit, Paketstaus der Gr oe
nach zu beschr anken: Die Strategie Nearest-To-Source (NTS) beispielsweise,
die immer dem Paket mit der geringsten Zahl bisher traversierter Kanten
Vorfahrt gew ahrt, h alt auf jedem Graphen G gegen jeden (1;b)-Gegner die
Gesamtzahl der Pakete im System beschr ankt (Ga03); f ur jeden Graphen G
und jeden Wert f ur b gibt es eine Schranke cG;b, so dass die Zahl der Pakete
im System cG;b nicht  ubersteigt, unabh angig davon wie lange das System
dem (1;b)-Gegner ausgesetzt ist.
Im Kontrast dazu gibt es aber selbst f ur beliebig kleine Raten r > 0
sogar planare Graphen, auf denen die popul are Strategie First-In-First-Out
(FIFO) unbeschr ankt groe Staus produziert (BG03; KMS03); das heit, die
Zahl der Pakete im System kann mit der Zeit  uber jede beliebige Schranke
getrieben werden.
Den Begri der Robustheit einer Strategie gieen wir in die folgende
Denition.
Denition 3.2 (Stabilit at)
1. Eine Queueing Strategie ist r-stabil, wenn f ur jeden Graphen G und
jedes b 2 N eine Schranke cG;r;b existiert, so dass f ur jede Folge von
Einf ugungen durch einen (r;b)-Gegner in G die Gesamtzahl der Pakete
in G niemals cG;r;b  ubersteigt.
2. Eine Queueing Strategie ist universell stabil, wenn sie r-stabil f ur jedes
r < 1 ist.
In (AAF+01) und darauf folgenden Arbeiten wird eine Reihe prominen-
ter Queueing Strategien auf Stabilit at untersucht. Tabelle 3.1 gibt einen
 Uberblick.
Alle prominenten Queueing Strategien sind greedy Queueing Strategien,
in dem Sinne, dass keine Kantenkapazit aten verschwendet werden.
74Strategie Bevorzugt stets das Pa-
ket, das...
Bekanntes & Referenz
NTS
Nearest-To-
Source
bisher die geringste An-
zahl von Kanten bereits
 uberquert hat
universell stabil (AAF+01),
1-stabil (Ga03)
FFS
Farthest-
From-Source
die gr ote Anzahl von
Kanten schon  uberquert
hat
instabil f ur jedes r > 1 p
2
(AAF+01)
NTG
Nearest-
To-Goal
die geringste Zahl von
Kanten noch zu  uber-
queren hat
instabil f ur beliebige r > 0
(BKR+01)
FFG
Farthest-
From-Goal
die gr ote Anzahl von
Kanten noch zu  uber-
queren hat
universell stabil (AAF+01),
1-stabil (Ga03)
FIFO
First-In-
First-Out
schon am l angsten vor
der betreenden Kante
wartet
instabil f ur alle r > 0 (BG03)
selbst auf planaren Graphen
(KMS03)
LIFO
Last-In-
First-Out
am wenigsten vor der
fraglichen Kante wartet
instabil f ur jedes r > 1 p
2
(AAF+01)
SIS
Shortest-
In-System
die geringste Zeit im Sy-
stem ist
universell stabil (AAF+01)
LIS
Longest-
In-System
die l angste Zeit im Sy-
stem ist
universell stabil (AAF+01),
instabil bei r = 1 (BKR+01)
Tabelle 3.1: Prominente Queueing Strategien und ihre Stabilit at
75Denition 3.3 Eine Queueing Strategie ist eine greedy Queueing Strategie,
wenn zu jedem Zeitpunkt und f ur jede Kante e ein Paket Kante e  uberquert,
falls mindestens ein Paket in der Queue von e wartet.
Abgesehen von der Zahl der Pakete im System ist auch die Transportzeit
eines Pakets, also die Zeitspanne zwischen Einf ugung des Pakets durch den
Gegner und Ankunft des Pakets am Zielknoten, von Interesse. F ur den Fall
r < 1 stellt das folgende Lemma eine Beziehung zwischen den Zielen kleine
Paketzahl im System und kurze Transportzeit f ur greedy Queueing Strategi-
en her und f uhrt beide auf die Schl usselgr oe der Queuegr oe zur uck. Die
Queuegr oe einer Kante beschreibt dabei die Zahl der zur  Uberquerung der
Kante bereitstehenden Pakete. Das folgende Lemma stellt die bekannten
Beziehungen zwischen diesen Gr oen zusammen.
Lemma 3.1 Sei G = (V;E) ein Netzwerk mit l angstem Weg lmax. Sei wei-
ter S eine greedy Queueing Strategie. Dann sind folgende Aussagen f ur einen
(r;b)-Gegner A mit r < 1  aquivalent.
A1 Bei Anwendung von S auf G gegen A ist die Zahl der Pakete in G durch
eine Schranke, die nur von lmax;jEj;r und b abh angt, beschr ankt.
A2 Bei Anwendung von S auf G gegen A ist die Transportzeit jedes Pa-
kets in G durch eine Schranke, die nur von lmax;jEj;r und b abh angt,
beschr ankt.
A3 Bei Anwendung von S auf G gegen A ist f ur jede Kante e die Zahl der
Pakete, die zu einem Zeitpunkt t f ur die  Uberquerung von e bereitstehen
{ die Queuegr oe von e zur Zeit t { durch eine Schranke, die nur von
lmax;jEj;r und b abh angt, beschr ankt.
A4 Strategie S ist stabil gegen A.
Beweis: A1 und A4 sind nach Denition  aquivalent. Wir vollziehen
den Ringschluss A1 ! A2 ! A3 ! A1.
A1 ! A2: Sei die Zahl der Pakete im System mit clmax;jEj;r;b beschr ankt.
Bezeichne W die Wartezeit, die ein Paket p auf die  Uberquerung einer Kan-
te e warten muss. Steht p vor e bereit, darf aber e nicht  uberqueren, so
 uberquert, da S greedy ist, ein anderes Paket e. Da die zugewiesenen Wege
einfach sind, kann jedes andere Paket das Paket p nur einmal aufhalten.
Nach Annahme benden sich zu dem Zeitpunkt, an dem p erstmalig f ur
Kante e bereitsteht, h ochstens clmax;jEj;r;b Pakete im System. Diese Schran-
ke plus die maximal rW +b w ahrend der Wartezeit W eingef ugten Pakete
sind eine obere Schranke f ur W, was den Ansatz
W  clmax;jEj;r;b + r  W + b
76und damit
W 
clmax;jEj;r;b + b
1   r
:
rechtfertigt. Ist die Wartezeit von p an jeder Kante derart begrenzt, so ergibt
sich lmax 
clmax;jEj;r;b+b
1 r als obere Schranke f ur die Transportzeit von p.
A2 ! A3: Sei die Transportzeit mit c0
lmax;jEj;r;b beschr ankt. Nehmen wir
nun an, dass zu einem Zeitpunkt mehr als c0
lmax;jEj;r;b Pakete vor einer Kan-
te e warten. Dann kann das zuletzt bediente Paket keine Transportzeit von
h ochstens c0
lmax;jEj;r;b aufweisen, da allein die Wartezeit vor e und die  Uber-
querung von e mehr Zeit in Anspruch nimmt. Also ist auch die maximale
Queuegr oe mit c0
lmax;jEj;r;b beschr ankt.
A3 ! A1: Gilt f ur jede Kante e, dass die Zahl der vor ihr wartenden
Pakete h ochstens c00
lmax;jEj;r;b ist, so ist die Gesamtzahl der Pakete im Graph
h ochstens jEj  c00
lmax;jEj;r;b. 
Damit k onnen wir uns im Fall r < 1 auf die Analyse der Queuegr oe be-
schr anken. Allerdings impliziert Stabilit at, also eine begrenzte Queuegr oe,
nicht die praktische Anwendbarkeit der Strategie. Denkt man etwa in Di-
mensionen des Internets, so ist eine Transportzeit, die exponentiell in der
Zahl der Knoten ist, nicht akzeptabel. F ur den praktischen Einsatz m ussen
Paketzahlen, Transportzeiten und Queuegr oen nicht nur beschr ankt son-
dern auch durch eine hinreichend kleine Schranke beschr ankt sein. Dass
diese Schranken polynomiell in 1
1 r und der Gr oe von G ist, ist dabei ei-
ne Minimalanforderung. Als Kennzier f ur die Gr oe von G dient dabei
die Knotenzahl, der Durchmesser oder die L ange eines l angsten einfachen
Weges.
Beobachtung 2 Der Ringschluss von Lemma 3.1 zeigt auch, dass, wenn ei-
ne der Gr oen Gesamtpaketzahl, maximale Zustellzeit und Queuegr oe po-
lynomiell in 1
1 r und der Gr oe des Graphen ist, dass dann alle Gr oen
polynomiell beschr ankt sind.
In (AAF+01) wird gezeigt, dass die universell stabilen Strategien SIS,
NTS und FTG jeweils zu exponentiellen Queuegr oen gezwungen werden
k onnen. LIS ist die einzige prominente Strategie, bei der die Frage nach
der Queuegr oe noch oen ist. In (AR02) wurde gezeigt, dass LIS auf ge-
richteten azyklischen Graphen eine Queuegr oe, die linear in der L ange des
l angsten einfachen Weges des Graphen ist, nicht  uberschreitet. In (AZ04)
wird gezeigt, dass ein Beweis f ur die Linearit at der Queuegr oen unter LIS,
so sie denn gilt, konzeptionell neue Ans atze enthalten m usste, da die ex-
ponentiellen unteren Schranken f ur SIS, NTS und FTG alle mit Methoden
erzielt wurden, die f ur den Fall von LIS inh arent zu schwach sind.
Bereits in (AAF+01) wurde eine randomisierte Strategie vorgestellt, die
mit hoher Wahrscheinlichkeit nur polynomielle Queuegr oe erfordert. Hier
77scheitert eine praxistaugliche Derandomisierung allerdings daran, dass jeder
Router  uber den Zustand aller anderen Router informiert sein muss, um
sein weiteres Vorgehen deterministisch zu berechnen. Dies steht im Wider-
spruch zur eingangs motivierten Forderung nach Lokalit at. In (AFGZ01)
ist es schlielich gelungen, eine dezentral derandomisierbare Strategie zu
entwickeln, allerdings muss ein Router hier Berechnungen durchf uhren, die
zu aufwendig sind f ur einen Prozess, der sich schnell und im Hintergrund
abspielen sollte. Diese Strategie verletzt also die verlangte Einfachheit.
Die Frage, ob es eine einfache, nat urliche Queueing Strategie gibt, die
mit polynomieller Queuegr oe auskommt, und insbesondere die Frage, ob
LIS eine solche Strategie ist, ist vielleicht die wichtigste oene Frage im
Kontext des Adversarial Queueing.
Wir l osen uns von der Untersuchung einzelner prominenter Strategien
und untersuchen ganze Klassen von Strategien. Allgemein kann man sich
eine Queueing Strategie durch eine Priorit atsfunktion repr asentiert denken,
die das vorhandene Wissen  uber das Netzwerk und vorhandene Informatio-
nen  uber ein Paket auf eine Priorit at des Pakets abbildet. Die Strategie gibt
dann stets einem Paket mit maximaler Priorit at den Vorzug. Klassen von
Strategien entstehen dann nat urlicherweise dadurch, dass man charakteri-
siert, welche Informationen die Priorit atsfunktion als Argument erh alt. Wir
betrachten Strategien ohne Zeitnahme. Zun achst soll diese Klasse formal
eingef uhrt werden.
Denition 3.4 Eine Queueing Strategie Sf arbeitet ohne Zeitnahme, wenn
sie einem Paket p die Priorit at f(G;P;a) zuweist, wobei G der Graph des
Netzwerks, P der Pfad von p und a die Zahl der bereits von p traversierten
Kanten ist. Wir nennen Strategien, die ohne Zeitnahme arbeiten, WTS-
Strategien (without time stamping.)
Prominente WTS-Strategien sind Nearest-To-Source (NTS), Farthest-
From-Source (FFS), Nearest-To-Goal (NTG), und Farthest-To-Goal (FTG)
mit Priorit atsfunktionen
fNTS(G;P;a) =  a
fFFS(G;P;a) = a
fNTG(G;P;a) = a   jPj
fFTG(G;P;a) = jPj   a:
F ur diese Klasse k onnen wir weitreichende Ergebnisse erzielen. Insbeson-
dere zeigen wir im Abschnitt 3.2 (Theorem 3.1), dass jede WTS-Strategie zu
einer Queuegr oe von 2
(
p
n) gezwungen werden kann, wobei n die Knoten-
zahl ist. Der Durchmesser d der herangezogenen Graphenfamilie ist dabei
asymptotisch gleich
p
n, womit die Queuegr oe 2
(d) betr agt. Auch der l ang-
ste einfache Weg im Graphen hat L ange (
p
n).
78Dieses Resultat legt nahe, dass die Verwaltung von Zeiten notwendig
ist, wenn man an subexponentiellen Queuegr oen interessiert ist, da die
einzigen sinnvollen Gr oen, die in WTS-Strategien keinen Eingang nden,
Zeiten sind, etwa die Lebenszeit eines Pakets { wie in LIS verwendet { oder
die aktuelle Wartezeit eines Pakets { wie in FIFO verwendet.
Die Ergebnisse der Abschnitte 3.3 und 3.4 kl aren die Frage der uni-
versellen Stabilit at und der 1-Stabilit at f ur distanzbasierte Strategien, eine
groe Teilklasse der WTS-Strategien, der alle oben genannten prominenten
Strategien angeh oren.
F ur das komplette Kapitel treen wir die folgenden Vereinbarungen, die
denen aus (BKR+01) entsprechen:
 G ist stets der Graph des betrachteten Netzwerks, PG ist die Menge
aller einfachen Pfade in G. Schlielich seien n;m;d;lmax die Zahl der
Knoten, die Zahl der Kanten, der Durchmesser und die L ange eines
l angsten Weges im Graphen.
 Wir nehmen an, dass das Netzwerk in sich nicht  uberlappenden, auf-
einanderfolgenden Schritten arbeitet undjeder Schritt in drei sich nicht
 uberlappende, aufeinanderfolgende Teilschritte zerf allt:
1. Einf ugungen: Der Gegner f ugt Pakete ein und weist den ein-
gef ugten Paketen Pfade zu, wobei er seine Restriktionen einh alt.
2. Transport: Pakete  uberqueren Kanten.
3. Absorption: Pakete, die Ihren Zielort erreicht haben, werden aus
dem System entfernt.
Also kann ein Paket in dem Schritt, in dem es eingef ugt wird, auch so-
fort seine erste Kante durchlaufen, falls es von der Queueing Strategie
daf ur ausgew ahlt wird.
 Wir benutzen Qe(t), um die Menge der Pakete zu bezeichnen, aus
denen die Queueing Strategie im Schritt t dasjenige w ahlt, das Kante
e  uberqueren darf. Genauer besteht Qe(t) also aus
{ den im Schritt t an der Quelle von e eingef ugten Paketen, die e
 uberqueren sollen,
{ den Paketen aus Qe(t   1) mit Ausnahme desjenigen, das e in
Schritt t   1  uberquert hat,
{ und Paketen, die in der Transportphase von Schritt t   1 die
Quelle von e erreicht haben und  uber e weiter wandern m ochten.
 Gelegentlich benutzen wir in unseren Konstruktionen Mehrfachkan-
ten. Diese k onnen jedoch bei Bedarf durch das Einf ugen von Dummy-
Knoten beseitigt werden.
79 Wir nehmen an, dass immer, wenn mehr als ein Paket in einer War-
teschlange maximale Priorit at hat, dieses Patt schlimmstm oglich aus
Sicht der Strategie aufgel ost wird.
3.2 Queuegr oen von WTS-Strategien
Wir zeigen nun, dass jede WTS-Strategie zu exponentieller Queuegr oe ge-
zwungen werden kann.
Theorem 3.1 Es gibt eine Familie Gk von Graphen mit n = 2k2 + 6
Knoten, Durchmesser d = 4k   4 und l angstem einfachen Weg der L ange
lmax = 4k, auf der jede WTS-Strategie gegen jeden Gegner mit r > 0:5 und
b > 2rk
2r 1 zu einer Queuegr oe von 2(k) gezwungen werden kann. Damit
stimmt die Queuegr oe asymptotisch mit 2(d), 2(lmax) und 2(
p
n)  uberein.
Beweis: Gk = (Vk;Ek) sei wie folgt gegeben: Gk besteht im Wesentlichen
aus k2 Kopien des Gatters Gij (vergl. Abb. 3.1). Gk hat 2k2+6 Knoten und
der Durchmesser betr agt 4k.
Sei Ri die Menge der Pfade von X nach Z, die ausschlielich die Gatter
der Zeile i durchlaufen. Sei Cj die Menge der Pfade von X0 zu Z0, die
ausschlielich Gatter der j-ten Spalte durchlaufen. In unserer Konstruktion
arbeiten wir ausschlielich mit diesen Zeilen- und Spaltenpfaden.
F ur jede der x-Kanten xl
ij bestimmen wir einen dominanten Pfad. Dazu
halten wir zun achst fest, dass Paketen auf einem Pfad P 2 Ri, der xl
ij be-
nutzt, in der Queue von Kante xl
ij eine Priorit at von f(Gk;P;2j) zugewiesen
wird, da solche Pakete in der Queue von xl
ij genau 2j Kanten bereits traver-
siert haben. Entsprechend wird allen Paketen auf einem Pfad P 2 Cj, der
xl
ij benutzt, in der Queue von xl
ij eine Priorit at von f(Gk;P;2i) zugewiesen.
Wir nennen einen Pfad D dominant f ur xl
i;j, wenn D 2 Ri [ Cj gilt, D
die Kante xl
ij benutzt und Paketen, die entlang D unterwegs sind, in der
Queue von xl
ij die maximale Priorit at, also
max

max
P2Ri
ff(Gk;P;2j)jP benutzt xl
ijg; max
P2Cj
ff(Gk;P;2i)jP benutzt xl
ijg

zugewiesen wird.
Falls ein dominanter Pfad f ur xl
ij Element von Ri ist, so nennen wir die
Kante xl
ij zeilendominiert, andernfalls ist sie spaltendominiert. Dar uberhin-
aus nennen wir Gatter Gi;j zeilendominiert [spaltendominiert], wenn min-
destens k + 1 seiner x-Kanten zeilendominiert [spaltendominiert] sind. Also
ist jedes Gatter entweder zeilen- oder spaltendominiert.
Wir konzentrieren uns im Weiteren auf eine Zeile, in der mindestens die
H alfte aller Gatter spaltendominiert sind, oder eine Spalte, in der minde-
stens die H alfte aller Gatter zeilendominiert sind. Dass eine solche Zeile oder
80Ai;j
x
1
i;j
r
1
i;j
r
k+1
i;j
Bi;j
r
1
i;j+1
r
k+1
i;j+1
c
k+1
i+1;j
Gi;j
x
2k+1
i;j
x
2
i;j
c
1
i+1;j
c
1
i;j c
k+1
i;j
G1;1
Gk;1
G1;k
Gk;2
X
Y Z
X' Y'
Z'
G2;1 r
l
0
c
l
0
Gk;k
G1;2
G2;2 G2;k
Abbildung 3.1: Graph Gk enth alt k2 Gatter Gi;j sowie die zus atzlichen Kno-
ten X;Y;Z;X0;Y 0 und Z0 angeordnet und verbunden wie links angedeutet.
Ein dicker Pfeil steht hier f ur k +1 parallele Kanten in der jeweiligen Rich-
tung. Jedes Gatter besteht aus zwei internen Knoten: Ai;j, in dem alle einge-
henden Kanten enden, und Bi;j, dem alle ausgehenden Kanten entspringen.
Diese Knoten sind durch 2k + 1 gerichtete Kanten, x1
i;j;:::;x2k+1
i;j von Ai;j
nach Bi;j verbunden. Die eingehenden Zeilenkanten, die entweder aus Gi;j 1
bzw. aus Y kommen, benennen wir mit rl
i;j f ur 1  l  k + 1. Die einge-
henden Spaltenkanten, die entweder aus Gi 1;j bzw. Y 0 kommen, benennen
wir mit cl
i;j f ur 1  l  k+1. Die ausgehenden Zeilenkanten [Spaltenkanten]
der letzten Spalte Gi;k [Zeile Gk;j] nach Z [Z0] heien ri;k+1 [ck+1;j]. Die
k + 1 Kanten von X nach Y [X0 nach Y 0] schlielich nennen wir rl
0 [cl
0] f ur
1  l  k + 1.
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Abbildung 3.2: Die Situation in Zeile i0 exemplarisch f ur k = 3. In den spal-
tendominierten Gattern kann durch vertikal kreuzende Pakete der Verkehr
beliebig ausgebremst werden.
S1
S0
S2
S4
S3
Abbildung 3.3: Das Verh altnis der zu konstruierenden Pfade relativ zuein-
ander.
Spalte existiert folgt mit dem Schubfachprinzip daraus, dass entweder min-
destens die H alfte aller Gatter zeilendominiert oder mindestens die H alfte
aller Gatter spaltendominiert ist.
Sei o.B.d.A. Zeile i0 eine solche Zeile. Dann existieren q  k
2 spaltendo-
minierte Gatter in Zeile i0. Ebenso o.B.d.A. nehmen wir an, dass in spalten-
dominierten Gattern Gi0;j die Kanten x1
i0;j;:::;xk+1
i0;j spaltendominiert sind.
F ur k = 3 skizziert Abb. 3.2 die Situation.
Wir bestimmen als N achstes eine Menge von Pfaden aus Ri, die wir
sp ater zum Einf ugen von Paketen verwenden werden. Abb. 3.3 stellt das
Ziel schematisch dar: Pakete, die auf verschiedenen Pfaden eingef ugt werden,
sollen zu einer groen Menge wartender Pakete zusammengef uhrt werden.
Es existiert ein Hauptpfad, in den alle Pfade Si an verschiedenen Punkten
einm unden. Ein Pfad ist bis zu seiner Einm undung kantendisjunkt zu allen
anderen Pfaden. Bei seiner Einm undung durchl auft er zun achst eine Kante
des Hauptpfades mit den anderen Pfaden zusammen, hat danach eine Kante
exklusiv f ur sich und verschmilzt dann endg ultig mit den  ubrigen Pfaden.
Unsere folgende Konstruktion stellt sicher, dass ein einm undender Pfad in
82der ersten gemeinsamen Kante niedrigste Priorit at hat. Die Wahl geeigneter
Pfade leistet Algorithmus 3.1.
Man beachte, dass die Wahlen von e und e0 in Algorithmus 3.1 jeweils
wohldeniert sind, da zu Beginn f ur jedes j mindestens k+1 legale rl
i0;j und
xl
i0;j Kanten existieren. H ochstens k  1 dieser Kanten wurden bei vorange-
gangenen Schleifendurchl aufen im Schritt 2(b)ii gel oscht, bevor e und e0 zu
w ahlen sind.
Wir k onnen nun mit dem Einf ugen von Paketen beginnen. Die Einf ugun-
gen vollziehen sich in q Phasen, die den spaltendominierten Gattern ent-
sprechen. In Phase t kommen die eben konstruierten Pfade St und Dt zum
Einsatz. Seien Gi0;j1;Gi0;j2;:::Gi0;jq die spaltendominierten Gatter der Zei-
le i0. Um den Prozess in Gang zu setzen, nutzen wir einmalig die Burstiness
aus und f ugen in einem ersten Schritt b Pakete auf S0 ins System ein. Diese
Paketmenge nennen wir X0.
Phase t: Phase t beginnt, wenn das erste Paket von Xt 1 die Queue
der Kante rl
i0;jt erreicht und dauert jXt 1j Schritte. In Phase t f ugen wir
jeweils mit Rate r Pakete in St und Dt ein. Man beachte, dass St und Dt
kantendisjunkt sind und diese Einf ugungen also legal sind: Sz und Dz haben
lediglich das Gatter Gi0;jt gemein. Sz erreicht und verl asst es auf Zeilenkan-
ten, Dz auf Spaltenkanten. In Schritt 2(b)iii wird sichergestellt, dass Sz und
Dz verschiedene x-Kanten zur Durchquerung des Gatters benutzen.
In der Queue von rl
i0;jt treen die Pakete aus St erstmalig auf die Pakete
aus Xt 1. Ihre Priorit at in dieser Queue ist nicht gr oer als die Priorit at
jedes Paketes der Menge Xt 1, da jedes Paket aus Xt 1 auf einem der Pfade
S0;:::;St 1 unterwegs ist, und da diese Pfade alle legal waren, als St unter
den legalen Pfaden minimal gew ahlt wurde.
Also kann keines der rjXt 1j Pakete auf St das Gatter Gi0;jt in Phase
t durchqueren, da die Eingangskante durchgehend von Paketen aus Xt 1
benutzt wird.
Nach 2i0, also h ochstens 2k Schritten der Phase t erreicht das erste auf Dt
eingef ugte Paket das Gatter Gi0;jt. Von diesem Zeitpunkt an bis zum Ende
der Phase (das sind mindestens jXt 1j 2k Schritte) erreichen r(jXt 1j 2k)
Pakete auf dem dominanten Pfad das Gatter Gi0;jt. Nach Denition des
dominanten Pfades und nach Konstruktion sind diese Pakete an der Kante
xl
i0;jt allen Paketen aus Xt 1  uberlegen. Beachte dazu, dass alle Pakete aus
Xt 1 auf Zeilenpfaden wandern. Also schaen es mindestens r(jXt 1j 2k)
Pakete aus Xt 1 nicht, das Gatter Gi0;jt in Phase t zu durchqueren.
Sei Xt die Vereinigung dieser verbliebenen Xt 1 Pakete und der neu auf
St eingef ugten Pakete. Dann ist
jXtj  r(jXt 1j   2k) + rXt 1 = 2rjXt 1j   2rk:
F ur r > 1
2 und hinreichend groes b (i.e. jX0j = b > 2rk
2r 1) ist jede Menge
Xt um einen multiplikativen Faktor gr oer als Xt 1.
83Wahl der Pfade
1. Die Menge L enthalte die Kante ri0;k+1, die Kanten rl
0 sowie rl
i0;j
und xl
i0;j f ur 1  j  k und 1  l  k + 1. Wir nennen Kanten
in L legal und nennen einen Pfad legal, wenn er nur legale Kanten
verwendet. Sei z := q.
Wir verwenden z um die spaltendominierten Gatter von q nach 1 hinunter-
zuz ahlen.
2. F ur j von k bis 1 in absteigender Reihenfolge wiederhole:
(a) W ahle e 2 frl
i0;jj1  l  k + 1g \ L beliebig.
Kante e ist also ein legaler Eingang in das Gatter Gi0;j.
(b) Wenn Gi0;j spaltendominiert ist:
i. Sei Sz ein legaler Pfad, der e benutzt, und unter allen
legalen Pfaden, die e benutzen, eine minimale Priorit at
in Qe erh alt. (I.e., f(Gk;Sz;2j   1) ist minimal).
Kante e stellt die erste gemeinsame Kante des Pfades Sz mit den
 ubrigen Pfaden dar.
ii. Entferne die Kanten, die Sz vor e durchl auft, aus L.
Dadurch wird sichergestellt, dass Sz bis zu seiner Einm undung kan-
tendisjunkt zu allen noch zu w ahlenden Pfaden ist.
iii. W ahle e0 2 (fxl
i0;jj1  l  k + 1g n Sz).
Kante e
0 ist also eine legale Kante, die von Sz nicht benutzt wird.
iv. Sei Dz der dominante Pfad von e0.
Da e
0 spaltendominiert ist, existiert ein dominanter Pfad aus Ck.
v. Setze z := z   1.
(c) Sonst: W ahle e0 2 fxl
i0;jj1  l  k + 1g \ L beliebig.
In den zeilendominierten Gattern k onnen wir keine Pfade einm unden
lassen.
(d) Entferne alle Kanten rl
i0;j 6= e und xl
i0;j 6= e0 mit 1  l  k+1
aus L.
Damit ist sichergestellt, dass alle im weiteren Verlauf gew ahlten Pfade
 uber e und e
0 laufen. Der gemeinsame Sux aller noch zu w ahlenden
Pfade vergr oert sich also.
3. W ahle einen legalen Pfad S0 beliebig.
Algorithmus 3.1: Die Wahl geeigneter Pfade.
84Da q = (k) = (d) = (lmax) gilt, hat die letzte Menge Xq die Gr oe
2(k) = 2(d) = 2(lmax) = 2(
p
n), was zu zeigen war. 
3.3 Aufschichtungskreise
Aufschichtungskreise sind eine neue Technik zum Nachweis der 1-Stabilit at
von Queueing Strategien. Durch sie k onnen Stabilit atsbeweise einzelner pro-
minenter Strategien vereinheitlicht werden und ganze Klassen 1-stabiler
Strategien identiziert werden.
Auf intuitiver Ebene stellt sich die Argumentation wie folgt dar: Ange-
nommen eine Strategie S ist auf einem Graphen G instabil bei Rate r = 1.
Dann kann durch passende Einf ugungen jede vorgegebene Zahl von Pake-
ten ins System gebracht werden. Folglich muss es mindestens eine Kante e
geben, deren Queue  uber jede vorgegebene Schranke anwachsen kann. Da
auerdem die Zahl der einfachen Pfade, die eine bestimmte Kante enthal-
ten, in jedem Graphen konstant ist, gibt es sogar einen einzelnen Pfad P,
der e enth alt, und entlang dem beliebig viele der vor e wartenden Pakete
unterwegs sind.
Damit die Zahl der Pakete entlang eines Pfades aber gro wird, ist es
n otig, dass f ur einen l angeren Zeitraum mehr Pakete entlang des Pfades
eingef ugt werden als den Pfad am Zielknoten verlassen. Folglich m ussen
blockierende Pakete zur Wirkung kommen, die die Pakete auf P aufhalten.
Da wir aber w ahrend der Blockaden weiter Pakete in P einf ugen m ussen,
um die Paketzahl auf P zu steigern, k onnen die blockierenden Pakete nicht
gleichzeitig eingef ugt werden, da sie ja mindestens eine Kante mit P gemein
haben.
Ein wesentlicher Teil der n otigen blockierenden Pakete muss also schon
im System vorhanden sein, wenn die Paketzahl auf P beginnt anzuwachsen.
Wir kommen so zu weiteren Pfaden, die zu einem bestimmten fr uheren Zeit-
punkt groe Mengen von Paketen enthalten haben m ussen. Da die Menge der
einfachen Pfade in jedem Graphen endlich ist, muss sich in dieser Argumen-
tation irgendwann ein Kreis schlieen. Eine solche zyklische Anordnung von
Pfaden nennen wir dann einen Aufschichtungskreis und k onnen per Kontra-
position auf 1-Stabilit at schlieen, wann immer eine Strategie S auf einem
Graphen G keine Aufschichtungskreise zul asst.
Wesentlich ist der Begri des Pfad-Pr axes.
Denition 3.5 Sei P = (e1;e2;:::;ez) ein einfacher Pfad. Dann besteht
der Pfad-Pr ax [P;a] f ur a  z aus den Kanten (e1;e2;:::;ea).
Sei QP
e (t) die Untermenge der Pakete aus Qe(t), denen Pfad P zugewiesen
ist, und sei QP(t) die Menge aller Pakete, die zur Zeit t im System sind
und denen ebenfalls Pfad P zugewiesen ist. (Also gilt QP(t) =
Sz
i=1 QP
ei(t).)
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Abbildung 3.4: Veranschaulichung von Lemma 3.2. Die gemeinsame Kante
ist eP 0
a0 = eP
i .
Weiter sei Q[P;a](t) =
Sa
i=1 QP
ei(t) die Menge der Pakete auf dem Pfad-Pr ax
[P;a], die \auf P unterwegs sind".
Lemma 3.2 zeigt, dass es f ur jeden schwer beladenen Pfad-Pr ax [P;a]
einen weiteren schwer beladenen Pfad-Pr ax [P 0;a0] gibt, der in einer ge-
meinsamen Kante e Vorfahrt vor [P;a] hat. Dieses Lemma werden wir dann,
bei vorliegender Instabilit at, iteriert anwenden, um auf die Existenz von Auf-
schichtungskreisen zu schlieen. Abb. 3.4 illustriert die Aussage von Lemma
3.2.
Lemma 3.2 Sf sei eine WTS-Strategie mit Priorit atsfunktion f, die auf ei-
nem Graphen G benutzt wird. Sei weiter angenommen, dass ein (1;b)-Gegner
zum Zeitpunkt 1 beginnend bis zum Zeitpunkt t Einf ugungen vornimmt und
anschlieend ein Pfad-Pr ax [P;a] existiert, so dass jQ[P;a](t)j  c gilt, wo-
bei c eine Konstante gr oer als b ist. Dann existiert ein Pfad-Pr ax [P 0;a0]
so dass,
 P0 gegen uber P in einer gemeinsamen Kante e = eP
i = eP 0
a0 Vorfahrt
hat und
 der Pfad-Pr ax von P 0, der mit e endet, zu einem Zeitpunkt vor t
mindestens
c
2  3lmax  jPGj
 
b
jPGj
Pakete enthalten hat.
Beweis: Angenommen jQ[P;a](t)j  c gilt. Dann w ahlen wir t0 minimal, so
dass es zur Zeit t0 ein i  a gibt, derart dass gilt
jQP
ei(t0)j >
c
3a i+1: (3.1)
Ein solches t0  t existiert, da andernfalls jQP
ej(t)j  c
3a j+1 f ur jedes
86j  a gelten w urde und folglich
jQ[P;a](t)j =
a X
j=1
jQP
ej(t)j

a X
j=1
c
3a j+1
= c  3 a 
a X
j=1
3j 1
= c  3 a3a   1
2
<
c
2
Widerspruch:
Sei i der minimale Index, der Ungleichung (3.1) erf ullt. Nun w ahlen wir t1
maximal mit t1 < t0, so dass QP
ei(t1) = ;. Auch diese Wahl ist wohldeniert,
da alle Queues zur Zeit 0 leer sind. Die Minimalit at von t0 und t1 < t0
ausnutzend erhalten wir
jQ[P;i 1](t1)j =
i 1 X
j=1
jQP
ej(t1)j

i 1 X
j=1
c
3a j+1

c
2  3a i+1:
Da jQP
ei(t0)j > c
3a i+1 gilt, waren also h ochstens die H alfte der Pakete in
QP
ei(t0) zur Zeit t1 bereits im System.
Wir konzentrieren uns auf das Zeitintervall J = (t1;t0] und nehmen an,
dass y Pakete w ahrend J in P eingef ugt werden. Sei x die Zahl der Pakete
auf Pfad P, die ei w ahrend J traversieren. Dann l asst sich folgern:
y   x 
c
2  3a i+1 (3.2)
folgern. Da QP
ei(t) auf Grund der Maximalit at von t1 w ahrend J nicht leer
ist,  uberquert in jedem Schritt ein Paket die Kante ei, das mindestens die
Priorit at f(G;P;i   1) hat.
Nach Ungleichung 3.2 w achst das Paketaufkommen im Pfad-Pr ax [P;i 
1] w ahrend J um den Beitrag y   x  c
23a i+1. Die Gesamtbilanz, also die
Dierenz zwischen eingef ugten und in ei abge
ossenen Paketen w ahrend J
ist h ochstens die Burstiness b. Damit m ussen w ahrend J mindestens y x b
Pakete mehr  uber von P verschiedene Wege, mit Vorfahrt  uber P in ei,
abge
ossen sein als Pakete  uber von P verschiedene Wege hinzugekommen
sind.
87Damit sind zum Beginn von Zeitintervall J, also zum Zeitpunkt t1, min-
destens c
23lmax   b Pakete auf von P verschiedenen Pfaden, die Vorfahrt
gegen uber P in ei haben, im System. Diese Pakete benden sich auf ihren
jeweiligen Pfaden vor ei.
Das Schubfachprinzip liefert schlielich, dass es einen Pfad P 0 mit min-
destens gleicher Priorit at wie P in ei gibt, der zur Zeit t1 mindestens
c
2  3lmax  jPGj
 
b
jPGj
dieser Pakete vor ei enth alt.
W ahlen wir abschlieend noch a0, so dass eP 0
a0 = ei gilt, haben wir das
Lemma gezeigt. 
Eine iterierte Anwendung des Lemmas 3.2 f uhrt nun direkt zu den Auf-
schichtungskreisen.
Denition 3.6 (Aufschichtungskreis) Ein Aufschichtungskreis f ur eine
WTS-Strategie mit Priorit atsfunktion f in einem Graphen G ist eine Men-
ge von Pfaden P1;P2;:::;Pr 2 PG in G mit jeweils zwei ausgezeichneten
Kanten ePi
xi und ePi
yi in jedem Pfad und den folgenden Eigenschaften:
 81ir xi  yi: Kante ePi
xi liegt in Pi vor ePi
yi ,
 81ir 1 ePi
yi = e
Pi+1
xi+1 und ePr
yr = eP1
x1: Die zweite ausgezeichnete Kante
von Pi ist die erste ausgezeichnete Kante von Pi+1, und die zweite
ausgezeichnete Kante von Pr ist die erste ausgezeichnete Kante von
P1.
 81ir 1 f(G;Pi;yi)  f(G;Pi+1;xi+1) ^ f(G;Pr;yr)  f(G;P1;x1):
Pfad Pi hat Vorfahrt gegen uber Pi+1 an ihrer gemeinsamen, ausge-
zeichneten Kante. Pfad Pr hat Vorfahrt gegen uber P1 an ihrer gemein-
samen ausgezeichneten Kante.
Abb. 3.5 illustriert das Konzept eines Aufschichtungskreises. Wir k onnen
nun das Hauptresultat dieses Abschnitts formulieren.
Theorem 3.2 Wenn eine WTS-Strategie Sf mit Priorit atsfunktion f in-
stabil f ur r = 1 auf einem Graphen G ist, dann existiert unter den Pfaden
von G ein Aufschichtungskreis f ur Sf.
Beweis: Wir denieren die folgende Rekursion, um Lemma 3.2 hinreichend
h aug anwenden zu k onnen:
A(0) = b
A(i) =
A(i + 1)
2  3lmax  jPGj
 
b
jPGj
:
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Abbildung 3.5: Schematische Darstellung eines Aufschichtungskreises be-
stehend aus vier Pfaden. Die vier ausgezeichneten Kanten sind als Kan ale
dargestellt. Die Vorfahrt wird durch den Linientyp wiedergegeben: der Pfad
mit der durchgehenden Linie hat gegen uber dem mit der gestrichelten Linie
Vorfahrt.
Da wir Instabilit at annehmen, existiert eine Folge von Einf ugungen nach der
G
jPGj  A(d  jPGj)
Pakete enth alt. Also enth alt mindestens ein Pfad P0 in G nach der Folge von
Einf ugungen A(lmax  jPGj) Pakete. Wir w ahlen Pfad P0 und seine L ange
a0 := jP0j als ersten Pfad-Pr ax [P0;a0].
Wir wenden Lemma 3.2 nun iterativ an: Wenn wir einen Pfad-Pr ax
[Pi;ai] haben, dem A(lmax  jPGj   i) Pakete aufgezwungen werden k onnen,
dann liefert Lemma 3.2 einen Pfad Pi+1, der [Pi;ai] schneidet und Vorfahrt
an diesem Schnittpunkt hat. W ahlen wir ai+1 gem a Lemma 3.2, wissen wir,
dass dem Pfad-Pr ax [Pi+1;ai+1]
A(lmax  jPGj   i)
2  3lmax  jPGj
 
b
jPGj
= A(lmax  jPGj   (i + 1))
Pakete aufgezwungen werden k onnen.
Wir k onnen die Anwendung von Lemma 3.2 lmax  jPGj mal iterieren,
was eine obere Schranke auf der Zahl der Pfadpr axe in G ist. Also muss
im Laufe der Anwendungen ein Kreis geschlossen werden und das Theorem
folgt. 
Per Kontraposition folgt sofort, dass eine Strategie, die in keinem Gra-
phen Aufschichtungskreise bildet, 1-stabil ist. Das folgende Korollar enth alt
Nearest-To-Source und Farthest-To-Goal als Spezialf alle.
89Korollar 3.1 Angenommen eine WTS-Strategie Sf mit Priorit atsfunktion
f ist gegeben. Wenn f entlang jedes Pfades P in G streng monoton fallend
ist, i.e.
f(G;P;i) > f(G;P;i + 1);
dann ist Sf 1-stabil.
Beweis: Angenommen, G enthielte einen Aufschichtungskreis bez uglich
Sf, seien dann P1;:::;Pr, x1;:::;xr und y1;:::;yr entsprechend Denition
3.6 gew ahlt. Dann folgt mit
f(G;P1;x1) > f(G;P1;y1)  f(G;P2;x2) >> f(G;Pr;yr)  f(G;P1;x1)
ein Widerspruch. Gem a Theorem 3.2 ist Sf 1-stabil. 
Beobachtung 3 Angenommen, eine WTS-Strategie, die nicht von der Zahl
der bereits zur uckgelegten Kanten abh angt, wird auf G eingesetzt. Die Stra-
tegie h angt also nur vom Pfad eines Pakets und vom Graphen ab. Wenn die
Strategie verschiedene Priorit aten an verschiedene Pfade zuweist, dann ist
die Strategie 1-stabil.
Diese Klasse von Strategien ist zwar gro, aber die willk urliche Zuweisung
von Priorit aten an Pfade kann kaum als sinnvoll gelten.
3.4 Distanzbasierte Strategien
Wir nennen eine Strategie distanzbasiert, wenn die zugrundeliegende Prio-
rit atsfunktion nur von der Zahl x der bereits traversierten Kanten und der
L ange y des Pfades eines Pakets abh angt. NTS,NTG,FTS und FTG sind
distanzbasierte Strategien.
F ur diese Teilklasse der WTS-Strategien gelingt eine vollst andige Klas-
sizierung aller universell stabilen und 1-stabilen Strategien.
Theorem 3.3 Sei f die Priorit atsfunktion einer distanzbasierten Queueing
Strategie Sf. Dann ist Sf genau dann 1-stabil, wenn
8(x;y) 1  x < y : f(x;y) < f(x   1;y): (3.3)
Andernfalls ist Sf nicht universell stabil.
Beweis: Die 1-Stabilit at gegeben (3.3) folgt sofort aus Korollar 3.1, da f
entlang jeden Pfades streng monoton fallend ist.
F ur die R uckrichtung, den Nachweis der Instabilit at gegeben
:(3:3) : 9x;yf(x;y)  f(x   1;y);
90betten wir den so genannten Baseball Graph aus (AAF+01) in eine Um-
gebung aus Zubringer- und Abnehmerpfaden ein. Auch das Schema der
Einf ugungen ist etwas aufwendiger als das in (AAF+01), folgt aber  ahn-
lichen Ideen.
Der Beweis nutzt aus, dass Sf nur dann als stabil anzusehen ist, wenn
es f ur jede m ogliche Wahl von Paketen gleicher Priorit at die Stabilit at ga-
rantiert. Rivalisieren also zwei Pakete gleicher Priorit at um eine Kante, so
k onnen wir das weiterzuleitende Paket passend f ur unsere Zwecke w ahlen.
Wir w ahlen ein x und ein y, durch die (3.3) verletzt wird. Wir arbeiten
mit dem Graphen aus Abb. 3.6.
Wir nehmen an, dass es einen Zeitpunkt t gibt, so dass, wenn ab t keine
neuen Pakete mehr eingef ugt werden, in jedem der n achsten s Schritte ein
Paket Kante e0 traversiert. Sei S die Menge dieser Pakete und es sei jSj = s.
Die Pakete in S haben vor e0 genau x Kanten traversiert und sind auf einem
Pfad der L ange y unterwegs, der in XB endet.
Wir erstellen eine Folge von Paket Einf ugungen (Phase 1,2 und 3), so
dass, wenn nach Phase 3 keine neuen Pakete mehr eingef ugt werden, noch
f ur mehr als s Schritte Pakete die Kante e0
0  uberqueren, die auf einem Pfad
der L ange y unterwegs sind, Knoten X0
B als Ziel haben, und genau x Kanten
vor e0
0 traversiert haben.
Daraus folgt dann die Instabilit at, da der Prozess beliebig h aug wie-
derholt werden kann. Bevor wir die Einf ugungen im Einzelnen darstellen,
sei festgehalten, dass wir in allen drei Phasen nur solche Pakete verwen-
den, die  uber einen Zubringerpfad laufen, genau drei der zentralen Knoten
(i.e. A;B;C;A0;B0 oder C0) durchlaufen und  uber einen Abnehmerpfad zu
ihrem Ziel laufen. Damit hat jedes Paket einen Gesamtpfad der L ange
(x   1) + 2 + (y   x   1) = y:
In ihrem ersten zentralen Knoten haben die Pakete jeweils x   1 Kanten
bereits  uberquert, im zweiten zentralen Knoten sind es x viele.
Die folgende Tabelle gibt die n otigen Paketeinf ugungen in kompakter
Form wieder.
Phase Dauer Eingef ugte Menge & Pfad Gr oe
Eins s F : (YA
 ! A
e0 ! B
e1 ! A0  ! XA0) rs
Zwei rs G1 : (YA
 ! A
e0 ! B
e2 ! A0  ! XA0) r2s
G2 : (YB
 ! B
e1 ! A0 e0
0 ! B0  ! XB0) r2s
Drei r2s H1 : (YB
 ! B
e2 ! A
e0
0 ! B0  ! XB0) r3s
H2 : (YC
 ! C
e4 ! B
e1 ! A0  ! XA0) r3s
In Phase eins  uberquert nach Annahme in jedem Schritt ein Paket aus
S die Kante e0. Wenn die Pakete der Menge F den Knoten A erreichen, so
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Abbildung 3.6: Graph zum Nachweis der Instabilit at von Sf. Es gibt
zentrale Knoten A;B;C und A0;B0;C0. Jeder zentrale Knoten hat einen
Zubringerpfad, der in einem Knoten YA;:::;YC0 beginnt. Jeder dieser Zu-
bringerpfade besteht aus x   1 Knoten und x   1 Kanten. (F ur x = 1
verschwinden die Pfade also und der Y -Knoten ist mit dem zugeh origen
zentralen Knoten identisch). A;B;A0 und B0 haben auerdem einen Abneh-
merpfad, der in einem Knoten XA;:::;XB0 endet. Jeder Abnehmerpfad hat
L ange y   x   1. F ur y = x + 1 verschwinden diese Pfade und zentraler
Knoten und zugeh origer X-Knoten fallen zusammen.
92sind sie dort den S-Paketen nach Priorit at unterlegen, da sie bis dahin x 1
Kanten  uberquert haben, w ahrend Pakete der Menge S nach Annahme x
Kanten  uberquert haben, und f(x;y)  f(x   1;y) nach Wahl von x und y
gilt. Also  uberquert kein F Paket in Phase 1 die Kante e0.
Nach Ablauf der Phase eins haben die s Pakete der Menge S die Kante
e0  uberquert und sind entweder bereits in XB angekommen oder auf dem
Abnehmerpfad von Knoten B zu XB, wo sie aber f ur unsere weiteren Be-
trachtungen keine Rolle mehr spielen.
In Phase zwei  uberqueren die F-Pakete die Kante e0. Wir gehen davon
aus, dass die Menge S und damit auch F so gro ist, dass im Strom der
F-Pakete  uber e0 keine L ucken entstehen: Man beachte, dass das letzte F-
Paket zu Beginn der Phase zwei Knoten A noch nicht erreicht hat, sondern
erst im letzten Schritt von Phase eins in den Zubringerpfad eingef ugt worden
ist. Wir gehen also davon aus, dass sich in A gen ugend F-Pakete aufgestaut
haben, so dass das letzte F-Paket A erreicht bevor dieser Vorrat von Paketen
in A abge
ossen ist.
Die Paketmenge G1 wird in den Zubringerpfad von A eingef ugt und
trit in A auf die angestauten Pakete aus F. Da beide Paketmengen in A
genau x 1 Kanten  uberquert haben, kann sie die Queueing Strategie nicht
unterscheiden und wir k onnen festlegen, dass sich die G1-Pakete hinter den
F-Paketen einreihen, also kein Paket aus G1 die Kante e0 in Phase zwei
 uberquert.
Die Menge G2 wird gleichzeitig mit G1 eingef ugt, was legal ist, da die zu-
gewiesenen Pfade beider Mengen kantendisjunkt sind. Die Pakete der Menge
G2 treen in B auf die Pakete der Menge F und konkurrieren mit diesen
um die Kante e1. Bis zum Knoten B haben die F-Pakete jedoch x Kanten
 uberquert, w ahrend die G2-Pakete nur auf x   1  uberquerte Kanten kom-
men. Der Strom aus F-Paketen setzt sich also ungehindert  uber e1 fort, und
die G2 Pakete stauen sich in B vor e1.
Nach Phase zwei hat das letzte Paket aus F die Kante e1  uberquert.
Die F-Pakete sind entweder bereits in XA0 absorbiert worden oder auf dem
Abnehmerpfad von A0, wo sie f ur uns keine Bedeutung mehr haben.
Die in Phase drei eingef ugten Paketmengen H1 und H2 haben kantendis-
junkte zugewiesene Pfade, k onnen also parallel eingef ugt werden. Verfolgen
wir zun achst die Mengen G1 und H1. Die Pakete aus G1 k onnen nun Kante
e0  uberqueren. Wir nehmen wieder an, dass die Menge so gro ist, dass die
Nachz ugler, die zu Beginn der Phase noch auf dem Zubringerpfad sind, dank
des Staus in A aufschlieen k onnen und der Strom ab Kante e0 l uckenlos
ist. In B angekommen setzen sich die G1-Pakete gegen die H1-Pakete durch,
die ebenfalls  uber e2 wollen. In B haben die G1-Pakete bereits x Kanten
 uberquert, die H1-Pakete dagegen nur x 1. Also stauen sich die H1-Pakete
in B und kein H1-Paket  uberquert e2 in Phase drei.
F ur G2 und H2 ist die Lage etwas un ubersichtlicher. In den ersten x
Schritten der Phase drei k onnen x der in B wartenden G2-Pakete Kante
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Abbildung 3.7: Graph zur Existenz gestrandeter Pakete bei NTS.
e1  uberqueren und im weiteren Verlauf der Phase drei ihren Zielort XB0
erreichen. Nach x Schritten jedoch erreicht das erste H2-Paket Knoten B.
Die Pakete aus H2 sind den G2-Paketen in B  uberlegen, da sie bereits x
Kanten  uberquert haben. Die H2-Pakete laufen also v ollig ungebremst durch
den Graphen. Allerdings weist dieser Strom von Paketen f ur Raten r < 1
L ocher auf. Kante e1 ist in r(r2s x) der r2s x verbleibenden Schritte der
Phase 3 durch H2-Pakete besetzt. Folglich k onnen nur in (1   r)  (r2s   x)
Schritten Pakete aus G2 die Kante e1  uberqueren. Die Zahl der G2-Pakete,
die am Ende der Phase drei Kante e1 noch nicht  uberquert haben, ist also
mindestens
r2s   x   (1   r)  (r2s   x) = r(r2s   x):
Diese restlichen Pakete aus G2 und die komplette Menge H1 werden,
wenn keine weiteren Einf ugungen folgen, nach dem Ende von Phase 3 Kante
e0
0  uberqueren und zu Knoten XB0 wandern. Die Gr oe der Vereinigung
dieser Mengen ist mindestens
r(r2s   x) + r3s = 2r3s   rx:
F ur r > 1
2 und eine hinreichend groe Burstiness, mit der wir eine gen ugend
groe erste Menge S erzeugen k onnen, hat sich die Zahl der Pakete um einen
multiplikativen Faktor erh oht.
Da die obige Sequenz von Einf ugungen beliebig h aug wiederholt werden
kann, kann die Zahl der Pakete im System  uber jede Schranke getrieben
werden. Instabilit at folgt. 
3.5 Gestrandete Pakete
In (Ga03) wurde erstmals angemerkt, dass bei der kritischen Rate r = 1
die Stabilit at keine beschr ankte Transportzeit mehr impliziert (vergl. im
Gegensatz dazu Lemma 3.1). Nicht einmal, dass jedes Paket in endlicher
Zeit sein Ziel erreicht, wird durch 1-Stabilit at sichergestellt. Ein einfaches
Beispiel bietet die Strategie Nearest-To-Source (NTS) auf dem Graphen aus
Abb. 3.7.
Man f uge zum Zeitpunkt 1 ein Paket p mit Ziel C in A ein. Noch im
selben Schritt erreicht es B. F ugt man nun ab Schritt 2 ununterbrochen
Pakete mit Ziel C in B ein, so ist p in B gestrandet. In (RT04) ist der Begri
eternal Packets f ur solche Pakete eingef uhrt worden. Dort wird auch gezeigt,
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Abbildung 3.8: Der Graph G an dem gezeigt wird, dass jede WTS-Strategie
bei r = 1 gestrandete Pakete zul asst.
dass keine Queueing Strategie 1-stabil sein kann und gleichzeitig gestrandete
Pakete verhindern kann. Daraus folgt wiederum, dass es Queueing Strategien
mit begrenzter Transportzeit f ur r = 1 nicht gibt.
Die Strategie Longest-In-System (LIS) ist universell stabil und verhin-
dert, wie man sich rasch  uberlegt, das Stranden von Paketen. In diesem
Sinne ist sie also bestm oglich. Es erscheint vern unftig anzunehmen, dass
die F ahigkeit einer Strategie das Stranden von Paketen zu verhindern ein
Indikator daf ur ist, ob die Strategie die Queuegr oen klein halten kann.
Wir zeigen nun abschlieend, dass die komplette Klasse der WTS-Strate-
gien nicht in der Lage ist, bei r = 1 das Stranden von Paketen zu verhindern,
selbst wenn man mit Burstiness 0 arbeitet und auf Worst-Case-Tiebreaking
verzichtet.
Lemma 3.3 Es gibt einen Graphen G auf dem jede WTS-Strategie gestran-
dete Pakete selbst bei Burstiness 0 zul asst.
Beweis: Wir verwenden Graph G aus Abb. 3.8 und unterscheiden drei
F alle.
Fall 1: f(G;(ABCD);2)  f(G;(CDE);0):
Im ersten Schritt f uge ein Paket p mit Pfad (ABCD) ein. Es erreicht noch
im ersten Schritt Knoten B und im zweiten Knoten C. Vom dritten Schritt
an f uge ununterbrochen Pakete in den Pfad (CDE) ein. Nach Fallannahme
haben diese Pakete Vorfahrt und p ist in C gestrandet.
Fall 2: f(G;(FHDE);2)  f(G;(CDE);1):
Im ersten Schritt f uge ein Paket p mit Pfad (FHDE) ein. Es erreicht noch
im ersten Schritt Knoten H. Von Schritt zwei an f uge ununterbrochen Pakete
in den Pfad (CDE) ein. Diese Pakete konkurrieren ab Schritt drei mit p um
die Kante von D nach E. Nach Fallannahme haben sie Vorfahrt und p ist
gestrandet.
Fall 3: Weder Fall 1 noch Fall 2.
Wir beschreiben eine Folge von Einf ugungen von Paketen a1;a2;p;b1;b2;:::
und nutzen f(G;(ABCD);2) > f(G;(CDE);0) und f(G;(FHDE);2) >
f(G;(CDE);1) aus. Paket p wird wieder das gestrandete sein.
95Schritt Einf ugung (Pfad) Bewegungen
1 a1 : (ABCD) a1 erreicht B
2 a2 : (ABCD) a2 erreicht B
a1 erreicht C
3 p : (CDE) a1 blockiert p in C und erreicht in D
a2 erreicht C
4 b1 : (FHDE) a2 blockiert p in C und erreicht in D
b1 erreicht H
5 b2 : (FHDE) b1 erreicht D
p erreicht D
b2 erreicht H
6 b3 : (FHDE) b1 blockiert p in D und erreicht in E
b2 erreicht D
b3 erreicht H
7 b4 : (FHDE) b2 blockiert p in D und erreicht in E
b3 erreicht D
b4 erreicht H
. . .
. . .
. . . p ist gestrandet
Paket p hat in den Schritten 3 und 4 das Nachsehen, da Fall 1 nicht
eintritt. Ab Schritt 6 benutzen wir, dass Fall 2 nicht vorliegt. Pro Schritt
wird nur ein Paket eingef ugt, damit ist die Rate 1 und die Burstiness 0. 
3.6 Zusammenfassung
In diesem Abschnitt haben wir die Klasse der Queueing-Strategien ohne
Zeitnahme eingef uhrt und analysiert. Anders als bei der individuellen Ana-
lyse prominenter Queueing Strategien, ging es uns darum, unter Verwendung
m oglichst schwacher Annahmen  uber die Strategie m oglichst starke Aussa-
gen zu erzielen.
Die maximale Queuegr oe einer Strategie ist eine Schl usselgr oe, und im
Hauptresultat wurde bewiesen, dass s amtliche WTS-Strategien exponenti-
elle Queuegr oen in Kauf nehmen m ussen.
Das eingef uhrte Konzept der Aufschichtungskreise hat sich als n utzlich
zur Beurteilung der von Stabilit at von WTS-Strategien erwiesen. Mit wei-
teren Argumenten ist es gelungen, eine komplette Klassizierung distanzba-
sierter WTS-Strategien im Hinblick auf deren 1 -Stabilit at und universeller
Stabilit at vorzunehmen.
Abschlieend wurde festgestellt, dass keine WTS-Strategien bei Rate
r = 1 das Stranden von Paketen verhindern kann.
Ein Fazit der Ergebnisse dieses Abschnitts ist die Beobachtung, dass man
auf direktem Weg wieder zu der Frage nach der Performance von Longest-
In-System (LIS) gef uhrt wird. Die Verwendung von Zeitstempeln scheint auf
96Grund der Ergebnisse dieses Kapitels inh arent notwendig zu sein, um eine
polynomielle Queuegr oen zu garantieren, und sicherlich ist LIS eine der
einfachsten Strategien, die Zeitstempel benutzen.
Eine weitere Schlussfolgerung k onnte sein, dass der Begri der Stabilit at
als alleiniges Qualit atsma von Queueing-Strategien mit Fragezeichen zu
versehen ist. Relativ obskure Strategien (vergleiche insbesondere Beobach-
tung 3) sind sogar 1-stabil, w ahrend sowohl die mit polynomiellen Queue-
gr oen auftrumpfenderandomisierte Strategie aus (AAF+01) und die einzige
bekannte deterministische Strategie mit erwiesener polynomieller Transport-
zeit (AFGZ01) f ur r = 1 nicht deniert sind. LIS ist f ur r = 1 instabil, f ur
r < 1 jedoch die einzige einfache Strategie, f ur die sogar polynomielle Trans-
portzeit nicht ausgeschlossen ist.
Eine Eigenschaft von Queueing-Strategien, die neben dem Grad der Sta-
bilit at auch beachtet werden sollte, ist die Frage der Nachpr ufbarkeit. Hier
hat das nach wie vor popul are FIFO der Strategie LIS gegen uber einen ent-
scheidenden Vorteil. FIFO basiert allein auf lokalen Informationen in dem
Sinne, dass dem Paket keine Informationen angeh angt werden, die Ein
u
auf die Geschwindigkeit des Paketes im weiteren Verlauf haben. Ein Sen-
der, der das Tempo seiner Pakete zu Lasten anderer erh ohen m ochte, w urde
bei LIS unentdeckt bleiben, wenn er auf jedes seiner Pakete eine zu alte
Einf ugezeit eintr agt.
Dasselbe Argument kann auch gegen die randomisierte Strategie aus
(AAF+01) und die derandomisierte Strategie in (AFGZ01) geltend gemacht
werden. Im ersten Fall ist jeder Sender angehalten f ur die im Laufe einer
Phase eingef ugten Pakete eine gleichverteilte Anfangspriorit at auszuw urfeln.
Ein Konzept, das nur bei allseitig unterstellter Ehrlichkeit die gew unschte
Performance nach sich zieht. Im zweiten Fall werden die Anfangspriorit aten
aufwendig berechnet, aber auch hier m ussen nachfolgende Router glauben,
was die Sender als Priorit at auf dem Paket vermerken.
Zusammenfassend k onnen die Resultate  uber WTS-Strategien (deren
Navigationsdaten wie Sender und Empf anger ja nicht ohne weiteres gef alscht
werden k onnen) auch als ein Schritt in Richtung eines Ergebnisses betrachtet
werden, das besagt, dass man sich im Adversarial Queueing zwischen Warten
und Vertrauen entscheiden muss. Ein solches Resultat sollte alle Strategien
umfassen, die neben den Parametern der WTS-Strategien auch Zugri auf
lokale Zeiten (also aktuelle Wartezeit) und lokale Zufallsbits haben. Gel ange
es auch f ur diese gr oere Klasse subexponentielle Queuegr oen auszuschlie-
en, so w are man der oben angedeuteten Notwendigkeit von Vertrauen oder
Warten schon sehr nahe.
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