Abstract. The nuclear norm is widely used to induce low-rank solutions for many optimization problems with matrix variables. Recently, it has been shown that the augmented Lagrangian method (ALM) and the alternating direction method (ADM) are very efficient for many convex programming problems arising from various applications, provided that the resulting subproblems are sufficiently simple to have closed-form solutions. In this paper, we are interested in the application of the ALM and the ADM for some nuclear norm involved minimization problems. When the resulting subproblems do not have closed-form solutions, we propose to linearize these subproblems such that closed-form solutions of these linearized subproblems can be easily derived. Global convergence of these linearized ALM and ADM are established under standard assumptions. Finally, we verify the effectiveness and efficiency of these new methods by some numerical experiments.
Introduction
Let X * ∈ R m×n be an unknown matrix and b = AX * ∈ R p (p < mn), where A stands for a linear mapping from R m×n to R p . We are often asked to reconstruct X * from b with A given. Clearly, without further conditions this task is not trackable since p < mn. However, when X * is a low-rank matrix, this reconstruction becomes possible via solving the following convex programming model:
where ∥ · ∥ * is the so-called nuclear norm (also known as trace norm or Ky Fan norm) defined as the sum of all singular values. Note that the nuclear norm is the convex envelope of the rank function over the unit ball under the spectral norm (see, e.g., [14] ), and it is a widely used surrogate of the rank function to induce lowrank solutions in various areas such as machine learning, statistics, engineering, etc. When A is a sampling operator collecting a fraction of entries of a matrix, (1.1) reduces to the well known matrix completion problem. We refer to [8, 9] for some breakthrough results on the matrix completion problem, and [40] for recent development on (1.1) with a generic linear operator A.
In practice, b is often obtained through hardware implementation, and it usually suffers from a nontrivial level of noise. That is, b = AX * + ω, where ω contains measurement errors dominated by certain normal distribution. With the consideration of noise, (1.1) is often relaxed to the nuclear norm regularized least squares problem (1.2) min where µ > 0 and δ > 0 are parameters reflecting the level of noise. Based on their respective optimality conditions, the models (1.2) and (1.3) are theoretically related in the sense that solving one of them can determine a value of the noise parameter for the other such that these two models share a common solution. In the area of machine learning, (1.2) is of particular interest. For example, it is shown in [1, 2, 36, 38 ] that certain multi-task learning problems with least squares loss functions can be exactly captured by (1.2) . On the other hand, the model (1.3) is often preferred when a reasonable estimation of the noise level is available, see [31] .
In practice, it is not trivial to solve (1.1)-(1.3), and there appear growing interests in developing customized algorithms, particularly for large-scale cases of these nuclear norm involved problems. We now briefly review some influential approaches to these problems. First, the convex problems (1.1)-(1.3) can be easily reformulated into semidefinite programming (SDP) problems (see, e.g., [14, 44] ), and thus generic SDP solvers based on interior-point methods such as SeDuMi [45] and SDPT3 [51] are in principle applicable. However, as pointed out in [26, 38, 40] , the interior-point approach is prohibitively inefficient for large-scale (or even medium) cases of these problems. In [40] , a projected subgradient approach is suggested to solve (1.1), whose computation at each iteration is dominated by one singular value decomposition (SVD). The projected subgradient approach is easily implementable, and it can be applied to large-scale cases of (1.1). However, this projected subgradient method suffers from slow convergence, especially when high accuracy is required. In [40] , the authors also develop the U V -parametrization approach to general low-rank matrix reconstruction problems. Specifically, the low-rank matrix X is decomposed into the form U V ⊤ , where U ∈ R m×r and V ∈ R n×r are tall and thin matrices. We refer to [54] for a similar approach. This U V -parametrization approach is capable of avoiding the computation of SVD (see, e.g., [54] ), and it benefits from the reduction of dimensionality from mn to (m + n)r (normally, r ≪ min(m, n) for optimization problems with the low-rank concern). However, the parameter r is not known a prior for most of applications, and it has to be estimated or dynamically adjusted, which might be difficult to realize. The classical augmented Lagrangian method (also known as the method of multipliers, see, e.g., [25, 39, 46] ) is also discussed in [40] for low-rank matrix recovery problem based on this U V -parametrization.
In the context of the matrix completion problem where the linear operator A is a sampling (or projection/restriction) operator (see (1.4) for details), a singular value thresholding approach is proposed in [4] for solving a regularized version of (1.1), and a fixed point continuation scheme is proposed in [32] for solving (1.2) . Moreover, some accelerated proximal gradient algorithms based on Nesterov's work [33, 34] are developed in [26, 49] for solving (1.2) . In particular, the method in [49] terminates in O(1/ √ ε) iterations to attain an ε-optimal solution. The method in [26] achieves the convergence rate O(1/k 2 ) for a more general case of (1.2) where the least squares loss function is replaced by a generic smooth loss function. In [31] , a proximal point algorithmic framework is proposed for solving a generalized constrained nuclear norm minimization problem. In [38] , the authors first show that a special case of (1.2) arising from multi-task learning (see (6.1) for details) is reducible to the case where the coefficient matrix has full column rank. Then, they propose several gradient type methods to solve both (6.1) and its dual, with the effort of reducing the computation of SVD.
Recently, it has been shown in the literature that the augmented Lagrangian method (ALM) [25, 39] and the alternating direction method (ADM) [17] are very efficient for some convex programming problems arising from various applications, provided that the resulting subproblems are simple enough to have closed-form solutions or can be easily solved up to high precisions. We here mention a few of such applications: image processing [13, 19, 35, 43] , compressive sensing [55] , SDP [47, 53] and statistics [22, 29, 48] . In particular, the ADM is applied to solve nuclear norm based matrix completion problems in [10] where the sampling operator A is in the form of
Here, Ω ⊂ {1, 2, . . . , m} × {1, 2, . . . , n} is an index set reflecting known entries of X * , and X Ω is a vector formed by the components of X with indices in Ω. Due to the simplicity of the linear operator A, all the ADM subproblems of the matrix completion problem can be solved exactly by explicit formulas, see [10] for details. In general, the ADM derived in [10] (and those in Section 2 of the present paper) can be viewed as the split Bregman method discussed in [7, 19] for the general problems with ℓ 1 -like regularization where the augmented Lagrangian functions are minimized by only one round of alternating minimization.
In this paper, we first focus on the special case of (1.1)-(1.3) where AA * = I. Here and hereafter A * and I represent the adjoint of A and the identity operator, respectively. In particular, we show that when the ADM is applied to this case, the resulting subproblems for (1.1)-(1.3) all have closed-form solutions. We then concentrate on the general case where AA * ̸ = I. The ALM and the ADM are also applicable to (1.1)-(1.3), after some easy reformulations. However, when the ALM and the ADM are applied to (1.1)-(1.3) with a generic linear operator A, some of the resulting subproblems do not have closed-form solutions any more, and the efficiency of the ALM and the ADM depends heavily on how to solve these harder subproblems. We hence propose to linearize those harder subproblems such that closed-form solutions of the linearized subproblems can be achieved. Consequently, linearized ALM and ADM are developed for solving (1.1)-(1.3) with a generic linear operator A. The efficiency of these linearized methods is well illustrated by some numerical experiments including comparisons with some existing efficient methods.
Throughout this paper, we use the following notation. We let ⟨·, ·⟩ be the standard inner product in a finite dimensional Euclidean space, ∥ · ∥ be the 2-norm, and ∥ · ∥ F be the Frobenius norm for matrix variables. The transpose of a real matrix is denoted by the superscript "⊤". The projection operator under the Euclidean distance measure is denoted by P. Other notation will be introduced as it occurs.
The rest of this paper is organized as follows. In Section 2, we apply the ADM to solve (1. In this section, we consider the special case of (1.1)-(1.3) with A satisfying AA * = I, which has wide applications such as the aforementioned matrix completion problem. We show that when the ADM [17] is applied to this special case, all the resulting subproblems have closed-form solutions. We start this section with some preliminaries which are convenient for the presentation of algorithms later.
For δ ≥ 0, we define (2.1)
In particular, B 0 = {U ∈ R m×n : AU = b}. For any α > 0, it is easy to verify that
where (I + αA
In particular,
To see (2.3), we have that
∥AX − b∥ ≤ δ}, whose solution is characterized by the following system (deriving the KKT condition of the above minimization problem):
Obviously, X := P B δ (Y ) and η defined respectively in (2.4) and (2.3) satisfy the above system. Similarly, consider the problem:
whose KKT system is given by
Then, it is easy to check that X = P B0 (Y ) defined in (2.5) and h := b − AY satisfy the above system. Hence, (2.5) is justified. With given Y ∈ R m×n and δ > 0, let Y = U ΣV ⊤ be the SVD of Y and I be the identity matrix. We define the following "shrinkage" operator
where (a) + := max{a, 0}. Then, it can be shown that (see, e.g., [4, 32] )
Next, we start to derive the ADMs for (1.1)-(1.3), in the order of (1.1), (1.3) and (1.2).
By introducing an auxiliary variable Y ∈ R m×n , (1.1) is equivalently transformed to (2.8) min
The augmented Lagrangian function of (2.8) is given by
where Z is the Lagrange multiplier and β > 0 is the penalty parameter for the violation of the linear constraints. For simplicity, throughout this paper we assume that β > 0 is fixed. Overall speaking, the ADM [17] is a practical variant of the ALM [25, 39] for linearly (and possibly other simple set) constrained convex programming problems with separable objective functions. For the extensive study of ADM in the context of convex programming and variational inequalities, we refer to, e.g., [6, 12, 15, 16, 18, 21, 27, 50] . When it is applied to solve (2.8), the ADM minimizes L(X, Y, Z, β) with respect to X and Y in an alternating order at each iteration, differing from the ALM which minimizes L(X, Y, Z, β) with respect to X and Y simultaneously. More specifically, given Y k , Z k and β, the iterative scheme of ADM for (2.8) reads
It is easy to see that the X-subproblem (2.10a) is reducible to a problem in the form of (2.7), and it thus can be solved by the shrinkage operator (2.6). On the other hand, the Y -subproblem (2.10b) amounts to a projection problem onto B 0 , and it thus can be solved by (2.5) . Specifically, simple computation shows that the new iterate (X k+1 , Y k+1 , Z k+1 ) in (2.10) can be explicitly represented by
which shows that all the resulting subproblems are simple enough to have closedform solutions when the ADM is applied to (1.1).
The application of ADM to (1.3) is completely analogous to that of (1.1). By introducing Y , (1.3) is equivalent to (2.8), but B δ rather than B 0 . The corresponding augmented Lagrangian function is the same as that defined in (2.9), and the ADM scheme for (1.3) is identical to (2.10) except that B 0 is replaced by B δ . Eventually, the ADM iterative formulas for (1.3) is the same as (2.11) except that P B0 in (2.11b) is replaced by P B δ . Since P B δ , for δ > 0, can be computed easily by (2.3)-(2.4), all the resulting subproblems again have closed-form solutions when the ADM is applied to (1.3) .
The treatment of (1.2) is also easy. Clearly, (1.2) is equivalent to
which, as a result of introducing Y , has a separable objective function. The augmented Lagrangian function of (2.12) is
The algorithmic framework of the ADM for (2.12) has exactly the same form as in (2.10) except that L is replaced by L U and the Y -subproblem is unconstrained. It is easy to see that, for fixed X = X k+1 , Z = Z k and β, the minimization of (2.13) with respect to Y is a least squares problem whose normal equation is equivalent to
the solution of which, by using (2.2), is given by (2.14)
In summary, we have derived ADMs for (1.1)-(1.3) under the condition AA * = I, and all the resulting subproblems are simple enough to have closed-form solutions. It is easy to see that, besides two multiplications of the form AX and A * y, the main computation of the derived ADMs at each iteration is one SVD. Since convergence of these ADMs for any fixed β > 0 is well studied in the literature (see, e.g., [17, 18] ), we omit the details here.
On the other hand, when AA * ̸ = I, some of the resulting ADM subproblems for (1.1)-(1.3) do not have closed-form solutions, and this difficulty could result in inefficiency of the ADM greatly. As we will show, the blend of the linearization and proximal techniques can alleviate this difficulty substantially, and this is the main content of Sections 3 and 4.
3. Linearized ALM for (1.1)
In this section, we present a linearized ALM (LALM for short) for solving (1.1) and analyze its convergence.
3.1. LALM for (1.1). The augmented Lagrangian function of (1.1) is given by
where λ ∈ R p is the Lagrange multiplier and β > 0 is the penalty parameter. Given λ k ∈ R p , by applying the classical ALM (see, e.g., [25, 39] ) to (1.1), we obtain the following iterative scheme
The iterative scheme (3.2) can be rewritten as
Roughly speaking, it is not necessary to solve the subproblem (3.3a) up to a very high precision in order to ensure the convergence of the iterative scheme (3.3). In fact, to make the ALM (3.3) truly implementable, we pursue the ease of solving this subproblem at each iteration as long as the overall convergence of ALM can be guaranteed. Motivated by this philosophy, we propose to approximate the subproblem (3.3a) by linearizing the quadratic term of its objective function. With this linearization, the resulting approximation to (3.3a) is then simple enough to have closed-form solution. More specifically, we have
where τ > 0 is a proximal parameter, and
is the gradient of
and with simple manipulations, we obtain the following approximation to (3.3a):
Obviously, the closed-form solution of (3.6) is obtainable based on (2.7). In summary, given λ k ∈ R p , the proposed LALM for (1.1) generates (X k+1 , λ k+1 ) by the following iterative framework:
where g k is given in (3.5), and (3.7a) is the solution of (3.6).
Convergence analysis.
In this subsection, we establish the global convergence of the LALM scheme (3.7). Let X * be an arbitrary solution of (1.1). From standard theory of convex programming, there exists λ * ∈ R p such that the following conditions are satisfied:
where ∂∥ · ∥ * stands for the subdifferential of the nonsmooth convex function ∥ · ∥ * . Specifically, let X = U ΣV ⊤ be the SVD of X, then ∂∥X∥ * is given by (see, e.g., [3, 52] )
where ∥W ∥ 2 represents the operator norm of W , i.e., its largest singular value. We first prove two lemmas before establish the convergence for the LALM (3.7). 
Proof. The optimality condition of (3.6) implies that
It follows from (3.5) and (3.7b) that
Plugging (3.11) into (3.10), we can rewrite (3.10) as
Further considering A * λ * ∈ ∂∥X * ∥ * and the convexity of ∥ · ∥ * , there holds
which is easily shown to be equivalent to (3.13)
By noting AX * = b and the fact that
we can show that (3.9) follows immediately from (3.13). 
8). For any fixed β > 0 and an arbitrary initial point
G is monotonically non-increasing and thus converges. Proof. Given the notation defined in (3.14), (3.9) can be rewritten as (3.15) and (3.14), it holds that
Then, from the Cauchy-Schwartz inequality 2a
> 0, from which the statements of this lemma follows immediately. Now, we are ready to prove the convergence of the LALM scheme (3.7).
Theorem 3.3. For any fixed β > 0 and an arbitrary initial point
, where X * is a solution of (1.1).
Proof. From (a) of Lemma 3.2, it holds that
By taking the limit of (3.18) over k j and further considering In this section, we extend the linearization technique proposed in Section 3 to solving (1.2) and (1.3). First, we show that the ADM [17] is applicable to some easy reformulations of (1.2) and (1.3). Then, we derive linearized ADMs (LADMs for short) for solving (1.2) and (1.3), and establish their convergence. Due to the obvious similarity, we only elaborate on the details of the LADM for (1.2) and omit those for (1.3).
LADM for (1.2). Clearly, by introducing an auxiliary variable r ∈ R
p , the problem (1.2) can be equivalently transformed to
An obvious advantage of this reformulation is that the objective function of (4.1) has a separable structure, and the ADM [17] is applicable. More specifically, the augmented Lagrangian function of (4.1) is given by
where λ ∈ R p and β > 0 are defined as before. Given X k and λ k , the application of the ADM for (4.1) results in the following iterative scheme
Therefore, to solve (4.1) by the ADM scheme (4.3), the main computation of each iteration consists of solving two subproblems. More specifically, first it is easy to see that the r-subproblem (4.3a) has the closed-form solution given by
On the other hand, the X-subproblem (4.3b) is equivalent to
where
does not have closed-form solution for a generic linear operator A, we apply the similar linearization technique in Section 3 to tackle this difficulty. More specifically, by applying the technique in (3.4), we obtain the following approximated problem to (4.4):
where τ > 0 and g k is the gradient of
The closed-form solution of (4.5) is then readily obtainable by (2.7). In summary, with the given X k and λ k , the proposed LADM for (1.2) generates the next iterate (r k+1 , X k+1 , λ k+1 ) as follows:
where g k is defined in (4.6) and (4.7b) is the solution of (4.5).
Convergence analysis.
In this subsection, we establish the global convergence of the LADM scheme (4.7). Let (r * , X * ) be any solution of (4.1). From standard theory of convex programming, there exists λ * ∈ R p such that the following conditions are satisfied:
We first prove a lemma similar to Lemma 3.1 before establish the convergence. 
which, by considering (4.7c), can be rewritten as
Further considering r * /µ + λ * = 0, we obtain
Therefore, it holds that
Similarly, the optimality condition of (4.5) implies that
where g k is defined in (4.6). Plugging (4.6) into (4.11) and considering (4.7c), we can rewrite (4.11) as
which is equivalent to (4.13)
that the addition of (4.10) and (4.13) gives rise to (4.9) immediately. Let (r * , X * , λ * ) be arbitrary chosen such that the conditions in (4.8) are satisfied and assume that 0 < τ < 1/ρ(A * A). Using the same notation defined in (3.14) and exactly the same arguments presented in the proof of Lemma 3.2, we can show that, for any fixed β > 0 and an arbitrary initial iterate (X 0 , λ 0 ), the sequence {(r k , X k , λ k )} generated by the LADM scheme (4.7) satisfies (4.14)
G , for some ν > 0. Therefore, the three conditions (a), (b) and (c) in Lemma 3.2 are also satisfied. Now, we are ready to prove the convergence of the LADM scheme (4.7).
Theorem 4.2. For any fixed β > 0 and an arbitrary initial iterate
is a solution of (4.1).
Proof. It follows from ∥u
Since {u k } lies in a compact region, it has a subsequence {u kj } converging to
In addition, (4.7a) implies that
satisfies the optimality conditions in (4.8). First, from (4.7) we have
which is easily shown to be equivalent to
By taking the limit of the above equality over k j , it follows that
Second, from the definition of r ⋆ in (4.15), it is easy to verify that
where the second equality follows from (4.16). Finally, (4.12) can be rewritten as
By taking the limit of (4.18) over k j and further considering 
The ADM scheme for (4.19) is exactly the same form as in (4.3) except that L U is replaced by L C and the minimization for r is over B 2,δ . It is easy to show that the min-
, the LADM for (4.19) is as follows:
where g k is defined in (4.6). Clearly, (4.20) differs with (4.7) only in the iteration for r. The convergence of (4.20) to a solution of (4.19) is summarized in the following theorem, whose proof is similar to that of Theorem 4.2 and thus is omitted. 
Connections to existing work
In this section, we elucidate the connections between the proposed linearized methods and some existing approaches in the literature for linear inverse problems, including total variation problems in image restoration, ℓ 1 -problems in compressive sensing, and nuclear norm related problems in matrix completion.
5.1.
Connections to proximal forward-backward operator splitting methods. In fact, the blend of the linearization and proximal techniques (3.4) can be viewed as a proximal forward-backward operator splitting method, which has been applied to various inverse problems in the literature, see, e.g., [11] and references therein. Specifically, based on the forward-backward operator splitting a fixedpoint algorithm is derived in [20] for the unconstrained ℓ 1 -problem in compressive sensing:
where A ∈ R m×n and b ∈ R m . The iterative scheme in [20] is
, τ > 0 is a proximal parameter, and |·|, sgn and "•" denote componentwise absolute value, signum and multiplication, respectively. Aided by continuation and line-search techniques, fast convergence of (5.2) is demonstrated in [20] . Subsequently, this approach is extended in [32] to solving (1.2), and its iterative scheme is
, τ > 0 is a parameter and D τ µ is defined in (2.6). It is shown in [20] that the convergence of (5.2) is guaranteed provided that 0 < τ < 2/ρ(A ⊤ A). Similar results are obtained in [32] for (5.3). In fact, the accelerated proximal point algorithm derived in [49] is also based on the same forward-backward operator splitting idea, besides the acceleration step.
We note that, by Theorems 3.3, 4.2 and 4.3, the convergence of the proposed linearized methods (LALM (3.7), LADMs (4.7) and (4.20)) is guaranteed only for 0 < τ < 1/ρ(A * A), which is a narrower interval than those results in [20, 32] . One explanation for this difference is that the linearization technique (3.4) is directly applied to the original problems (5.1) and (1.2) in [20] and [32] , respectively; while the proposed linearized methods apply the linearization technique to the resulting subproblems. Despite this difference, our extensive experimental results show that the proposed linearized methods are in general much faster than the accelerated versions of the fixed-point iterations (5.2) and (5.3) by the continuation and linesearch techniques. We refer to [10] and [55] for similar discussions on the matrix completion problems and ℓ 1 -problems in compressive sensing, respectively. We believe that the promising convergence of the proposed LALM and LADMs is mainly attributed to the timely update of the Lagrange multiplier right after each round of alternating minimization of the variables.
In Section 6, we will compare the proposed LADM (4.7) numerically with the accelerated proximal gradient algorithm [49] , which has been shown to be much faster than the fixed-point continuation approach [32] .
Connections to Bregman-related algorithms.
In this subsection, we delineate the relationships between the proposed linearized methods and the Bregman related iterative algorithms [37, 57, 58] for linear inverse problems.
In fact, it is shown in [57] that the ALM for equality constrained problems is equivalent to the Bregman iterative algorithm originally proposed in [37] . Therefore, the ALM scheme (3.2) is equivalent to the Bregman iterative algorithm applied to (1.1). In [32] , the authors propose to use the Bregman iterative algorithm for solving (1.1), resulting in an iterative framework in the form (3.3) (see [32, Eq. (5.10)]), where the X-subproblem (3.3a) is solved iteratively by the fixed-point scheme (5.3). An obvious advantage of the LALM scheme (3.7) is that there is no need to solve any subproblem iteratively.
The LALM scheme (3.7) is also closely related to the linearized Bregman method proposed in [57] . Let
By noting (3.6), we can rewrite the LALM scheme (3.7) as 
On the other hand, by a change of variables
, we obtain another form of the linearized Bregman method (see [56, Eq. (1.13)]):
Note that (5.5) is actually the original form of the linearized Bregman method proposed in [57] . By comparing (5.4) with (5.5) and (5.6), we see the difference of these two method clearly. Moreover, we emphasize that the proposed LALM differs from the linearized Bregman method essentially in the convergence aspect: the former converges to a solution of the original problem (1.1), while the later converges to the solution of the following problem
which is only an approximation to (1.1). Note that the problem (5.7) approximates to the original problem (1.1) well only when τ is large (for fixed β). We refer to [5, 6] for analogous discussions on the basis pursuit problem.
After the first round of referee review, we were brought to the attention to the Bregmanized operator splitting (BOS) method proposed in [58] for linear equality constrained problems in the form of (1.1), where a generic convex objective function is studied in place of the nuclear norm. By a change of variable b k := λ k /β + b, the LALM scheme (3.7) can be rewritten as
which is actually equivalent to the BOS method (see [58, Algorithm I]). Therefore, we have obtained the same method from different motivations: our idea is to linearize the augmented Lagrangian function (3.1) in the ALM framework (3.2), while the BOS method is derived from the Bregman iterative framework [37] with operator splitting. The motivation of linearizing the augmented Lagrangian function is natural. More importantly, our idea can be easily extended to solve (1.2) and (1.3), while the BOS method is only derived for equality constrained problems. Besides, we have obtained stronger convergence results under the same condition as in [58] . In fact, it is proved in [58, Theorem 1] that any accumulation point of the sequence generated by the BOS method is a solution of (1.1), while we establish respectively the global convergence of the LALM and LADMs to solutions of (1.1)-(1.3).
We note that the LADMs (4.7) and (4.20) are also related to the idea of the BOS method in the following sense. In fact, the iteration of primal variables in the BOS method is a gradient descent step followed by a shrinkage step (or a generalized projection step in the sense of Moreau [41, Theorem 31.5]). Similarly, since the Hessian of L U (X k , r, λ k , β) with respect to r is identity, the iteration (4.7a) can be viewed as a steepest gradient descent step. On the other hand, the iteration of X in (4.7b) is a gradient descent step (with the latest updated data) followed by a shrinkage step. As such, (4.7a)-(4.7b) is also a generalized projected gradient descent step. The iteration of dual variables in both BOS and LADMs is in fact identical.
Numerical results
In this section, we compare the proposed LALM and LADMs numerically with some existing efficient methods and report the numerical results. In particular, we compare the proposed methods with the accelerated proximal gradient algorithm with line-search (APGL) in [49] and the primal algorithm in [38] due to their significant superiorities to many other existing methods, see the extensive numerical results in [38, 49] for matrix completion problems, gene expression examples, and others. We also compare the proposed linearized methods with the ADMs proposed in [10] for matrix completion problems and those discussed in Section 2 for (1.1) and (1.3) with AA * = I. All the experiments were performed under Windows Vista Premium and Matlab v7.10 (R2010a), running on a Lenovo laptop with an Intel Core 2 Du(e)o CPU at 1.8 GHz and 2GB of memory.
We note that the APGL code 1 is applicable to the case with a generic linear operator A, while it can only solve the unconstrained model (1.2) (an additional regularization of the form ∥X∥ 2 F is also allowed). Moreover, the primal and dual algorithms [38] (implemented in [30] ) are especially designed for an unconstrained model of the following form (6.1) min
where µ > 0, A ∈ R p×m , B ∈ R p×n , and AX represents the ordinary matrix multiplication. In [38] , the authors first reformulate (6.1) into one that has exactly the same form as itself, where A, B and X are replaced by certainÃ,B andX, respectively, withÃ being full column rank (see [38, Proposition 1] ). Then the authors study gradient-projection methods for the dual problem. Besides, Nesterov's accelerated first-order methods [33, 34] are also applied to solve the reduced problem of (6.1), where a practical stopping criterion is derived based on both the primal and the dual problems. Therefore, the primal method in [38] is essentially a variant of the accelerated proximal gradient method, and it shares the same idea of using the linearization and proximal techniques as the proposed methods. Due to this similarity, we only compare with the primal method in [38] (implemented in the SLEP package as "mat primal"). We refer to [38] for extensive numerical results on multi-task learning problems for the relative performance of the primal and the dual methods derived therein.
For a matrix M , we let vec(M ) be the vector stagnated by the columns of M . Then, (6.1) is a special case of (1.2) with
. . . , A)vec(X) and b = vec(B).
On the contrary, with the given A and b, in general one cannot find matrices A and B such that (6.1) is equivalent to (1.2). For example, the matrix completion problem, where A is defined in (1.4) , cannot be written in the form of (6.1) in general, and thus the algorithms in [38] are not applicable. In comparison, the proposed LALM and LADMs are easily applicable to solve all these models (1.1)-(1.3). If AA * = I, as we show in Section 2, the ADM is applicable. In short, the algorithms proposed in this paper have much larger applicable range than those in the literature. .7) with the APGL [49] and the primal algorithm in [38] for solving (6.1) with random data. In the first two classes of experiments we do not compare with the APGL on the unconstrained model (1.2) for reasons given below. First, the relative performance of the ADM compared with APGL has been well illustrated in [10] on matrix completion problems with both random and gene expression data. Roughly, to generate solutions of the same quality, the ADM is faster than the APGL on matrix completion problems whenever the sample ratio (denoted by sr and defined by |Ω|/mn) is relatively high. But, we also note that the APGL performs better than the ADM when n is large and meanwhile the sample ratio is small (say, n > 5000 and sr ≤ 10%). Second, the relative performance between the LADM (4.7) and the APGL on the problems tested in the first two classes of experiments can be roughly estimated based on both the results in [10] and those to be presented in subsections 6.2 and 6.3. Furthermore, the LADM (4.7) is compared with the APGL in the third class of experiments for solving (6.1) with various of random data.
In all experiments, we generated X * via the Matlab script "randn(m, r) * randn(r, n)", where r is a prefixed integer. For matrix completion problems, we generated the index set Ω randomly. For the second class of experiments, the partial DCT operator was also generated randomly. Then, we set b = AX * + ω, where ω is a white noise of mean zero and standard deviation std.
Next, we clarify some details for implementing the proposed algorithms.
• Partial SVD. As we pointed out before, each iteration of the proposed LALM and LADMs is dominated by one SVD, as conventionally required by most of the existing methods for nuclear norm related problems. In our implementation, we employ the influential PROPACK package [28] to realize partial SVD for all the proposed methods and the ADMs. In particular, we only need those singular values bigger than a threshold and the corresponding singular vectors. However, it is well known that PROPACK is not able to automatically compute those singular values bigger than a prefixed threshold, but only able to compute a prefixed number of them. Therefore, we need to efficiently determine the number of singular values to be computed at each iteration empirically.
Let sv k denote the number of singular values to be computed at the k-th iteration, whose initial value is given by sv 0 = min(m, n)/20. We use the same strategy as in [49] to update sv k , that is
where svp k represents the number of positive singular values of X k . Based on our experiments, this adjusting rule works very well: after a few iterations, the rank of X * can be well estimated.
• The penalty parameter β. As we have proved, the proposed LALM and LADMs all converge globally for any fixed β > 0. However, different choice of β affects the effectiveness of the proposed LALM and LADMs. In our experiment, we set β = 2.5/ min(m, n) empirically, which works quite well for the tested problems. We will present some experimental results to illustrate how the numerical performance of the proposed algorithms is affected by different values of β.
• The proximal parameter τ . The proximal parameter τ plays also an important role for the effectiveness of the proposed methods. Theoretically, we show the convergence of the proposed methods under the condition 0 < τ < 1/ρ(A * A). But empirically, we find that values of τ greater slightly than 1/ρ(A * A) can accelerate the convergence. For this reason, in all our experiments, we set τ = 1/ρ(A * A). Note that for matrix completion problems and partial DCT measurements, ρ(A * A) = 1; while for random data we compute ρ(A * A) in advance for once.
For the ADMs in [10] and those discussed in Section 2, we also employed the aforementioned implementation techniques for the proposed LALM and LADMs, including the partial SVD and the choice of the penalty parameter, etc. Moreover, we terminated ADMs, LALM and LADMs by the following criterion:
where tol > 0 is a given tolerance. As discussed in [55] for ℓ 1 -problems, solving optimization problems with too high accuracy does not necessarily result in high quality solutions for noisy data. Thus, we set tol = 10 −5 for the noiseless model (1.1) and tol = 10 −4 for the noisy models (1.2) and (1.3) in all the experiments. For APGL and mat primal, we terminated both algorithms by setting the value of tolerance to be 10 −4 . That is, we set par.tol = 10 −4 in APGL and opt.tol = 10 −4 in mat primal. Other algorithmic parameters in APGL and mat primal are set to their default values.
6.2.
Comparison results of LALM, LADMs and ADMs: matrix completion via (1.1) and (1.3) . In this subsection, we compare the proposed LALM and LADMs with the ADMs [10] on matrix completion problems. We set the noise level std = 0.001, δ = ∥ω∥ in (1.3) and m = n in all the tests.
In the results presented below, r, sr, p and dof denote, respectively, the rank of X * , sample ratios taken, the number of measurements and the "degree of freedom" defined by r(m + n − r) for a matrix with rank r. The number of iterations and consumed CPU time (measured in seconds) are denoted by "iter" and "CPU", respectively. We measure the quality of a recovered solution by its relative error to the true low-rank matrix X * , which is denoted by "RErr" and is defined by
For each scenario, we generated the model by 10 times and reported the average results. The results for noiseless and noisy data are presented, respectively, in Tables 1 and 2 . As shown by Tables 1 and 2 , the proposed LALM and LADMs both perform very well on the tested matrix completion problems. Specifically, for both noiseless and noisy data, LALM and LADMs can obtain solutions which are of almost equally good quality as those by exact ADMs. Surprisingly, the number of iterations taken by LALM and LADMs are almost equal to those taken by the exact ADMs. Since the per-iteration cost of both algorithms is roughly the same (both are dominated by one SVD), the CPU time consumed by both are also roughly equal. These results clearly demonstrate that the proposed LALM and LADMs can be potentially as efficient as exact ADMs. Since our experiments were completed on a laptop with 2GB RAM, we were not able to test larger scenarios where m, n > 5000 and rank(X * ) > 50, due to the memory limitation.
Comparison results of LALM, LADMs and ADM: partial DCT data.
In this subsection, we compare the proposed LALM and LADMs with the ADM on the partial DCT data. The same as in subsection 6.2, we set std = 0.001, δ = ∥ω∥ in (1.3) for noisy data and m = n in all the tests. For each scenario, we generated the model by 10 times and reported the average results in Tables 3 and 4 . Similar as the results for the matrix completion problem, the results in Tables  3 and 4 show that the LALM (3.7) performs almost equally well as the ADM on solving (1.1) and (1.3) with partial DCT data. It can be seen that longer CPU time is consumed by both methods for partial DCT data than the corresponding experiments on matrix completion. This is because the computation of AX and A * y is no longer trivial for a generic linear operator A. For partial DCT data, we were only able to test problems as large as m = n = 3000, rank(X * ) = 50 and sr = 20%, which is smaller than the limitation scale for matrix completion as presented in subsection 6.2. This is because for matrix completion problem the explicit storage of the matrix variable X can be avoided during the whole iteration process due to the speciality of the linear operator A defined in (1.4) . In fact, in the PROPACK package modified by the authors of [49] , X is stored by its U Vdecomposition for matrix completion problems, i.e., X = U V ⊤ , where U and V are tall and thin matrices whose number of columns is dynamically adjusted. In comparison, for partial DCT operator, X needs to be stored explicitly in order to compute AX. It is also easy to see from Tables 1-4 that the iteration numbers consumed by the ADMs, LALM and LADMs all increase moderately as sample ratios become lower. An explanation is that, when the number of constraints becomes fewer, the two variable blocks in the ADM framework have more freedom in the whole space, and hence ADM, as a blockwise alternating coordinate descent method, can be less efficient. This also explains why ADMs are less competitive to the APGL when sample ratio is relatively low, as shown in [10] .
6.4.
Comparison results of LADM, APGL and mat primal: solving (6.1) with random data. In this subsection, we compare the proposed LADMs (4.7) with APGL [49] and mat primal [38] on solving (6.1) with randomly generated data. The data matrix A is generated by the following Matlab scripts.
(1) sqrt lam = sqrt(lam max); Table 5 , where the final objective function value (obj), the number of iterations (iter) and the consumed CPU time (measured in seconds) are reported. lam max is denoted by λ max in the table. Due to the limit of space, we abbreviate a × 10 ±b as a ± b, e.g., in the APGL column in Table 5 , the notation 4.287153+3 means that the obtained function value is 4.287153 × 10 3 . In the mat primal and LADM columns, rdif is defined by
where f apgl is the function value obtained by APGL, and f method is that obtained by the corresponding method. Therefore, rdif < 0 implies that smaller function value is obtained. It can be seen from Table 5 that the proposed LADM (4.7) is very competitive with both APGL and mat primal on solving (6.1) with random data. Specifically, in more than half of the tests LADM obtained smaller objective function values than APGL, and the results are only slightly worse than those obtained by mat primal. As for the results on CPU time, we add the following notes. In the original implementation of mat primal, the standard Matlab subroutine svd was used for computing SVD. For a fair comparison, we employed a uniform way of computing SVD for all the three compared methods. Specifically, we used the efficient Matlab Mex interface mexsvd 2 which computes SVD via a divide-and-conquer routine (dgesdd) implemented in LAPACK. Note that this modification can be easily realized in the mat primal code, while for the APGL it can be accomplished by setting matrix format = "standard" and par.fullsvd = 1. Since different ways of computing SVD affect CPU time to some extent, the results presented here are only to give a rough experience about how these methods perform. We employed this uniform way of computing SVD just for comparison purpose. In this circumstance, it can be seen from Table 5 that the LADM (4.7) consumed less CPU time than the APGL to obtain comparable objective function values. In comparison with mat primal, the LADM (4.7) is also faster for about half of tested problems, at the expense of resulting slightly worse objective function values. As for the results on the number of iterations, it can be seen from Table 5 that all these three methods in comparison took more iterations as λ max increases. The increasing speed of iteration numbers taken by both APGL and LADM is moderate, while that for mat primal is relatively faster. The performance of all compared methods keeps deteriorating as λ max increases, and mat primal behaves the best for large values of λ max in the sense that it usually obtains the smallest function values. The favorable performance of mat primal is because the accelerated proximal gradient method is applied to a reduced problem of (6.1) which usually has much smaller size. We also note that mat primal needs some nontrivial pre-and post-processing computations such as problem reformulation and solution reconstruction, etc. This is why in some tests mat primal takes longer CPU time than LADM while the iteration number is smaller. Roughly speaking, (1.2) becomes more difficult as µ decreases. In fact, (1.2) can be viewed as a penalized surrogate of (1.1), and it approaches to (1.1) while µ → 0. Therefore, small values of µ usually cause typical numerical difficulties which are encountered by penalty type methods. This is the reason why certain continuation and line-search strategies are usually employed to alleviate the difficulty caused by small values of µ (see [20, 49] ). We note that the performance of LADM is hardly affected by the value of µ. This can be partially observed from the results in Table 5 . Moreover, it is easy to see that by directly setting µ to be 0 the LADM framework (4.7) reduce to (3.7), which indicates that (4.7) converges for µ = 0. From the results in subsections 6.2 and 6.3, the LALM scheme (3.7) converges very well for matrix completion and partial DCT problems.
An important advantage of those algorithms based on the shrinkage operator (2.6) is that the yielded solutions have low-ranks. This is because those singular values smaller than a threshold are shrunk to zero automatically. We note that in all the tests in Table 5 , as well as the tests in subsections 6.2 and 6.3 when the sample ratios are relatively high (relative to the rank of X * ), the solutions recovered by LADMs have the same ranks as the original low-rank matrices. This is also true for APGL. However, we also observed that the results recovered by mat primal usually have many small singular values for some test problems, e.g., for the test on (p, m, n, r, λ max , µ) = (1000, 2000, 100, 20, 10, 10 −2 ), the solution recovered by mat primal has rank 100 (even when stoping tolerance is restrictive, e.g., opt.tol = 10 −8 in mat primal), while the true rank of X * is 20. After applying a post processing procedure with an appropriate threshold parameter (not difficult to determine since the singular values are usually clustered into two groups, where the magnitudes of one group are frequently significantly bigger than those of the other group), the "correct" rank of X * can then be identified.
6.5. Summary. From the numerical results in subsections 6.2 and 6.3, the proposed LALM and LADMs perform promisingly, and they are even competitive to the ADMs for the special case where AA * = I. The favorable performance of LALM and LADMs on these random problems are mainly because the measurement system is well conditioned. In fact, AA * = I holds for matrix completion and partial DCT problems. For the general case with a generic linear operator that AA * ̸ = I, the results in Section 6.4 also show that the proposed LADM scheme (4.7) is competitive to existing methods in the literature. Specifically, the LADM (4.7) demonstrates stable and effective convergence for random problems with different conditions. As the condition number λ max (A ⊤ A) (for problem (6.1)) increases, the same as the compared methods, the LADM (4.7) requires more iterations to achieve a solution of certain accuracy. Although the proposed LALM and LADMs are not necessarily always the fastest (again, for matrix completion problems with small sample ratios relative to rank(X * ), the APGL performs better, see [10] ; and for the special case (6.1), the algorithms in [38] are faster in some cases due to their ability of reducing the problem dimensionality), our experimental results convincingly demonstrate that they converge very well for all the three problems (1.1)-(1.3) under consideration, and they are very competitive to the APGL and mat primal, both of which are only customized for solving a certain model. 6.6. A note on β. We note that the penalty parameter β plays a critical rule for the efficiency of the proposed LALM and LADMs (as well as other augmented Lagrangian related methods). Theoretically, a larger value of β leads to faster convergence of the outer loop of the ALM scheme (3.2), see [42] . However, a too large value of β usually causes numerical difficulty, and it is thus not recommended in practice. In general, determining suitable values of β is problem-dependant. Roughly speaking, for solving constrained problems a suitable value of β should be chosen such that, when the constraints are penalized to the objective functions, their magnitudes should be balanced well. Therefore, when implementing these first-order methods in practice, appropriate scaling of the problem data is usually necessary. As such, some empirical way of choosing β can be incorporated, which usually performs well in practice. For the problems studied in this paper, we set β = β 0 := 2.5/ min(m, n) uniformly in all the tests. To illustrate the performance of LADM (4.7) with respect to different β values, we plot in Figure 1 the variation of the objective function values of (6.1) with respect to the iteration numbers. It can be seen from the plot on the left-hand-side of Figure 1 (λ max = 10 2 ) that β = β 0 performs the best. For the plot on the right-hand-side of Figure 1 (λ max = 10
3 ), the performance of β = β 0 is also among the best ones, although it is slightly slower than the setting β = 5β 0 asymptotically. Surely, the results in Figure 1 are merely illustrative examples, and for other problems this value may not always perform the best. However, this choice of β leads to relatively stable and effective convergence of the proposed LALM and LADMs for all the tested problems. In general, for linearly constrained problems the penalty parameter β can be adjusted adaptively, subject to the principle of balancing the residuals of the primal and the dual problems. However, this approach is not always beneficial since the computation of the dual residual could be nontrivial, e.g., the dual problem of (4.1) has a ball constraint determined by the matrix operator norm (the largest singular value). This is why we adopted a simple empirical strategy on selecting β in our experiments. We refer to, e.g., [23, 24, 27] , for some self-adaptive rules of tuning β.
Conclusions
In this paper, we consider the augmented Lagrangian method (ALM) and the alternating direction method (ADM) for nuclear norm related problems. We first show that the ADM is applicable to all the three models (1.1)-(1.3) provided that the involved linear operator A satisfies AA * = I. For the general case where AA * ̸ = I, we derive linearized ALM and ADMs in a unified manner, i.e., linearizing the difficult subproblems such that closed-form solutions of the linearized problems can be derived. Global convergence of these methods are established under standard assumptions. In particular, we establish the global convergence for the linearized ALM (3.7), which is stronger than those in [58] . An advantage of the proposed LALM and LADMs is that they are easily implementable to all the models (1.1)-(1.3), where A can be a generic linear operator, while previous approaches are mostly customized for a particular model. Extensive numerical results on various data show that the proposed linearized methods perform promisingly and they are even very competitive to the customized algorithms APGL for (1.2) and mat primal for (6.1).
Finally, we note that the algorithms derived in this paper can be easily extended to general problems with J(X) in place of ∥X∥ * , where J(X) can be a generic closed proper convex function. The resulting algorithms are easily implementable provided that the solution to a problem of the form (2.7) can be easily computed. Clearly, this will include, but not limited to, the cases of the ℓ 1 -, ℓ 2 -and ℓ ∞ -norms in vector spaces, which have many applications in, e.g., compressive sensing and machine learning, etc.
