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INTRODUCTION
Wireless sensor networks (WSN) have become one of the most promising technologies to enhance quality of life around the globe. So far, there are applications for entertainment, testing weather conditions, traveling location, retail industries, military logistics, healthcare systems, and so on. Regarding healthcare systems, a major concern is to address the problem of pervasive preventive monitoring systems. Specially for elderly population whose growth is directly proportional to the development of countries (Kinsella and Phillips, 2005) . Moreover, this technology would allow not only the elderly and chronically ill people to be monitored, but also to provide high quality care services for little children in situations where both parents have to work. It would also help people living in rural areas where reaching hospitals and medical centers is more difficult. A major research challenge in healthcare monitoring systems so far is the development of new applications by integrating efficient wireless body area networks (WBAN) with electronic devices such as mobile phones, laptop computers, desk computers or tablets (Schmidt and Laerhoven, 2001 ). For example, being at home, a wireless personal area network (WPAN) may provide residents and caregivers with continuous medical monitoring, control of home appliances, and emergency communication (Stanford, 2002; McFadden and Indulska, 2004) . A WBAN is composed of tiny biological sensors (bio-sensors) which are placed in the body of a person in order to remotely monitor healthcare status conditions such as fever, blood pressure, body temperature, heart rate, blood glucose concentration, among many others. Unlike typical WSN, WBAN suffer from very limited energy resources and hence preserving the energy of the nodes is of great importance. Additionally, an extremely low transmit power per node is required in order to minimize interference and to cope with health concerns such as avoiding tissue heating of skin on patients. One possible approach to minimize power consumption as well as tissue heating of skin problems is by improving the performance of routing protocols. So far, there have been proposed some algorithmic approaches to control bio-effects for WBAN. The authors in (Tang et al., 2005) propose a Thermal Aware Routing Algorithm (TARA) that balances the communication over the sensor nodes in order to route data away from high temperatures. The algorithm achieves better energy efficiency levels and low temperatures, however it requires that all nodes have complete knowledge about the temperatures of all remaining nodes in the network. Another attempt is a protocol known as Anybody (Watteyne et al., 2007) . The underlying idea of Anybody is to form clusters and a backbone network with selected cluster heads in order to reduce the number of direct transmissions to the sink node. This algorithm also achieves energy savings, but it does not consider other aspects such as reliability of messages for example. In (Fang and Dutkiewicz, 2009) , the authors propose an energy efficient medium access control (MAC) protocol referred to as BodyMAC which uses flexible bandwidth allocation to improve node energy efficiency. Besides, it includes a new efficient sleep mode so as to reduce the idle listening duration. In (Kwak et al., 2009) , the authors compare and analyze different protocols from WBAN requirements to energy efficiency whereas in (Huang et al., 2010 ) the authors propose a weighted random value protocol for multiuser WBANs (WRAP). Other efforts consider explicit mathematical programming formulations in order to efficiently design optimal routing protocols in WBANs (Abouzar et al., 2011; Ababneh et al., 2012a; Ababneh et al., 2012b; Elias and Mehaoua, 2012; Yan et al., 2012; Awad et al., 2013) . In a WBAN routing protocols must have selfconfiguration features and must be capable of finding the best route for communication in order to increase delivery insurance and decrease energy consumption between nodes that comprise the network.
WBAN is an emerging research field where new routing protocols are mandatorily needed to minimize power consumption at each node while simultaneously maximizing the lifetime of each node in the network. In this paper, we present a minmax multicommodity netflow formulation to optimally route sensed information by nodes in a WBAN. The model minimizes the worst power consumption of each bio-sensor plus the total heating costs produced by the nodes subject to flow conservation and maximum power available constraints for each node. The model is formulated as a mixed integer linear program (MILP) and thus, we propose a variable neighborhood search (VNS) metaheuristic procedure to compute tight near optimal solutions. The paper is organized as follows. Section 2 presents the multicommodity netflow formulation under study. In section 3, we present the VNS procedure to compute near optimal solutions. In section 4, we provide preliminary numerical results for the VNS approach when compared to the optimal solution of the problem. Since the proposed model has two conflicting objectives, i.e, heating costs and worst power consumption, here we also consider a weighted sum criteria for each objective and numerically compare the model behavior. Finally, in section 5, we conclude the paper.
PROBLEM FORMULATION
We model a fixed WBAN by the means of a graph G = (N, A) , where N denotes the set of sensor (bio-sensor) nodes and A is a set of directed arcs. The assumption of directed arcs is valid for WBANs since before any message is transmitted, the route between the source and the destination can be established using Ad-hoc On-demand Distance-Vector routing (AODV) protocols (Perkins and Royer, 1999) . Without loss of generality, we assume that every node has a fixed initial power capacity E ∈ R + . The set of nodes N is composed of a subset of source nodes N s which sense and collect the data to be transmitted, a set of intermediate transmitters N I and a set of sink nodes N t where all data is received. For each node j ∈ N we define the sets δ − ( j) = {i ∈ N : (i, j) ∈ A} and δ + ( j) = {i ∈ N : ( j, i) ∈ A}. We denote by C the set of commodities to be transmitted where each commodity c ∈ C consists of routing D c packets from a source node i ∈ N s to a destination node j ∈ N t . Let e i, j denote the unitary energy needed for transmission of packets on arc (i, j) ∈ A and define the total energy consumption of node j ∈ N as
where D c f c i, j is the number of packets of commodity c transmitted on arc (i, j). Note that this amount of energy is computed under the assumption that the transmission energy requirement is negligible compared to the energy required for receiving packets at each node. This is valid assumption since an extremely low transmit power per node is required in short range ultra-wide band in WBANs and thus the effort is considerably higher when the nodes are receiving packets (Shi et al., 2011) . Moreover, this allows significant energy savings when using network coding techniques with the objective of providing reliability under low-energy constraints (Arrobo and Gitlin, 2011; Shi et al., 2011) . We consider the following multicommodity netflow formulation denoted hereafter by
where the flow variables f c i, j represent the portion of commodity c ∈ C to be transmitted on an arc (i, j) ∈ A.
The binary variables {x i , i ∈ N} are used to decide whether node i ∈ N will be active or not when transmitting packets through the network. The objective function in (1) is to minimize the total heating costs {a i , i ∈ N} produced by bio-sensors which are placed in the body of a patient plus the worst case power consumption of each active node in the network. The latter is a crucial aspect in a WSN since by definition, its lifetime is equal to the minimum lifetime of all nodes in the network (Deb, 2002; Jourdan and de Weck, 2004) . In other words, the network lifetime ends as soon as any node runs out of its battery. Let b c i be equal to 1 if node i ∈ N s , or be equal to -1 if node i ∈ N t , and zero otherwise. Constraint (2) are flow conservation constraints for each node i ∈ N and for each commodity c ∈ C while constraint (3) imposes the condition that each node has a maximum available power to receive packets in the network. Note that this constraint is forced to be equal to zero when its respective node is set to an inactive state condition. Constraint (4) imposes the condition that all source and sink nodes should always be active, otherwise the network can not sense or relay the data collected at the sink node. Finally, constraints (5)- (6) are the domain constraints. Note that model P 0 can be easily converted into a mixed integer linear programming (MILP) problem by introducing an upper bounding variable z instead of using the max term in its objective function as follows.
We remark that model P 1 could be considered as part of any existing WBAN MAC protocol (See references in section 1) as it provides an optimal routing strategy. However, it does not consider other technical aspects such as broadcasting control flows and organization of the network. The routing strategy is mandatory in WBANs as it allows significant power savings when transmitting sensed data through the network (Ababneh et al., 2012b; Elias and Mehaoua, 2012; Yan et al., 2012; Awad et al., 2013) . For a more general, comprehensive and technological perspective regarding WBANs protocols, we refer the reader to the works in (Ullah et al., 2010; Ullah et al., 2012) .
In the next section, we propose a variable neighborhood search metaheuristic approach to compute near optimal solutions for P 1 .
THE VNS APPROACH
Metaheuristics are simple algorithmic procedures commonly used to find near optimal (suboptimal) solutions for combinatorial optimization problems. In practice, they have proven to be highly effective when solving many of these hard problems (Glover and Kochenberger, 2003) . Especially when the dimensions of the problem increase rapidly which is often the case in real world applications and where no solver is available to solve these problems to optimality. Perhaps, the most frequently utilized metaheuristics approaches are genetic algorithms, tabu search, ant colony system, particle swarm optimization, variable neighborhood search, simulated annealing, among others. For a more detailed explanation on how these metaheuristics approaches work, we refer the reader to the book in (Glover and Kochenberger, 2003) . In principle, a genetic algorithm or a tabu search approach would also serve to compute feasible solutions for our proposed multicommodity flow formulation in a straightforwardly manner. In this paper, we choose VNS mainly due to its simplicity and low memory requirements. In particular, we adopt a reduced VNS strategy which drops the local search phase of the basic VNS algorithm as it is the most time consuming step . In order to compute feasible solutions for problem P 1 using a VNS approach, we observe that for any fixed assignment of vector x =x in P 1 , the problem reduces to solve the following linear programming problem
It is obvious that some of them are not feasible as they might turn problemP 1 infeasible. We propose a VNS approach to compute feasible solutions for P 1 by randomly generating these binary vectors.
VNS is a recently proposed metaheuristic approach ) that uses the Step 0:
Step 1:
Step 2: while (Time ≤ maxTime) 
end if end if end while idea of neighborhood change during the descent toward local optima and to avoid the valleys that contain them. We define the neighborhood structure Ng(x) for P 1 as the set of neighbor solutions x ′ in P 1 at a distance "h" from x where the distance "h" corresponds to the Hamming distance between the binary vectors x and x ′ , respectively. In our numerical tests, without loss of generality, we adopt a grid layout configuration as depicted in Figure 2 where a directed graph shows that bio-sensor nodes are placed in each stage. In particular, in stage 1 we have the source nodes, from stage 2 to the final stage we have the intermediate nodes.
Finally, we have only one node acting as a sink node to receive all sensed and collected information sent by the source nodes through the network. We denote by ther assume that all nodes at each stage are consecutively connected with those of the next stage (Arrobo and Gitlin, 2011) . We also assume that the number of nodes at each stage is the same, i.e., N 1 = · · · = N St . The grid layout configuration is a valid assumption in WBANs as it provides more reliable communications when using cooperative network and diversity coding transmission schemes with enhanced throughput (Arrobo and Gitlin, 2011) . There are other network configurations such as star, tree, mesh (Ullah et al., 2012) and grid topologies in the literature (Arrobo and Gitlin, 2011). The most common topology is a star one where the nodes are connected to a central coordinator in star manner (Ullah et al., 2012) . However, the star configuration follows a single hop strategy which is not always the best choice. In (Reusens et al., 2009) , the authors discuss about energy efficient topology designs for WBANs. They consider a tree network topology and discuss on the energy savings when using single hop and multi hop strategies. They conclude that the distance between nodes plays an important role and that both single hop or multi hop strategies achieve energy savings under different conditions (Reusens et al., 2009 ).
The VNS approach we propose is presented in Figure 1 . It receives an instance of problem P 1 as input and provides a tight feasible solution for it. We denote by (x,f ,v) the final solution obtained with the algorithm wherev represents the objective function value. The algorithm is simple and works as follows. In Step 0, we initialize all the required variables. Then, in Step 1 we obtain an initial feasible assignment for vector x =x by simply settingx r = 1 such that r = min(a i , i ∈ N st ) is the minimum value for that particular stage. This allows solvingP 1 and obtaining an initial feasible or infeasible solution (x,f ,ṽ) for P 1 that we keep. During the execution of the while loop in the VNS algorithm, if for any x =x modelP 1 is infeasible, then the solution is discarded and not considered as a valid solution. Next, the algorithm performs a variable neighborhood search by randomly assigning binary values in H ≤ |N I | positions of vector x where these positions belong to the set N I . Initially, H ← 1 while it is increased in one unit when there is no improvement after new "η" solutions have been evaluated. On the other hand, if a new current solution is better than the best found so far, then H ← 1, the new solution is recorded and the process goes on. The whole process is repeated until the cpu time variable "Time" is less than or equal to the maximum available "maxTime". Note we reset "Time ← 0" when a new better solution is found. This gives the possibility to search other "maxTime" units of time with the hope of finding better solutions.
NUMERICAL RESULTS
In this section, we first present preliminary numerical results for the proposed VNS approach using only one sample for the input data of the instances. Subsequently, we provide preliminary numerical comparisons for P 1 while adopting a weighted sum criteria for the objective function of P 1 in order to analyze the behavior of the model. Finally, we compute average numerical results.
Numerical results for the VNS approach
In order to present preliminary numerical results for problem P 1 using the proposed VNS algorithm, the input data is randomly generated as follows. The entries in matrix (e i, j ) are uniformly drawn from [0, 1] while the heating costs {a i , i ∈ N} and packets {D c , c ∈ C} are uniformly distributed in [0, 10].
The maximum available energy for each node is set equal to E = 0.4 * ∑ i∈N e i,1 * ∑ c∈C Dc |C| . The value of η in the VNS algorithm is calibrated to η = 20. We set the maximum number of commodities be equal to |C| = |N s |, i.e. we assume that each source node can only sense one type of commodity. This is a valid assumption as bio-sensors are usually designed for sensing specialized information in a WBAN. Finally, we set the parameter maxTime = 100. A Matlab program is implemented using CPLEX 12 to solve problem P 1 , its linear programming (LP) relaxation, and each LP relaxationP 1 within each iteration of the VNS algorithm. The numerical experiments have been carried out on a Pentium IV, 1 GHz with 2 GoBytes of RAM under windows XP. In Table 1 , column 1 shows the number of nodes considered in each instance. Commonly, the maximum number of nodes in WBANs can be up to 256 nodes (Fang and Dutkiewicz, 2009) . Columns 2 and 3 show the number of stages and number of nodes per stage for each of the instances. Columns 4 and 5 provide the optimal solution of P 1 and the cpu time in seconds CPLEX needs to get that solution. Columns 6 and 7 provide the optimal solutions for the LP relaxation of P 1 and the CPLEX cpu time in seconds as well. Similarly, columns 8 and 9 show the best solution found with the VNS approach and its cpu time in seconds. Finally, columns 10, 11 and 12 give the gaps for the LP relaxation, the gaps obtained using the initial solution of the VNS approach and the gaps for the best solution found with the VNS approach, respectively. The gaps are computed as Gap LP =
* 100 for the initial solution obtained with the VNS algorithm and
* 100 for the best solution found with VNS, respectively. The numerical results presented in Table 1 are computed using only one sample for the input data of each instance. From Table  1 , we mainly observe that the gaps obtained with the VNS algorithm are near optimal for all the instances we test, e.g. not larger than 3 % from the optimal solution of the problem. Regarding the cpu times, we observe that the VNS approach requires more time when the number of stages is less than the number of nodes per stage. Furthermore, this cpu time is even larger than the time required by CPLEX. This is easy to check for instances with 61 nodes in Table 1 , for example. From our preliminary numerical results, we observe that this is mainly caused by the fact that the VNS approach needs to solve many linear programs in this case. Ultimately, we observe that the gaps obtained when using the initial solutions found with VNS are not very tight which shows somehow the effectiveness of the VNS approach. On the other hand, when the number of stages is larger than the number of nodes per stage, we observe that the VNS approach is significantly faster than CPLEX. Moreover, in this case we see that the initial solution found with the proposed algorithm is very tight and in some cases optimal, e.g. this is the case for instances with 49 and 61 nodes. In particular, we see that the cpu time required by CPLEX becomes prohibitive for some of these instances. Finally, we observe that the gaps obtained with the LP relaxation of P 1 are far from the optimal solution of the problem. 
Weighted objective function
In order to explore the behavior of model P 1 when the two conflicting objectives have different degree of importance, we adopt a weighted objective function criteria and write the objective function in P 1 as
where α ∈ [0, 1]. From a practical point view, the weighted objective function in (7) provides an alternative way to handle the trade-off between the total heat generated on patients with more delicate skin versus power energy savings in order to maximize the network lifetime. This would allow to avoid possible hazardous damages on patients. In Table 2 , More precisely, in column 1 we give the value of α. In columns 2, 3, and 4, 5 we present the optimal function value of P 1 (resp. LP 1 ) and their cpu time in seconds that CPLEX requires to obtain that solution, respectively. Finally, column 6 shows the gaps for the LP relaxation we compute exactly as in Table 1 . Without loss of generality, the input data is randomly generated exactly as for Table1 as well.
From Table 2 , we mainly observe that the gaps of the LP relaxation tends to zero when the value of α → 1. This means that solving the LP relaxation of P 1 , in this case, suffices to obtain the optimal solution of the problem. On the opposite, when 0 ≤ α < 1, the gaps of its LP relaxation deteriorates considerably which turns the problem more difficult to solve.
In order to provide more insight regarding our VNS approach, we further present average numerical results for the instances presented in Table 1 . These results are presented in Table 3 and the column information is exactly the same as for Table 1 . We generate 50 samples for the input data of the instances in rows 1-13 while for the instances in rows 14-16 we use only 10 samples to compute the averages as their cpu times become highly prohibitive. In particular, we arbitrarily set the maximum time for CPLEX to solve these instances be at most 3600 seconds. From Table 3 , we observe similar trends as in Table 1 concerning the gaps obtained with VNS. They are not larger than 3.5 % for all the instances we test when compared to the optimal solution of the problem. We also see that the cpu times required by the VNS approach are larger than those required by CPLEX for instances in rows 1-9 while for instances in rows 10-16, CPLEX requires more cpu time. In particular, the instances in rows 14-16 require a huge amount of cpu time using CPLEX while the VNS approach finds very tight near optimal solutions with gaps no larger than 2% in less than 25 seconds approximately. Another observation is that the initial solutions obtained with VNS approach are not feasible for instances in rows 1-8. Which means at least in one of the samples, the ini- tial solution was infeasible. Conversely, finding initials solutions for instances in rows 9-16 is easier. In general, the gaps of the initial solutions are not larger than 10%. Finally, the gaps obtained with the LP relaxation of P 1 are not tight when compared to the optimal solution of the problem. In general, we note that the LP gaps deteriorate significantly when the number of stages is larger than the number of nodes per stage which is the case for instances in rows 9-16.
CONCLUSIONS
In this paper, we proposed a minmax multicommodity netflow formulation to optimally route data packets in a healthcare wireless body area network. The aim of the model is to minimize the worst power consumption of each bio-sensor node over the body of a patient plus the total heating costs subject to flow conservation and maximum capacity energy constraints. The model is formulated as a mixed integer linear program. Thus, we proposed a variable neighborhood search metaheuristic procedure to obtain near optimal solutions. Preliminary numerical results indicate that the VNS approach obtains near optimal solutions with integrality gaps no larger than 3.5%. As future work, we plan to consider other layout configurations while using more realistic data, and new algorithmic procedures to solve efficiently the LP relaxations within each iteration of the VNS approach.
