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Kengo Matsumoto
Department of Mathematical Sciences
Yokohama City University
Seto 22-2, Kanazawa-ku, Yokohama 236-0027, JAPAN
Abstract. We have introduced a notion of C∗-symbolic dynamical system in [K.
Matsumoto: Actions of symbolic dynamical systems on C∗-algebras, to appear in
J. Reine Angew. Math.], that is a finite family of endomorphisms of a C∗-algebra
with some conditions. The endomorphisms are indexed by symbols and yield both a
subshift and a C∗-algebra of a Hilbert C∗-bimodule. The associated C∗-algebra with
the C∗-symbolic dynamical system is regarded as a crossed product by the subshift.
We will study a simplicity condition of the C∗-algebras of the C∗-symbolic dynamical
systems. Some examples such as irrational rotation Cuntz-Krieger algebras will be
studied.
1. Introduction
In [CK], J. Cuntz and W. Krieger have founded a close relationship between
symbolic dynamics and C∗-algebras (cf.[C], [C2]). They constructed purely infinite
simple C∗-algebras from irreducible topological Markov shifts. The C∗-algebras are
called Cuntz-Krieger algebras.
In [Ma], the author introduced a notion of λ-graph system, whose matrix ver-
sion is called symbolic matrix system. A λ-graph system is a generalization of finite
labeled graph and presents a subshift. He constructed C∗-algebras from λ-graph
systems [Ma2] as a generalization of the above Cuntz-Krieger algebras. A λ-graph
system gives rise to a finite family {ρα}α∈Σ of endomorphisms of a unital com-
mutative AF-C∗-algbera AL with some conditions stated below. A C∗-symbolic
dynamical system, introduced in [Ma6], is a generalization of λ-graph system. It is
a finite family {ρα}α∈Σ of endomorphisms of a unital C∗-algebra A such that the
closed ideal generated by ρα(1), α ∈ Σ coincides with A. A finite labeled graph
gives rise to a C∗-symbolic dynamical system (A, ρ,Σ) such that A = CN for some
N ∈ N. Conversely, if A = CN , the C∗-symbolic dynamical system comes from
a finite labeled graph. A λ-graph system L gives rise to a C∗-symbolic dynami-
cal system (A, ρ,Σ) such that A is C(ΩL) for some compact Hausdorff space ΩL
2000 Mathematics Subject Classification. Primary 46L35, Secondary 37B10, 46L05.
Typeset by AMS-TEX
1
with dimΩL = 0. Conversely, if A is C(X) for a compact Hausdorff space X with
dimX = 0, the C∗-symbolic dynamical system comes from a λ-graph system.
A C∗-symbolic dynamical system (A, ρ,Σ) yields a nontrivial subshift Λ(A,ρ,Σ),
that we will denote by Λρ, over Σ and a Hilbert C
∗-rightA-module (φρ,HρA, {uα}α∈Σ)
that has an orthogonal finite basis {uα}α∈Σ and a unital faithful diagonal left ac-
tion φρ : A → L(HρA). It is called a Hilbert C∗-symbolic bimodule over A, and
written as (φρ,HρA, {uα}α∈Σ). By using general construction of C∗-algebras from
Hilbert C∗-bimodules established by M. Pimsner [Pim] (cf. [Ka]), the author has
introduced a C∗-algebra denoted by A⋊ρ Λ from the Hilbert C∗-symbolic bimod-
ule (φρ,HρA, {uα}α∈Σ), where Λ is the subshift Λρ associated with (A, ρ,Σ). We
call the algebra A ⋊ρ Λ the C∗-symbolic crossed product of A by the subshift Λ. If
A = C, the subshift Λ is the full shift ΣZ, and the C∗-algebra A⋊ρ Λ is the Cuntz
algebra O|Σ| of order |Σ|. If A = C(X) with dimX = 0, there uniquely exists a
λ-graph system L up to equivalence such that the subshift Λ is presented by L and
the C∗-algebra A⋊ρ Λ is the C∗-algebra OL associated with the λ-graph system L.
Conversely, for any subshift, that is presented by a λ-graph system L, there exists
a C∗-symbolic dynamical system (A, ρ,Σ) such that Λρ is the subshift presented
by L, the algebra A is C(ΩL) with dimΩL = 0, and the algebra A⋊ρ Λ is the
C∗-algebra OL associated with L ([Ma6]). If in particular, A = Cn, the subshift Λ
is a sofic shift and A⋊ρ Λ is a Cuntz-Krieger algebra.
In this paper, a condition called (I) on (A, ρ,Σ) is introduced as a generalization
of condition (I) on the finite matrices of Cuntz-Krieger [CK] and on the λ-graph
systems [Ma2]. Under the assumption that (A, ρ,Σ) satisfies condition (I), the
simplicity conditions of the algebra A⋊ρ Λ is discussed in Section 3. We further
study ideal structure of A⋊ρ Λ from the view point of quotients of the C∗-symbolic
dynamical systems in Section 4. Related discussions have been studied in Kajiwara-
Pinzari-Watatani’s paper [KPW] for the C∗-algebras of Hilbert C∗-bimodules (cf.
[Kat], [MS], [Tom], etc.). They have studied simplicity condition and ideal structure
of the C∗-algebras of Hilbert C∗-bimodules in terms of the language of the Hilbert
C∗-bimodules. Our approach to study the algebras A⋊ρ Λ is from the view point
of C∗-symbolic dynamical systems, that is differnt from theirs. In Section 5, we
will study pure infiniteness of the algebras A⋊ρ Λ. To obtain rich examples of the
algebras A⋊ρ Λ, we will in Section 6 construct C∗-symbolic dynamical systems
from a finite family of automorphisms αi ∈ Aut(B), i = 1, . . .N on a unital C∗-
algebra B and a C∗-symbolic dynamical systems (A, ρ,Σ) with Σ = {α1, . . . , αN}.
The C∗-symbolic dynamical system is denoted by (B ⊗A, ρΣ⊗,Σ) that is the tensor
product between two C∗-symbolic dynamical systems(B, α,Σ) and (A, ρ,Σ). As
examples of C∗-symbolic crossed products, continuous analogue of Cuntz-Krieger
algebras called irrational rotation Cuntz-Krieger algebras denoted by OG,θ1,...,θN
and irrational rotation Cuntz algebras denoted by Oθ1,...,θN are studied in Sections
8 and 9. They belongs to the class of the C∗-algebras of continuous graphs by V.
Deaconu ([De],[De2]). The fixed point algebras FG,θ,...,θN of OG,θ1,...,θN under gauge
actions are no longer AF-algebras. They are AT-algebras. In particular, the fixed
point algebras Fθ1,...,θN of Oθ1,...,θN under gauge actions are simple AT-algebras of
real rank zero with unique tracial state if and only if differnce of rotation angles
θi − θj is irrational for some i, j = 1, . . . , N (Theorem 9.4).
Throughout this paper, we denote by Z+ and by N the set of nonnegative integers
and the set of positive integers respectively. A homomorphism and an isomorphism
between C∗-algebras mean a ∗-homomorphism and a ∗-isomorphism respectively.
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An ideal of a C∗-algebra means a closed two sided ∗-ideal.
2. C∗-symbolic dynamical systems and their crossed products
Let A be a unital C∗-algebra. In what follows, an endomorphism of A means
a ∗-endomorphism of A that does not necessarily preserve the unit 1A of A. The
unit 1A is denoted by 1 unless we specify. We denote by End(A) the set of all
endomorphisms of A. Let Σ be a finite set. A finite family of endomorphisms
ρα ∈ End(A), α ∈ Σ is said to be essential if ρα(1) 6= 0 for all α ∈ Σ and the closed
ideal generated by ρα(1), α ∈ Σ coincides with A. It is said to be faithful if for any
nonzero x ∈ A there exists a symbol α ∈ Σ such that ρα(x) 6= 0. We note that
{ρα}α∈Σ is faithful if and only if the homomorphism ξρ : a ∈ A −→ [ρα(a)]α∈Σ ∈
⊕α∈ΣA is injective.
Definition ([Ma6]). A C∗-symbolic dynamical system is a triplet (A, ρ,Σ) con-
sisting of a unital C∗-algebra A and an essential and faithful finite family of endo-
morphisms ρα of A indexed by α ∈ Σ.
Two C∗-symbolic dynamical systems (A, ρ,Σ) and (A′, ρ′,Σ′) are said to be
isomorphic if there exist an isomorphism Φ : A → A′ and a bijection π : Σ → Σ′
such that Φ◦ρα = ρ′π(α)◦Φ for all α ∈ Σ. A C∗-symbolic dynamical system (A, ρ,Σ)
yields a subshift Λ(A,ρ,Σ) over Σ such that a word α1 · · ·αk of Σ is admissible for
Λ(A,ρ,Σ) if and only if (ραk ◦ · · · ◦ ρα1)(1) 6= 0 ([Ma6;Proposition 2.1]). The subshift
Λ(A,ρ,Σ) will be denoted by Λρ or simply by Λ in this paper.
Let G = (G, λ) be a left-resolving finite labeled graph with underlying finite
directed graph G = (V,E) and labeling map λ : E → Σ (see [LM; p.76]). Denote
by v1, . . . , vN the vertex set V . Assume that every vertex has both an incoming
edge and an outgoing edge. Consider the N -dimensional commutative C∗-algebra
AG = CE1⊕· · ·⊕CEN where each minimal projection Ei corresponds to the vertex
vi for i = 1, . . . , N . Define an N ×N -matrix for α ∈ Σ by
(2.1) AG(i, α, j) =
{
1 if there exists an edge e from vi to vj with λ(e) = α,
0 otherwise
for i, j = 1, . . . , N . We set ρGα(Ei) =
∑N
j=1A
G(i, α, j)Ej for i = 1, . . . , N, α ∈ Σ.
Then ρGα, α ∈ Σ define endomorphisms of AG such that (AG, ρG,Σ) is a C∗-symbolic
dynamical system such that the algebra AG is CN , and the subshift ΛρG is the sofic
shift ΛG presented by G. Conversely, for a C∗-symbolic dynamical system (A, ρ,Σ),
if A is CN , there exists a left-resolving labeled graph G such that A = AG and
Λρ = ΛG the sofic shift presented by G ([Ma6;Proposition 2.2]).
More generally let L be a λ-graph system (V,E, λ, ι) over Σ (see [Ma]). Its vertex
set V is ∪∞l=0Vl. We equip Vl with discrete topology. We denote by ΩL the compact
Hausdorff space with dimΩL = 0 of the projective limit V0
ι← V1 ι← V2 ι← · · · , as
in [Ma2;Section 2]. The algebra C(Vl) of all continuous functions on Vl, denoted by
AL,l, is the direct sum AL,l = CEl1 ⊕ · · · ⊕ CElm(l) where each minimal projection
Eli corresponds to the vertex v
l
i for i = 1, . . . , m(l). Let AL be the commutative C∗-
algebra C(ΩL) = liml→∞{ι∗ : AL,l → AL,l+1}. Let Al,l+1, l ∈ Z+ be the matrices
defined in [Ma2; Theorem A]. For a symbol α ∈ Σ we set
(2.2) ρLα(E
l
i) =
m(l+1)∑
j=1
Al,l+1(i, α, j)E
l+1
j for i = 1, 2, . . . , m(l),
3
so that ρLα defines an endomorphism of AL. We have a C∗-symbolic dynamical
system (AL, ρL,Σ) such that the C∗-algebra AL is C(ΩL) with dimΩL = 0, and
the subshift ΛρL coincides with the subshift ΛL presented by L. Conversely, for a
C∗-symbolic dynamical system (A, ρ,Σ), if the algebra A is C(X) with dimX =
0, there exists a λ-graph system L over Σ such that the associated C∗-symbolic
dynamical system (AL, ρL,Σ) is isomorphic to (A, ρ,Σ) ([Ma6;Theorem 2.4]).
Let L and L′ be predecessor-separated λ-graph systems over Σ and Σ′ respec-
tively. Then (AL, ρL,Σ) is isomorphic to (AL′ , ρL′ ,Σ′) if and only if L and L′ are
equivalent. In this case, the presented subshifts ΛL and ΛL′ are identified through
a symbolic conjugacy. Hence the equivalence classes of the λ-graph systems are
identified with the isomorphism classes of the C∗-symbolic dynamical systems of
the commutative AF-algebras.
We say that a subshift Λ acts on a C∗-algebra A if there exists a C∗-symbolic
dynamical system (A, ρ,Σ) such that the associated subshift Λρ is Λ. For a C∗-
symbolic dynamical system (A, ρ,Σ), we have a Hilbert C∗-bimodule (φρ,HρA, {uα}α∈Σ)
called a Hilbert C∗-symbolic bimodule ([Ma6]). We then have a C∗-algebra by us-
ing the Pimsner’s general construction of C∗-algebras from Hilbert C∗-bimodules
[Pim] (cf. [Ka], see also [KPW], [KW], [Kat], [MS], [PWY], [Sch] etc.). We denote
the C∗-algebra by A⋊ρΛ, where Λ is the subshift Λρ associated with (A, ρ,Σ). We
call the algebra A⋊ρ Λ the C∗-symbolic crossed product of A by the subshift Λ.
Proposition 2.1([Ma6;Proposition 4.1]). The C∗-symbolic crossed product A⋊ρ
Λ is the universal C∗-algebra C∗(x, Sα; x ∈ A, α ∈ Σ) generated by x ∈ A and par-
tial isometries Sα, α ∈ Σ subject to the following relations called (ρ):∑
β∈Σ
SβS
∗
β = 1, S
∗
αxSα = ρα(x), xSαS
∗
α = SαS
∗
αx
for all x ∈ A and α ∈ Σ. Furthermore for α1, . . . , αk ∈ Σ, a word (α1, . . . , αk) is
admissible for the subshift Λ if and only if Sα1 · · ·Sαk 6= 0.
Assume that A is commutative. Then we know ([Ma6;Theorem 4.2])
(i) If A = C, the subshift Λ is the full shift ΣZ, and the C∗-algebra A⋊ρ Λ is
the Cuntz algebra O|Σ| of order |Σ|.
(ii) If A = CN for some N ∈ N, the subshift Λ is a sofic shift ΛG presented
by a left-resolving labeled graph G, and the C∗-algebra A⋊ρ Λ is a Cuntz-
Krieger algebra OG associated with the labeled graph. Conversely, for any
sofic shift ΛG , that is presented by a left-resolving labeled graph G, there
exists a C∗-symbolic dynamical system (A, ρ,Σ) such that the associated
subshift is the sofic shift ΛG , the algebra A is CN for some N ∈ N, and
the C∗-algebra A⋊ρ Λ is the Cuntz-Krieger algebra OG associated with the
labeled graph G.
(iii) If A = C(X) with dimX = 0, there uniquely exists a λ-graph system L
up to equivalence such that the subshift Λ is presented by L and the C∗-
algebra A⋊ρ Λ is the C∗-algebra OL associated with the λ-graph system
L. Conversely, for any subshift ΛL, that is presented by a left-resolving λ-
graph system L, there exists a C∗-symbolic dynamical system (A, ρ,Σ) such
that the associated subshift is the subshift ΛL, the algebra A is C(ΩL) with
dimΩL = 0, and the C
∗-algebra A⋊ρ Λ is the C∗-algebra OL associated
with the λ-graph system L.
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3. Condition (I) for C∗-symbolic dynamical systems
The notion of condition (I) for finite square matrices with entries in {0, 1} has
been introduced in [CK]. The condition gives rise to the uniqueness of the associ-
ated Cuntz-Krieger algebras under the canonical relations of the generating partial
isometries. The condition has been generalized by many authors to corresponding
conditions for generalizations of the Cuntz-Krieger algebras, for instance, infinite
directed graphs ([KPRR]), infinite matrices with entries in {0, 1} ([EL]), Hilbert
C∗-bimodules ([KPW]), etc. (see also [Re], [Ka2],[Tom2],etc.). The condition (I)
for λ-graph systems has been also defined in [Ma2] to prove the uniqueness of the
C∗-algebra OL under the canonical relations of generators. In this section, we will
introduce the notion of condition (I) for C∗-symbolic dynamical systems to prove
the uniqueness of the C∗-algebras A⋊ρ Λ under the relation (ρ). In [KPW], a
condition called (I)-free has been introduced. The condition is similar condition to
our condition (I). The discussions given in [KPW] is also similar ones to ours in
this section. We will give complete descriptions in our discussions for the sake of
completeness. Throughout this paper, for a subset F of a C∗-algebra B, we denote
by C∗(F ) the C∗-subalgebra of B generated by F .
In what follows, (A, ρ,Σ) denotes a C∗-symbolic dynamical system and Λ the
associated subshift Λρ. We denote by Λ
k the set of admissible words µ of Λ with
length |µ| = k. Put Λ∗ = ∪∞k=0Λk, where Λ0 denotes the empty word. Let Sα, α ∈ Σ
be the partial isometries in A⋊ρ Λ satisfying the relation (ρ) in Proposition 2.1.
For µ = (µ1, . . . , µk) ∈ Λk, we put Sµ = Sµ1 · · ·Sµk and ρµ = ρµk ◦ · · · ◦ ρµ1 . In the
algebra A⋊ρ Λ, we set
Fρ =C∗(SµxS∗ν : µ, ν ∈ Λ∗, |µ| = |ν|, x ∈ A),
Fkρ =C∗(SµxS∗ν : µ, ν ∈ Λk, x ∈ A), for k ∈ Z+ and
Dρ =C∗(SµxS∗µ, µ ∈ Λ∗, x ∈ A).
The identity SµxS
∗
ν =
∑
α∈Σ Sµαρα(x)S
∗
να for x ∈ A and µ, ν ∈ Λk holds so that
the algebra Fkρ is embedded into the algebra Fk+1ρ such that ∪k∈Z+Fkρ is dense
in Fρ. The gauge action ρˆ of the circle group T = {z ∈ C | |z| = 1} on A⋊ρ Λ
is defined by ρˆz(x) = x for x ∈ A and ρˆz(Sα) = zSα for α ∈ Σ. The fixed point
algebra of A⋊ρ Λ under ρˆ is denoted by (A⋊ρ Λ)ρˆ. Let Eρ : A⋊ρ Λ −→ (A⋊ρ Λ)ρˆ
be the conditional expectaton defined by
Eρ(X) =
∫
z∈T
ρˆz(X)dz, X ∈ A⋊ρ Λ.
It is routine to check that (A⋊ρ Λ)ρˆ = Fρ.
Let B be a unital C∗-algebra. Suppose that there exist an injective homomor-
phism π : A −→ B preserving their units and a family sα ∈ B, α ∈ Σ of partial
isometries satisfying∑
β∈Σ
sβs
∗
β = 1, s
∗
απ(x)sα = π(ρα(x)), π(x)sαs
∗
α = sαs
∗
απ(x)
for all x ∈ A and α ∈ Σ. Put A˜ = π(A) ⊂ and ρ˜α(π(x)) = π(ρα(x)), x ∈ A. We
then have
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Lemma 3.1. The triple (A˜, ρ˜,Σ) is a C∗-symbolic dynamical system such that the
presented subshift Λρ˜ is the same as the one Λ(= Λρ) presented by (A, ρ,Σ).
Let Oπ,s be the C∗-subalgebra of B generated by π(x) and sα for x ∈ A, α ∈ Σ.
In the algebra Oπ,s, we set
Fπ,s =C∗(sµπ(x)s∗ν : µ, ν ∈ Λ∗, |µ| = |ν|, x ∈ A),
Fkπ,s =C∗(sµπ(x)s∗ν : µ, ν ∈ Λk, x ∈ A) for k ∈ Z+ and
Dπ,s =C∗(sµπ(x)s∗µ : µ ∈ Λ∗, x ∈ A).
By the universality of the algebra A⋊ρ Λ, the correspondence
x ∈ A −→ π(x) ∈ A˜, Sα −→ sα, α ∈ Σ
extends to a surjective homomorphism π˜ : A⋊ρ Λ −→ Oπ,s.
Lemma 3.2. The restriction of π˜ to the subalgebra Fρ is an isomorphism from Fρ
to Fπ,s.
Proof. It suffices to show that π˜ is injective on Fkρ . Suppose that
∑
µ,ν∈Λk sµπ(xµ,ν)s
∗
ν =
0 for
∑
µ,ν∈Λk Sµxµ,νS
∗
ν ∈ Fρ with xµ,ν ∈ A. For ξ, η ∈ Λk, it follows that
π(ρξ(1)xξ,ηρη(1)) = s
∗
ξ(
∑
µ,ν∈Λk
sµπ(xµ,ν)s
∗
ν)sη = 0.
As π : A −→ B is injective, one has ρξ(1)xξ,ηρη(1) = 0 so that Sξxξ,ηS∗η = 0. This
implies that
∑
µ,ν∈Λk Sµxµ,νS
∗
ν = 0. 
Definition. A C∗-symbolic dynamical system (A, ρ,Σ) satisfies condition (I) if
there exists a unital increasing sequence
A0 ⊂ A1 ⊂ · · · ⊂ A
of C∗-subalgebras of A such that ρα(Al) ⊂ Al+1 for all l ∈ Z+, α ∈ Σ and the
union ∪l∈Z+Al is dense in A and for k, l ∈ N with k ≤ l, there exists a projection
qlk ∈ Dρ ∩Al′(= {x ∈ Dρ | xa = ax for a ∈ Al}) such that
(i) qlka 6= 0 for all nonzero a ∈ Al,
(ii) qlkφ
m
ρ (q
l
k) = 0 for all m = 1, 2, . . . , k, where φ
m
ρ (X) =
∑
µ∈Λm SµXS
∗
µ.
As the projection qlk belongs to the diagonal subalgebra Dρ of Fρ, the condition (I)
of (A, ρ,Σ) is intrinsically determined by (A, ρ,Σ) by virtue of Lemma 3.2.
If a λ-graph system L over Σ satisfies condition (I), then (AL, ρL,Σ) satisfies
condition (I) (cf. [Ma2;lemma 4.1]).
We now assume that (A, ρ,Σ) satisfies condition (I). We set for k ≤ l
Fkρ,l = C∗(SµxS∗ν : µ, ν ∈ Λk, x ∈ Al).
There exists an inclusion relation Fkl ⊂ Fk
′
l′ for k ≤ k′ and l ≤ l′. We put a
projection Qlk = φ
k
ρ(q
l
k) in Dρ.
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Lemma 3.3. The map X ∈ Fkρ,l −→ QlkXQlk ∈ QlkFkρ,lQlk is a surjective isomor-
phism.
Proof. As qlk commutes with Al, for x ∈ Al and µ, ν ∈ Λk, we have
QlkSµxS
∗
ν =
∑
ξ∈Λk
Sξq
l
kS
∗
ξSµxS
∗
ν = Sµq
l
kS
∗
µSµxS
∗
ν = Sµxq
l
kS
∗
ν ,
and similarly SµxS
∗
νQ
l
k = Sµxq
l
kS
∗
ν so that Q
l
k commutes with SµxS
∗
ν . Hence the
map X ∈ Fkρ,l −→ QlkXQlk ∈ QlkFkρ,lQlk defines a surjective homomorphism. It
remains to show that it is injective. Suppose that Qlk(
∑
µ,ν∈Λk Sµxµ,νS
∗
ν)Q
l
k = 0
for X =
∑
µ,ν∈Λk Sµxµ,νS
∗
ν with xµ,ν ∈ Al. For ξ, η ∈ Λk, one has
0 = SξS
∗
ξQ
l
k(
∑
µ,ν∈Λk
Sµxµ,νS
∗
ν )Q
l
kSηS
∗
η = Q
l
kSξxξ,ηS
∗
η ,
so that 0 = S∗ξQ
l
kSξxξ,ηS
∗
ηSη = S
∗
ξSξq
l
kρξ(1)xξ,ηS
∗
ηSη = q
l
kρξ(1)xξ,ηρη(1). Hence
ρξ(1)xξ,ηρη(1) = 0 by condition (I). Thus Sξxξ,ηS
∗
η = 0, so that
∑
ξ,η∈Λk Sξxξ,ηS
∗
η =
0. 
Lemma 3.4. QlkSµQ
l
k = 0 for µ ∈ Λ∗ with |µ| ≤ k ≤ l.
Proof. By condition (I), we have Qlkφ
m
ρ (Q
l
k) = 0 for 1 ≤ m ≤ k. For µ ∈ Λ∗
with |µ| ≤ k, one has φ|µ|ρ (Qlk)Sµ = SµQlkS∗µSµ = SµQlk. Hence we have 0 =
Qlkφ
|µ|
ρ (Qlk)Sµ = Q
l
kSµQ
l
k. 
As a result, we have
Lemma 3.5. The projections Qlk in Dρ satisfy the following conditions:
(a) QlkF − FQlk converges to 0 as k, l→∞ for F ∈ Fρ.
(b) ‖QlkF‖ converges to ‖F‖ as k, l→∞ for F ∈ Fρ.
(c) QlkSµQ
l
k = 0 for µ ∈ Λ∗ with |µ| ≤ k ≤ l.
We note that QlkSµQ
l
k = 0 if and only if Q
l
kSµQ
l
kS
∗
µ = 0. Since Q
l
kSµQ
l
kS
∗
µ
belongs to the algebra Fρ, the condition QlkSµQlk = 0 is determined in the alge-
braic structure of Fρ. As the restriction of π˜ : A⋊ρ Λ −→ Oπ,s to Fρ yields an
isomorphism onto Fπ,s, by putting Q˜lk = π˜(Qlk) we have
Lemma 3.6. The projections Q˜lk in Dπ,s satisfy the following conditions:
(a’) Q˜lkF − FQ˜lk converges to 0 as k, l→∞ for F ∈ Fπ,s.
(b’) ‖Q˜lkF‖ converges to ‖F‖ as k, l→∞ for F ∈ Fπ,s.
(c’) Q˜lksµQ˜
l
k = 0 for µ ∈ Λ∗ with |µ| ≤ k ≤ l.
Proposition 3.7. There exists a conditional expectation Eπ,s : Oπ,s −→ Fπ,s such
that Eπ,s ◦ π˜ = π˜ ◦ Eρ.
Proof. Let Pπ,s be the ∗-subalgebra of Oπ,s generated algebraically by π(x), sα for
x ∈ A, α ∈ Σ. Then any X ∈ Pπ,s can be written as a finite sum
X =
∑
|ν|≥1
X−νs∗ν +X0 +
∑
|µ|≥1
sµXµ for some X−ν , X0, Xµ ∈ Fπ,s.
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Thanks to the previous lemma and a usual argument of [CK], the element X0 ∈ Fπ,s
is unique for X ∈ Pπ,s and the inequality ‖X0‖ ≤ ‖X‖ holds. The mapX ∈ Pπ,s →
X0 ∈ Fπ,s can be extended to the desired expectation Eπ,s : Oπ,s −→ Fπ,s. 
Therefore we have
Theorem 3.8. Assume that (A, ρ,Σ) satisfies condition (I). The homomorphism
π˜ : A⋊ρ Λ −→ Oπ,s defined by
π˜(x) = π(x), x ∈ A, π˜(Sα) = sα, α ∈ Σ.
becomes a surjective isomorphism, and hence the C∗-algebras A⋊ρ Λ and Oπ,s are
canonically isomorphic through π˜.
Proof. The map π˜ : Fρ → Fπ,s is isomorphic and satisfies Eπ,s ◦ π˜ = π˜ ◦ Eρ. Since
Eρ : A⋊ρ Λ −→ Fρ is faithful, a routine argument shows that the homomorphism
π˜ : A⋊ρ Λ −→ Oπ,s is actually an isomorphism. 
Hence the following uniqueness of the C∗-algebra A⋊ρ Λ holds.
Theorem 3.9. Assume that (A, ρ,Σ) satisfies condition (I). The C∗-algebra A⋊ρ Λ
is the unique C∗-algebra subject to the relation (ρ). This means that if there exist
a unital C∗-algebra B and an injective homomorphism π : A −→ B and a family
sα ∈ B, α ∈ Σ of nonzero partial isometries satisfying the folloing relations:
∑
β∈Σ
sβs
∗
β = 1, s
∗
απ(x)sα = π(ρα(x)), π(x)sαs
∗
α = sαs
∗
απ(x)
for all x ∈ A and α ∈ Σ, then the correspondence
x ∈ A −→ π(x) ∈ B, Sα −→ sα ∈ B
extends to an isomorphism π˜ from A⋊ρ Λ onto the C∗-subalgebra Oπ,s of B gen-
erated by π(x), x ∈ A and sα, α ∈ Σ.
As a corollary we have
Corollary 3.10. Assume that (A, ρ,Σ) satisfies condition (I). For any nontrivial
ideal I of A⋊ρ Λ, one has I ∩ A 6= {0}.
Proof. Suppose that I∩A = {0}. Hence Sα 6∈ I for all α ∈ Σ. By Theorem 3.9, the
quotient map q : A⋊ρ Λ −→ A⋊ρ Λ/I must be injective so that I is trivial. 
Let λρ : A → A be the completely positive map on A defined by λρ(x) =∑
α∈Σ ρα(x) for x ∈ A.
Definition. (A, ρ,Σ) is said to be irreduible if there exists no nontrivial ideal of
A invariant under λρ.
Therefore we have
Corollary 3.11. Assume that (A, ρ,Σ) satisfies condition (I). If (A, ρ,Σ) is irre-
ducible, the C∗-algebra A⋊ρ Λ is simple.
8
4. Quotients of C∗-symbolic dynamical systems
In this section, we will study ideal structure of the C∗-symbolic crossed products
A⋊ρ Λ, related to quotients of C∗-symbolic dynamical systems. The ideal structure
of C∗-algebras of Hilbert C∗-bimodules has been studied in Kajiwara, Pinzari and
Watatani’s paper [KPW] (cf. [Kat3]). Their paper is written in the language
of Hilbert C∗-bimodules. In this section we will directly study ideal structure of
the C∗-symbolic crossed products A⋊ρ Λ by using the language of C∗-symbolic
dynamical systems. We fix a C∗-symbolic dynamical system (A, ρ,Σ).
An ideal J of A is said to be ρ-invariant if ρα(J) ⊂ J for all α ∈ Σ. It is said
to be saturated if ρα(x) ∈ J for all α ∈ Σ implies x ∈ J .
Lemma 4.1. Let J be an ideal of A.
(i) J is ρ-invariant if and only if λρ(J) ⊂ J .
(ii) J is saturated if and only if λρ(a) ∈ J for 0 ≤ a ∈ A implies a ∈ J .
Proof. (i) Suppose that J satisfies λρ(J) ⊂ J . For x ∈ J one has λρ(x∗x) ≥
ρα(x
∗x) = ρα(x)∗ρα(x) so that ρα(x)∗ρα(x) ∈ J because ideal is hereditary. Hence
ρα(x) belongs to J . The only if part is clear.
(ii) Suppose that J is saturated and λρ(a) ∈ J for 0 ≤ a ∈ A. Since λρ(a) ≥
ρα(a) and J is hereditary, one has a ∈ J . Conversely suppose that x ∈ A satisfies
ρα(x) ∈ J for all α ∈ Σ. As λρ(x∗x) =
∑
α∈Σ ρα(x)
∗ρα(x), λρ(x∗x) belongs to J .
Hence the condition of the if part implies that x∗x ∈ J so that x ∈ J . 
Let J be a ρ-invariant saturated ideal of A. We denote by IJ the ideal of A⋊ρ Λ
generated by J .
Lemma 4.2. The ideal IJ is the closure of linear combinations of elements of the
form Sµcµ,νS
∗
ν for cµ,ν ∈ J.
Proof. Elements x and y of A⋊ρ Λ are approximated by finite sums of elements
of the form Sµaµ,νS
∗
ν and Sξbξ,ηS
∗
η for aµ,ν , bξ,η ∈ A respectively. Hence xcy is
approximated by elemnts of the form∑
µ,ν
Sµaµ,νS
∗
ν · c ·
∑
ξ,η
Sξbξ,ηS
∗
η =
∑
µ,ν,ξ,η
Sµaµ,νS
∗
νcSξbξ,ηS
∗
η .
In case of |ν| ≥ |ξ|, one has ν = ν¯ν′ with |ν¯| = |ξ| so that
S∗νcSξ =
{
S∗ν′ρν¯(c) if ν¯ = ξ,
0 otherwise.
Hence Sµaµ,νS
∗
νcSξbξ,ηS
∗
η is Sµaµ,νρν′(ρν¯(c)bξ,η)S
∗
ην′ or zero. Since J is ρ-invariant,
it is of the form Sµcµ,νS
∗
ην′ for some cµ,ν ∈ J or zero. The argument in case of
|ν| ≤ |ξ| is similar. Since the ideal IJ is the closure of elements of the form∑n
i=1 xiciyi for xi, yi ∈ A⋊ρ Λ and ci ∈ J, the assertion is proved. 
We set
DJ = C∗(SµcµS∗µ : µ ∈ Λ∗, cµ ∈ J),
DkJ = C∗(SµcµS∗µ : µ ∈ Λ∗, |µ| ≤ k, cµ ∈ J) for k ∈ Z+.
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Lemma 4.3.
(i) DJ = IJ ∩ Dρ and hence DJ ∩A = IJ ∩A.
(ii) DkJ ∩A = J for k ∈ Z+.
Proof. (i) Since the elements of the finite sum
∑
µ SµcµS
∗
µ for cµ ∈ J are contained
in IJ ∩ Dρ, the inclusion relation DJ ⊂ IJ ∩ Dρ is clear. Let IalgJ and DalgJ be the
algebraic linear spans of Sµcµ,νS
∗
ν for cµ,ν ∈ J and SµcµS∗µ for cµ ∈ J respectively.
For any x ∈ IJ∩Dρ take xn ∈ IalgJ such that ‖xn−x‖ → 0. Let Eρ : A⋊ρ Λ→ Fρ be
the conditional expectation defined previously, and ED : Fρ → Dρ the conditional
expectation defined by taking diagonal elements. The composition EDρ = ED ◦ Eρ
is the conditional expectation from A⋊ρ Λ to Dρ that satisfies EDρ(IalgJ ) = DalgJ .
Since EDρ(x) = x and the inequality ‖x− EDρ(xn)‖ ≤ ‖x− xn‖ holds, x belongs to
the closure DJ of DalgJ . Hence we have IJ ∩Dρ ⊂ DJ so that DJ = IJ ∩Dρ. As A
is a subalgebra of Dρ, the equality DJ ∩ A = IJ ∩ A holds.
(ii) An element x ∈ DkJ is of the form
∑
|µ|≤k SµcµS
∗
µ for cµ ∈ J . As SνcνS∗ν =∑
α∈Σ Sναρα(cν)S
∗
να and J is ρ-invariant, x can be written as x =
∑
|ν|=k SνcνS
∗
ν
for cν ∈ J , and the element λkρ(x) =
∑
|ν|=k ρν(1)cνρν(1) belongs to J . Further
suppose that x is an element of A. Since J is saturated, by Lemma 4.1, one has
x ∈ J . Hence the inclusion relation A ∩ DkJ ⊂ J holds. The converse inclusion
relation is clear so that A ∩DkJ = J . 
Lemm 4.4. A ∩DJ = J .
Proof. Since the inclusion relation A ∩ DJ ⊃ J is clear, there exists a natural
surjective homomorphism from A/J onto A/A ∩ DJ . For an element a of a C∗-
algebra B, we denote by ‖[a]B/I‖ the norm of the quotient image [a]B/I of a in the
quotient B/I of B by an ideal I. As the inclusion A →֒ Dρ induces the inclusions
both A/A∩ DJ →֒ Dρ/DJ and A/A∩DkJ →֒ Dρ/DkJ , one has for a ∈ A
‖[a]A/A∩DJ‖ = ‖[a]Dρ/DJ‖, ‖[a]A/A∩DkJ‖ = ‖[a]Dρ/DkJ‖.
Note that DJ is the inductive limit of DkJ , k = 0, 1, . . . . It then follows that
‖[a]Dρ/DJ‖ = dist(a,DJ) = lim
k→∞
dist(a,DkJ) = lim
k→∞
‖[a]Dρ/DkJ‖ = limk→∞ ‖[a]A/A∩DkJ‖
and hence ‖[a]A/A∩DJ‖ = ‖[a]A/J‖ by Lemma 4.3 (ii). Thus the quotient map
A/J → A/A∩ DJ is isometric so that A ∩DJ = J . 
By Lemma 4.3 and Lemma 4.4, one has
Proposition 4.5. IJ ∩ A = J.
We will now consider quotient C∗-symbolic dynamical systems. Let J be a ρ-
invariant saturated ideal of A. We set ΣJ = {α ∈ Σ | ρα(1) 6∈ J}. We denote by [x]
the class of x ∈ A in the quotient A/J . Put
ρJα([x]) = [ρα(x)] for [x] ∈ A/J, α ∈ ΣJ .
As J is ρ-invariant and saturated, ρJα is well-defined and the family {ρJα}α∈ΣJ is a
faithful and essential endomorphisms of A/J . We call the C∗-symbolic dynamical
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system (A/J, ρJ ,ΣJ) the quotient of (A, ρ,Σ) by the ideal J . We denote by ΛJ the
associated subshift for the quotient (A/J, ρJ ,ΣJ).
Definition. A C∗-symbolic dynamical system (A, ρ,Σ) is said to satisfy condition
(II) if for any proper ρ-invariant saturated ideal J of A, the quotient C∗-symbolic
dynamical system (A/J, ρJ ,ΣJ) satisfies condition (I).
Let I be a proper ideal of A⋊ρ Λ. Put JI := I ∩ A.
Lemma 4.6.
(i) If (A, ρ,Σ) satisfies condition (I), then JI is a proper ρ-invariant saturated
ideal of A. We then have JIJ = J .
(ii) If (A, ρ,Σ) satisfies condition (II), then the C∗-symbolic crossed product
(A/JI)⋊ρJIΛJI is canonically isomorphic to the quotient algebra A⋊ρ Λ/I.
Proof. (i) By condition (I), JI is a nozero ideal of A, that is ρ-invariant. If ρα(x)
belongs to JI for all α ∈ Σ, the identity x =
∑
α∈Σ Sαρα(x)S
∗
α implies x ∈ I, so
that JI is saturated. The equality JIJ = J follows from Proposition 4.5.
(ii) Let πI : A⋊ρ Λ→ A⋊ρ Λ/I be the quotient map. Put sα = πI(Sα). Then
α ∈ ΣJI if and only if sα 6= 0. The following relations∑
β∈ΣJI
sβs
∗
β = 1, s
∗
απI(x)sα = πI(ρα(x)) πI(x)sαs
∗
α = sαs
∗
απI(x)
for x ∈ A, α ∈ ΣJI hold. As (A/JI , ρJI ,ΣJI ) satisfies condition (I), the uniqueness
of the C∗-symbolic crossed product (A/JI)⋊ρJI ΛJI yields a canonical isomorphism
to the quotient algebra A⋊ρ Λ/I. 
Let IJI be the ideal of A⋊ρ Λ generated by JI . Since JI ⊂ I, the inclusion
relation IJI ⊂ I is clear.
Lemma 4.7. If (A, ρ,Σ) satisfies condition (II), then there exists a canonical iso-
morphism from (A/JI)⋊ρJI ΛJI to the quotient algebra A⋊ρ Λ/IJI .
Proof. Take an arbitrary element x ∈ A. If x ∈ JI , then x ∈ IJI . Conversely
x ∈ IJI implies x ∈ JI by Proposition 4.5. Hence x ∈ JI if and only if x ∈ IJI .
For α ∈ Σ, we have Sα ∈ IJI if and only if S∗αSα ∈ IJI ∩A. By Proposition 4.5, the
latter condition is equivalent to the condition ρα(1) ∈ JI . We know that α 6∈ ΣJI
if and only if Sα ∈ IJI . By the uniqueness of the algebra (A/JI) ⋊ρJI ΛJI , it is
canonically isomorphic to the quotient algebra A⋊ρ Λ/IJI . 
Proposition 4.8. Suppose that (A, ρ,Σ) satisfies condition (II). For a proper ideal
I of A⋊ρ Λ, let IJI be the ideal of A⋊ρ Λ generated by JI. Then we have IJI = I.
Proof. Since IJI ⊂ I, there exists a quotient map qI : A⋊ρ Λ/IJI → A⋊ρ Λ/I.
By Lemma 4.6, and Lemma 4.7, there exist canonical isomorphisms
π1 : (A/JI)⋊ρJI ΛJI → A⋊ρ Λ/I, π2 : (A/JI)⋊ρJI ΛJI → A⋊ρ Λ/IJI .
Since qI = π1 ◦ π−12 , it is ismorphism so that we have IJI = I. 
Therefore we have
Theorem 4.9. Suppose that (A, ρ,Σ) satisfies condition (II). There exists an in-
clusion preserving bijective correspondence between ρ-invariant saturated ideals of
A and ideals of A⋊ρ Λ, through the correspondences: J → IJ and JI ← I.
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5. Pure infiniteness
In this section we will show that the C∗-symbolic crossed product A⋊ρ Λ is
purely infinite if (A, ρ,Σ) satisfies some conditions.
Definition. A C∗-symbolic dynamical system (A, ρ,Σ) is said to be central if
the projections {ρµ(1) | µ ∈ Λ∗} contained in the center ZA of A. It is said to
be commutative if A is commutative. Hence if (A, ρ,Σ) is central, the inequal-
ity
∑
α∈Σ ρα(1) ≥ 1 holds. Let Aρ be the C∗-subalgebra of A generated by the
projections ρµ(1), µ ∈ Λ∗.
Lemma 5.1. Assume that (A, ρ,Σ) is central. Then there exists a λ-graph sys-
tem Lρ over Σ such that the presented subshift ΛLρ coincides with the subshift Λ
presented by (A, ρ,Σ), and there exists a unital embedding of OLρ into A⋊ρ Λ.
Proof. Put Aρ,0 = C. For l ∈ Z+, we define the C∗-algebra Aρ,l+1 to be the C∗-
subalgebra of A generated by the elements ρα(x) for α ∈ Σ, x ∈ Aρ,l. Hence
the C∗-algebra Aρ is generated by ∪∞l=0Aρ,l. Then (Aρ, ρ,Σ) is a C∗-symbolic
dynamical system such that Aρ is commutative and AF, so that there exists a λ-
graph system Lρ over Σ such that Aρ = ALρ . The presented subshift ΛLρ coincides
with the subshift Λ. It is easy to see that there exists a unital embedding of OLρ
into A⋊ρ Λ by their universalities. 
In the rest of this section we assume that (A, ρ,Σ) satisfies condition (I).
Definition. (A, ρ,Σ) is said to be effective if for l ∈ Z+ and a nonzero positive
element a ∈ Al, there exist K ∈ N and a nonzero positive element b ∈ Aρ such that
(5.1)
∑
µ∈ΛK
ρµ(a) ≥ b
where Al is a C∗-subalgebra of A appearing in the definition of condition (I).
In what follows, we assume that (A, ρ,Σ) is effective, and central. Let L = Lρ
be the λ-graph system associated to (A, ρ,Σ) as in Lemma 5.1. We further assume
that the algebra OL is simple, purely infinite. In [Ma2], [Ma3], conditions that the
algebra OL becomes simple, purely infinite is studied.
Lemma 5.2. For k ≤ l ∈ Z+ and a nonzero positive element a ∈ Fkρ,l, there exists
an element V ∈ A⋊ρ Λ such that V aV ∗ = 1.
Proof. An element a ∈ Fkρ,l is of the form a =
∑
µ,ν∈Λk Sµaµ,νS
∗
ν for some aµ,ν ∈ Al
such that S∗µaSν = aµ,ν . Since a is a nonzero positive element, there exists ξ ∈ Λk
such that S∗ξ aSξ(= aξ,ξ) 6= 0. As we are assuming that (A, ρ,Σ) is effective, there
exists K ∈ N and a nonzero positive element b ∈ Aρ
∑
µ∈ΛK
ρµ(S
∗
ξaSξ) ≥ b.
Put T =
∑
µ∈ΛK Sµ ∈ A⋊ρ Λ. One has T ∗S∗ξ aSξT ≥ b. Now b ∈ Aρ ⊂ OL and
OL is simple, purely infinite. We may find V0 ∈ OL such that V0bV ∗o = 1 so that
V0T
∗S∗ξaSξTV
∗
0 ≥ 1. Hence there exists V ∈ A⋊ρ Λ such that V aV ∗ = 1. 
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Lemma 5.3. Keep the above situation. We may take V ∈ A⋊ρ Λ in the preceding
lemma such as V aV ∗ = 1 and ‖V ‖ < ‖a‖− 12 + ǫ for a given ǫ > 0.
Proof. We may assume that ‖a‖ = 1 and there exists p ∈ Sp(a) such that 0 < p < 1.
Take 0 < ǫ < 12 such that ǫ < 1− p. Define a function f ∈ C([0, 1]) by setting
f(t) =
{
0 (0 ≤ t ≤ 1− ǫ)
1− ǫ−1(1− t) 1− ǫ < t ≤ 1
Put b = f(a), that is not invertible. By Lemma 5.2, there exists V ∈ A⋊ρ Λ such
that V bV ∗ = 1. We set S = b
1
2V ∗ and P = SS∗. Then S is a proper isometry
such that P ≤ ‖V ‖b. As P ≤ Ea([1 − ǫ, 1]), Ea([1 − ǫ, 1]) is the spectral measure
of a for the interval [1 − ǫ, 1], one has PaP ≥ (1 − ǫ)P . Put D = S∗aS so that
D ≥ S∗(1 − ǫ)PS = (1 − ǫ)1. Hence D is invertible. Set V1 = D− 12S∗. Then one
sees that V1aV
∗
1 = 1 and ‖V1‖ < (1− ǫ)−
1
2 < 1 + ǫ. 
Let Eρ : A⋊ρ Λ→ Fρ be the conditional expectation defined in Section 3.
Lemma 5.4. For a nonzero X ∈ A⋊ρ Λ and ǫ > 0, there exists a projection
Q ∈ Dρ and a nonzero positive element Z ∈ F lρ,k for some k ≤ l such that
‖QX∗XQ− Z‖ < ǫ, ‖Eρ(X∗X)‖ − ǫ < ‖Z‖ < ‖Eρ(X∗X)‖+ ǫ.
Proof. We may assume that ‖Eρ(X∗X)‖ = 1. Let Pρ be the ∗-algebra generated
algebraically by Sα, α ∈ Σ and x ∈ A. For any 0 < ǫ < 14 , find 0 ≤ Y ∈ Pρ such
that ‖X∗X−Y ‖ < ǫ
2
so that ‖Eρ(Y )‖ > 1− ǫ2 . As in the discussion in [Ma3;Section
3], the element Y is expressed as
Y =
∑
|ν|≥1
Y−νS∗ν + Y0 +
∑
|µ|≥1
SµYµ for some Y−ν , Y0, Yµ ∈ Fρ ∩ Pρ.
Take k ≤ l large enough such that Y−ν , Y0, Yµ ∈ F lρ,k for all µ, ν in the above
expression. Now (A, ρ,Σ) satisfies condition (I). Take a sequence Qlk ∈ Dρ of
projections as in Section 3. As Eρ(Y ) = Y0 and Qlk commutes with F lρ,k, it follows
that by Lemma 3.5 (c), QlkY Q
l
k = Q
l
kEρ(Y )Qlk. Since QlkEρ(Y )Qlk ∈ Fρ, there exists
0 ≤ Z ∈ F l′ρ,k′ for some k′ ≤ l′ such that ‖QlkEρ(Y )Qlk − Z‖ < ǫ2 . By Lemma 3.3,
we note ‖QlkEρ(Y )Qlk‖ = ‖Eρ(Y )‖ so that
‖Z‖ ≥ ‖Eρ(Y )‖ − ǫ
2
> 1− ǫ
and
‖Z‖ < ‖QlkEρ(Y )Qlk‖+
ǫ
2
≤ ‖Eρ(X∗X)‖+ ǫ
2
+
ǫ
2
< 1 + ǫ.

Therefore we have
13
Theorem 5.5. Assume that (A, ρ,Σ) is central, irreducible and satisfies condition
(I). Let L be the associated λ-graph system to (A, ρ,Σ). If (A, ρ,Σ) is effective and
OL is simple, purely infinite, then A⋊ρ Λ is simple, purely infinite.
Proof. It suffices to show that for any nonzero X ∈ A⋊ρ Λ, ther exist A,B ∈
A⋊ρ Λ such that AXB = 1. By the previous lemma there exists a projection Q ∈
Dρ and a nonzero positive element Z ∈ F lρ,k for some k ≤ l such that ‖QX∗XQ−
Z‖ < ǫ. We may assume that ‖Eρ(X∗X)‖ = 1 so that 1 − ǫ < ‖Z‖ < 1 + ǫ. By
Lemma 5.3, take an element V ∈ A⋊ρ Λ such that
V ZV ∗ = 1, ‖V ‖ < 1√‖Z‖ + ǫ < 1√1− ǫ + ǫ.
It follows that
‖V QX∗XQV ∗ − 1‖ < ‖V ‖2‖QX∗XQ− Z‖ < ( 1√
1− ǫ + ǫ)
2 · ǫ.
We may take ǫ > 0 small enough so that ‖V QX∗XQV ∗ − 1‖ < 1 and hence
V QX∗XQV ∗ is invertible in A⋊ρ Λ. Thus we complete the proof. 
6. Tensor products of C∗-symbolic dynamical systems
In this section, we will consider tensor products between C∗-symbolic dynam-
ical systems and finite families of automorphisms of unital C∗-algebras. This
construction yields interesting examples of C∗-symbolic dynamical systems be-
yond λ-graph systems, that will be studied in the following sections. Throughout
this section, we fix a unital C∗-algebra B and a finite family of automorphisms
αi ∈ Aut(B), i = 1, . . . , N of B. Tensor products ⊗ between C∗-algebras always
mean the minimal C∗-tensor products ⊗min. We set Σ = {α1, . . . , αN}. Consider
a C∗-symbolic dynamical system (A, ρ,Σ).
Proposition 6.1. For αi ∈ Σ, i = 1, . . . , N , define ρΣ⊗αi ∈ End(B ⊗A) by setting
ρΣ⊗αi (b⊗ a) = αi(b)⊗ ραi(a) for b ∈ B, a ∈ A.
Then (B ⊗ A, ρΣ⊗,Σ) becomes a C∗-symbolic dynamical system over Σ such that
the presented subshift ΛρΣ⊗ is the same as the subshift Λρ presented by (A, ρ,Σ).
Proof. We will first prove that (B⊗A, ρΣ⊗,Σ) is a C∗-symbolic dynamical system.
Since {ραi}Ni=1 is essential, for ǫ > 0, there exist xi,j , yi,j ∈ A, j = 1, . . . , n(i), i =
1, . . . , N such that
‖
N∑
i=1
n(i)∑
j=1
xi,jραi(1)yi,j − 1‖ < ǫ
so that we have
‖
N∑
i=1
n(i)∑
j=1
(1⊗ xi,j)(ρΣ⊗αi (1))(1⊗ yi,j)− 1‖ < ǫ.
Hence the closed ideal generated by {ρΣ⊗αi (1) : i = 1, . . . , N} is all of B⊗A, so that
{ρΣ⊗αi }Ni=1 is essential.
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Since {ραi}Ni=1 is faithful on A, the homomorphism ξρ : A −→ ⊕Ni=1Ai, where
Ai = A, i = 1, . . . , N defined by ξρ(a) = ⊕Ni=1ραi(a) is injective. Consider the
homomorphisms:
idB ⊗ ξρ : b⊗ a ∈ B ⊗A → b⊗ ξρ(a) ∈ B ⊗ ξρ(A),
⊕Ni=1(αi ⊗ id) : (bi ⊗ ai)Ni=1 ∈ ⊕Ni=1(B ⊗Ai)→ (αi(bi)⊗ ai)Ni=1 ∈ ⊕Ni=1(B ⊗Ai).
Since B⊗ ξρ(A) is a subalgebra of B⊗ (⊕Ni=1Ai) = ⊕Ni=1(B⊗Ai) and both idB ⊗ ξρ
and ⊕Ni=1(αi ⊗ id) are isomorphisms, the composition ⊕Ni=1(αi ⊗ id) ◦ (id ⊗ ξρ) is
isomorphic. Hence
⊕Ni=1ρΣ⊗αi = ⊕Ni=1(αi ⊗ ραi) : B ⊗A → ⊗Ni=1(B ⊗Ai)
is injective. This implies that {ρΣ⊗αi }Ni=1 is faithful.
By the equality
ρΣ⊗αin ◦ · · · ◦ ρ
Σ⊗
αi1
(1) = ραin ◦ · · · ◦ ραi1 (1)
for αi1 , · · · , αin ∈ Σ, the presented subshifts ΛρΣ⊗ and Λρ coincide. 
We denote by Λ the presented subshift Λρ(= ΛρΣ⊗). Let Sαi be the generating
partial isometries of A⋊ρ Λ satisfying S∗αixSαi = ραi(x) for x ∈ A, i = 1, . . . , N ,
and S˜αi those of (B ⊗A)⋊ρΣ⊗ Λ satisfying S˜∗αiyS˜αi = ρΣ⊗αi (y) for y ∈ B ⊗A, i =
1, . . . , N .
Proposition 6.2. There exists a unital embedding ι˜ of A⋊ρ Λ into (B ⊗A)⋊ρΣ⊗ Λ
in a canonical way.
Proof. Define the injective homomorphism ι : A → B ⊗A by setting ι(a) = 1⊗ a
for a ∈ A. Since the equality S˜∗αiι(a)S˜αi = ι(ραi(a)) for a ∈ A, i = 1, . . . , N
holds, there exists a homomorphism ι˜ from A⋊ρ Λ to (B ⊗A)⋊ρΣ⊗ Λ satisfying
ι˜(a) = 1 ⊗ a, ι˜(Sαi) = S˜αi for a ∈ A, i = 1, . . . , N by the universality of A⋊ρ Λ.
Let Eρ : A⋊ρ Λ → Fρ and EρΣ⊗ : (B ⊗A)⋊ρΣ⊗ Λ → FρΣ⊗ be the canonical
conditional expectations respectively. Define the C∗-subalgebras F(C⊗A,ρΣ⊗) ⊂
(C⊗A)⋊ρΣ⊗ Λ of (B ⊗A)⋊ρΣ⊗ Λ by setting
(C⊗A)⋊ρΣ⊗ Λ =C∗(1⊗ a, S˜αi : a ∈ A, i = 1, . . . , N),
F(C⊗A,ρΣ⊗) =C∗(S˜µ(1⊗ a)S˜∗ν : a ∈ A, µ, ν ∈ Λ∗, |µ| = |ν|).
The diagrams
A⋊ρ Λ ι˜−−−−→ (C⊗A)⋊ρΣ⊗ Λ→֒ (B ⊗A)⋊ρΣ⊗ Λ
Eρ
y yEρΣ⊗ |C⊗A yEρΣ⊗
Fρ
ι˜|Fρ−−−−→ F(C⊗A,ρΣ⊗) →֒ FρΣ⊗
are commutative. Since ι : A → C⊗A is isomorphic, so is the restriction ι˜|Fρ :
Fρ → F(C⊗A,ρΣ⊗) of Fρ. One indeed sees that the condition SµaS∗ν 6= 0 for some
a ∈ A, |µ| = |ν| implies S˜µ(1⊗ a)S˜∗ν 6= 0 because of the equality ι(ρµ(1)aρν(1)) =
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S˜∗µS˜µ(1⊗a)S˜∗ν S˜ν . For
∑
µ,ν∈Λk Sµaµ,νS
∗
ν ∈ Fρ, suppose that ι˜(
∑
µ,ν∈Λk Sµaµ,νS
∗
ν ) =
0. It follows that for any ξ, η ∈ Λk,
0 = S˜∗ξ (
∑
µ,ν∈Λk
S˜µ(1⊗ aµ,ν)S˜∗ν)S˜η = S˜∗ξ S˜ξ(1⊗ aξ,η)S˜∗η S˜η
so that 0 = S˜ξ(1 ⊗ aξ,η)S˜∗η , and hence Sξaξ,ηS∗ν = 0. This implies that ι˜|Fρk :
Fkρ → Fk(C⊗A,ρΣ⊗) is injective and so is ι˜|Fρ : Fρ → F(C⊗A,ρΣ⊗). Therefore by using
a routine argument, one concludes that ι˜ : A⋊ρ Λ → (C⊗A)⋊ρΣ⊗ Λ is injective
and hence isomorphic. 
Let us prove that (B ⊗A, ρΣ⊗,Σ) satisfies condition (I) if (A, ρ,Σ) satisfies condi-
tion (I). The result will be used in the following sections. We set the C∗-subalgebras
D(C⊗A,ρΣ⊗) ⊂ DρΣ⊗ of FρΣ⊗ by setting
DρΣ⊗ =C∗(S˜µxS˜∗µ : µ ∈ Λ∗, x ∈ B ⊗A),
D(C⊗A,ρΣ⊗) =C∗(S˜µ(1⊗ a)S˜∗µ : µ ∈ Λ∗, a ∈ A).
We may identify the subalgebra Dρ of Fρ with the subalgebra D(C⊗A,ρΣ⊗) of
F(C⊗A,ρΣ⊗) through the map ι˜ as in the preceding proposition.
Let ϕ ∈ B∗ be a faithful state on B. It is well-known that there exists a faithful
projection Θϕ : B ⊗A → A of norm one satisfying Θϕ(b ⊗ a) = ϕ(b)a for b ⊗ a ∈
B ⊗A.
Lemma 6.3. Let ϕ ∈ B∗ be a faithful state on B satisfying ϕ◦αi = ϕ, i = 1, . . . , N .
The projection Θϕ : B ⊗A → A of norm one can be extended to a projection of
norm one ΘD : DρΣ⊗ → Dρ such that ΘD(x) = x for x ∈ Dρ.
Proof. For k ∈ N, define the C∗-subalgebras Dkρ of Dρ and DkρΣ⊗ of DρΣ⊗ by setting
Dkρ =C∗(SµaS∗µ : µ ∈ Λk, a ∈ A),
DkρΣ⊗ =C∗(S˜µxS˜∗µ : µ ∈ Λk, x ∈ B ⊗A).
For xµ ∈ B ⊗A, ξ ∈ Λk, the identities
Θϕ(S˜
∗
ξ (
∑
µ∈Λk
S˜µxµS˜
∗
µ)S˜ξ) = Θϕ((1⊗ ρξ(1))xξ(1⊗ ρξ(1))
= ρξ(1)Θϕ(xξ)ρξ(1) = S
∗
ξSξΘϕ(xξ)S
∗
ξSξ
hold, so that the map defined by ΘkD : DkρΣ⊗ → Dkρ
ΘkD(
∑
µ∈Λk
S˜µxµS˜
∗
µ) =
∑
µ∈Λk
SµΘϕ(xµ)S
∗
µ.
is well-defined for each k ∈ Z+. We will next see the restriction of Θk+1D to DkρΣ⊗ co-
incides with ΘkD. Since
∑
µ∈Λk S˜µxµS˜
∗
µ ∈ DkρΣ⊗ is written as
∑
µ∈Λk
∑N
i=1 S˜µS˜αi S˜
∗
αi
xµS˜αi S˜
∗
αi
S˜∗µ ∈
Dk+1
ρΣ⊗
, it follows that
Θk+1D (S˜µxµS˜
∗
µ) =
N∑
i=1
Θk+1D (S˜µαiρ
Σ⊗
αi
(xµ)S˜
∗
µαi
=
N∑
i=1
SµαiΘϕ(ρ
Σ⊗
αi
(xµ))S
∗
µαi
.
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As the state ϕ is αi-invariant for i = 1, . . . , N , one has for
∑
j bj ⊗ aj ∈ B ⊗A,
Θϕ(ρ
Σ⊗
αi
(
∑
j
bj ⊗ aj)) =
∑
j
ϕ(αi(bj))ραi(aj) =
∑
j
ϕ(bj)ραi(aj)
= ραi(
∑
j
ϕ(bj)aj) = S
∗
αiΘϕ(
∑
j
bj ⊗ aj)Sαi
so that Θϕ(ρ
Σ⊗
αi
(xµ)) = S
∗
αi
Θϕ(xµ)Sαi for xµ ∈ B ⊗A. It then follows that
Θk+1D (S˜µxµS˜
∗
µ) =
N∑
i=1
SµαiS
∗
αi
Θϕ(xµ)SαiS
∗
µαi
= SµΘϕ(xµ)S
∗
µ = Θ
k
D(S˜µxµS˜
∗
µ).
Therefore the sequence {ΘkD}∞k=1 defines a projection from DρΣ⊗ onto Dρ, which
we denote by ΘD. 
Lemma 6.4. Assume that (A, ρ,Σ) is central. Then S˜µ(1⊗ a)S˜∗µ commutes with
b⊗ 1 for a ∈ A, µ ∈ Λ∗ and b ∈ B.
Proof. Since (1⊗ a)ρΣ⊗µ (b⊗ 1) = ρΣ⊗µ (b⊗ 1)(1⊗ a), it follows that
S˜µ(1⊗ a)S˜∗µ(b⊗ 1)
=S˜µ(1⊗ a)ρΣ⊗µ (b⊗ 1)S˜∗µ = S˜µS˜∗µ(b⊗ 1)S˜µ(1⊗ a)S˜∗µ = (b⊗ 1)S˜µ(1⊗ a)S˜∗µ.

Theorem 6.5. Assume that there exists a faithful state ϕ on B invariant under
αi ∈ Aut(B), i = 1, . . . , N . Suppose that (A, ρ,Σ) is central. If (A, ρ,Σ) satisfies
condition (I), then (B ⊗A, ρΣ⊗,Σ) satisfies condition (I) and is central.
Proof. Since (A, ρ,Σ) satisfies condition (I), there exists a increasing sequence
Al, l ∈ Z+ of C∗-subalgebras of A and a projection qlk ∈ Dρ ∩ Al′ with l ≥ k
satisfying the conditions of condition (I). We set (B ⊗A)l = B ⊗Al, l ∈ Z+. Then
the conditions ∪l∈N(B ⊗A)l = B ⊗A and ρΣ⊗αi ((B ⊗A)l) ⊂ (B ⊗A)l+1 are easy
to veryfy. Let ι˜ : A⋊ρ Λ →֒ (B ⊗A)⋊ρΣ⊗ Λ be the embedding in Proposition
6.2. Put q˜lk = ι˜(q
l
k) ∈ DρΣ⊗ for l ≥ k. By the preceding lemma, one sees that
q˜lk ∈ DρΣ⊗ ∩ ((B ⊗A)l)′. We will show that q˜lkx 6= 0 for 0 6= x ∈ (B ⊗A)l. As
xx∗ ∈ B ⊗ Al, one has ΘD(xx∗) = Θϕ(xx∗) ∈ Al. Hence qlkΘϕ(xx∗) 6= 0. By
the equality ΘD(q˜lkxx
∗q˜lk) = q
l
kΘϕ(xx
∗)qlk, one obtains q˜
l
kx 6= 0. Let φ˜ρΣ⊗(X) =∑N
i=1 S˜αiXS˜
∗
αi
for X ∈ DρΣ⊗ . One has
q˜lkφ˜
m
ρΣ⊗(q˜
l
k) = ι˜(q
l
kφ
m
ρ (q
l
k)) = 0 for all m = 1, 2, . . . , k.
Thus (B ⊗A, ρΣ⊗,Σ) satisfies condition (I). If (A, ρ,Σ) is central, the projections
1⊗ ρµ(1) for µ ∈ Λ∗ commute with B ⊗A, so that (B ⊗A, ρΣ⊗,Σ) is central. 
We will study structure of the fixed point algebra FρΣ⊗ of (B ⊗A)⋊ρΣ⊗ Λ under
the gauge action ρ̂Σ⊗. Recall that Fρ denote the fixed point algebra of A⋊ρ Λ
under the gauge action ρˆ. Recall that for k ∈ Z+ the C∗-subalgebras Fkρ of Fρ
and FkρΣ⊗ of FρΣ⊗ are generated by SµaS∗ν for µ, ν ∈ Λk, a ∈ A and S˜µxS˜∗ν for
µ, ν ∈ Λk, x ∈ B ⊗A respectively. Then we have
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Lemma 6.6. The map Φk : S˜µ(b⊗a)S˜∗ν → b⊗SµaS∗ν for b⊗a ∈ B ⊗A, µ, ν ∈ Λk
extends to an isomorphism from FkρΣ⊗ to B ⊗ Fkρ .
Proof. For Y =
∑
µ,ν∈Λk S˜µ(
∑n
j=1 bj ⊗ aj)S˜∗ν ∈ FkρΣ⊗ , put
Φk(Y ) =
n∑
j=1
(bj ⊗
∑
µ,ν∈Λk
SµajS
∗
ν ) ∈ B ⊗ Fkρ .
It follows that for ξ, η ∈ Λk
S˜∗ξY S˜η = S˜
∗
ξ S˜ξ(
n∑
j=1
bj ⊗ aj)S˜∗η S˜η =
n∑
j=1
bj ⊗ S∗ξSξajS∗ηSη = (1⊗ S∗ξ )Φk(Y )(1⊗ Sη)
Hence Y = 0 if and only if Φk(Y ) = 0. As Φk is a homomorphism from FkρΣ⊗ to
B ⊗ Fkρ , it yields an isomorphism. 
The following lemma is straightforward.
Lemma 6.7. Let α⊗ ιkρ : B ⊗ Fkρ → B ⊗Fk+1ρ be the homomorphism defined by
(α⊗ ιkρ)(b⊗ SµaS∗ν) =
n∑
i=1
αi(b)⊗ Sµαiραi(a)S∗ναi for b⊗ a ∈ B ⊗A, µ, ν ∈ Λk.
Then the diagram
FkρΣ⊗
ιk
ρΣ⊗−−−−→ Fk+1
ρΣ⊗
Φk
y yΦk+1
B ⊗ Fkρ −−−−→
α⊗ιkρ
B ⊗ Fk+1ρ
is commutative, where ιkρΣ⊗ : FkρΣ⊗ → Fk+1ρΣ⊗ denotes the natural inclusion.
Hence we have
Proposition 6.8. The C∗-algebra FρΣ⊗ is the inductive limit
B ⊗ F1ρ
α⊗ι1ρ−→ B ⊗ F2ρ
α⊗ι2ρ−→ B ⊗F3ρ
α⊗ι3ρ−→ · · · .
Let B = C(X) be the commutative C∗-algebra of all continuous functins on a
compact Hausdorff space X with a finite family h1, . . . , hN of homeomorphisms on
X . Define αi ∈ Aut(C(X)), i = 1, . . . , N by αi(f)(t) = f(hi(t)) for f ∈ C(X), t ∈
X . Put Σ = {α1, . . . , αN} Take (AL, ρL,Σ) for a λ-graph system L over Σ as
(A, ρ,Σ). Then the above C∗-algebra FρΣ⊗ is an AH-algebra. If in particular
X = T, the algbera is an AT-algebra. We will study these examples in the following
sections.
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7. C∗-symbolic dynamical systems from homeomorphisms and graphs
Let h1, . . . , hN be a finite family of homemorphisms on a compact Hausdorff
space X . Put Σ = {h1, . . . , hN}. Let G be a left-resolving finite labeled graph
(G, λ) over Σ with underlying finite directed graph G and labeling map λ : E → Σ.
We denote by G = (V,E), where V = {v1, . . . , vN0} is the finite set of its vertices
and E = {e1, . . . , eN1} is the finite set of its directed edges. As in the begining
of Section 2, we have a C∗-symbolic dynamical system (AG, ρG,Σ). Identify the
homeomorphisms hi with the induced automorphisms αi on C(X). By Proposition
6.1, the tensor product (C(X)⊗ AG, (ρG)Σ⊗,Σ) of C∗-symbolic dynamical system
is defined. Put Xi = X, i = 1, . . . , N0 and
AG,X = C(X)⊗AG = C(⊔N0i=1Xi), ρG,X = (ρG)
Σ⊗
.
We will study the C∗-symbolic dynamical system (AG,X , ρG,X ,Σ). Note that the
presented subshift ΛρG,X is the sofic shift ΛG presented by the labeled graph G.
For u, v ∈ V , let Hn(u, v) be the set (f1, . . . , fn) of n-edges of the graph G
satisfying s(f1) = u, t(fi) = s(fi+1), i = 1, . . . , n− 1, and t(fn) = v. We set
Hn(u) = ∪v∈VHn(u, v), HnG = ∪u∈VHn(u), HG = ∪∞n=1HnG .
Then γ = (f1, . . . , fn) ∈ Hn(vi, vj) yields a homeomorphism λ(γ) from Xi to Xj
by setting
λ(γ)(x) = λ(fn) ◦ · · · ◦ λ(f1)(x) for x ∈ Xi.
For x ∈ Xk with k 6= i, λ(γ)(x) is not defined. We set for x ∈ Xi
orbn(x) = ∪{λ(γ)(x) | γ ∈ Hn(vi)} ⊂ ⊔N0j=1Xj, orb(x) = ∪∞n=0orbn(x),
where orb0(x) = {x}.
Definition. A family (h1, . . . , hN ) of homeomorphisms on X is called G-minimal
if for any x ∈ ⊔N0j=1Xj, the orbit orb(x) is dense in ⊔N0j=1Xj.
Lemma 7.1. The following conditions are equivalent:
(i) (h1, . . . , hN ) is G-minimal;
(ii) There exists no proper closed subset F ⊂ ⊔N0j=1Xj such that λ(ei)(F ) ⊂ F
for all i = 1, . . . , N1;
(iii) There exists no proper closed subset F ⊂ ⊔N0j=1Xj such that ∪N1i=1λ(ei)(F ) =
F .
Proof. (i)⇒(ii) If there exists a closed subset F ⊂ ⊔N0j=1Xj such that λ(ei)(F ) ⊂ F
for all i = 1, . . . , N1, take x ∈ F ∩ Xj for some j. Then orb(x) is not dense in
⊔N0j=1Xj .
(ii)⇒(i) For x ∈ ⊔N0j=1Xj , let F be the closure of orb(x). Then we have λ(ei)(F ) ⊂
F for all i = 1, . . . , N1, and hence F = ⊔N0j=1Xj .
(ii)⇒(iii) This implication is trivial.
(iii)⇒(ii) Suppose that there exists a closed subset F ⊂ ⊔N0j=1Xj such that
λ(ei)(F ) ⊂ F for all i = 1, . . . , N1. Put F˜n = ∪λ(γ)∈Hn
G
λ(γ)(F ) a closed subset of
F . Since F˜n+1 ⊂ F˜n and ⊔N0j=1Xj is compact, the set E := ∩∞n=1F˜n is a nonempty
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closed subset of ⊔N0j=1Xj . Since ∪N1i=1λ(ei)(F˜n) = F˜n+1, one has ∪Ni=1λ(ei)(E) ⊂ E.
On the other hand, take s(i) = 1, . . . , N0 such that vs(i) = s(ei). Then we have
∩∞n=1 λ(ei)(F˜n) = ∩∞n=1 ⊔N0j=1 λ(ei)(F˜n ∩Xj) = ∩∞n=1λ(ei)(F˜n ∩Xs(i))
⊂ ⊔N0j=1 ∩∞n=1λ(ei)(F˜n ∩Xj) = λ(ei)(E).
For x ∈ ∩∞n=1 ∪N1i=1 λ(ei)(F˜n) and n ∈ N, there exits in = 1, . . . , N1 such that x ∈
λ(ein)(F˜n). Find i(x) = 1, . . . , N1 such that i(x) appears in {in | n ∈ N} infinitely
many times. Since F˜n, n ∈ N are decreasing subsets, one has x ∈ λ(ei(x))(F˜n) for
all n ∈ N. Hence x ∈ ∪N1i=1 ∩∞n=1 λ(ei)(F˜n) so that we have ∪N1i=1 ∩∞n=1 λ(ei)(F˜n) ⊃
∩∞n=1 ∪N1i=1 λ(ei)(F˜n). Thus we have
∪N1i=1λ(ei)(E) ⊃ ∪N1i=1 ∩∞n=1 λ(ei)(F˜n) ⊃ ∩∞n=1 ∪N1i=1 λ(ei)(F˜n) = ∩∞n=1F˜n+1 = E.

The following lemma is direct.
Lemma 7.2. Let J be an ideal of AG,X . Denote by F ⊂ ⊔N0j=1Xj the closed subset
such that J = {f ∈ C(⊔N0j=1Xj) | f(x) = 0 for x ∈ F}. Then we have
(i) J is a ρG,X-invariant ideal of AG,X if and only if λ(ei)(F ) ⊂ F for all
i = 1, . . . , N1.
(ii) J is a saturated ideal of AG,X if and only if ∪Ni=1λ(ei)(F ) ⊃ F .
(iii) J is a ρG,X-invariant saturated ideal of AG,X if and only if ∪Ni=1λ(ei)(F ) =
F .
Hence we have
Lemma 7.3. The following conditions are equivalent:
(i) (h1, . . . , hN ) is G-minimal;
(ii) There exists no proper ρG,X-invariant ideal of AG,X ;
(iii) There exists no proper ρG,X-invariant saturated ideal of AG,X .
A finite labeled graph G is said to satisfy condition (I) if for every vertex vi
there exists distinct paths with distinct labeled edges both of whose sourses and
terminals are the vertex vi. We denote by OG,h1,...,hN the C∗-symbolic crossed
product AG,X ⋊ρG,X ΛG for the C∗-symbolic dynamical system (AG,X , ρG,X ,Σ).
Assume that there exists a faithful hi-invariant probability measure on X .
Theorem 7.4. Suppose that the labeled graph satisfies condition (I). (h1, . . . , hN )
is G-minimal if and only if the C∗-algebra OG,h1,...,hN is simple.
Proof. Suppose that there exists a proper ideal I of OG,h1,...,hN . Since the labeled
graph G satisfies condition (I), the C∗-symbolic dynamical system (AG , ρG,Σ) sat-
isfies condition (I) ([Ma2;Section 4]), so that (AG,X , ρG,X ,Σ) satisfies condition (I)
by Theorem 6.5. Hence J := I ∩ AG,X is a nonzero ρG,X-invariant saturated ideal
of AG,X . If J = AG,X , then AG,X ⊂ I and S∗αSα ∈ I so that Sα ∈ I. Hence
I = OG,h1,...,hN . Therefore J is not a proper ideal of AG,X , and by Lemma 7.3
(h1, . . . , hN ) is not G-minimal.
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Next suppose that (h1, . . . , hN ) is not G-minimal. By Lemma 7.3, there exists
a proper ρG,X-invariant saturated ideal J of AG,X . The ideal IJ of OG,h1,...,hN
generated by J satisfies IJ ∩ AG,X = J by Proposition 4.5. Hence IJ is a proper
ideal of OG,γ1,...,γN . 
In [KW;Corollary 33], Kajiwara-Watatani have proved a similar result for the
C∗-algebras from circle bimodules.
For a vertex u ∈ V put Hn[u] = Hn(u, u). Then we have
Proposition 7.5. Suppose that G satisfies condition (I) and is irreducible. If there
exists a path (f1, . . . , fn) ∈ Hn[vi] for some vertex vi ∈ V and n ∈ N such that the
homeomorphism λ(fn)◦· · ·◦λ(f1) on Xi is minimal, then (h1, . . . , hN ) is G-minimal.
Proof. Put ξ = (f1, . . . , fn). Then λ(ξ) is a minimal homeomorphism on Xi. For
vertices vj , vk ∈ V , we may take paths γ ∈ ∪∞m=1Hm(vi, vj) and γ′ ∈ ∪∞m=1Hm(vk, vi).
Since for any x ∈ Xi, the orbit ∪∞l=0λ(ξ)l(x) is dense in Xi, the set for any y ∈ Xk
∪∞l=0λ(γ) ◦ λ(ξ)l ◦ λ(γ′)(y) is dense in Xj . Thus (h1, . . . , hN ) is G-minimal. 
The above discussions may be generalized to a λ-graph system with a family
{h1, . . . , hN} of homeomorphisms of a compact Hausdorff space X .
8. Irrational rotaton Cuntz-Kriger algebras
Let X be the circle T in the complex plane. Take an arbitrary finite family of real
numbers {θ1, . . . , θN} with θi ∈ [0, 1). Let αi ∈ Aut(C(T)) be the automorphisms
of C(T) defined by αi(f)(t) = f(e
2π
√−1θit), f ∈ C(T), t ∈ T for i = 1, . . . , N . Put
Σ = {α1, . . . , αN}. Let G be a finite directed labeled graph (G, λ) over Σ with
underlying finite directed graph G = (V,E) and left resolving labeling λ : E → Σ.
We denote by {v1, . . . , vN0} the vertex set V . In [KW], Kajiwara-Watatani have
studied the C∗-algebras constructed from circle correspondences. Their situation
is more general than ours.
Assume that each vertex of V has both an incoming edge and an outgoing edge.
Then we have a C∗-symbolic dynamical system as in the preceding sections, which
we denote by (AG,T, ρθ1,...,θN ,Σ). Its C∗-symbolic crossed product is denoted by
OG,θ1,...,θN . Let AG be the matrix for G defined in (2.1).
Proposition 8.1. The C∗-algebra OG,θ1,...,θN is the universal unital C∗-algebra
generated by N partial isometries Si, i = 1, . . . , N and N0 partial unitaries Uj , j =
1, . . . , N0 subject to the following relations:
N∑
m=1
S∗mSm = 1,
N0∑
j=1
U∗j Uj = 1, U
∗
i Ui = UiU
∗
i
UiSn =
N0∑
j=1
AG(i, αn, j)e2π
√−1θnSnUj ,
SnS
∗
nUi = UiSnS
∗
n for i = 1, . . . , N0, n = 1, . . . , N
such that
Ki(OG,θ1,...,θN ) = ZN0/(1− AG)ZN0 ⊕Ker(1−AG) i = 0, 1,
where AG is the N0 ×N0 matrix defined by AG(i, j) =
∑
α∈ΣA
G(i, α, j).
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Proof. It suffices to show the formulae ofK-groups. SinceKi(AG,T) = ZN0 , i = 0, 1,
by [Pim] (cf. [KPW]) the six term exact sequence of K-theory:
ZN0
id−AG−−−−→ ZN0 id−−−−→ K0(OG,θ1,...,θN )x y
K1(OG,θ1,...,θN ) ←−−−−
id
ZN0 ←−−−−
id−AG
ZN0 .
holds so that one has the short exact sequences for i = 0, 1
0 −→ ZN0/(1− AG)ZN0 −→ Ki(OG,θ1,...,θN ) −→ Ker(1−AG) −→ 0.
They split because Ker(1− AG) is free so that the desired formulae hold. 
We denote by OG the C∗-algebra of the labeled graph G. It is isomorphic
to a Cuntz-Krieger algebra (cf, [BP],[Ca],[Ma2],[Tom]). For i, j = 1, . . . , N0, let
f1, . . . , fm be the set of edges in G whose source is vi and terminal is vj . Then we set
AGθ(i, j) = e2π
√−1θk1 + · · ·+ e2π
√−1θkm formal sums for λ(fl) = αkl , l = 1, . . . , m.
We have N0 × N0 matrix AGθ with entries in formal sums of nonnegative real
numbers.
Proposition 8.2. Suppose that the labeled graph G satisfies condition (I) and is
irreducible. If there exists n ∈ N and i = 1, . . . , N0 such that the (i, i)-component
(AGθ)n(i, i) of the n-th power of the matrix AGθ contains an irrational angle of ro-
tation, then (α1, . . . , αN ) is G-minimal, so that the C∗-algebra OG,θ1,...,θN is simple,
purely infinite.
Proof. One knows that (α1, . . . , αN ) is G-minimal by Proposition 7.5. It is easy to
see that (AG , ρθ1,...,θN ,Σ) is effective. As the algebra OG is purely infinite, so is
OG,θ1,...,θN by Theorem 5.5. 
We will study the structure of both the algebra OG,θ1,...,θN and the fixed point
algebra FG,θ,...,θN of OG,θ1,...,θN under the gauge action. We denote by FG the fixed
point algebra of OG under the gauge action.
Proposition 8.3. Assume that the labeled graph G satisfies condition (I).
(i) OG,θ1,...,θN is isomorphic to the crossed product OG⋊γθ1,...,θN Z of the Cuntz-
Krieger algebra OG of the labeled graph G by an automorphisms γθ1,...,θN of
OG.
(ii) FG,θ,...,θN is an AT-algebra, that is isomorphic to the crossed product FG⋊γθ1,...,θN
Z of the AF-algebra FG by the automorphism defined by the restriction of
γθ1,...,θN to FG.
Proof. (i) Put Ei = U
∗
i Ui, i = 1, . . . , N0. The relations
N0∑
j=1
Ej = 1, S
∗
nEiSn =
N0∑
j=1
AG(i, αn, j)Ej
hold for n = 1, . . . , N, i = 1, . . . , N0. Hence the C
∗-subalgebra C∗(Sn, Ei : n =
1, . . . , N, i = 1, . . . , N0) of OG,θ1,...,θN generated by Sn, Ei : n = 1, . . . , N, i =
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1, . . . , N0 is isomorphic to the Cuntz-Krieger algebra OG of the labeled graph G.
Put U =
∑N0
i=1 Ui a unitary. It is straightforwad to see the following relations hold:
USnU
∗ = e2π
√−1θnSn, UEi = EiU = Ui,
for n = 1, . . . , N, i = 1, . . . , N0. Since the algebra OG,θ1,...,θN is generated by Sn, Ei
for n = 1, . . . , N, i = 1, . . . , N0 and by putting
γθ1,...,θN (Sn) = e
2π
√−1θnSn, γθ1,...,θN (Ei) = Ei
one sees that OG,θ1,...,θN is the crossed product of C∗(Sn, Ei : n = 1, . . . , N, i =
1, . . . , N0) by the automorphism γθ1,...,θN .
(ii) The AF-algebra FG is regarded as the C∗-subalgebra of OG,θ1,...,θN gener-
ated by the elements of the form: SµEiS
∗
ν , µ, ν ∈ Λ∗, |µ| = |ν|, i = 1, . . . , N0.
Under the identification, the algebra FG,θ,...,θN is generated by FG and the above
unitary U . By γθ1,...,θN (SµEiS
∗
ν) = e
2π
√−1(θµ1+···+θµk−θν1−···−θνk )SµEiS∗ν for µ =
(µ1, . . . , µk), ν = (ν1, . . . , νk) ∈ Λk, one knows that FG,θ,...,θN is isomorphic to the
crossed product FG ⋊γθ1,...,θN Z of FG by γθ1,...,θN . By Proposition 6.8, one sees
that FG,θ,...,θN is an AT-algebra. 
9. Irrational rotaton Cuntz algebras
In this section, we treat special cases of the previous section. We consider a
labeled graph of N-loops with single vertex. Let A = C(T) and Σ = {1, . . . , N}, N >
1. Take real numbers θ1, . . . , θN ∈ [0, 1). Define αi(f)(z) = f(e2π
√−1θiz) for f ∈
C(T), z ∈ T. We have a C∗-symbolic dynamical system (C(T), α,Σ). Since αi, i =
1, . . . , N are automorphisms, the associated subshift is the full shift ΣZ. We denote
by Oθ1,...,θN the C∗-symbolic crossed product C(T)⋊αΣZ. As the algebra Oθ1,...,θN
is the universal C∗-algebra generated by N isometries Si, i = 1, . . . , N and one
unitary U subject to the relations:∑
j=1
SjS
∗
j = 1, S
∗
i Si = 1, USi = e
2π
√−1θiSiU, i = 1, . . . , N,
it is realized as the ordinary crossd product ON ⋊γθ1,...,θN Z of the Cuntz algebra
ON by the automorphism γθ1,...,θN defined by γθ1,...,θN (Si) = e2π
√−1θiSi. The
K-groups are
K0(Oθ1,...,θN ) ∼= K1(Oθ1,...,θN ) ∼= Z/(N − 1)Z.
By Theorem 5.5 and Theorem 7.4, one sees
Proposition 9.1. The C∗-algebra Oθ1,...,θN is simple if and only if at least one of
θ1, . . . , θN is irrational. In this case, Oθ1,...,θN is pure infinite.
Remark. The algebra Oθ1,...,θN is the crossed product ON ⋊γθ1,...,θN Z of the
Cuntz algebra ON by the automorphism γθ1,...,θN . The condition that at least one
of θ1, . . . , θN is irrational is equivalent to the condition that the automorphisms
(γθ1,...,θN )
n are outer for all n ∈ Z, n 6= 0. Hence by [Ki], the assertion for the
simplicity of Oθ1,...,θN in Proposition 9.1 holds.
We will study the fixed point algebra, denoted by Fθ1,...,θN , ofOθ1,...,θN under the
gauge action. It is generated by elements of the form SµfS
∗
ν for f ∈ C(T), |µ| = |ν|.
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Let Fkθ1,...,θN be the C∗-subalgebra of Fθ1,...,θN generated by elements of the form
f ∈ C(T), |µ| = |ν| = k. The map
SµfS
∗
ν ∈ Fkθ1,...,θN → f ⊗ SµS∗ν ∈ C(T)⊗MNk
yields an isomorphism between Fkθ1,...,θN and C(T) ⊗MNk . Then the natural in-
clusion Fkθ1,...,θN →֒ Fk+1θ1,...,θN through the identity SµfS∗ν =
∑N
i=1 Sµiαi(f)S
∗
νi cor-
responds to the inclusion
f ⊗ ei,j ∈ C(T)⊗MNk
→֒


α1(f)⊗ ei,j 0
α2(f)⊗ ei,j
. . .
0 αN (f)⊗ ei,j

 ∈ C(T) ⊗MNk+1 .
For µ = (µ1, . . . , µk) ∈ Σk, we set αµ = αµk◦· · ·◦αµ1 . Since Fθ1,...,θN is an inductive
limit of the inclusions Fkθ1,...,θN →֒ Fk+1θ1,...,θN , k = 1, 2, . . . as in Proposition 6.8, it
is an AT-algebra.
Proposition 9.2. The C∗-algebra Fθ1,...,θN is simple if and only if θi − θj is irra-
tional for some i, j = 1, . . . , N .
Proof. It is not difficult to prove the assertion directly by looking at the above
inclusions Fkθ1,...,θN →֒ Fk+1θ1,...,θN , k ∈ N. The following argument is a shorter proof by
using [Ki]. Let FN be the UHF-algebra of type N∞, that is the fixed point algebra
of ON by the gauge action. By Proposition 8.3, Fθ1,...,θN is the crossed product
FN ⋊γθ1,...,θN Z where γθ1,...,θN (SµS∗ν) = e2π
√−1(θµ1+···+θµk−θν1−···−θνk )SµS∗ν for
µ = (µ1, . . . , µk), ν = (ν1, . . . , νk) ∈ Σk. Hence the automorphisms γθ1,...,θN is the
product type automorphism
∏⊗
Ad(uθ) = Ad(uθ) ⊗ Ad(uθ) ⊗ · · · for the unitary
uθ =

 e2π
√−1θ1 0
. . .
0 e2π
√−1θN

 in MN (C) under the canonical identification
between FN and MN ⊗MN ⊗ · · · . Then the condition that θi − θj is irrational
for some i, j = 1, . . . , N is equivalent to the condition that (Ad(uθ))
n 6= id for all
n ∈ Z, n 6= 0. In this case, the product type automorphisms (∏⊗Ad(uθ))n are
outer for all n ∈ Z, n 6= 0. Hence by [Ki], the assertion holds 
For {θ1, . . . , θN} and n ∈ N, put
Sn(θ1, . . . , θN) = {θi1 + · · ·+ θin | i1, . . . , in = 1, . . . , N}.
then the sequence {Sn(θ1, . . . , θN )}n∈N of finite sets is said to be uniformly dis-
tributed in T ([Ki2]) if
lim
n→∞
1
Nn
N∑
i1,...,in=1
f(e2π
√−1(θi1+···+θin)) =
∫
T
f(t)dt for all f ∈ C(T).
The following lemma is easy
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Lemma 9.3. {Sn(θ1, . . . , θN)}n∈N is uniformly distributed in T if and only if θi−θj
is irrational for some i, j = 1, . . . , N .
Proof. {Sn(θ1, . . . , θN)}n∈N is uniformly distributed in T if and only if
(9.1) lim
n→∞
1
Nn
N∑
i1,...,in=1
e2π
√−1ℓ(θi1+···+θin) = 0 for all ℓ ∈ Z, ℓ 6= 0.
Since
∑N
i1,...,in=1
e2π
√−1ℓ(θi1+···+θin) = (e2π
√−1ℓθ1+· · ·+e2π
√−1ℓθN )n, the condition
(9.1) holds if and only if
(9.2) |e2π
√−1ℓθ1 + · · ·+ e2π
√−1ℓθN | < N for all ℓ ∈ Z, ℓ 6= 0.
The condition (9.2) is equivalent to the condition that θi− θj is irrational for some
i, j = 1, . . . , N . 
Thereofre we have
Theorem 9.4. For θ1, . . . , θN ∈ [0, 1), the following conditions are equivalent:
(i) θi − θj is irrational for some i, j = 1, . . . , N .
(ii) Fθ1,...,θN is simple.
(iii) Fθ1,...,θN has real rank zero.
Proof. The equivalence between (i) and (ii) follows from Proposition 9.2. It suffices
to show the equivalence between (i) and (iii). Since
Sp(uθ ⊗ · · · ⊗ uθ︸ ︷︷ ︸
n
) = Sn(θ1, . . . , θN )
and γθ1,...,θN is a product type automorphism on
∏⊗
Ad(uθ) on the UHF-algebra
FN , by [Ki2;Lemma 5.2] the crossed product FN ⋊γθ1,...,θN Z has real rank zero if
and only if Sn(θ1, . . . , θN ) is uniformly distrubuted in T. 
We note that by [Ki;Lemma 5.2], the crossed product FN ⋊γθ1,...,θN Z has real
rank zero if and only if Fθ1,...,θN has a unique trace.
Consequently we obtain
Theorem 9.5. For θ1, . . . , θN ∈ [0, 1), suppose that there exist i, j = 1, . . . , N
such that θi − θj is irrational. Then the C∗-algebra Fθ1,...,θN is a unital simple
AT-algebra of real rank zero with a unique tracial state such that
K0(Fθ1,...,θN ) ∼= Z[
1
N
], K1(Fθ1,...,θN ) ∼= Z.
Hence Fθ1,...,θN is the Bunce-Deddens algebra of type N∞.
Proof. Since Ki(C(T⊗MNk) = Z, i = 0, 1 and the homomorphisms in Proposition
6.8 yield the N -multiplications on K0(C(T⊗MNk) = Z→ K0(C(T⊗MNk+1) = Z
and the identities on K1(C(T⊗MNk ) = Z→ K1(C(T⊗MNk+1) = Z, we get the K-
theory formulae by Proposition 6.8. The obtained isomorphism from K0(Fθ1,...,θN )
to Z[ 1N ] preserves their order and maps the unit 1 of Fθ1,...,θN to 1 in Z[ 1N ]. Hence
Fθ1,...,θN is isomorphic to the Bunce-Deddens algebra of type N∞. 
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