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Resumen 
 
Actualmente los ciberataques son un problema serio y cada vez más frecuente en organizaciones, 
empresas e instituciones de todo el mundo. Se pueden definir como el acceso, transferencia o 
manipulación no autorizada de información de un ordenador o centro de datos. Los datos 
confidenciales en empresas y organizaciones incluyen propiedad intelectual, información financiera, 
información médica, datos personales de tarjetas de crédito y otros tipos de información 
dependiendo del negocio y la industria involucrada. 
 En esta tesis se realizan varias contribuciones dentro del campo de Detección de Anomalías 
(AD), Sistema de Detección de Intrusos (IDS) y Detección de Fugas de Información (DLD). Una de las 
principales aportaciones común a los tres campos mencionados es el desarrollo de una estructura 
dinámica de datos para representar el comportamiento real y único de los usuarios, lo que permite 
que cada uno tenga una huella digital que lo identifica. 
 Otras aportaciones están en la línea de la aplicación de técnicas de inteligencia artificial (IA), 
tanto en el procesamiento de los datos como en el desarrollo de meta clasificadores (combinación 
de varias técnicas de IA), por ejemplo: árboles de decisión C4.5 y UCS, máquinas de vectores soporte 
(SVM), redes neuronales, y técnicas como vecinos cercanos (K-NN), entre otras. Se han aplicado con 
buenos resultados a la detección de intrusos y han sido validadas con bases de datos públicas como 
Unix, KDD99, y con una base de datos gubernamental de la república del Ecuador. 
 Dentro del campo de detección de anomalías, se han usado algoritmos bio-inspirados para la 
identificación de comportamientos anómalos de los usuarios, como los sistemas inmunes artificiales 
y la selección negativa, además de otros algoritmos de alineamiento de secuencias, como el de 
Knuth Morris Pratt, para identificar subsecuencias posiblemente fraudulentas. 
 Finalmente, en el ámbito de detección de fugas de información, se han desarrollado 
algoritmos aplicando técnicas estadísticas como las cadenas de Markov a la secuencia de ejecución 
de tareas de un usuario en un sistema informático, obteniendo buenos resultados que han sido 
comprobados con bases de datos secuenciales públicas y privadas. 
Palabras clave: Detección de Anomalías, Sistema de Detección de Intrusos, Detección de Fugas de 
Información, Inteligencia Artificial. 
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Abstract 
 
Cyber-attacks are currently a serious problem and are becoming increasingly frequent in 
organizations, companies and institutions worldwide. It can be defined as the unauthorized access, 
transfer or manipulation of a computer or data center. Confidential data in companies and 
organizations include intellectual property, financial information, medical information, personal 
credit card information and other information depending on the business and industry involved.  
 In this thesis, various contributions are made within the field of Anomaly Detection (AD), 
Intruder Detection Systems (IDS) and Data Leak Detection (DLD). One of the main contributions 
common to the three aforementioned fields is the development of a dynamic data structure to 
represent the real and unique user behaviour, which allows each user to have a digital fingerprint 
that identifies them.  
 Other contributions are related to the application of artificial intelligence (AI) techniques, 
both in data processing and in the development of meta-classifiers (combination of various AI 
techniques), for example C4.5, UCS, SVM, neural networks and K-NN, among others. They have been 
successfully applied to the detection of intruders and have been validated against public data bases 
such as UNIX, KDD99 and against a government database of the Republic of Ecuador.  
 In the field of anomaly detection, bioinspired algorithms have been used in the detection of 
anomalous behaviours, such as artificial immune systems and negative selection, in addition to other 
sequence alignment algorithms, such as the Knuth-Morris-Pratt (KMP) string matching algorithm, to 
identify potentially fraudulent subsequences.  
 Lastly, in the field of data leak detection, algorithms have been developed applying statistical 
techniques such as Markov chains to a user's job execution sequence in an information system, 
obtaining good results which have been verified against sequential databases. 
 
Keywords: Anomaly Detection, Intruder Detection System, Data Leak Detection, Artificial 
Intelligence. 
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Capítulo I: Introducción 
 
En las últimas décadas las redes de información han crecido de manera exponencial debido al gran 
número de computadores, servidores y equipos de comunicación conectados a internet, lo que ha 
convertido a estos sistemas en instrumentos imprescindibles en la vida de las personas. Internet se 
ha convertido en una herramienta que ha revolucionado la sociedad y, especialmente, la informática 
y las telecomunicaciones. 
 En la actualidad la mayoría de las personas e instituciones hacen uso de las redes para 
realizar operaciones y gestiones financieras, tributarias, publicitarias, sociales, de salud, etc. 
 Debido a este acceso tan abierto, los datos que se manejan deben ser protegidos para no ser 
mal utilizados. La información es uno de los activos más importantes de las empresas y negocios. De 
hecho los ciberataques son un problema de gran envergadura que afecta a la mayoría de personas y 
empresas alrededor del mundo. Este problema se puede describir como la transmisión o 
manipulación de datos privados de forma no permitida desde una organización a un agente externo 
(persona u organización no autorizada). En la actualidad es un problema realmente preocupante y 
una amenaza a la seguridad. Los datos confidenciales de instituciones y personas incluyen propiedad 
intelectual, información financiera, información de carácter personal y gran variedad de contenidos 
en función de los negocios y las industrias involucradas (Kumar, 2013). Un estudio realizado por 
Insight Express en EEUU, encargado por Cisco Systems en 2008, revela que el comportamiento de los 
empleados supone una de las formas más comunes de amenazas de pérdida de información sensible 
(Cisco, 2008). Estudios actuales revelan que las amenazas internas causan mayores pérdidas 
financieras que los ataques realizados desde fuera de la organización (Takebayashi y Tomoyoshi, 
2010). 
 Aunque hay muchos ejemplos, el caso más conocido de fuga de información secreta fue la 
divulgación de documentos internos de la Agencia de Seguridad Nacional de los Estados Unidos 
(NSA) a través de "Wikileaks". El problema consistió en revelar unos 250.000 cables diplomáticos y 
400.000 informes militares. Este incidente ha recibido un alto nivel de atención y la seguridad 
informática de EEUU se ha enfrentado a numerosas críticas de otros países y organizaciones de 
derechos civiles. De hecho este tipo de delitos pueden causar grandes pérdidas financieras o dañar 
gravemente la reputación de una organización o gobierno (Karhula y Paivikki, 2011). 
 Por todo esto es necesario implementar nuevas políticas de seguridad que aborden la 
prevención, detección de intrusos y la fuga de información sensible en las instituciones. Las 
intrusiones de forma intencionada hacen que la seguridad de la información sea vulnerada. Además 
los principales agentes de fuga de datos en las instituciones son muchas veces los usuarios con 
acceso autorizado a los sistemas. 
 En este trabajo de tesis se presenta el desarrollo de algoritmos basados en la inteligencia 
artificial para la detección de intrusos en sistemas computacionales y la detección de anomalías en el 
comportamiento de usuarios para localizar fugas de información. El método se basa en las 
operaciones, actividades y tareas realizadas por los usuarios dentro de los sistemas de información.  
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1.1. Motivación 
Actualmente la seguridad en redes y sistemas informáticos es de gran relevancia debido al valor que 
posee la información en las instituciones  públicas o privadas. Además, el gigantesco volumen de 
datos que manejan las personas y equipos a los que acceden es un gran problema debido a la 
posibilidad de filtraciones de forma accidental o intencional, pudiendo causar pérdidas millonarias 
para personas o instituciones. 
 El sector público de la república del Ecuador posee una gran red de sistemas de información 
que permiten realizar actividades y tareas internas de forma automatizada, pero resulta cada vez 
más difícil salvaguardar la integridad y confidencialidad de la información. Esta red es objeto de 
constantes y variados tipos de ciberataques para la sustracción y modificación de información 
reservada de las instituciones gubernamentales. Esta gran red de información comparte 
documentación importante entre diversas instituciones, lo que fomenta la suplantación de usuarios 
y la hace vulnerable a ataques de agentes no autorizados. Por eso se ha visto la necesidad de 
implementar un sistema eficiente para tener un adecuado control de acceso y evitar este tipo de 
ciberataques. 
 Los esfuerzos que se han realizado hasta ahora para evitar este tipo de ataques han dado 
como resultado sistemas de seguridad complejos y poco eficientes, ya que la mayoría de las 
suplantaciones e intrusiones se realizan desde dentro de las mismas entidades, lo que dificulta la 
identificación de estos usuarios autorizados. Esta es la principal razón por la cual se ha propuesto 
realizar un estudio del comportamiento de los usuarios aplicando técnicas inteligentes al 
reconocimiento de patrones, que permitan identificar de una forma eficiente y automática los 
accesos fraudulentos. Es decir, se han desarrollado modelos para la detección de anomalías, 
intrusiones y fugas de información utilizando el comportamiento único de cada usuario en los 
sistemas. 
1.2. Objetivos 
1.3.1. Objetivo General 
El objetivo de este trabajo es el diseño, desarrollo e implementación de un conjunto de algoritmos 
eficientes, aplicando técnicas de inteligencia artificial, para la detección de anomalías, detección de 
fugas de información e identificación de accesos fraudulentos en sistemas informáticos. 
1.2.2. Objetivos Específicos 
• Analizar conjuntos de datos reales para identificar ataques informáticos tanto en red como 
en sistemas.  
La investigación tendrá como base fundamental el uso de información de ataques a redes y 
sistemas informáticos, utilizando múltiples conjuntos de datos para desarrollar modelos  de 
clasificación y otras soluciones para la detección de intrusos y fugas de datos. En concreto se 
ha trabajado con la base de datos como el KDD99, Amazon, Unix Comands y el conjunto de 
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datos llamado Ecuador que contiene información codificada del comportamiento de varios 
usuarios en una institución real de gobierno ecuatoriano. 
• Desarrollar una estructura secuencial de datos dinámica para describir el patrón de 
comportamiento de los usuarios.  
Esta estructura de datos proporciona una información detallada sobre orden, frecuencia y 
manera de realizar las actividades dentro de un sistema u ordenador personal, lo que brinda 
una herramienta de conocimiento ideal para determinar el  comportamiento normal y 
anormal de cada uno de los usuarios. Esta nueva estructura ha sido implementada en varios 
modelos y algoritmos propuestos para la detección de intrusos. 
• Aplicar técnicas de la inteligencia artificial de manera conjunta para identificar intrusiones 
en equipos informáticos. 
• Esta sinergia de técnicas de clasificación inteligente ha conducido a desarrollar detectores 
más eficientes, rápidos y dinámicos. Con soluciones interesantes y novedosas para el campo 
de la ciberseguridad en la detección online de intrusos. 
• Desarrollar algoritmos basados en técnicas estadísticas para calcular la probabilidad de un 
ataque según el comportamiento de los usuarios. 
Ya que el comportamiento secuencial y rutinario de los usuarios permite el cálculo de su 
probabilidad de con otra fiabilidad. Este algoritmo ha sido probado con conjuntos de datos 
reales obteniendo resultados  muy buenas. 
• Desarrollar algoritmos basados en técnicas bio-inspiradas para la detección de fugas de 
información. 
Mediante la identificación de anomalías en la conducta de los usuarios. Estos algoritmos han 
utilizado el histórico del comportamiento normal para generar el comportamiento 
fraudulento 
1.3. Estructura de la tesis 
Esta tesis está organizada de la siguiente forma. Tras este capítulo introductorio, en el capítulo 2 se 
presenta el estado del arte en el área de seguridad informática, con una breve historia, definición, 
elementos que la constituyen y las amenazas existentes. Además se muestra la clasificación de los 
ataques informáticos y los diferentes aspectos en los que interactúan, debilidades de los sistemas de 
gestión, y defectos de diseño. 
En el capítulo 3 se describen las bases de datos utilizadas, sistemas de detección de 
anomalías, intrusos y fuga de información junto con la estrategia en la que se basa cada uno de ellos. 
Se comentan brevemente las técnicas de inteligencia artificial y algoritmos utilizados en este trabajo 
para la detección de ataques informáticos, como son las redes neuronales artificiales, árboles de 
decisión, algoritmos genéticos, etc.  
 En el capítulo 4 se presentan los artículos y contribuciones publicadas en congresos 
nacionales, internacionales y en revistas indexadas. Estos artículos fueron desarrollados con 
diferentes bases de datos y algoritmos para generar resultados comparativos en el ámbito de la 
detección de anomalías, detección de intrusos y fuga de información. Estas publicaciones y sus 
índices de calidad avalan el interés de las aportaciones presentadas, así como los buenos resultados 
obtenidos.  
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 En el capítulo 5 se presentan las principales conclusiones que han resultado de la 
investigación y las futuras líneas de trabajo en esta línea. 
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Capítulo II. Seguridad informática 
 
La seguridad informática es un área que se enfoca específicamente a la protección de la 
infraestructura computacional (equipos de comunicación, almacenamiento de datos, servidores, 
computadores, dispositivos móviles, etc.), salvaguardando la información contenida o que se 
comparte en medios electrónicos. Para cumplir este objetivo se han creado leyes, normativas, 
estándares, protocolos, equipos, herramientas, aplicaciones, etc. que ayudan a evitar en lo posible el 
riesgo de que la información pueda caer en manos de personas no autorizadas. 
 La seguridad informática es, por lo tanto, la disciplina que se ocupa de diseñar las normas, 
procedimientos, métodos, técnicas, herramientas o aplicaciones destinadas a conseguir 
confidencialidad, integridad y disponibilidad en un sistema de información (Stavroulakis y Stamp, 
2010). 
 La seguridad informática se basa en tres pilares fundamentales: la confidencialidad, es decir, 
que la información sea accesible sólo a aquellas personas que posean autorización; la integridad de 
la información, que se conserve inalterada ante eventos maliciosos, accidentes o desastres; y la 
disponibilidad, que permite la utilización de la información de un sistema informático en todo 
momento por los usuarios autorizados, sin sufrir ninguna degradación en cuanto a accesos. Por 
último, la autenticidad es la propiedad que permite identificar el generador de la información 
(Russell y Gangemi, 1991). 
2.1. Elementos de la seguridad informática 
La seguridad informática fue desarrollada para proteger los principales elementos informáticos, los 
cuales son: 
• La infraestructura computacional: consiste en buscar el óptimo funcionamiento y 
administración de los equipos tecnológicos para prevenir cualquier evento nocivo (fraudes, 
fallos, desastres naturales, robos, etc.), que no permita el normal desempeño de los 
equipos. 
• Los usuarios: personas que utilizan la infraestructura computacional y que administran la 
información a ser protegida. La tarea principal es garantizar que el manejo de la información 
por parte de los usuarios sea adecuada y segura. 
• La información: es el principal activo de una persona o institución. La información 
permanece en la infraestructura computacional y es manejada por los usuarios. 
 Las agresiones a la seguridad de un sistema o de una red de información describen un flujo 
de información desde un origen (disco duro, fichero, base de datos, etc.) hasta un destino, como 
puede ser otro fichero o un usuario. Existen cuatro tipos posibles agresiones a la información, que 
son: 
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• Interrupción: se describe como destrucción o inutilización de un recurso, de una red o 
sistema informático que deja de estar disponible para los usuarios. Ésta es una agresión a la 
disponibilidad. 
• Intercepción: se describe como un agente (persona, programa o equipo) no autorizado que 
consigue acceder a un recurso para realizar actividades fraudulentas (intervenciones de las 
líneas para capturar datos, copia ilícita de ficheros o programas, etc.). Ésta es una agresión a 
la confidencialidad. 
• Modificación: el deterioro del recurso (modificación de la información, alteración de un 
programa, edición de contenido de mensajes, etc.) reeditado de forma ilegítima. Ésta es una 
agresión a la integridad. 
• Fabricación: creación de objetos falsos (archivos, programas, datos) por parte de un agente 
no autorizado el cual los inserta en los equipos o sistemas de información. Ésta es una 
agresión a la autenticidad. 
2.1.1. Ataques informáticos 
Un ataque informático es un método por el cual un agente (persona, equipo o programa no 
autorizado), mediante un sistema o equipo informático, intenta tomar el control, desestabilizar o 
dañar otro sistema informático (ordenador, red privada, etc.) (Burke y Christiansen, 2009). Los 
ataques informáticos se agrupan en dos tipos, pasivos y activos. 
a) Ataques pasivos: se realizan monitorizaciones de las transmisiones realizadas en una red o 
sistema de información. El objetivo es obtener información que está siendo transmitida para 
ser divulgada y utilizada para acciones fraudulentas. Para realizar este tipo de ataque el 
agente no autorizado realiza un análisis del tráfico de la red para extraer la información 
confidencial. El agente fraudulento podría determinar la localización y la identidad de los 
computadores que se están comunicando y observar la frecuencia y la longitud de los 
mensajes intercambiados. Esta información puede ser útil para extraer la naturaleza de la 
comunicación que se está realizando. Las agresiones pasivas son muy difíciles de detectar ya 
que no implican la alteración de los datos. Sin embargo, es factible impedir el éxito de estos 
ataques. Así, el énfasis para tratar estas agresiones está en la prevención antes que en la 
detección. 
b) Ataques activos: modifican el flujo de datos o crean flujos falsos. Se clasifican en cuatro 
categorías: enmascaramiento, repetición, modificación de mensajes y denegación de un 
servicio. 
 Tanto los ataques activos como pasivos requieren un análisis técnico para prevenir cualquier 
intento de acción no autorizada en la red o sistema de información. 
  
  
 
2.2. Sistemas de seguridad 
 
Internet y los sistemas informáticos han planteado numerosos problemas de seguridad debido al uso 
continuo de las redes. Estudios realizados muestran que el número de intrusiones ha aumentado 
exponencialmente cada año. Toda intrusión o ataque malintencionado a la red, servidores, 
ordenadores o sistemas de información pueden causar pérdidas millonarias o desastres graves a las 
personas o instituciones, además de violar las políticas de seguridad de la información. La 
ciberseguridad es un área importante de investigación para mejorar la detección y prevenir todo 
tipo de amenazas a las redes y sistemas donde se encuentra la información almacenada (Kleinberg 
et al., 2001). 
 Para identificar mejor los diversos aspectos del problema de la intrusión en informática se 
habla de sistemas de detección y sistemas de prevención (Deepa y Kavitha, 2012).  
 Se describe como una intrusión al intento de comprometer la información, evitar o vulnerar 
los mecanismos de seguridad de una red o computador. La detección de intrusiones es el proceso de 
monitoreo de los eventos que ocurren en un sistema informático o red, analizándolos para poder 
identificar signos de posibles ataques (Kantzavelou y Katsikas, 2010). Un sistema de detección de 
intrusos (IDS), es un software o hardware que permite automatizar el proceso de detección de 
intrusiones e identificar la entrada no autorizada (Kabiri y Ghorbani, 2005; Chung y Wahid, 2012). 
 Dentro de la detección existe un contexto más específico que es la detección de fugas de 
información, posterior a la detección de intrusos. Ocurre con usuarios autorizados en los que el IDS 
no ha detectado ninguna amenaza, pero que realizan actividades fraudulentas al filtrar información 
sensible.  
 Por otro lado, la prevención de intrusiones posee las características y habilidades del IDS, 
pero su objetivo principal es intentar detener posibles incidentes limitando el uso de sus recursos, es 
decir, cambia el contenido del ataque y/o cambia el entorno de seguridad y evita que tenga éxito. 
También puede variar la configuración de otros controles de seguridad para interrumpir un ataque, 
como reconfigurar un dispositivo de red para bloquear el acceso del atacante o la víctima, o alterar 
un firewall basado en host con el objetivo de bloquear los ataques entrantes. Pero se producen altas 
tasas de falsas alarmas y se puede identificar incorrectamente una actividad normal (no intrusiva) 
como malintencionada y responder a esa actividad de manera incorrecta. 
2.2.1. Sistema de detección de intrusos 
Un sistema de detección de intrusos (IDS) es un programa de detección de accesos no autorizados a 
un computador o a una red. El IDS normalmente posee sensores (sniffer de red) dentro del núcleo 
del IDS, los cuales monitorizan las actividades (generalmente sobre el tráfico de la red, 
comportamiento de los usuarios, etc.). El IDS detecta las anomalías que pueden ser indicio de la 
presencia de ataques (Lazarevic et al., 2005).  
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En la actualidad la seguridad de la información es un área muy importante para cualquier 
persona o institución alrededor del mundo, ya que los datos se han convertido en el activo más 
importante el cual debe ser salvaguardado de una manera eficiente y adecuada. La gran mayoría de 
los datos debe mantenerse seguros de cualquier intruso o actividad no permitida, de modo que la 
seguridad tiene una importancia crítica. El término de ”intrusión” como lo presenta (Heady et al., 
1990) se puede definir como cualquier conjunto de acciones que tratan de comprometer la 
integridad, confidencialidad o disponibilidad de un recurso. Por ello es necesario utilizar una 
herramienta que pueda detectar estas actividades y mantener la información accesible solo a las 
personas autorizadas. Dicha herramienta se la denomina como Sistema de Detección de Intrusos 
(IDS), el mismo que analiza eventos que suceden en un sistema informático en busca de signos de 
intrusiones. El principal objetivo de un IDS es monitorear la actividad en un servidor, red o un equipo 
informático (PC, Tablet, móvil, etc.) de tal forma que permita identificar de manera eficiente posibles 
ataques o intentos de violación a la seguridad basados en patrones de comportamiento, firmas de 
código o análisis de protocolos, para luego alertar al administrador del equipo. El gran auge en el 
desarrollo e implementación de múltiples IDS han surgido algunas maneras en la recolección y 
utilización de la información para el sistema de detección, los cuales se describen continuación: 
• Basado en el Host: Este tipo de sistema de detección utiliza la información de tareas o 
actividades realizadas en el equipo donde se encuentra funcionando el IDS. 
• Basado en la Red: Este sistema de detección utiliza toda la información del tráfico de la red 
que se genera en el ambiente que se encuentra funcionando, es decir, recolecta la información de 
red interna como información de red externa (conexiones entrantes y salientes). 
Con los tipos anteriores de recolección de datos permiten una variedad de IDS como la detección de 
usos indebidos (misuse detection) la cual compara la información recogida con descripciones (o 
firmas) de ataques conocidos. Por otra parte, la detección de anomalías (anomaly detection) utiliza 
los datos históricos sobre la ejecución de tareas o actividades en el sistema y detalla el 
comportamiento deseado de usuarios como de las aplicaciones, para construir un perfil que 
representa la operación normal del sistema monitorizado, e identifica patrones de actividades que 
se desvían del perfil definido. 
En la actualidad los Sistemas de Detección de Intrusos (IDS) son de gran relevancia para la 
seguridad en las redes y sistemas informáticos ya que cada vez y con mayor frecuencia aparecen 
nuevas formas de ataques, algunos muy complejos (Debar y Viinikka, 2005). Los IDS en su mayoría 
analizan el tráfico de la red e impiden cualquier intrusión previa al ingreso de un usuario al sistema 
de información. El análisis realizado por el IDS en general es a bajo nivel, generando alertas aisladas 
y manejando una inmensa cantidad de información. Otros tipos de IDS realizan un filtrado de 
anomalías de la información recopilada de los equipos host, así como también de las bases de datos 
de los sistemas con los que interactúan (Zurutuza y Uribeetxeberria, 2005). 
El campo de detección de intrusos sigue siendo un frente abierto a la investigación para 
desarrollar metodologías dinámicas que puedan adaptarse a la evolución de ataques informáticos, 
cada vez más sofisticados y complejos. Las estrategias que utilizan los IDS se clasifican en dos grupos: 
detección de uso indebido y detección de anomalías. La metodología de Detección de Intrusos 
basada en Anomalías, la cual es utilizada en este trabajo, es extensa y compleja, y ha permitido 
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obtener resultados favorables pero no enteramente adaptables a las necesidades actuales de la 
tecnología.  
La detección de uso indebido de un sistema informático utiliza el conocimiento de las 
secuencias de actividades que constituyen un ataque, las cuales están almacenadas en una base de 
datos. La información recopilada es comparada con los patrones de ataque almacenados y, si 
coinciden, originan una alarma. Esta estrategia es una de las más utilizadas de forma comercial (Bace 
y Mell, 2001). Sus ventajas son la correspondencia con un patrón de intrusión de base de datos ya 
almacenado (rapidez), y que el número de falsos positivos sea muy bajo (fiabilidad y precisión). Sin 
embargo algunas de sus desventajas son, por ejemplo, la incapacidad de detectar nuevos ataques al 
no ser completamente dinámico, y además el requisito fundamental de mantener actualizada de 
forma continua la base de datos de los patrones. 
Por otro lado, la detección de anomalías utiliza la información de un comportamiento 
normal del usuario y todo lo que sea diferente de aquella conducta es identificado como un intruso. 
Sus desventajas son que genera una gran cantidad de falsos positivos y que el comportamiento 
normal de los usuarios es bastante difícil de modelar, por la necesidad de contar con un periodo 
amplio de recopilación de información para el aprendizaje del comportamiento (Wang y Gombault, 
2007). 
Además existen una variedad de técnicas, metodologías y algoritmos para el desarrollo de 
un IDS. El área más utilizada para los IDS es la aplicación de Inteligencia Artificial con las técnicas de 
Machine Learning y Minería de Datos (Data Mining).  En esta área se han realizado múltiples 
investigaciones y artículos, obteniendo grandes avances de sobre la aplicación distintas técnicas 
como Arboles de Decisión, Redes Neuronales, Algoritmos Genéticos, Support Vector Machines, 
Sistemas Inmunes Artificiales entre otras (Scarfone y Mell, 2007). Los IDS también utilizan técnicas y 
modelos estadísticos con el propósito de automatizar completamente la detección de ataques 
maliciosos distinguiendo del uso normal de los sistemas. Las más utilizadas son Redes Bayesianas, 
Cadenas de Markov, etc. 
Un sistema de detección de intrusos IDS también se puede definir como un sistema de 
software o hardware automatizado para realizar un proceso de monitoreo y análisis de datos del 
medio informático para la detección de intrusiones (Bace y Mell, 2001; Stavroulakis y Stamp, 2010; 
Garcia-Teodoro, 2009). Algunos trabajos sobre IDS centran su atención en los sistemas inmunes 
artificiales como una ´optima alternativa para identificar comportamientos anómalos los presenta en 
(Debar et al., 1999; Debar et al., 2000; Kumar et al., 2006; Murali y Rao, 2005). Estos han validado 
que dicha técnica al obtener resultados fiables. 
Un creciente número de investigadores aplicar técnicas basadas en la evolución y para la 
solución de diversos problemas, incluyendo diagnóstico de fallos, la detección de virus y detección 
de fraude hipotecario, entre otros ejemplos (DasGupta, 1993; Kephart, 1995; Kim y Bentley, 2001; 
Hofmeyr y Forrest, 2000; Forrest y Hofmeyr, 2001). 
Uno de los trabajos más recientes sobre la aplicación de sistemas inmunes artificiales es el 
publicado por (Gong et al., 2009), que propone un algoritmo de selección negativa que ha 
demostrado ser eficaz para problemas de detección de anomalías. Presenta una nueva estrategia en 
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la etapa de entrenamiento para la reducción de muestras y así reducir el coste computacional en 
fase de pruebas. Este algoritmo puede obtener altas tasa de detección y reduce falsas alarmas en la 
mayoría de los casos. 
Por otro lado la investigación realizada por (Aziz et al., 2012) presenta un nuevo enfoque 
para la detección de anomalías en el tráfico de red utilizando detectores generados por un algoritmo 
genético. Este trabajo utiliza el algoritmo de selección negativa en un sistema inmune para detectar 
patrones anómalos. Muestra una comparativa con otros experimentos realizados con un conjunto 
de datos llamado NSL-KDD. El algoritmo propuesto obtiene resultados muy buenos en el análisis en 
comparación con otros métodos de aprendizaje automático. 
Otro trabajo muy interesante que aplica el sistemas inmunes con selección negativa, es el de 
(Peng et al., 2013). Detalla los excelentes mecanismos de auto-aprendizaje, la capacidad de 
adaptación del sistema inmunológico humano, y además, muestra los conceptos y las definiciones 
formales de antígeno, anticuerpos y células de memoria en el dominio de seguridad de la red. Un 
aspecto muy importante de la investigación es cómo se define la evolución de los perfiles de 
detección (incluida la generación de perfiles, de aprendizaje dinámico, transformación dinámica, y la 
auto-organización dinámica), que logrará que los perfiles de detección dinámica se puedan 
sincronizar con el entorno de red real. Este trabajo obtiene resultados experimentales buenos y 
aportan una alternativa tener en cuenta para la detección de anomalías en red. 
Otro enfoque que ha tenido gran éxito ha sido el uso del sistema inmune natural en la 
protección de los seres vivos contra una amplia variedad de patógenos como lo presenta (Tizard, 
1992). Específicamente, el sistema inmunológico utiliza dos principios fundamentales que se 
incluyen en la teoría de redes inmunes: los mecanismos de selección negativa y los principios de 
selección clonal. 
En todos estos ámbitos, la detección de anomalías es un área de investigación importante en 
la aplicación de un sistema inmune artificial (AIS) que ha sido probada con excelentes resultados.  
Existen otros trabajos en esta línea de investigación como de los (Lazarevic et al., 2003) y 
(Chandola et al., 2009), que buscan objetos anormales que son diferentes de los objetos normales. El 
principal problema para detectar anomalías en secuencias de tareas es la gran cantidad de datos 
para el procesamiento y el desarrollo del modelo dinámico adaptable a la conducta humana. En el 
artículo de (Javitz et al., 1993) se utilizan las distribuciones estadísticas para definir el 
comportamiento normal y anormal. Por otra parte, los trabajos dirigidos a la detección de anomalías 
presentados por (Mukherjee et al., 1994) describen los muchos perfiles de las actividades normales 
de los usuarios, los sistemas, los recursos del sistema, tráfico de red, servicios y detecta intrusiones 
mediante la identificación de desviaciones significativas de los patrones de comportamiento 
normales observados a partir de perfiles. 
 Existe gran variedad de aspectos y puntos de vista para clasificar las técnicas, métodos y 
formas de abordar el problema de los IDS. En la figura 8 se presentan cuatro aspectos generales para 
su clasificación: la implementación del sistema (System Deployment), fuente de datos (Data Source), 
secuencia temporal (timeline) y la estrategia de detección (Detection Strategy).  
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 En la rama del sistema realiza un análisis de la arquitectura del host y la red a ser protegidos. 
Se estudia tres aspectos: tecnología (Technology Type), tipo de red (Networking Type) y arquitectura 
de red (Network Architecture) (Figura 1). En nuestra investigación nos hemos centrado en el tipo de 
tecnología, la cual se ha clasificado en cuarto clases según el lugar donde se han presentado las 
actividades sospechosas y qué clases de eventos hay que reconocer. Las cuatro clases son: IDS 
basados en host (HIDS), IDS basado en red (NIDS), IDS basado en Wireless (WIDS), e IDS mixtos (MID) 
(Mukherjee et al., 1994; Stavroulakis y Stamp, 2010; Sabahi y Movaghar, 2008; Modi et al., 2012). El 
HIDS monitoriza y recopila las características y actividades de los equipos host que contienen 
información sensible. Un NIDS captura el tráfico de la red en segmentos específicos por medio de 
sensores, que posteriormente analizan las actividades de las aplicaciones y sus protocolos. El WIDS 
es similar al NIDS, pero en este tipo sólo monitoriza el tráfico de red inalámbrica, como las redes “ad 
hoc”, sensores de red y redes inalámbricas mesh. Por otra parte también se pueden se puede aplicar 
varios de estos tipos de IDS de forma conjunta para mejorar el porcentaje de detección y que sean 
más completos, precisos y eficientes en la identificación de posibles ataques. 
 Respecto a la fuante de datos se analizan  en el host como en la red. Para este tipo de IDS 
hay cuatro tipos de análisis de datos (Data Type), repositorios de datos (Data Collection) y de 
componentes (Collection Component). 
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Figura 1. Una visión general de los tipos de IDS (Liao et al., 2013). 
 Las metodologías de detección aplicadas a los sistemas de detección de intrusos son muy 
variadas, por ejemplo la detección basada en la firma (SD), en anomalías (AD) (Alomari y Othman, 
2012), en análisis de protocolo con estado (SPA), etc. (Debar et al., 2000). En este trabajo nos hemos 
centrado en la detección basada en anomalías. 
 Una anomalía es una desviación de un comportamiento conocido (normal), basado en un 
perfil o patrón. Este comportamiento es derivado del monitoreo de actividades regulares, 
conexiones de red, hosts o usuarios durante un período de tiempo. Los perfiles pueden ser estáticos 
o dinámicos, y desarrollarse para muchos atributos, por ejemplo, intentos fallidos de inicio de 
sesión, uso del procesador, el recuento de correos electrónicos enviados, etc. A continuación se 
comparan los perfiles normales con los eventos observados para reconocer ataques significativos. 
Este enfoque también se denomina detección basada en comportamiento en algunos artículos.  
 En el área de detección de intrusos se pueden desarrollar dos puntos de vista, como se ha 
comentado antes: detección de anomalías y detección de mal uso (que incluirá las fugas de 
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información). Un ejemplo de la detección por mal uso es la investigación que se centran en el control 
de acceso basado en roles (RBAC), empleada en entornos de bases de datos distribuidas, pero siguen 
siendo propensas a intentos de acceso ilegítimo. En el RBAC los usuarios ponen en riesgo la 
seguridad mediante intentos de acceso por medio de credenciales falsas o uso incorrecto, 
intencional o no, según el rol del usuario. Este esquema combina componentes de seguridad 
informática como comprobación de credenciales, análisis de consultas, monitorización de registros 
de historial, y una formulación probabilística del riesgo. Por otro lado, un ejemplo de detección de 
anomalías es el método de inspección profunda de paquetes de red, que también se usa 
ampliamente para detección de intrusiones (Roesch, 1999). Este trabajo describe de forma detallada 
el diseño e implementación de un algoritmo de coincidencia de cadenas para manejar los patrones 
cortos y flexibles en el tráfico de la red (Hao, 2005). La gran desventaja de este algoritmo es que no 
está diseñado para los diversos tipos de datos, lo que hace difícil distinguir información sensible de 
la normal, lo que puede causar problemas en la detección. 
 En el trabajo de (Stavroulakis y Stamp, 2010), se propuso una clasificación de los IDS basada 
en métodos de detección estadística, patrones y en heurísticas. 
A continuación se enumeran los métodos estudiados: 
1. Basado en estadística 
a) Métodos estadísticos (Debar et al., 2000; Patcha et al., 2007; García-Teodoro et al., 
2009; Xie, 2011). 
b) Métodos bayesianos (Kabiri y Ghorbani, 2005; Murali y Rao, 2005; Sabahi y 
Movaghar, 2008; Lazarevic et al., 2005.).  
2. Basado en patrones 
a) Reconocimiento de patrones (Tsai et al., 2009; Ye et al., 2001). 
b) Máquinas de vectores de soporte (Modi et al., 2012; Kolias et al., 2011; Li et al., 
2012; Horng et al., 2011). 
c) Cadenas de Markov (Couture, 2012; Gao et al., 2002). 
3. Basado en heurísticas 
a) Redes neuronales (Murali y Rao, 2005; Mar, 2012; Modi et al., 2012; Kenkre et al., 
2015). 
b) Algoritmos genéticos (Sen y Clark, 2011; Gong et al., 2005). 
c) Sistemas inmunes (Debar et al., 2000; Stavroulakis y Stamp, 2010). 
 Finalmente, respecto al tiempo analiza el momento de la detección que puede ser "fuera de 
línea " (outline) o" detección en tiempo real " (online). Este tipo de IDS estudia la forma periódica de 
la transmisión de datos, es decir, "transformación continua '', y busca signos de ataques a través del 
tiempo (granularidad). 
Teniendo en cuenta estas premisas, nuestra propuesta es desarrollar un método dinámico 
para la detección de intrusos mediante el análisis de anomalías en el tráfico de la red. Como un 
primer paso para alcanzar el objetivo en esta investigación se utilizan de manera conjunta varias 
estrategias de clasificación que provienen de la Inteligencia Artificial, en concreto los árboles de 
decisión, las máquinas de vectores de soporte y las redes neuronales. Se puede probar así que la 
sinergia de varias técnicas hace más eficiente y fiable el sistema de detección. 
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2.2.2. Sistemas de detección de anomalías 
La detección de anomalías en actividades, tareas o comportamientos realizados por 
usuarios, no es una tarea fácil ya que implica el análisis de una gran cantidad de datos, y la obtención 
de perfiles de comportamiento únicos para cada comportamiento, de forma que se puedan detectar 
posibles irregularidades (Chandola et al., 2012; Guevara et al., 2014b). 
En la literatura se encuentran distintos enfoques para desarrolla sistemas de detección de 
anomalías. Por ejemplo, en (Gao et al., 2002) se usa HMM (Hidden Markov Models) para aprender 
los patrones de comportamiento normal y anómalo de usuarios que realizan procesos UNIX. El 
trabajo presentado en (Helman y Bhangoo, 1997) trata con datos históricos de comandos ejecutados 
por usuarios, y establece un ranking para seleccionar de entre ellos los más relevantes. Propone la 
clasificación de cada secuencia según la frecuencia de lo que se denominan las trazas normales y la 
de los procesos raros o no esperados, donde se encuentran las intrusiones. En (Lazarevic et al., 2003) 
se presenta una revisión comparada de varios métodos de detección de anomalías para detección de 
intrusos en sistemas informáticos, focalizada en redes con un gran número de conexiones. Más 
actuales son las revisiones de (Patcha et al., 2007; Chandola et al., 2009; García-Teodoro et al., 2009; 
Bhuyan et al., 2014). En ellas se clasifican por las técnicas aplicadas, la complejidad computacional, 
el dominio, etc. Sin embargo, en esos trabajos citados no tienen en cuenta la estructura secuencial 
de ejecución de las operaciones sino la cantidad de las operaciones ejecutadas, la transferencia de 
información, etc. 
La aplicación de técnicas de selección negativa, que emulan el Sistema Inmune Artificial 
(AIS), para detección de anomalías no es nueva (Laurentys et al., 2010). El AIS ha inspirado el 
desarrollo de modelos computacionales para la resolución de diversos problemas, incluyendo el 
diagnóstico de fallos, detección de virus, malware y detección de fraude, entre otras aplicaciones 
(García et al., 2015; Dasgupta, 1999; Aickelin et al., 2014; Dasgupta et al., 2004). En concreto existen 
en la actualidad sistemas de detección de intrusos (IDS) que utilizan esta aproximación como se 
refleja en las revisiones de (Bhuyan et al., 2014). Algunos ejemplos de detección de comportamiento 
anómalos mediante selección negativa se pueden ver en (González y Dasgupta, 2003), donde se 
parte sólo de muestras positivas para entrenar el sistema (y no de muestras de comportamiento 
anómalo, que se generan mediante este algoritmo); y en (Kim y Bentley, 2001; Aziz et al., 2014), para 
el tráfico de una red de información. 
Un artículo muy interesante en la línea de nuestro trabajo es el de (Chandola et al., 2012), ya 
que está centrado en la detección de anomalías en secuencias discretas. Formula el problema en 
tres pasos: identificación de las secuencias anómalas respecto a una base de datos que contiene las 
secuencias normales; identificación de las subsecuencias anómalas dentro de secuencias más largas; 
identificación del patrón en una secuencia cuya frecuencia de ocurrencia es anómala. Para cada uno 
de estos tres procesos agrupa las técnicas que se han venido aplicando en diferentes dominios, 
glosando sus puntos fuertes y sus desventajas. Como allí se sugiere, la tendencia actual es la 
hibridación de varias de esas metodologías para adaptarlas a las distintas formulaciones del 
problema. En este sentido está dirigida nuestra propuesta, donde la selección negativa nos permite 
general detectores de anomalías que luego serán utilizados por el algoritmo de Knuth-Morris-Pratt 
para detectar subsecuencias anómalas dentro de la base de datos de secuencias del usuario 
informático. 
 21 
 
En el presente trabajo se propone una estructura de datos dinámica que permite codificar 
las actividades de los usuarios. La identificación de las tareas más y menos frecuentes, 
específicamente la secuencia de tareas realizadas, basada en el histórico del cada usuario, lleva a la 
creación de un perfil de comportamiento para cada uno. En esto se va a basar la detección de 
anomalías. Por otro lado, se han aplicado técnicas de selección negativa para obtener un conjunto 
de dimensiones reducidas, de forma que sea computacionalmente manejable, de detectores 
anómalos. Posteriormente se ha aplicado el algoritmo de alineamiento de secuencias Knuth-Morris-
Pratt para la localización de estos detectores anómalos definidos como indicadores de 
comportamientos fraudulentos en secuencias de actividades de usuarios. 
2.2.3. Sistemas de detección de fugas de información 
La detección y alerta de la fuga de datos por usuarios autorizados se encuentra entre los problemas 
más difíciles a los que se enfrentan los investigadores y profesionales de la ciberseguridad. Hace 
algunos años los expertos en seguridad identificaban las posibles amenazas internas mediante el 
examen de las actividades sospechosas en el comportamiento físico de los usuarios. Si bien esto 
sigue siendo relevante en la actualidad, ahora la tendencia es detectar actividades sospechosas por 
las operaciones que se ejecutan en los sistemas informáticos. A pesar de ello, la información 
confidencial continúa filtrándose de manera alarmante. 
 En la década de 1990, organizaciones como el Defense Personnel and Security Research 
Center (PERSEREC) y la Corporación Research and Development (RAND) de los EEUU, centran su 
discurso académico sobre el tema de las amenazas internas a través de publicaciones y talleres 
(Herbig y Wiskoff, 2002; Anderson, 1999; Anderson, 2000; Anderson y Brackney, 2004). A partir de 
2001, el CERT Insider Threat Center también comenzó a realizar investigaciones sobre este tema, 
iniciando el desarrollo de una base de datos de amenazas de información privilegiada. Durante este 
período de tiempo, los investigadores también han desarrollado modelos tanto para la identificación 
de las diferentes características de usuarios internos (las principales víctimas de la organización), 
como del incidente en sí. El objetivo de estas investigaciones era centrarse en aspectos del 
comportamiento del delincuente al sustraer la información confidencial (Shaw et al., 1998): 
características psicológicas como la dependencia del ordenador, la flexibilidad ética, y la falta de 
empatía como indicadores potenciales de un riesgo para la conducta destructiva y potencialmente 
ilegal. En el enfoque más específico del ámbito socio-técnico se analizan las características, rasgos de 
personalidad, comportamientos técnicos (incluidos los patrones de uso y ejecución de errores 
significativos) para identificar las fugas de datos. Estos indicadores son una medida ponderada que 
facilita la tarea de detección (Schultz, 2002). 
 Posteriormente, se realizaron estudios que presentan un enfoque dirigido al desarrollo de 
algoritmos y procedimientos de acceso a la información, donde se permite que los usuarios 
autorizados tengan acceso exclusivo a los datos sensibles a través de políticas de control (Bonatti et 
al., 2002; Jajodia et al., 2001). Estos trabajos se centran en impedir la fuga de información 
restringiendo el uso de los datos sólo a usuarios o sistemas de confianza. Sin embargo estas políticas 
son restrictivas y pueden hacer que sea imposible satisfacer las peticiones de los usuarios. 
 Otras investigaciones en años posteriores plantean un método para mitigar las fugas de 
datos mediante la detección del mal uso de la información almacenada. Esa información se 
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encuentra en bases de datos donde se analiza la sintaxis de las sentencias SQL ejecutadas, para 
construir perfiles de usuario (Kamra et al., 2008). 
 La detección de fuga de datos propone soluciones basadas en host y en red. Los basados en 
host analizan las actividades que puede realizar el atacante en el equipo víctima cuando intenta 
adueñarse de la información. Posteriormente, previene su salida bloqueando recursos de hardware 
o de software. Un ejemplo de este tipo de sistemas es el presentado por (Jiang et al., 2010), el 
mismo que aplica soluciones para detectar malware sigiloso utilizando el escaneo del sistema 
operativo mediante un antivirus. Otro trabajo de detección de fugas es el realizado por (Borders y 
Prakash, 2009), que plantea incluir un cifrado de datos y la aplicación de políticas para restringir la 
transferencia de datos sensibles. Estos métodos pueden complementarse y ser implementados de 
forma simultánea para mejorar la detección de fugas de información. Uno de los trabajos más 
conocidos sobre este tema es (Papadimitriou y García-Molina, 2011). Investiga el problema de un 
distribuidor que ha proporcionado información sensible a un conjunto de agentes supuestamente de 
confianza (terceros). Algunos de estos datos se han filtrado y se han hallado en un lugar no 
autorizado (internet, PC, dispositivo de almacenamiento, etc.). El distribuidor debe evaluar la 
probabilidad de la procedencia de los datos filtrados y de los agentes que lo realizaron. Se propone 
una estrategia de asignación de datos (a través de los agentes) que mejoran la probabilidad de 
identificar las fugas. En algunos casos también se puede inyectar datos a los registros, información 
falsa, para mejorar aún más las probabilidades de detección de fugas y la identificación del agente 
culpable. 
 Por otra parte, la solución basada en red detecta filtraciones en las comunicaciones entre los 
equipos interconectados. Su interfaz debe funcionar como monitor de actividades, el cual captura 
todo el tráfico de la red analizando el acceso a la información sensible de forma mal intencionada. 
Un ejemplo es el presentado por (Stann y Heidemann, 2003), donde se realiza un análisis utilizando 
sensores en redes inalámbricas, explorando la fiabilidad en la capa de transporte, que proporciona 
una entrega garantizada de la información a su destinatario. Otros trabajos en esta misma área se 
centran en el análisis de tráfico de red saliente sin cifrar, mediante la inspección profunda de 
paquetes (Shu y Yao, 2013), o, por ejemplo, un análisis teórico de la información por medio de la 
entropía (Fawcett, 2010). Sin embargo, requieren el almacenamiento de los datos sensibles en el 
sistema de detección. En la actualidad también existen investigaciones sobre el filtrado de datos de 
forma accidental por un usuario legítimo (Jung et al., 2008). Este tipo de fugas puede ser debido a 
errores humanos, como olvidarse de utilizar el cifrado, el reenvío descuidado de un correo 
electrónico interno o de archivos adjuntos a agentes externos, etc. El enfoque se basa en la 
monitorización y análisis de una parte específica del tráfico de red con altas regularidades, el cual 
identifica qué información se repite generando reglas de comportamiento. El trabajo propone una 
solución eficiente, que permite localizar un aumento sustancial de la cantidad de nueva información. 
Este método de detección de fugas de datos identifica desviaciones de los escenarios dentro del 
flujo de datos normales (Borders y Prakash, 2009). 
Investigaciones más recientes se aproximan al problema de fuga de información de 
diferentes formas. Muchas de estas investigaciones proponen soluciones sofisticadas, usando 
métodos de "Big Data" (Tene y Polonetsky, 2012), algoritmos de inteligencia artificial, o análisis 
estadísticos o gráficos. Otras tendencias intentan distinguir y recrear el comportamiento del usuario 
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a través de una semántica lingüística, el motivo de la comunicación, el correo electrónico o la 
mensajería instantánea. 
Para la evitar la fuga de información actualmente existen dos enfoques para abordar el problema: el 
prevención de fugas de información (Data Leak Prevention) y la detección de fugas de información 
(Data leakage Detection). 
2.2.3.1. Prevención de fugas de información 
El primer enfoque evita la fuga de información creando sistemas de prevención de fugas de 
información o también denominados DLP (Data Leak Prevention). Los DLP monitorizan los recursos 
informáticos para prevenir la fuga de la información confidencial que se encuentra en discos duros, 
bases de datos, etc.  Los datos confidenciales de las instituciones y de la organización incluyen 
propiedad intelectual, información financiera, información personal y una variedad de otra 
información en función de los negocios y la industria como lo presenta.   
Los DLP pueden trabajar  en dos tipos de identificación de fugas de datos: detectar 
información sensible que va a ser alterada de alguna manera (ITSELF) y localizar  los 
comportamientos anómalos como muestra en su trabajo (Kim y Kim, 2010) y (Kumar, 2013). Cuando 
se detecta una posible fuga de información relevante se procede a cifrarla o bien no se permite 
grabarla en un dispositivo extraíble, o se bloquea el PC, como expone (Raj et al., 2013). Muchos de 
estos DLP se han instalado en los front ends y utilizan herramientas del propio sistema operativo 
para escanear las actividades de los usuarios en el ordenador. Estas herramientas son también 
llamadas agentes. Los agentes tienen identificada la información importante (por ejemplo, números 
de tarjetas de crédito, códigos de la seguridad social, etc.) y la detectan en los correos electrónicos 
(si este es el sistema de fuga, por ejemplo), bloqueándola para que no pueda ser enviada.  
Por otra parte, existen trabajos como los de (Agarwal y Kiernan, 2002), que utilizan la 
información que se fuga de las aplicaciones por el correo electrónico, mensajería instantánea y otros 
canales de Internet. El objetivo es evitar el filtrado de los email utilizando "finger prints" en el cuerpo 
de los mensajes y generar listas blancas y negras de las direcciones de correo electrónico y además 
palabras específicas para identificarlos como spam.  
En resumen, el control del acceso a la información debe estar garantizado para los usuarios 
autorizados pero a la vez hay que evitar que la información confidencial pueda ser filtrada. Esto 
supone la dificultad de tener que discernir la información sensible que se debe monitorizar, o 
cuándo bloquear la salida de la información. Los actuales DLP de control de información son más 
bien limitados en términos de flexibilidad por las políticas de seguridad establecidas por los 
gobiernos e instituciones, las cuales son de obligatorio cumplimiento como lo menciona (Balinsky et 
al., 2011). 
2.2.3.2. Detección de fugas de información DLD 
El segundo enfoque es el llamado detección de fugas de información  DLD (Data Leakage 
Detection), su función es detectar al agente autorizado el mismo que realiza una transmisión de 
datos privados (sensibles) o información confidencial  a un tercero (receptor no autorizado) de 
forma no permitida. Los DLD son los encargados de monitorizar el comportamiento de cada uno de 
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los agentes que interactúan con la información y envía una alerta al momento que se está fugando 
información como lo presenta (Papadimitriou y Garcia-Molina, 2011).   
Uno de los trabajos interesantes sobre esta área es el de (Patil y Bhavsar, 2012), que han 
desarrollado un sistema de vigilancia de datos y detector de fugas para identificar y prevenir la fuga 
de información. El trabajo describe dos modelos, el primero interviene cuando un empleado de la 
organización tiene acceso a datos confidenciales sin el consentimiento del propietario. El modelo se 
denomina Data Watcher y se utiliza para identificar la fuga de datos. El segundo modelo evalúa el 
porcentaje de culpabilidad entre las dos partes involucradas de la fuga de la información. Este 
modelo se centra cuando la fuga se realiza desde fuera de la organización. Además, este modelo 
utiliza objetos falsos con una herramienta de maracas de agua (Watermark) para mejorar la  
probabilidad de identificar terceros culpables. 
En el trabajo de (Gharpande y Deshmukh, 2013) propone varias estrategias de asignación de 
datos utilizando a los agentes para mejorar la probabilidad de identificar las fugas de información. 
Este método no se basa en alteraciones de los datos publicados (por ejemplo, marcas de agua), en 
algunos casos también pueden inyectar registros de datos "realistas pero falsos" a mejorar aún más 
nuestras posibilidades de detección de fugas e identificar al culpable. Una idea similar en la 
propuesta por (Gade y Munde, 2012), propone nuevas estrategias de asignación de datos para 
mejorar la probabilidad de detectar fugas con precisión. En este trabajo no envían las alteraciones 
de los datos, sino, realizan una inyección de datos que "parecen genuinos pero son falsos", con el fin 
de mejorar la probabilidad de detectar fugas y localizar la parte que realmente lo filtró. 
Finalmente, cuando la detección se basa en el comportamiento de los usuarios el problema 
se hace más complejo. Se trata de modelar el comportamiento “normal” de los usuarios, y detectar 
si las actividades de un usuario autorizado en un momento determinado, son las que cabría esperar 
o no. Esto puede provocar un número alto de falsos positivos debido a la similitud entre el 
comportamiento de un usuario autorizado que realiza sus tareas o que pretende filtrar información. 
Para obtener el patrón de comportamiento de los usuarios se pueden aplicar técnicas de 
reconocimiento de patrones y clasificación que aprendan de forma dinámica (Torgo, 2011). 
2.3. Técnicas de inteligencia artificial aplicadas a la 
seguridad informática 
En este apartado se presentan algunas de las técnicas de inteligencia artificial utilizadas en esta 
investigación; en concreto, las redes neuronales artificiales, árboles de decisión y algoritmos 
genéticos, entre otras. 
2.3.1. Redes neuronales artificiales 
Las redes neuronales artificiales son un método computacional que permite resolver problemas de 
forma individual o conjunta, realizando tareas de clasificación, predicción, identificación, 
optimización y diagnóstico (Demuth et al., 2014). La unidad elemental de una red neuronal es un 
procesador local definido como neurona, que posee la característica de calcular una suma de datos 
de entrada para posteriormente aplicar una función de activación y así obtener una señal que se 
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transmitirá a las siguientes neuronas. Las neuronas se agrupan en capas (niveles), con un alto grado 
de conectividad entre cada una de ellas, con pesos en sus conexiones. Las redes neuronales 
artificiales utilizan un algoritmo de aprendizaje supervisado o no supervisado, según el tipo de red, 
para ajustar sus pesos y de esta manera minimizar una función de error que indique el grado de 
ajuste y generalización de los datos.  
 La principal característica de las redes neuronales es su capacidad de aprender a partir de un 
conjunto de datos de entrenamiento. Es decir, puede hallar un modelo que se ajuste a los datos 
aprendidos.  
 En nuestra investigación hemos aplicado redes neuronales para la detección de intrusos, 
como se presenta en las publicaciones (Guevara et al., 2013a; Guevara et al., 2013b), donde se ha 
diseñado un meta clasificador constituido por redes neuronales, máquinas de vectores de soporte y 
árboles de decisión, para identificar el comportamiento de los usuarios obteniendo buenos 
resultados y una alta fiabilidad en la detección (Figura 2). 
 
Figura 2. Estructura de una red neuronal para la detección de intrusos (Guevara, 2016b). 
2.3.2. Árboles de decisión 
Un árbol de decisión es un modelo que mediante aprendizaje inductivo con datos estructurados y 
construcciones lógicas puede predecir y clasificar. Los árboles de decisión son un modelo muy 
popular para la clasificación (Chasmer et al., 2014). Para construir un árbol de decisión es necesario 
describir los elementos que intervienen: los nodos, vectores, arcos y etiquetas. El nodo se puede 
definir como el momento en el que se ha de tomar una decisión de entre muchas posibles, lo que va 
haciendo que a medida que aumenta el número de nodos, aumenta el número de posibles finales a 
los que se puede llegar. Esto hace que un árbol con muchos nodos sea complicado de analizar 
debido a la existencia de numerosos caminos que se pueden seguir. Los vectores son la solución final 
a la que se llega. Los arcos son las uniones entre un nodo y otro, y representan cada acción. Las 
etiquetas se encuentran en cada nodo y cada arco y dan nombre a cada acción. 
 Dentro de los árboles de decisión existen dos algoritmos muy utilizados para la clasificación, 
son el C4.5 y el ID3. Los árboles de decisión C4.5 utilizan aprendizaje basado en similaridades. Estos 
algoritmos generan un árbol de decisión de forma recursiva al considerar el criterio de la mayor 
proporción de ganancia de información, es decir, elige al atributo que mejor clasifica a los datos. Los 
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árboles de decisión ID3 utilizan la búsqueda de hipótesis o reglas, a partir de un conjunto de 
ejemplos. Este conjunto de ejemplos deberá estar conformado por una serie de tuplas de valores, 
cada una de ellas denominadas atributo, en el que en uno de ellos, el atributo a clasificar, es el 
objetivo y suele ser de tipo binario: positivo o negativo, sí o no, válido o inválido, etc. De esta forma 
el algoritmo trata de obtener las hipótesis que clasifiquen, ante nuevas instancias, si dicho ejemplo 
va a ser positivo o negativo. 
 Los árboles de decisión han sido utilizados en varias publicaciones en nuestra investigación 
(Guevara et al., 2013a; Guevara et al., 2013b; Guevara et al., 2014a; Guevara et al., 2014c; Guevara 
et al., 2017), donde se han desarrollado múltiples modelos para la detección de intrusos. Se han 
diseñado meta clasificadores, (Guevara et al., 2013a; Guevara et al., 2014a; Guevara et al., 2014c), 
donde la combinación de varias técnicas de clasificación mejora el resultado de la detección y baja la 
tasa de falsos positivos. Por otra parte otras publicaciones, como (Guevara et al., 2013b; Guevara et 
al., 2017), presentan la aplicación de árboles como una técnica de comprobación de la detección, 
obteniendo resultados satisfactorios en tu porcentaje de precisión. 
 
Figura 3. Árbol de decisión para la detección de intrusos (Guevara, 2016b). 
2.3.3. Algoritmos genéticos 
Los algoritmos genéticos son métodos adaptativos de búsqueda y optimización. Están basados en la 
evolución genética de los organismos vivos. A lo largo de las generaciones, las poblaciones 
evolucionan en la naturaleza acorde con los principios de la selección natural y la supervivencia de 
los más fuertes. Tomando como base esta idea, los algoritmos genéticos son capaces de ir creando 
soluciones para problemas del mundo real. La evolución de dichas soluciones lleva a valores óptimos 
del problema, que depende en buena medida de una adecuada configuración del algoritmo. Los 
principios básicos de los algoritmos genéticos fueron establecidos por (Goldberg and Holland, 1988). 
Es necesaria una codificación o representación de las soluciones. Además se requiere una función de 
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ajuste o adaptación del problema, la cual asigna una evaluación a cada posible solución (individuo) 
codificada. Durante la ejecución del algoritmo, algunos individuos son seleccionados para la 
reproducción, que se cruzarán generando hijos, sobre los cuales puede actuar un operador de 
mutación. El resultado de la combinación de los anteriores operadores genéticos será un nuevo 
conjunto de individuos (posibles soluciones al problema) supuestamente mejores que los anteriores, 
los cuales en la evolución del algoritmo genético formarán parte de la siguiente población. 
 En nuestra investigación se utilizan los algoritmos genéticos, específicamente los sistemas de 
clasificación supervisada UCS. En (Guevara et al., 2014c) se combinan las técnicas de árboles de 
decisión C4.5 y UCS y se aplican a una base de datos Amazon para identificar accesos informáticos de 
los usuarios, con buenos resultados.  
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Capítulo III. Descripción de las bases 
de datos de los experimentos 
 
En esta investigación se han utilizado tres bases de datos que han sido el pilar fundamental para 
comprobar nuestras propuestas y su eficiencia. Estas bases de datos son tanto públicas y privadas. 
Las bases de datos públicas utilizadas son: Unix Comands, KDD 99 y Amazon; por otro lado, la base 
de datos privada pertenece al gobierno ecuatoriano. A continuación describimos cada una de ellas 
de forma más detallada.  
3.1 Base de datos Unix comands 
Se ha utilizado la base de datos de Unix (Aeberhard et al., 1994) para algunos experimentos. 
Contiene 9 conjuntos de datos de usuarios extraídos de los históricos de ejecución de comandos de 
8 usuarios con ordenadores UNIX en un periodo de 2 años (UNIX User Data Set). La información que 
contiene son los nombres de los comandos, banderas y meta-caracteres de shell. Además, existen 
etiquetas como ** SOF ** y ** EOF ** las cuales se han insertado al inicio y al final de las sesiones de 
usuario para identificar su dimensión. Las sesiones están ordenadas por fecha y los símbolos 
aparecen en el orden de ejecución dentro de cada sesión, pero no se incluyen marcas de tiempo. 
 Para obtener buenos resultados en nuestros experimentos se utilizaron dos tipos distintos 
de conjuntos: uno para entrenar el modelo propuesto y otro para realizar pruebas. También trabaja 
con un tercer grupo de datos para validar cada una de nuestras propuestas. Los conjuntos de datos 
se detallan de la siguiente manera: 
Training data: Este conjunto de datos está formado por el 60% de las sesiones de cada uno de los 
usuarios. Son empleados para entrenar el algoritmo.  
Testing data: Este conjunto de datos se utiliza para evaluar funcionamiento (detección) del sistema 
de anomalías entrenado anteriormente con datos de cada uno de los usuarios. 
Validation data: El conjunto de datos de validación es creado a partir de información de testing de 
un usuario específico y de otro usuario diferente. Esta información permite comprobar el 
funcionamiento del algoritmo propuesto.  
 
 
 
 
Tabla 1. Distribución de sesiones por usuarios en la base de datos UNIX. 
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Usuarios Sesiones Comandos 
Longitud Máxima 
Sesión 
USR_0 567 7840 214 
USR_1 515 18851 429 
USR_2 1069 16600 353 
USR_3 501 15864 1865 
USR_4 955 35905 957 
USR_5 582 33657 1400 
USR_6 3419 57314 434 
USR_7 1522 14285 446 
USR_8 1983 50076 564 
TOTAL 11113 250392   
 
 En la tabla 1 se resumen algunas de las características de la base de datos Unix. Los usuarios 
0 y 1 son realmente la misma persona. Ejemplos de algunos comandos son: cd, ls, more, cat, vi, etc. 
La sesión más corta es de un solo comando. La media en longitud de una sesión es de 700, aunque 
depende de cada usuario. Nosotros hemos trabajado con 5 comandos distintos para realizar nuestra 
base de datos para el entrenamiento del modelo. La base de datos contiene comandos, banderas y 
otros tipos de información, pero nos hemos orientado a los comandos más ejecutados por el usuario 
en el sistema operativo Unix para determinar su comportamiento.  
Para nuestra investigación se utiliza toda la base de datos, pero un 60% para entrenamiento 
y un 40% para pruebas del modelo propuesto. El número de registros en la base de datos es de 
400000, con 42 atributos diferentes. Con tanta información el entrenamiento de nuestros modelos 
ha requerido un procesamiento bastante difícil ya que quiere de mucho tiempo para realizarlo. 
En nuestra propuesta para la detección de comportamiento anómalo en comportamientos 
de usuario nosotros hemos visto necesario aplicar una estructura de datos secuencial, donde se 
puede evidenciar de mejor manera los comportamientos fraudulentos. Esta nueva estructura de 
datos contempla un inicio de sesión etiquetado como "** SOF **", seguida de una ejecución 
secuencial de comandos UNIX (de tamaño variable). Para terminar, el fin de la sesión se ha 
etiquetado como "** EOF **", como se puede apreciar en la figura 4. 
** SOF ** f <1> f <1> f <1> ** EOF ** 
** SOF ** elm telnet <1> f <1> ** EOF ** 
 
** SOF ** cd <1> cd <1> ls cd ** EOF ** 
** SOF ** telnet <1> lo ** EOF ** 
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** SOF ** f <1> date telnet <1> f ** EOF ** 
** SOF ** f <1> telnet <1> elm ** EOF ** 
 
** SOF ** elm vt100 elm telnet <1> telnet ** EOF ** 
** SOF ** f <1> date elm ls ** EOF ** 
 
** SOF ** elm f <1> date elm fg ** EOF ** 
** SOF ** elm f <1> date telnet <1> ** EOF ** 
** SOF ** lo ** EOF ** 
     
** SOF ** elm lo ** EOF ** 
    Figura 4. Muestra de estructura secuencial de datos de la base de datos UNIX. 
Para nuestro estudio vamos a partir del trabajo realizado por (Aeberhard, 1994), el cual 
utiliza 7 usuarios de la base de datos UNIX, además, toma como atributos para la clasificación cinco 
comandos, los cuales son "finger", "man", "who", "date" y "more". Pero hemos utilizado otros 
comandos más para que la clasificación sea más precisa, esos comandos fueron seleccionados 
debido al número de veces que fueron ejecutados por los usuarios, lo comandos adicionales son 
"cd", "ls", "elm", "rm", "grep", "make", "mv", "cp", "less" y "cat". Por otro lado la estructura de la 
tabla para la clasificación va ser basada en la estructura descrita en la figura 4. Como se muestra en 
la tabla 5, se puede apreciar la distribución de frecuencia de ejecución de comandos realizados por 
el usuario #1. Adicionalmente, se va a realizar una tabla de datos para cada uno de los usuarios, 
donde las sesiones serán identificadas como "normal" si pertenece al usuario respectivo y al resto de 
usuarios serán etiquetadas como "anormal". 
Tabla 5. Tabla de datos de usuario 1,  con 5 comandos básicos y 11 comandos adicionales. 
 
Comandos básicos Comandos adicionales 
 Sesió
n 
finge
r 
ma
n 
wh
o 
dat
e 
mor
e 
c
d 
 
ls 
el
m 
r
m 
gre
p 
mak
e 
 
mv 
c
p 
les
s 
ca
t 
chmo
d label 
1 
2 0 0 0 0 3 1 0 0 0 0 0 0 0 0 0 normal 
2 
0 0 0 4 0 0 5 1 0 0 0 2 0 0 0 0 normal 
3 
1 1 0 0 3 0 0 1 0 0 0 0 0 0 0 0 normal 
4 
0 2 0 0 0 1 2 1 0 0 0 6 0 0 0 0 normal 
5 
0 0 2 0 0 1 1 0 0 0 0 7 0 0 0 0 
anorma
l 
6 
0 0 3 0 6 0 0 0 7 0 0 2 0 0 0 0 
anorma
l 
7 
1 0 0 0 1 1 1 3 0 0 0 0 0 5 0 0 
anorma
l 
8 
0 3 0 0 1 5 4 0 0 0 0 4 0 0 0 0 
anorma
l 
9 
1 4 0 1 1 0 1 1 1 0 0 3 0 0 1 0 
anorma
l 
 
3.2 Base de datos KDD Cup 1999 
Este conjunto de datos fue utilizado para el “The Third International Knowledge Discovery and Data 
Mining Tools Competition”, que se realize dentro del “Fifth International Conference on Knowledge 
Discovery and Data Mining”. El objetivo del concurso era construir un detector de intrusiones en la 
red, es decir, un modelo predictivo capaz de distinguir entre conexiones fraudulentas, llamadas 
intrusivas, y conexiones normales. El Programa de Evaluación de Detección de Intrusiones de DARPA 
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de 1998 fue preparado y administrado por MIT Lincoln Labs. El objetivo fue estudiar y evaluar la 
investigación sobre detección de intrusos. Se proporcionó un conjunto estándar de datos a ser 
auditados, que incluye una amplia variedad de intrusiones simuladas en un entorno de red militar. El 
concurso KDD de 1999 utiliza una versión de este conjunto de datos. Lincoln Labs creó un entorno 
para generar nueve semanas de datos de volcado TCP sin procesar para una red de área local (LAN) 
de la Fuerza Aérea de Estados Unidos. Ellos operaban la LAN como si fuera de la Fuerza Aérea, pero 
simulaban múltiples ataques. Los datos de entrenamiento en bruto eran aproximadamente cuatro 
gigabytes de datos binarios comprimidos de volcado TCP de siete semanas de tráfico de red. Esto se 
procesó en unos cinco millones de registros de conexión. Del mismo modo, las dos semanas de 
datos de prueba produjeron alrededor de dos millones de registros de conexión. Una conexión es 
una secuencia de paquetes TCP que comienzan y terminan en unos tiempos bien definidos, entre los 
cuales los datos fluyen hacia y desde una dirección IP de origen a una dirección IP de destino bajo 
algún protocolo bien definido. Cada conexión se etiqueta como normal o como ataque, con un tipo 
de ataque específico. Cada registro de conexión consta de aproximadamente 100 bytes. Los ataques 
se dividen en cuatro categorías principales: 
• DOS: denegación de servicio. 
• R2L: acceso no autorizado desde una máquina remota. 
• U2R: acceso no autorizado a privilegios de super usuario (root) locales. 
• Probing (sondeo): vigilancia y otros sondeos, por ejemplo, exploración de puertos. 
Es importante señalar que los datos de prueba no tienen de la misma distribución de probabilidad 
que los datos de entrenamiento e incluyen tipos de ataque específicos que no están en los datos de 
entrenamiento. Esto hace que la tarea sea más realista. Las características de cada uno de los 
atributos de la base de datos están detalladas en una lista completa que se presenta en las tres 
siguientes tablas: 
Tabla 2. Características básicas de las conexiones individuales TCP. 
Nombre del atributo Descripción Tipo 
Duration Longitud (número de segundos) de la conexión continuo 
protocol_type Tipo del protocolo, e.g. tcp, udp, etc. discreto 
Service Servicio de red sobre el destino, e.g., http, telnet, etc. discreto 
src_bytes Número de bytes de datos de origen a destino continuo 
dst_bytes Número de bytes de datos de destino a fuente continuo 
Flag Estado normal o de error de la conexión discreto 
Land 1 si la conexión es al mismo host / de lo contrario es 0 discreto 
wrong_fragment Número de fragmentos erróneos continuo 
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Urgent Número de paquetes urgentes continuo 
 
Tabla 3. Características de contenido dentro de una conexión sugerida. 
Nombre del atributo Descripción Tipo 
Hot Número de indicadores "hot" continuo 
num_failed_logins Número de intentos de inicio de sesión fallidos continuo 
logged_in 1 si ha iniciado sesión correctamente, de lo contrario 0. discreto 
num_compromised Número de condiciones "comprometidas" continuo 
root_shell 1 si se obtiene root shell, caso contrario 0 discreto 
su_attempted 
1 si se ha intentado el comando "su root '', de lo 
contrario 0 
discreto 
num_root Número de accesos "root '' continuo 
num_file_creations Número de operaciones de creación de archivos continuo 
num_shells Número de solicitudes de shell continuo 
num_access_files 
Número de operaciones en archivos de control de 
acceso 
continuo 
num_outbound_cmds Número de comandos de salida en una sesión de ftp continuo 
is_hot_login 
1 si el inicio de sesión pertenece a la lista "hot", caso 
contrario 0 
discreto 
is_guest_login 1 si el inicio de sesión es un "guest'", caso contrario 0 discreto 
 
Tabla 4. Características de tráfico utilizando una ventana de tiempo de dos segundos. 
Nombre del atributo Descripción Tipo 
Count 
Número de conexiones al mismo host que la conexión 
actual en los últimos dos segundos 
continuo 
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Nota: Las siguientes características se refieren las mismas conexiones de host. 
serror_rate % de conexiones que tienen errores "SYN'' continuo 
rerror_rate % de conexiones que tienen errores "REJ'' continuo 
same_srv_rate % de conexiones con el mismo servicio continuo 
diff_srv_rate % De conexiones con el diferente servicio continuo 
srv_count 
Número de conexiones al mismo servicio que la 
conexión actual en los últimos dos segundos 
continuo 
Nota: Las siguientes características se refieren a conexiones de servicio. 
srv_serror_rate % de conexiones que tienen errores "SYN'' continuo 
srv_rerror_rate % de conexiones que tienen errores "REJ'' continuo 
srv_diff_host_rate % de conexiones a diferentes hosts continuo 
 
3.3 Base de datos Amazon access 
Se trata de un conjunto de datos reducido, menos del 10% de los atributos se utilizan para cada 
muestra. Este conjunto de datos está dividido en dos archivos: uno que contiene el acceso para los 
usuarios y el otro que contiene el historial de acceso de un usuario específico. Contiene usuarios y su 
acceso asignado (Amazon Access Samples Data Set). El archivo tiene 4 categorías de atributos: 
1. [PERSON_{ATTRIBUTE}]: Esta categoría describe el 'usuario' al que se le dio acceso. La 
columna [PERSON_ID] es la columna de clave principal del archivo. Hay una fila por usuario. 
• PERSON_ID: Id del usuario 
• PERSON_MGR_ID: Id del administrador del usuario  
• PERSON_ROLLUP_1: ID de agrupación de usuarios  
• PERSON_ROLLUP_2: ID de agrupación de usuarios  
• PERSON_ROLLUP_3: ID de agrupación de usuarios  
• PERSON_DEPTNAME: ID de la descripción del departamento  
• PERSON_LOCATION: Id de la región  
• PERSON_BUSINESS_TITLE: Id del título 
• PERSON_BUSINESS_TITLE_DETAIL: Id de la descripción 
• PERSON_JOB_CODE: Id del código de trabajo  
• PERSON_COMPANY: Id de la compañía 
• PERSON_JOB_FAMILY: Id de la familia de trabajos 
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2. [RESOURCE_ {ID}]: Esta categoría de atributos corresponde a los recursos a los que un 
usuario puede tener acceso. Un usuario tendrá un 1 en esta columna si tiene acceso a ella, 0 
de lo contrario será 0. 
3. [GROUP_ {ID}] - Esta categoría de atributos son los grupos a los que un usuario puede tener 
acceso. Un usuario tendrá un 1 en esta columna si tiene acceso a ella, de lo contrario será 0. 
4. [SYSTEM_SUPPORT_ {ID}] - Esta categoría de atributos es el sistema del que un usuario 
puede tener soporte. Un usuario tendrá un 1 en esta columna si el usuario tiene soporte del 
sistema, de lo contrario será 0. 
Existen múltiples columnas en este conjunto de datos, una breve descripción de una de ellas es: 
• ACTION: o bien 'remove_access' o 'add_access'. 
• TARGET_NAME: {RESOURCE_ID} o {GROUP_ID}. 
• LOGIN: el id del usuario que está obteniendo o perdiendo acceso. 
• REQUEST_DATE: (Fecha/hora) formato año/mes/día/hora: minuto: segundo. 
• AUTHORIZATION_DATE: fecha y hora de autorización, formato año/mes/día/hora:minuto: 
segundo. 
Este conjunto de datos contiene 30000 registros y 20000 atributos en todo el conjunto de datos. En 
nuestra investigación se ha utilizado solo el 10% para nuestro modelo. 
3.4 Base de datos Ecuador 
La información se ha tomado de una base de datos de una entidad pública de la República del 
Ecuador, posee múltiples usuarios que interactúan con un sistema donde realizan una variedad de 
tareas y operaciones. El esquema de la base de datos se presenta en la figura 5. 
 
Figura 5. Esquema de la base de datos Ecuador (Guevara, 2016b). 
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 En la base de datos existen varios atributos que permitirán definir un patrón de 
comportamiento del usuario. Esta información describirá las actividades que realiza dentro del 
sistema, como también fecha, hora, y la estación de trabajo que utiliza regularmente en su acceso. 
Los siguientes son algunos de los atributos que se pueden obtener de dicha base de datos tabla 6. 
Tabla 6. Tabla de atributos de la base de datos Ecuador. 
Nombre atributo Tipo de dato Descripción 
Fecha de ingreso Date Time Indica la fecha y hora en la cual el usuario ingresa al sistema. 
IP Varchar Proporciona la IP de la estación de trabajo en la cual realiza el 
ingreso al sistema. 
País Varchar Muestra el país desde cual realiza el ingreso al sistema. 
Fecha de Actividad Date Time Fecha y hora en la cual el usuario realiza las tareas de Insertar, 
Actualizar y Eliminar en la base de datos. 
Tabla afectada Varchar Muestra la tabla en la cual realiza operaciones. 
Operación Varchar Operaciones que realiza el usuario con los registros. 
Usuario Varchar Presenta el usuario que realiza las actividades en la base de 
datos. 
 
 Para este estudio se han tomado una muestras de cada una de las actividades y tareas 
nombradas anteriormente, y se han creado gráficas que brindan una visualización de la información 
de una manera más simple y sencilla. Como ejemplo se presenta, para un periodo de tres meses y de 
un solo usuario, la variable operación (figura 6). 
 
Figura 6. Gráfica de la variable operación de la base de datos Ecuador. 
 En la figura 7 se presentan las operaciones que el usuario #6 ha realizado sobre la base de 
datos Ecuador. Como se puede observar, la mayor de este usuario es realizar las operaciones de 
actualizar y de insertar que las de eliminar, pero no se descarta ésta última ya que la combinación de 
estas tres operaciones puede ser muy importante para un futuro patrón de comportamiento. 
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Figura 7. Gráfica de usuario #6 en un periodo de 2 meses con las operaciones de actualizar, eliminar 
e insertar, de izquierda a derecha. 
 Otra variable es tabla accedida: describe las tablas sobre las que se realizan actividades 
dentro del sistema y se han denominado Tabla 1, 2, 3 y 4 para mantener la confidencialidad de la 
información que está registrada en cada una de ellas. En la figura 8 se presenta la distribución de la 
información de los usuarios por tablas a los que han accedido. En la figura 9 se presenta el 
comportamiento del usuario #6 respecto a cada una de las tablas en un periodo de tiempo. 
 
Figura 8. Gráfica de acceso a las diferentes tablas de la base de datos. 
 
Figura 9. Gráfica del usuario #6 en 2 meses a las tablas 1, 2, 3 y 4, de izquierda a derecha, de arriba y 
abajo. 
 La variable fecha: proporciona informaciones de los días de la semana en los que se realizan 
operaciones dentro del sistema. Se representa en la figura 10. 
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Figura 10. Operaciones realizadas por los usuarios por día de la semana. 
 La variable hora, de igual forma, muestra los accesos durante la jornada laboral a las 
estaciones de trabajo (Figura 11). 
 
Figura 11. Operaciones realizadas por los usuarios durante la jornada laboral. 
 Por último, la variable estación de trabajo (Figura 12) representa la dirección IP de la 
estación de trabajo desde la que realizan operaciones. 
 
Figura 12. IP de acceso por los usuarios. 
 Para desarrollar una nueva estructura de datos dinámica que describa el comportamiento 
del usuario, es necesario realizar una fusión de información, la que presenta en la figura 13. Para 
posteriormente obtener una estructura secuencial y dinámica del comportamiento del usuario 
(figura 14).  
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Figura 13. Estructura de datos de tareas realizadas por el usuario en la base de datos 
Ecuador (Guevara, 2017). 
 
Figura 14. Diagrama de propuesta de estructura de datos secuencial con la base de datos 
Ecuador (Guevara, 2017). 
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Capítulo IV. Relación de 
publicaciones y discusión 
integradora 
 
En este capítulo se presentan las publicaciones asociadas a la investigación doctoral aunadas según 
las aportaciones relativas a los sistemas de seguridad implementados. 
También en esta investigación se ha trabajado con varios conjuntos de datos reales,  tanto 
de red como de sistemas informáticos. Este análisis de cada uno de los conjuntos de datos se ha 
desarrollado, en el capítulo anterior. Este estudio de la información de los usuarios permitió 
desarrollar diversos modelos para la detección de intrusos y de anomalías en el comportamiento de 
los usuarios. Además, fue la base fundamental para la creación de la nueva estructura de datos 
secuencial, la cual permite describir de forma mucho más real y dinámica el comportamiento de un 
usuario. Dicha estructura fue utilizada en los artículos (Guevara et al., 2016a; Guevara et al., 2017), 
con resultados bastante buenos y un funcionamiento eficiente cumpliendo con dos de los principales 
objetivos planteados en el trabajo doctoral. 
Otro de los objetivos que se ha abordado en este trabajo doctoral ha sido el análisis, diseño 
y desarrollo de meta clasificadores para la detección de intrusos, (Guevara et al., 2013a; Guevara et 
al., 2014ª; Guevara et al., 2014c). La combinación de una variedad técnicas de clasificación 
supervisada ha mejorado la tasa de precisión de la detección, con un porcentaje muy bajo de la tasa 
de falsos positivos y una eficiencia del clasificador bastante buena. Por ejemplo, en la publicación 
(Guevara et al., 2014c) se combinan las técnicas de árboles de decisión C4.5 y UCS y se aplican a una 
base de datos Amazon para identificar accesos informáticos de los usuarios, con buenos resultados. 
Otro de los objetivos de esta investigación doctoral fue el desarrollo de un algoritmo que 
aplique teoremas estadísticos para la detección de ataques en un sistema informático. Se propuso 
un algoritmo de detección de anomalías y fugas de información en la publicación (Guevara et al., 
2017). Ahí se describe la aplicación de cadenas de Markov y el teorema de Bayes para identificar 
anomalías en la ejecución secuencial de tareas. Este algoritmo es la principal aportación al trabajo 
doctoral debido a su impacto, originalidad y aplicación en el mundo real. 
Finalmente, se ha desarrollado un algoritmo de detección de anomalías en el 
comportamiento de los usuarios aplicando técnicas bio-inspiradas como la selección negativa. Este 
algoritmo fue publicado en el artículo (Guevara et al., 2016a). Utiliza el histórico de la ejecución de 
tareas de cada uno de los usuarios con comportamiento normal para generar secuencias de tareas 
anómalas (intrusivas). Esto permitió que la detección de posibles desviaciones del comportamiento 
habitual de los usuarios pueda ser identificada de una forma más rápida y eficiente, cumpliendo con 
el último objetivo planteado en la tesis doctoral. 
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4.1. Publicaciones y premios derivados de la 
Tesis 
Congresos 
1) Autores: C. Guevara, M. Santos, J. A. Martín 
Título: Método para la detección de intrusos basado en la sinergia de técnicas de 
Inteligencia Artificial 
Congreso: Congreso Español de Informática CEDI 2013. 
Lugar y fecha: Madrid-España; 17 al20 septiembre 2013. 
Índice de calidad: Congreso nacional 
 
2) Autores: C. Guevara, M. Santos, J. A. Martín-H 
Título: Identification of computer information system intruders by decision trees and 
artificial neural networks 
Congreso: 2013 ISKE 8th Int. Conference on Intelligent System and Knowledge Engineering 
Lugar y fecha: ShenZhen, China, 20 al 23 de noviembre de 2013 
Índice de calidad: Congreso "Core B" 
 
3) Autores: C. Guevara, M. Santos, J. Martin, V. López 
Título: Reaching a consensus on access detection by a making decision system 
Congreso: International Conference on Progress in Informatics and Computing PIC 2014  
DOI: 10.1109/PIC.2014.6972308 
Lugar y fecha: Shaghai - China, 16 al 18 mayo de 2014.  
Índice de calidad: Congreso IEEE 
 
4) Autores: C. Guevara, M. Santos, V. López 
Título: Training strategy to improve the efficiency of an intelligent detection system 
Congreso: International FLINS Conference on Decision Making and Soft Computing 
Lugar y fecha: João Pessoa (Paraíba), Brasil, 17 al20 de agosto de 2014. 
Índice de calidad: Congreso "Core B" 
 
5) Autores: C. Guevara, M. Santos, V. López 
Título: Data leakage detection algorithm based on sequences of activities 
Congreso: International Symposium on Research in Attacks RAID 2014 
Lugar y fecha: Gothenburg-Sweden, 17 al 19 de septiembre de 2014. 
Índice de calidad: Congreso "Core A" 
 
6) Autores: C. Guevara, M. Santos, V. López 
Título: Sistema de detección de intrusos aplicando selección negativa en perfiles  
de usuario 
Congreso: I Jornadas Nacionales de Investigación en Ciberseguridad 
Lugar y fechas: León- España ,14 al 16 de septiembre de 2015. 
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ISBN: 978-84-9773-742-5; RIASC, Universidad de León, INCIBE 
Volumen, pág. (año): 8-13, 2015 
Índice de calidad: Congreso nacional 
 
7) Autores: C. Guevara, M. Santos, V. López 
Título: Sistema inmune artificial para la detección de comportamientos anómalos  
de usuarios en sistemas informáticos 
Congreso: CAEPIA 2015 XVI Conferencia de la Asociación Española para la Inteligencia  
Artificial 
Lugar y fechas: Albacete - España, 09 al 12 de noviembre de 2015.  
Publicación: Actas de la XVI Conferencia de la Asociación Española para la Inteligencia  
Artificial 
ISBN: 978-84-608-4099-2 
Volumen, pág. (año): 209-218, 2015 
Índice de calidad: Congreso nacional 
 
8) Autores: C. Guevara, M. Santos, V. López 
Título: Intrusion detection with neural networks based on knowledge extraction by 
decision trees 
Congreso: 9th International Conference on Computational Intelligence in Security for 
Information Systems CISIS 2016. DOI: 10.1007/978-3-319-47364-2_49 
Lugar y fecha: San Sebastián - España, 19 al 21 de octubre de 2016. 
Índice de calidad: Congreso "Core B" 
 
Revistas 
9) Autores: C. Guevara, M. Santos, V. López 
Título: Negative selection and Knuth Morris Pratt algorithm for anomaly  
detection 
Revista: IEEE Latin America Transactions. ISSN: 1548-0992.  
Doi: 10.1109/TLA.2016.7459637 
Volumen, pág. (año): 2016 
Índice de Calidad: JCR 2015 : 0.436 (2015) Engineering, Electrical & Electronic 219/257 (Q4) 
 
 
 
10) Autores: C. Guevara, M. Santos, V. López 
Título: Data leakage detection algorithm based on task sequences and 
probabilities 
Revista: Knowledge-Based Systems 
 Elsevier, ISSN: 0950-7051. Doi: 10.1016/j.knosys.2017.01.009 
Volumen, pág. (año): in press, 2017 
Índice de calidad: JCR 2015: 3.325 (2015) Computer Science, Artificial Intelligence 
17/130 (Q1) 
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4.1.1. Premios 
 
1. “Sistema de detección de intrusos aplicando selección negativa en perfiles de usuario", 
Ganador del premio al mejor artículo de estudiante en las Jornadas Nacionales de 
Investigación en Ciberseguridad JNIC 2015, del 14 al 16 de septiembre de 2015. León, 
España. 
2. "Sistema de detección de fugas de información ILLALPA", Finalista en la presentación de 
proyectos Cyber Camp 2014, 1 al 4 diciembre 2014. Madrid, España. 
3. "Identification of computer information system intruders by decision trees and artificial 
neural networks", Premio al mejor poster de artículo científico en 8th International 
Conference on Intelligent Systems and Knowledge Engineering (ISKE 2013), noviembre 2013. 
ShenZhen, China 
 
4.2. Publicaciones sobre sistema de detección de 
intrusos 
En esta investigación doctoral se marcó como objetivo prioritario la disminución del 
porcentaje de falsos positivos en la detección de intrusos. Esto se ha conseguido con la aplicación de 
técnicas de inteligencia artificial y la nueva estructura de datos propuesta.  En esta sección se 
describirán de forma breve cada uno de los artículos publicados y las aportaciones realizadas en 
cada uno de ellos. 
Así, en el artículo publicado en el congreso CEDI 2013  (Guevara et al., 2013a), se presenta la 
creación de un meta-clasificador con la combinación de varias técnicas inteligentes de clasificación 
como son: la red neuronal multicapa, máquinas de vectores soporte y árboles de decisión. Se 
desarrolló un sistema de detección de intrusos para la base de datos KDD 99. El sistema consigue 
una alta eficiencia y fiabilidad en la detección de intrusos en las redes o sistemas informáticos. En 
concreto se obtuvieron buenos resultados, con una precisión del 99% y una tasa de falsos positivos 
del 1%, lo que valida la eficiencia de la propuesta. 
 En la misma línea, en el artículo del congreso ISKE 2013 (Guevara et al., 2013b), se presentó 
un sistema de detección de intrusos que utiliza una red neuronal para clasificar las tareas que ha 
realizado el usuario en la jornada laboral (día, hora y operación), en un periodo de tiempo de 2 años 
(base de datos Ecuador). Posteriormente, aplicando árboles de decisión y el teorema de Bayes, se 
detecta si es una intrusión o un comportamiento normal del usuario. Además se desarrolló una 
interfaz gráfica que muestra el comportamiento de cada uno de los usuarios como el resultado de la 
detección, con buenos resultados. El propósito de este trabajo era mostrar cómo se pueden utilizar 
diferentes técnicas inteligentes para identificar a los usuarios que acceden a la información y 
detectar intrusiones. Al aplicar técnicas avanzadas e inteligentes de análisis y de minería de datos se 
han modelado patrones de comportamiento de los usuarios. Estos perfiles de usuario son dinámicos.  
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 El artículo publicado en el congreso PIC 2014 (Guevara et al., 2014a), desarrolla un meta-
clasificador con la combinación de cuatro técnicas de clasificación: ID3, Naive Bayes, UCS y C4.5, 
para clasificar ataques de red utilizando la base de datos KDD 99. Para validar la detección el 
resultado del meta-clasificador es finalmente interpretado por un sistema dinámico de reglas, lo que 
proporciona una identificación muy eficiente. La tasa de accesos correctamente clasificados como 
normales o ataques es del 99.99% con un porcentaje de falsos positivos muy bajo. 
 Otro artículo, publicado en el congreso FLINS 2014 (Guevara et al., 2014c), crea un modelo 
basado en la sinergia de dos técnicas de clasificación, C4.5 y UCS para identificar accesos no 
permitidos a recursos, utilizando la base de datos Amazon (el desafío Kaggle). En esta propuesta se 
divide el conjunto de datos en tres partes e se ingresa al clasificador, que detecta si es un 
comportamiento normal o intrusivo. Esta estrategia ha resultado más eficaz que si toda la base de 
datos se utiliza como un conjunto único. La precisión del clasificador es del 98.4 % en el 
entrenamiento y del 98.1% en pruebas, lo que es un buen resultado para la detección. 
 En el congreso nacional JNIC 2015 (Guevara et al., 2015b), se desarrolló un IDS aplicando 
selección negativa, con la base de datos Ecuador para el desarrollo de la propuesta, y una estructura 
de datos secuencial de cada sesión de usuario presentada en el artículo (Guevara et al., 2014c), que 
se ha extendido para su aplicación en este trabajo. Se trabaja con el comportamiento normal de 
cada uno de los usuarios para generar comportamientos anómalos y de esta manera identificar en 
las sesiones futuras intrusiones. Las contribuciones específicas son: modelo de datos, la 
identificación de un perfil de usuario y la aplicación de algoritmos de selección negativa y de 
búsqueda de secuencias de forma local, como Knuth Morris Pratt (KPM), para identificar tareas 
intrusivas de forma eficiente. La precisión de la propuesta es de 99.31% y la tasa de falsos positivos 
de 0.44%. 
 En el congreso CAEPIA 2016 (Guevara et al., 2015b), se presenta un IDS que aplica el sistema 
inmune artificial humano para detectar comportamientos anómalos dentro de un sistema 
informático. Las principales aportaciones de este trabajo son: el proceso de desarrollo de un modelo 
de datos dinámico, clasificación de las tareas más ejecutadas y las poco ejecutadas por cada usuario, 
presentado en el artículo (Guevara et al., 2014c; Guevara et al., 2015a) y ampliado en este trabajo. 
Además, la aplicación de un algoritmo de sistemas inmunes artificiales, como la selección negativa, 
para la generación de detectores de secuencias binarias de tareas anómalas para la posterior 
detección de comportamientos peligrosos de los usuarios en el algoritmo de búsqueda local Knuth 
Morris Pratt (KMP). Este trabajo ha obtenido buenos resultados, con un 95.5% de precisión, pero 
con una media de tiempo de detección de 74.99 segundos, que pasa un sistema real es muy lento. 
También en el congreso CISIS 2016 (Guevara et al., 2016b) se aborda de nuevo el problema 
de la detección de intrusos o el acceso no autorizado a computadoras, que ha sido siempre crítico 
cuando se trata de sistemas de información, donde la seguridad, la integridad y la privacidad son 
cuestiones clave. Aunque se están desarrollando y aplicando estrategias cada vez más sofisticadas y 
eficaces de detección, tanto de hardware como de software, todavía existe la necesidad de 
mejorarlas para erradicar completamente el acceso ilegítimo. El propósito de este trabajo es mostrar 
cómo las técnicas informáticas se pueden utilizar para identificar el acceso no autorizado a las 
computadoras. Se aplica primero un análisis avanzado de los datos para obtener un enfoque 
cualitativo. Los árboles de decisión se utilizan para obtener patrones de comportamiento de los 
 46 
 
usuarios, y las redes neuronales se usan como clasificadores para identificar los intrusos. El resultado 
obtenido es alentador cuando se ha aplicado la combinación de técnicas inteligentes sobre datos 
reales. 
 Finalmente, el artículo publicado en la revista IEEE Transactions in Latinoamérica (Guevara 
et al., 2016a), utiliza el algoritmo de Knuth Morris Pratt (alineamiento de secuencias) y selección 
negativa para generar subsecuencias anómalas basadas en el comportamiento normal de los 
usuarios y buscarlas en una nueva sesión de usuario. El trabajo se basa en información del 
comportamiento de usuarios autorizados que han realizado varias tareas en un sistema informático 
durante dos años. El estudio utiliza una estructura de datos dinámica que puede codificar las 
actividades actuales de los usuarios y sus comportamientos, presentado en los artículos (Guevara et 
al., 2015a; Guevara et al., 2015b), pero mejorado y extendido para su aplicación en este trabajo. La 
identificación de las tareas más y menos frecuentes, basadas en la base de datos histórica de cada 
usuario, proporciona una forma sencilla de crear un perfil de comportamiento. Con este perfil 
aplicamos técnicas de selección negativa para obtener un conjunto razonable de detectores 
anómalos. A continuación se aplica el algoritmo de Knuth-Morris-Pratt para localizar detectores de 
anomalías como indicadores de comportamiento fraudulento. Este procedimiento para detectar el 
comportamiento anómalo ha sido probado en datos reales y los resultados demuestran la 
efectividad de la propuesta y motivan investigaciones adicionales para mejorar el sistema de 
detección existente. Los resultados han obtenido una media de 98% de precisión y un 5% de falsos 
positivos. 
4.3. Publicaciones sobre sistemas de detección 
de fugas de información 
De las publicaciones de la investigación doctoral, en el artículo del congreso RAID del 2015 (Guevara 
et al., 2014c), se plantea la búsqueda de subsecuencias anómalas para detección de fugas de 
información en sesiones de usuario en la base de datos Ecuador. En este artículo se utiliza una 
estructura de datos secuencial de las tareas realizadas por un usuario en una sesión. Se emplea el 
algoritmo de page Rank (Page, 1999) para agrupar las tareas ejecutadas frecuentemente por cada 
usuario, para posteriormente calcular su probabilidad aplicando el teorema de Bayes. Este algoritmo 
trabaja con datos históricos de las actividades de los usuarios autorizados en un sistema informático. 
Esta información reúne datos de la hora de los accesos, duración, día de la semana, operación, tabla 
a la que se ha accedido, etc. Los datos han sido proporcionados por una institución gubernamental 
del Ecuador. El procedimiento tiene dos fases: la primera se basa en el cálculo de la probabilidad de 
cada actividad que realiza un usuario. Estas actividades son, por ejemplo, modificar un archivo, 
eliminar, copiar, etc. Las diferentes actividades en diferentes momentos están codificadas. El 
algoritmo Page Rank se utiliza para calcular la probabilidad de cada actividad.  
Pero las actividades forman secuencias, es decir, durante una sesión (tiempo entre el inicio sesión y 
desconexión), el usuario realiza diferentes actividades, una tras otra. Estas secuencias de actividades 
pueden tener diferentes longitudes. Se calcula la probabilidad de cada secuencia el teorema de 
Bayes y el mínimo de estas probabilidades condicionales se establece como umbral. La probabilidad 
de cada actividad se compara con el umbral. Si no lo supera, se genera un mensaje de advertencia 
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de posible fuga. De lo contrario, la secuencia de actividades pasa a la segunda fase del 
procedimiento. La secuencia de actividades que se está evaluando se compara con todas las 
secuencias de actividades de ese usuario almacenados en su histórico. Aplicando el algoritmo de 
Smith-Waterman, se obtiene una puntuación de similitud para esta subsecuencia con respecto al 
resto de las secuencias realizadas previamente por el usuario. Este algoritmo determina regiones 
similares entre dos cadenas comparando segmentos de todas las longitudes posibles y optimiza la 
medida de similitud. Si la puntuación es mayor que un segundo umbral, la actividad puede 
considerarse correcta; de lo contrario puede ser una fuga. Aunque este algoritmo todavía está en 
desarrollo, su principal contribución es la forma en que maneja diferentes longitudes de las 
secuencias y cómo funciona con un patrón de comportamiento de cada usuario. 
 Otro artículo de la tesis doctoral ha sido publicado en la revista KNOSYS (Guevara et al., 
2017). Presenta un algoritmo para la detección de fugas de información utilizando las bases de datos 
Ecuador y Unix Comands. En este trabajo se propone un nuevo algoritmo para detectar el 
comportamiento anómalo de los usuarios en sesiones de trabajo en sistemas informáticos, con la 
estructura de datos desarrollada para los artículos (Guevara et al., 2014c; Guevara et al., 2015a;  
Guevara et al., 2015b; Guevara et al., 2016a). Primero se identifica el perfil de comportamiento de 
cada usuario autorizado y las tareas computacionales que habitualmente realiza en los archivos del 
sistema. A continuación, se codifica una nueva sesión como una secuencia de tareas (con 
subsecuencias de longitud 2) y se aplica un algoritmo basado en la probabilidad de dichas 
secuencias. Las actividades clasificadas como posibles anomalías se comprueban dos veces mediante 
la aplicación de cadenas de Markov. El procedimiento ha demostrado ser eficiente en términos de 
alta precisión de detección y baja tasa de falsos positivos. Se ha validado en una base de datos real 
proporcionada por una institución gubernamental de Ecuador y también en un conjunto de datos 
público de comandos Unix. Además, se ha demostrado que el algoritmo es eficiente con respecto al 
tiempo computacional y la sobrecarga de este software de monitoreo es baja. En concreto, la tasa 
de correctamente clasificados es del 94.78% y la tasa de falsos positivos es 4.73%. 
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Capítulo V. Conclusiones y trabajos 
futuros 
5.1. Conclusiones 
La seguridad de la información se ha desarrollado y ha evolucionado considerablemente en las 
últimas décadas, debido a que es un área de con gran importancia para personas y organizaciones 
en todo el mundo. Esta área se centra en diseñar e implementar sistemas tecnológicos preventivos y 
reactivos que permiten resguardar y proteger la información de las organizaciones para mantener la 
confidencialidad, la disponibilidad e integridad de datos de la misma. Debido al elevado número de 
ciberataques a sistemas informáticos públicos y privados, se ha visto la necesidad de desarrollar 
nuevas estrategias, modelos, algoritmos y sistemas para analizar e identificar posibles actividades 
fraudulentas en sistemas de información. 
En esta tesis se aportan distintas contribuciones en diferentes áreas.  
Se ha implementado una nueva estructura de datos de secuencias de tareas (comandos y 
actividades), que permite la aplicación de técnicas de aprendizaje máquina y algoritmos de 
alineamiento de secuencias. Esta estructura fue aplicada a dos bases de datos distintas, una pública 
que es la de UNIX Comands y otra privada que pertenece a un sistema del sector de gobierno de la 
República del Ecuador.  
• Se han implementado modelos de meta-clasificadores para la mejora de la 
eficiencia en la detección e identificación de intrusos con buenos resultados en término 
de porcentaje de aciertos y reducción de la tasa de falsos positivos. Se ha propuesto 
varios métodos para la detección de intrusos mediante la sinergia de técnicas de 
clasificación que provienen de la inteligencia artificial. Se ha evaluado la aplicación de 
varias técnicas de clasificación a un problema bien definido, y se ha probado como la 
combinación de varias de ellas mejora el porcentaje de aciertos. Se ha utilizado como 
base de conocimientos con diversas bases de datos.  
En concreto se han aplicado árboles de decisión C4.5 e ID3, redes neuronales, algoritmos 
genéticos UCS, máquinas de vectores de soporte SVM, Naive Bayes y vecinos más 
cercanos, para la clasificación de comportamientos normales y anormales de los 
sistemas informáticos estudiados. 
• Además otra aportación es la aplicación de sistemas inmunes artificiales, selección 
negativa y Knuth Morris Pratt (alineamiento de secuencias de ADN), que basándose en el 
comportamiento esperado de los usuarios (base de datos del histórico de los usuarios), 
generan comportamientos anómalos y buscan la secuencia de ejecución de tareas 
realizadas por el usuario una sub-secuencia fraudulenta, con una detección precisa y 
eficiente, obteniendo resultados con una baja tasa de falsos positivos en la fase de 
pruebas. El estudio lo que permitió que el trabajo pueda describir de una forma 
aproximada la creación de perfiles de usuario representados por el modelo de datos. La 
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ventaja de nuestro modelo es la generación de comportamientos anómalos, aplicando 
selección negativa, a partir de comportamientos normales de cada uno de los usuarios. 
Esto permite que el perfil de cada usuario sea único y dinámico. El IDS se aplicó para 
comprobar el análisis de sensibilidad y definir el mejor rendimiento de parámetros de 
detección. Esta forma ofrece un mejor equilibrio entre la tasa de detección y tasa de 
falsas alarmas, también comprueba su adaptabilidad al comportamiento humano para la 
detección aplicando el enfoque propuesto. 
 
• Por último, otra de las aportaciones de nuestro trabajo fue el desarrollo de un nuevo 
algoritmo de detección de fugas de información basado en la probabilidad de ejecución 
de tareas de los usuarios. El algoritmo está estructurado en múltiples pasos 
consecutivos, el último paso es comprobar la decisión de si es o no un intento de ataque. 
El algoritmo trabaja con la probabilidad de las secuencias de tareas que han sido 
ejecutadas por un usuario en una computadora. Se ha demostrado que es eficaz en 
términos de exactitud y con una tasa de falsos positivos muy baja, que es una de sus 
principales ventajas.  
 
Además se ha realizado un análisis del tiempo computacional que requiere en 
entrenamiento y aplicación del algoritmo, llegando a la conclusión de que puede 
utilizarse como monitor de software, ya que no sobrecarga el tiempo de trabajo. En 
otras palabras, cuando un usuario está ejecutando una secuencia de actividades, el 
sistema de detección supervisa su actividad al mismo tiempo pero sin ralentizar el ritmo 
de trabajo. Además, se puede implementar en cualquier sistema informático y es 
escalable.  
La principal limitación de las propuestas es que son algoritmos supervisados, que 
funcionan con datos históricos, y por lo tanto, necesitan información de los usuarios 
para generar su patrón de comportamiento (en nuestro caso los menos los datos de los 
últimos tres meses). De hecho, si la secuencia de tareas realizadas por un usuario en una 
sesión es demasiado corta, el sistema no podría detectar si es normal o no.  
Otra limitación de nuestro enfoque es que se centra en la detección y no en la 
prevención. 
5.2. Trabajos futuros 
A partir de las contribuciones conseguidas en este trabajo de investigación, planteamos algunas 
líneas de trabajo futuro. 
• En el algoritmo desarrollado con cadenas de Markov se puede mejorar la identificación de 
sub-secuencias anómalas aplicando Deep Learning para mejorar la precisión del clasificador 
y también el tiempo de detección. 
 
• Para los sistema de detección de anomalías y de detección de intrusos proponemos, en 
primer lugar, la aplicación de algoritmos de procesamiento de Big Data (Ramírez, 2017). 
También se podría unificar toda la información de distintos sistemas informáticos, redes 
sociales, dispositivos móviles, etc., para definir un perfil más real de cada uno de los 
 51 
 
usuarios, y de esta manera que sea más eficiente la detección de comportamientos 
anómalos. 
 
 
• Finalmente, otro avance que planteamos es la implementación de sistemas biométricos 
basados en ritmo cardiaco, movimiento de pupilas, ritmo de escritura, entre otras, para que 
el perfil del usuario sea único y así más eficiente para detectar un posible ciberataque. 
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Chapter 1: Introduction 
 
Over the last few decades, information networks have grown exponentially due to the great number 
of computers, servers, and communication equipment connected to the Internet. Thus, these 
systems have become an essential part of people's lives. The Internet has become a tool which has 
revolutionized society and, in particular, information technology and telecommunications. 
 Currently, most people and institutions make use of networks to carry out operations and 
dealings concerning finance, tax, advertising, corporations, health, etc. 
 Due to this open access, the data handled should be protected so they are not misused. 
Information is one of the most important assets for companies and businesses. In fact, cyberattacks 
are a major problem which affects most people and businesses around the world. This problem can 
be described as the transfer of private data in a prohibited manner from an organization to an 
external agent (an unauthorized person or organization). It is currently a real concern and a threat to 
security. Confidential data belonging to people and institutions include intellectual property, 
financial information, personal information, and a wide variety of information regarding the business 
and industry involved (Kumar, 2013). A study carried out by Insight Express in the United States, 
commissioned by Cisco Systems in 2008, revealed that employee behavior is one of the most 
significant threats of loss of sensitive information. Recent studies report that internal threats cause 
greater financial loss than attacks made from outside the organization (Takebayashi and Tomoyoshi, 
2010). 
 Though there are many examples, the most well-known case of leakage of confidential 
information was the disclosure of internal documents belonging to the National Security Agency 
(NSA) of the United States via "WikiLeaks". The problem consisted in the disclosure of 250,000 
diplomatic cables and 400,000 military reports. This incident received a lot of attention and the 
computer security of the United States was criticized by many other countries and civil rights 
organizations. In fact, these crimes can cause great financial losses or seriously damage the 
reputation of an organization or government (Karhula and Paivikki, 2011). 
 Due to all of the aforementioned, it is necessary to implement new security policies that 
include the prevention and detection of intrusions and the leakage of sensitive information in 
institutions. Intentional information leakages compromise the security of information. Furthermore, 
the main actors in the leakage of data in institutions are often users who are authorized to access 
internal systems. 
 This dissertation will present the development of algorithms based on artificial intelligence 
for the detection of intrusions in computer systems and the detection of anomalies in user behavior 
to identify information leakages. The method is based on the operations, activities, and tasks carried 
out by the user within the information systems. 
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1.1. Purpose 
Currently, the security of IT networks and systems is of great importance given the value of 
information in public or private institutions. Furthermore, the phenomenal amount of data handled 
by people and the computers they use is a major problem given the possibility of accidental or 
intentional leakages, which may cause massive losses for people or institutions. 
 The public sector of the Republic of Ecuador has a large network of information systems 
which allow to automatically carry out internal activities and tasks. However, safeguarding the 
integrity and confidentiality of this information is increasingly more difficult. This network suffers 
constant and varied types of cyberattacks aimed at stealing or modifying the classified information 
of government institutions. Important documents are shared across different institutions through 
this large information network. This leads to user impersonation and makes the network vulnerable 
to attacks from unauthorized parties. Hence the need to implement an efficient system in order to 
properly control access and prevent these cyberattacks. 
 The efforts made until now to prevent these attacks have resulted in complex and inefficient 
security systems, given that most impersonations and intrusions are made within government 
entities, which complicate the identification of authorized users. This is the main reason why a study 
of user behavior has been proposed, by applying intelligent techniques to pattern recognition, in 
order to efficiently and automatically identify fraudulent access. In other words, models have been 
developed for the detection of anomalies, intrusions, and information leakages by using the unique 
behavior of each user in the information systems. 
1.2. Objectives 
1.3.1. General Objective 
The objective of this dissertation is to design, develop, and implement a set of efficient algorithms by 
applying artificial intelligence techniques for the detection of anomalies and information leakages, 
and the identification of fraudulent access in information systems. 
1.2.2. Specific Objectives 
• Analyze sets of real data to identify computer attacks both on networks and systems. 
• Develop a dynamic sequential data structure to describe the behavioral pattern of users. 
• Apply artificial intelligence techniques jointly to identify intrusions in computer equipment. 
• Develop algorithms based on statistical techniques to calculate the probability of an attack 
according to user behavior. 
• Develop algorithms based on bio-inspired techniques to detect information leakages. 
1.3. Dissertation structure 
 This dissertation is organized in the following manner: after this introductory chapter, chapter 2 
presents the state-of-art in the field of computer security, with a brief history, definition, the 
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elements of which it consists, and the existing threats. It also includes the classification of computer 
attacks and the different aspects with which they interact, weaknesses of management systems, and 
design defects. 
Chapter 3 describes, regarding publications resulting from this dissertation, the databases 
used, anomaly, intrusion and leakage of information detection systems, as well as the strategy on 
which each of them is based. It also contains a brief discussion on artificial intelligence techniques 
and algorithms used in the dissertation for the detection of computer attacks, such as artificial 
neural networks, decision trees, genetic algorithms, etc.  
 Chapter 4 features the papers and contributions published in national and international 
congresses and indexed journals. These papers were developed with different databases and 
algorithms to generate comparative results in the field of anomaly, intrusion, and leakage of 
information detection. These publications and their quality scores confirm the interest of the 
submitted contributions as well as the good results obtained.  
 Chapter 5 presents the main conclusions drawn from the research findings and future lines 
works in this area. 
 
  
 58 
 
 
  
 59 
 
Chapter 2: Computer security 
 
Computer security is a field specifically focused on the protection of computer infrastructure 
(communication equipment, data storage, servers, computers, mobile devices, etc.), safeguarding 
the information which is contained or shared on electronic media. In order to achieve this objective, 
laws, regulations, standards, protocols, equipment, tools, applications, etc., have been created, with 
the aim of minimizing the possible risk of information ending up in the hands of unauthorized 
individuals. 
 Therefore, computer security is the discipline of designing rules, procedures, methods, 
techniques, tools or applications to achieve confidentiality, integrity, and availability in an 
information system (Stavroulakis and Stamp, 2010). 
 Computer security is based on three key pillars: confidentiality, that is, that information is 
accessible only to authorized individuals; data integrity, meaning it remains unchanged in case of 
malicious events, accidents or disasters; and availability, allowing the use of information on a 
computer system at all times by authorized users, with no degrading regarding access. Finally, 
authenticity is the element that allows to identify the information generator (Russell and Gangemi, 
1991). 
2.1. Computer security elements 
Computer security was developed to protect the main computer elements, which are: 
• Computer infrastructure: it entails seeking optimal functioning and administration of 
technological equipment to prevent any harmful event (fraud, malfunctions, natural 
disasters, theft, etc.), that impedes the normal performance of the computer equipment. 
• Users: people who use the computer infrastructure and manage the information to be 
protected. The main task is to guarantee that the handling of information by the users is 
appropriate and secure. 
• Information: it is the main asset of a person or institution. Information is part of the 
computer infrastructure and is handled by the users. 
 Attacks on the security of an information system or network consist in a flow of information 
from a source (hard drive, file, database, etc.) to a destination, such as another file or user. There are 
four types of possible attacks on information, which are: 
• Interruption: the destruction or deactivation of a resource in an information system or 
network, which ceases to be available to users. This is an attack on availability. 
• Interception: an unauthorized actor (person, program or equipment) that manages to access 
a resource to carry out fraudulent activities (wire tapping to acquire data, illegal copying of 
files or programs, etc.). This is an attack on confidentiality. 
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• Modification: the impairment of the resource (modifying information, altering a program, 
editing the content of messages, etc.) that is unlawfully re-edited. This is an attack on 
integrity. 
• Fabrication: the creation of false objects (files, programs, data) by an unauthorized actor 
that inserts them in information equipment or systems. This is an attack on authenticity. 
2.1.1. Computer attacks 
A computer attack is a method through which an actor (unauthorized person, equipment or 
program) attempts to take control of, disrupt or damage another computer system (computer, 
private network, etc.) by using computer equipment or systems. (Burke and Christiansen, 2009). 
Computer attacks may be categorized into two groups: passive and active. 
c) Passive attacks carry out observations of the transmissions made in an information system 
or network. The objective is to obtain information which is being transmitted in order to 
disclose it and use it for fraudulent activities. In order to carry out such an attack, the 
unauthorized actor analyses the traffic of the network in order to extract confidential 
information. The fraudulent actor may determine the location and identity of the computers 
that are communicating and observe the frequency and the length of the exchanged 
messages. This information can be useful to identify the nature of the communication that is 
being made. Passive attacks are very difficult to detect, given that they do not alter the data. 
However, it is possible to impede their success. Therefore, in dealing with these attacks, the 
focus is on prevention rather than on detection. 
d) Active attacks modify the flow of data or create false flows. They are categorized in four 
groups: masking, repetition, modification of messages, and denial of a service. 
 Both active and passive attacks require a technical analysis for the optimum prevention of 
any type of attempt of unauthorized action in the information system or network. 
  
  
 
2.2. Security systems 
 
The Internet and computer systems have raised many security problems due to the continuous use 
of networks. Studies show that the number of intrusions has risen exponentially every year. All 
intrusions or malicious attacks to networks, servers, computers or information systems may cause 
massive losses or serious disasters to people or institutions, as well as breach information security 
policies. Cybersecurity is an important area of research to improve detection and prevent all types of 
threats to the networks and systems where information is stored (Kleinberg et al., 2001). 
 In order to better identify the different aspects of the problem of intrusion in computing, 
detection and prevention systems are used (Deepa and Kavitha, 2012).  
 An intrusion is described as an attempt to compromise information, and avoid or violate the 
security mechanisms of a network or computer. The detection of intrusions is the process of 
monitoring the events that occur in a computer system or network, analyzing them in order to be 
able to identify possible signs of attacks (Kantzavelou and Katsikas, 2010). An intrusion detection 
system (IDS) is software or hardware that automates the intrusion detection process and identifies 
unauthorized access (Kabiri and Ghorbani, 2005; Chung and Wahid, 2012). 
 Within the area of detection there is a more specific context, the detection of information 
leakages, which is subsequent to the detection of intrusions. It occurs with authorized and legitimate 
users who go undetected by the IDS, but carry out fraudulent activities to leak sensitive information.  
 Furthermore, the prevention of intrusions has the characteristics and capacities of IDS, but 
its main aim is attempting to prevent possible incidents by limiting the use of their resources, i.e, it 
changes the content of the attack and/or the security environment and prevents the attack from 
being successful. It can also change the settings of other security controls to interrupt attacks, such 
as resetting a network device to block the attacker's or victim's access, or modify a host-based 
firewall with the aim of blocking inbound attacks. However, this method produces a high number of 
false alarms and can incorrectly classify a normal activity (non-intrusive) as malicious and respond to 
this activity incorrectly. 
2.2.1. Intrusion detection systems 
An intrusion detection system (IDS) is a program that detects unauthorized access on a computer or 
network. IDS normally have sensors (network sniffers) within the IDS nucleus, which monitor 
activities (generally regarding network traffic, user behavior, etc.). IDS detect anomalies that may be 
a sign of existing attacks (Lazarevic et al., 2005). 
 There is a variety of aspects and perspectives for categorizing the techniques, methods and 
ways of addressing the issue of IDS. That is why figure 1 presents four general aspects for their 
categorization: System Deployment, Data Source, Timelines, and Detection Strategy.  
 The branch of System Deployment carries out a varied analysis into the host architecture 
and network to be protected. This branch analyses three types of study, which are: Technology Type, 
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Networking Type, and Network Architecture. In our research we have addressed the group 
Technology Type to analyze the network traffic. We have focused on the type of technology, 
classified into four categories depending on the place where the suspecting activities were detected 
and the type of events that can be recognized. The four types are: Host-based IDS (HIDS), network-
based IDS (NIDS), wireless-based IDS (WIDS), Network Behavior Analysis (NBA) and Multics IDS 
(MIDS) (Mukherjee et al., 1994; Stavroulakis and Stamp, 2010; Sabahi and Movaghar, 2008; Modi et 
al., 2012). HIDS monitor and collect the characteristics and activities of host computers that contain 
sensitive information. These computers are analyzed to identify any suspicious activity. NIDS capture 
the network traffic in specific segments via sensors, in order to later analyze the activities of the 
applications, such as their used protocols. This way, possible attacks can be recognized. WIDS are 
similar to NIDS, but only monitor wireless network traffic, such as ad hoc networks, wireless sensor 
networks and wireless mesh networks. NBA inspect the traffic of the network to recognize flows of 
unexpected attacks compared to expected normal behavior. Furthermore, many of these IDS can be 
applied together to improve the detection rate and carry out a more complete, precise and efficient 
identification of possible attacks. This type of technology is implemented by MIDS. 
 Data Source studies the sources of data collected from the host and the network to be 
protected. This type of IDS features three types of analyses, which are: Data Type, Data Collection, 
and Collection Component. 
 63 
 
 
Figure 1. An overview of the types of IDS (Liao et al., 2013). 
 In the field of Detection Strategy, the detection methodologies applied to intrusion 
detection systems are widely varied. They include Signature-based Detection (SD), Anomaly-based 
detection (AD) (Alomari and Othman, 2012), Stateful Protocol Analysis (SPA), etc. (Debar et al., 
2000). This paper focuses on Anomaly-based Detection. 
 An anomaly is a deviation from a known (normal) behavior, based on a profile or pattern. 
This behavior comes from monitoring regular activities, network connections, hosts or users over a 
period of time. Profiles can be either static or dynamic, and developed for many attributes, e.g., 
failed login attempts, processor usage, the number of e-mails sent, etc. Subsequently, normal 
profiles are compared to observed events in order to recognize significant attacks. This approach is 
also called behavior-based detection in some papers.  
 As previously mentioned, two points of view may be developed in the area of intrusion 
detection: detection of anomalies and detection of incorrect use (which includes information 
leakages). An example of incorrect use detection is research which concentrates on Role-based 
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Access Control (RBAC). This detection is used in databases which have been distributed but are still 
susceptible to unauthorized access attempts. In RBAC, users potentially pose the risk of 
unauthorized access attempts by using false credentials or an intentional or unintentional incorrect 
use of the permissions authorized via a user role. This method features computer security 
components such as verification of credentials, analysis of queries, monitoring of history records, 
and the expected use for a probabilistic risk assessment. Incidentally, an example of anomaly 
detection is the method of deep network packet inspection, which is also widely used in the 
intrusion detection system (Roesch, 1999). This paper provides an in-depth description of the design 
and implementation of a string matching algorithm to control short and flexible patterns in network 
traffic (Hao, 2005). The major drawback of this algorithm is that it is not designed for different types 
of data, which makes it difficult to distinguish between sensitive and normal information. This could 
cause detection problems. 
 In (Stavroulakis and Stamp, 2010) paper proposed classifying IDS according to methods of 
statistic, pattern, and heuristic detection. 
The methods which were studied are as follows: 
4. Statistics-based methods 
c) Statistical methods (Debar et al., 2000; Patcha et al., 2007; García-Teodoro et al., 
2009; Xie, 2011). 
d) Bayesian methods (Kabiri and Ghorbani, 2005; Murali and Rao, 2005; Sabahi and 
Movaghar, 2008; Lazarevic et al., 2005.).  
5. Pattern-based methods 
d) Pattern recognition (Tsai et al., 2009; Ye et al., 2001). 
e) Support vector machines (Modi et al., 2012; Kolias et al., 2011; Li et al., 2012; Horng 
et al., 2011). 
f) Markov chains (Couture, 2012; Gao et al., 2002). 
6. Heuristic-based methods 
d) Neural networks (Murali and Rao, 2005; Mar, 2012; Modi et al., 2012; Kenkre et al., 
2015). 
e) Genetic algorithms (Sen and Clark, 2011; Gong et al., 2005). 
f) Immune systems (Debar et al., 2000; Stavroulakis and Stamp, 2010). 
 Finally, the Timelines branch analyses the time of detection, which may be offline or in real 
time, i.e., online. This type of IDS analyzes the transmission of data on a rolling basis, that is, 
"continuous transformation", looking for signs of attacks over time (granularity). 
2.2.2. Data leakage detection systems 
Data leakage detection and alert by authorized users is one of the most difficult problems that 
cybersecurity researchers and professionals face. Some years ago, security experts used to identify 
possible internal threats by examining suspicious activities in the physical behavior of users. 
Although this is still relevant nowadays, the current trend consists in detecting suspicious activities 
through the operations executed in computer systems. Despite this, confidential information is still 
being leaked at an alarming rate. 
 65 
 
 In the nineties, organizations such as the US Defense Personnel and Security Research 
Center (PERSEREC) and the US Research and Development (RAND) Corporation focus on internal 
threats with publications and workshops (Herbig and Wiskoff, 2002; Anderson, 1999; Anderson, 
2000; Anderson and Brackney, 2004). As of 2001, the CERT Insider Threat Center also started to 
carry out research into this topic and began to develop a database of threat cases concerning insider 
information leakage. During this time, researchers were also developing models to identify the 
different characteristics of internal users (the main victims of the organization) and the incident 
itself. The objective of this research was focusing on aspects of the criminal's behavior when they 
extracted confidential information (Shaw et al., 1998), psychological characteristics such as 
computer addiction and lack of ethics and empathy as potential indicators of destructive and 
potentially illegal behavior. The most specific approach of the socio-technical field analyzes 
characteristics, personality features, and technical behavior (including usage patterns and execution 
of significant mistakes) to identify data leakages. These indicators are a weighted measure that 
makes the detection task easier (Schultz, 2002). 
 Afterwards, studies were carried out that show an approach focused on the development of 
algorithms and information access procedures that allow authorized users to have exclusive access 
to sensitive data through control policies (Bonatti et al., 2002; Jajodia et al., 2001). These studies are 
aimed at preventing information from being leaked by limiting the use of data to trusted users or 
systems. However, these policies are restrictive and may make it impossible to fulfill user requests. 
 Previous studies consider a method to reduce data leakage through the detection of an 
improper use of stored information. This information is located in databases where syntax of 
executed SQL statements is analyzed by focusing on existent data. Syntax is based on the 
representation of an SQL expression to build user profiles (Kamra et al., 2008). 
 Data leakage detection uses host-based and network-based solutions. Host-based solutions 
analyze the activities that the attacker may carry out in the victim's system when they try to steal 
information. Afterwards, these solutions prevent the loss of information by blocking hardware and 
software resources. An example of this kind of system is the project presented by (Jiang et al., 2010), 
the same which applies solutions to detect stealthy malware by scanning the operative system with 
an antivirus. Another project that utilizes this kind of leakage detection is that by (Borders and 
Prakash, 2009), that considers including data encryption when information is used and applying 
policies to restrict the transfer of sensitive data. These methods can be complemented and 
implemented simultaneously to improve leakage detection. One of the most well-known projects on 
data leakage is that presented by (Papadimitriou and Garcia-Molina, 2011). He studied the problem 
of a distributor that provided sensitive information to different allegedly trusted (third) parties. 
Some of these data were leaked and found in unauthorized places (Internet, PC, storing device, etc.). 
The distributor had to assess the most likely origin of the leaked data and the actors responsible. 
This project suggested a data allocation strategy (through actors) that improves the likelihood of 
identifying leakages. In some cases, data may be added to registers, false information to improve 
leakage detection possibilities and the identification of the actor responsible. 
 The network-based solution detects leakages in communications among interconnected 
systems. Its interface works as an activity monitor that captures all the network traffic and analyzes 
malicious access to sensitive information. An example of this kind of leakage detection is Stann's 
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paper presented in 2003, where he analyzed the network using sensors in wireless networks and 
explored the reliability of the transport layer, which guarantees information delivery to its addressee 
in the network. Other papers in this area focus on analyzing unencrypted outgoing network traffic 
through an in-depth packet inspection (Shu and Yao, 2013) or a theoretical analysis of information 
using entropy (Fawcett, 2010). However, these methods require confidential data to be stored in the 
detection system. Currently, there are studies about accidental leakage of confidential data in 
network traffic by an authorized user (Jung et al., 2008). The problem is detecting these kind of 
leakages, that may be caused by human errors, such as forgetting to use encryption, careless 
forwarding an internal e-mail or attached files to external parties, etc. The approach is based on 
periodically monitoring and analyzing a specific part of the network traffic, which identifies repeated 
information by generating rules of behavior. The paper suggests an optimal and efficient solution 
that enables to locate a substantial increase in the quantity of new information. This method of data 
leakage detection identifies scenario variations within the normal data flow (Borders, 2006). 
More recent studies address the problem of information leakage in a variety of different ways. Many 
of these studies propose sophisticated solutions using Big Data methods (Tene and Polonetsky, 
2012), artificial intelligence algorithms or statistical or graphical analysis. Other trends try to 
distinguish and reproduce the user's behavior through linguistic semantics, the reason for the 
communication, such as e-mail or instant messaging. 
2.3. Artificial intelligence techniques applied to 
computer security 
This section features some of the techniques used in this research, particularly, artificial neural 
networks, decision trees, and genetic algorithms, among others. 
2.3.1. Artificial neural networks 
Artificial neural networks are a mathematical method that individually or jointly solves problems, by 
carrying out data classification, forecasting, identification, optimization and diagnosis tasks. The 
elementary unit of an artificial neural network is a local processor defined as a neuron capable of 
calculating an amount of input data in order to apply an activation function and obtain a signal that 
will be transmitted to the next neuron. Neurons are grouped in layers (levels), which are highly 
connected and present weights with weighted values. Artificial neural networks use a supervised or 
unsupervised learning algorithm, according to the type of network, to adjust their architecture, thus 
minimizing an error function that shows the level of data adjustment generalization.  
 The main characteristic of neural networks is that they are capable of learning from a group 
of training data. This means that they can find a model that adjusts to the learned data.  
 Supervised learning consists in training the neural network by using a group of training data 
or patterns made of input and output data, and applying an algorithm that adjusts network weights, 
thus creating an output. 
 In our research, we have applied neural networks to detect intrusions, as shown in papers 
(Guevara et al., 2013a; Guevara et al., 2013b), where a metaclassifier made of neural networks, 
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support vector machines, and decision trees has been designed to identify intrusive behavior. Good 
results have been obtained, with a highly reliable detection of intrusions in computer networks or 
systems (Figure 2). 
 
Figure 2. Neural network structure for the intrusion detection(Guevara, 2016b). 
2.3.2. Decision trees 
A decision tree is a model that can make forecasts and classifications through inductive learning with 
structured data and logical constructions. Decision trees are a very popular classification model. In 
order to build a decision tree using information, we must describe the elements involved: nodes, 
vectors, arcs and labels. Nodes can be defined as the moment when a decision must be made among 
many other possible decisions. Therefore, the higher the number of nodes, the higher number of 
possible endings we can achieve. Thus, it is difficult to analyze a tree with many nodes, since there 
are many paths that can be followed. Vectors are the final solution we reach depending on the 
different possibilities available. Arcs are the links between nodes, and represent each different 
action. Labels are found in every node and arc and name every action. 
 Decision trees present two of the most used algorithms in classification, i.e, C4.5 and ID3. 
C4.5 decision trees use similarity-based learning. These algorithms recursively create a decision tree 
by taking into account the criterion of the largest information gain, that is, they choose the attribute 
that best classifies data. ID3 decision trees use the search for hypothesis or rules relating to a given 
group of examples. The group of examples must be made up of different value tuples. Each of them, 
an attribute. The attribute to be classified in one of them is a binary objective: positive or negative, 
yes or no, valid or invalid, etc. Thus, the algorithm tries to obtain hypotheses that determine, in the 
event of new situations, if the said example will be positive or negative. 
 We have used decision trees in different papers in our research (Guevara et al., 2013a; 
Guevara et al., 2013b; Guevara et al., 2014a; Guevara et al., 2014c; Guevara et al., 2017) where 
multiple intrusion detection models have been developed. Metaclassifiers (Guevara et al., 2013a; 
Guevara et al., 2014a; Guevara et al., 2014c) have been designed, where the combination of 
different classification techniques improves detection results and reduces the false positive rate. 
Other papers, such as (Guevara et al., 2013b; Guevara et al., 2017), feature the application of 
decision trees as a detection verification technique. Satisfactory results have been obtained in terms 
of accuracy (Figure 3). 
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Figure 3. Decision Tree for Intrusion Detection (Guevara, 2016b). 
2.3.3. Genetic algorithms 
Genetic algorithms are adaptive methods that can be used to solve search and optimization issues. 
They are based on the genetic process of living organisms. Throughout generations, populations 
evolve in nature according to the principles of natural selection and survival of the fittest. Taking this 
idea as a base, genetic algorithms are capable of creating solutions for real-life problems. The 
evolution of the said solutions leads to these issues showing optimal results, which largely depend 
on the appropriate configuration of the algorithm. Goldberg and Holland established the basic 
principles of genetic algorithms in 1988. It is necessary to encrypt and represent solutions. 
Furthermore, a problem adjustment or adaptation function is required. This function assigns an 
evaluation to each possible encrypted solution. During the execution of the algorithm, the parents 
are selected for reproduction. Afterwards, the selected individuals will be crossed and create 
children, over which a mutation operator may act. The result of the combination of the previous 
functions will be a group of individuals (possible solutions to the problem), which will be part of the 
next population in the evolution of the genetic algorithm. 
 In our research we use genetic algorithms, specifically UCS (supervised classifier systems). In 
paper (Guevara et al., 2014c), we combined combine the C4.5 and UCS decision tree techniques, 
which are subsequently applied to an Amazon database to identify computer access by users. Good 
results were obtained.  
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Chapter III: Description of 
experiment databases 
 
We have used three databases in our research, the main basis upon which we have verified our 
proposals and their efficiency. These databases are public and private. Therefore, we can check the 
efficiency of the models in each publication. Public databases are: UNIX Commands, KDD 99 and 
Amazon. The private database belongs to the Ecuadorian government. Find below a detailed 
description of each of the said databases.  
3.1 UNIX Command data Set 
We have used the UNIX database (Aeberhard et al., 1994) for experiments in our study. The data set 
features 9 sets of user data obtained from the history of commands executed by 8 users with UNIX 
computers over a 2-year period (UNIX User Data Set). The information included in this data set 
consists in command names, flags, and shell metacharacters. Furthermore, there are labels, such as 
** SOF ** and ** EOF **, that have been inserted at the beginning and at the end of user sessions to 
identify their dimension. Sessions are organized by date and symbols appear in the order they were 
executed in the shell session, but this information does not include timestamps. 
 In order to achieve an optimal result in our experiments, we have used two different types 
of data set: one to train the proposed model and another to carry out tests. We may also work with 
a third data set to validate each of our proposals. Data sets are detailed as follows: 
Training data: This data set is formed by 60% of the sessions of each user included in the data set. 
These data are used by the expert to train the algorithm.  
Testing data: This data set is used to assess performance (detection) of the anomaly system that was 
previously trained with data of each of the users. 
Validation data: The Validation data set was created using the testing information of a given user 
and of a different user. This information allows tests to show the optimal performance of the 
proposed algorithm.  
Table 1. Session distribution per user in the UNIX database. 
USERS NORMAL SESSIONS COMMANDS 
Maximum Session 
Length 
USR_0 567 7840 214 
USR_1 515 18851 429 
USR_2 1069 16600 353 
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USR_3 501 15864 1865 
USR_4 955 35905 957 
USR_5 582 33657 1400 
USR_6 3419 57314 434 
USR_7 1522 14285 446 
USR_8 1983 50076 564 
TOTAL 11113 250392   
 
** SOF ** f <1> f <1> f <1> ** EOF ** 
** SOF ** elm telnet <1> f <1> ** EOF ** 
 
** SOF ** cd <1> cd <1> ls cd ** EOF ** 
** SOF ** telnet <1> lo ** EOF ** 
   
** SOF ** f <1> date telnet <1> f ** EOF ** 
** SOF ** f <1> telnet <1> elm ** EOF ** 
 
** SOF ** elm vt100 elm telnet <1> telnet ** EOF ** 
** SOF ** f <1> date elm ls ** EOF ** 
 
** SOF ** elm f <1> date elm fg ** EOF ** 
** SOF ** elm f <1> date telnet <1> ** EOF ** 
** SOF ** lo ** EOF ** 
     
** SOF ** elm lo ** EOF ** 
    Figure 4. Example of a sequential data structure of the UNIX database. 
 
Table 2.  Data table of User# 1, with 5 basic commands and 11 additional commands. 
 
Basic Commands Additional Commands 
 Sesió
n 
finge
r 
ma
n 
wh
o 
dat
e 
mor
e 
c
d 
 
ls 
el
m 
r
m 
gre
p 
mak
e 
 
mv 
c
p 
les
s 
ca
t 
chmo
d label 
1 
2 0 0 0 0 3 1 0 0 0 0 0 0 0 0 0 normal 
2 
0 0 0 4 0 0 5 1 0 0 0 2 0 0 0 0 normal 
3 
1 1 0 0 3 0 0 1 0 0 0 0 0 0 0 0 normal 
4 
0 2 0 0 0 1 2 1 0 0 0 6 0 0 0 0 normal 
5 
0 0 2 0 0 1 1 0 0 0 0 7 0 0 0 0 
abnorma
l 
6 
0 0 3 0 6 0 0 0 7 0 0 2 0 0 0 0 
abnorma
l 
7 
1 0 0 0 1 1 1 3 0 0 0 0 0 5 0 0 
abnorma
l 
8 
0 3 0 0 1 5 4 0 0 0 0 4 0 0 0 0 
abnorma
l 
9 
1 4 0 1 1 0 1 1 1 0 0 3 0 0 1 0 
abnorma
l 
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3.2 KDD Cup 1999 data Set 
This is the data set used for The Third International Knowledge Discovery and Data Mining Tools 
Competition, which was held in conjunction with KDD-99 The Fifth International Conference on 
Knowledge Discovery and Data Mining (KDD Cup 1999 Data Set). The competition's task was to build 
a network intrusion detector, a predictive model that was able to distinguish between fraudulent 
connections, called intrusions, and normal connections. The 1998 DARPA Intrusion Detection 
Evaluation Program was prepared and managed by MIT Lincoln Labs. The objective was to study and 
evaluate the research into intrusion detection. A standard data set was submitted for auditing 
purposes. It included a wide range of simulated intrusions in a military network environment. The 
KDD 1999 intrusion detection competition used a version of this data set. Lincoln Labs created an 
environment to generate nine weeks of TCP dump data for a local area network (LAN) that simulated 
a typical LAN of the U.S. Air Force. They operated the LAN as if it were a real environment of the U.S. 
Air Force, though simulating multiple attacks. Gross training data were approximately four gigabytes 
of TCP dump compressed binary data obtained from 7 weeks of network traffic. This was processed 
in approximately five million logins. Likewise, the 2-week testing data resulted in approximately two 
million logins. A login is a TCP packet sequence that begins and ends in specific periods of time, 
during which data flow to and from a source IP address to a destination IP address according to a 
clearly defined protocol. Each login is labeled as normal or as an attack with exactly one type of 
specific attack. Each login comprises approximately 100 bytes. Attacks are classified into four main 
categories: 
• DoS: Denial of Service. 
• R2L: unauthorized access from a remote machine. 
• U2R: unauthorized access to root privileges. 
• Probing: surveillance and other probings, for example, port exploration. 
It must be noted that testing data do not arise from the same probability distribution as training 
data, and that they include specific types of attacks that are not included in training data. This makes 
the task more realistic. The characteristics of each of the attributes of the data set are detailed in a 
complete list which is illustrated in the three following tables: 
Table 3. Basic characteristics of individual TCP connections. 
Name of the attribute Description Type 
duration Duration (number of seconds) of the connection continuous 
protocol_type Type of protocol, eg, tcp, udp, etc. discrete 
Service Destination network service, eg, http, telnet, etc. discrete 
src_bytes Number of origin to destination data bytes continuous 
dst_bytes Number of destination to source data bytes continuous 
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Flag Normal or error connection status discrete 
land 1 if the connection is to the same host/ 0 if otherwise discrete 
wrong_fragment Number of wrong fragments continuous 
urgent Number of urgent packets continuous 
 
Table 4. Characteristics of the content within a suggested connection. 
Name of the attribute Description Type 
hot Number of "hot" indicators continuous 
num_failed_logins Number of failed login attempts continuous 
logged_in 1 if logged in correctly, 0 if otherwise. discrete 
num_compromised Number of "compromised" conditions continuous 
root_shell 1 if root shell is obtained, 0 if otherwise discrete 
su_attempted 
1 if the command "su root" has been attempted, 0 if 
otherwise 
discrete 
num_root Number of "root" accesses continuous 
num_file_creations Number of file creation operations continuous 
num_shells Number of shell requests continuous 
num_access_files Number of operations in access control files continuous 
num_outbound_cmds Number of outbound commands in one ftp session continuous 
is_hot_login 
1 if the login session belongs to the "hot" list, 0 if 
otherwise 
discrete 
is_guest_login 1 if it is a "guest" login session, 0 if otherwise discrete 
Table 5. Traffic characteristics using a time window of two seconds. 
Name of the attribute Description Type 
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count 
Number of connections to the same host as the current 
connection over the last two seconds 
continuous 
Note: The following characteristics refer to the same host connections. 
serror_rate % of connections with "SYN" errors continuous 
rerror_rate % of connections with "REJ" errors continuous 
same_srv_rate % of connections with the same service continuous 
diff_srv_rate % of connections with a different service continuous 
srv_count 
Number of connections to the same service as the 
current connection over the last two seconds 
continuous 
Note: The following characteristics refer to service connections. 
srv_serror_rate % of connections with "SYN" errors continuous 
srv_rerror_rate % of connections with "REJ" errors continuous 
srv_diff_host_rate % of connections to different hosts continuous 
 
3.3 Amazon access data Set 
It is a limited data set. Less than 10% of the attributes are used for each sample. This data set is 
divided into two files. One contains user access and the other contains the access history of a given 
user. This is a limited data set that contains users and their assigned access (Amazon Access Samples 
Data Set). The file contains 4 attribute categories: 
5. [PERSON_{ATTRIBUTE}]: This category describes the "user" to whom access was granted. 
The column [PERSON_ID] is the column for the file's main key. There is one row per user. 
• PERSON_ID: User ID 
• PERSON_MGR_ID: User administrator ID  
• PERSON_ROLLUP_1: Group of users ID  
• PERSON_ROLLUP_2: Group of users ID  
• PERSON_ROLLUP_3: Group of users ID  
• PERSON_DEPTNAME: Department description ID  
• PERSON_LOCATION: Region ID  
• PERSON_BUSINESS_TITLE: Title ID 
• PERSON_BUSINESS_TITLE_DETAIL: Description ID 
• PERSON_JOB_CODE: Job code ID  
• PERSON_COMPANY: Company ID 
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• PERSON_JOB_FAMILY: Job family ID 
6. [RESOURCE_ {ID}]: The attributes in this category are the resources to which the user may 
have access. A user will have a 1 in this column if they have access to it, and a 0 if otherwise. 
7. [GROUP_ {ID}] - The attributes in this category are groups to which the user may have 
access. A user will have a 1 in this column if they have access to it, and a 0 if otherwise. 
8. [SYSTEM_SUPPORT_ {ID}] - This attribute category is the system for which a user receives 
support. A user will have a 1 in this column if they receive system support, and a 0 if 
otherwise. 
There are many columns in this data set. Find below a brief description of one of them: 
• ACTION: "remove_access" or "add_access". 
• TARGET_NAME: {RESOURCE_ID} or {GROUP_ID}. 
• LOGIN: the ID of the user obtaining or losing access. 
• REQUEST_DATE: (Date/time) format year/month/day time: minute: second. 
• AUTHORIZATION_DATE: date and time of authorization, format year/month/day time: 
minute: second. 
Furthermore, this data set contains 30 thousand logins and 20 thousand attributes in the whole set 
of data. 
3.4 Ecuador database 
The information has been taken from a database of a public entity of the Republic of Ecuador. This 
same entity has multiple users that interact with a system where they carry out different tasks. The 
schema of the database is presented in figure 5. 
 
Figure 5. Schema Database Ecuador (Guevara, 2016b). 
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 There are different attributes in the database that will allow us to define a user behavior 
pattern. This information will describe the activities users carry out in the system, as well as their 
access date, time and their usual workstation. Table 6 below shows the attributes that may be 
obtained from the said database. 
Table 6. Table of attributes 
Name of the 
attribute 
Type of data Description 
Date of access Date Time Shows the date and time when the user accessed the system. 
IP Varchar Provides the IP of the workstation used to access the system. 
Country Varchar Shows the country in which the user accessed the system. 
Date of Activity Date Time Specifies the date and time when the user carried out 
Insertion, Updating and Deletion tasks in the database. 
Affected Table Varchar Shows the table where the user interacted with the database. 
Operation Varchar Provides the operations performed on the database. 
User Varchar Shows the user who carried out activities in the database. 
 In order to prepare this analysis, a sample of the above mentioned activities and tasks was 
taken, and charts that illustrate the information in an easier and simpler way were prepared. The 
sample corresponds to a three-month period and a single user. 
 Operation Variable: Figure 6 presents an overview of the operations carried out in the 
system. 
 
Figure 6. Operation Variable chart for the whole Ecuador data set. 
 Figure 7 shows the operations that user #6 carried out on the Ecuador database. As it can be 
seen, the trend that is more common to this user consists in performing more updating and insertion 
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tasks than deletion tasks. However, deletion tasks are not disregarded in the study, since the 
combination of the three tasks may be very important for a future behavior pattern. 
 
 
Figure 7. Charts of user #6 in multiple periods of time that show the updating, deletion and insertion 
operations. 
 Affected Table Variable: This variable describes tables where activities are performed in the 
system. They have been named Table 1, 2, 3, and 4 in order to keep the information recorded in 
each one of them confidential. Figure 8 outlines the distribution of user information according to the 
tables they have accessed. Figure 9 features the behavior of user #6 in each of the tables during a 
period of time. 
 
Figure 8. Chart of the distribution of information according to user tables. 
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Figure 9. Charts of user #6 in multiple periods of time with Tables 1, 2, 3, and 4. 
 Date Variable: Figure 10 shows weekdays during which operations are carried out in the 
system. 
 
Figure 10. Chart of the operations carried out by users per weekday. 
 Time Variable: Likewise, figure 11 features accesses using workstations during working 
hours. 
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Figure 11. Chart of the operations carried out by users during working hours. 
 Workstation Variable: Figure 12 represents the IP address of the workstation used to carry 
out operations in the system. 
 
Figure 12. Chart of the operations carried out by users in each of their workstations. 
To develop a new dynamic data structure that describes the user behavior is required a fusion of 
information, it is presented in Figure 13. In the figure 14 shown the schema dynamic and sequential 
user behavior. 
 
Figure 13. Data structure tasks performed by the user in the database Ecuador (Guevara, 
2017). 
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Figure 14. Proposed structure diagram sequential data with the database Ecuador (Guevara, 2017).  
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Chapter IV. List of publications and 
inclusive discussion 
 
This chapter features the publications related to the doctoral research carried out, brought together 
according to the contributions made to the implemented security systems. 
4.1. Publications and awards 
Congresses 
1) Authors: C. Guevara, M. Santos, J. A. Martín 
Title: Método para la detección de intrusos basado en la sinergia de técnicas de 
Inteligencia Artificial 
Congress: CEDI 2013 Spanish Congress on Computer Science. 
Place and date: Madrid, Spain, September 17-20, 2013. 
Quality score: National congress 
 
2) Authors: C. Guevara, M. Santos, J. A. Martín-H 
Title: Identification of computer information system intrusions by decision trees and 
artificial neural networks 
Congress: ISKE 2013 ISKE 8th Int. Conference on Intelligent System and Knowledge 
Engineering 
Place and date: Shenzhen, China, November 20-23, 2013 
Quality score: CORE B Congress 
 
3) Authors: C. Guevara, M. Santos, J. Martín, V. López 
Title: Reaching a consensus on access detection by a decision-making system 
Congress: PIC 2014 International Conference on Progress in Informatics and Computing.  
DOI: 10.1109/PIC.2014.6972308 
Place and date: Shanghai, China, May 16-18, 2014.  
Quality score: IEEE Congress 
 
4) Authors: C. Guevara, M. Santos, V. López 
Title: Training strategy to improve the efficiency of an intelligent detection system 
Congress: International FLINS Conference on Decision Making and Soft Computing 
Place and date: João Pessoa (Paraíba), Brazil, August 17-20, 2014. 
Quality score: CORE B Congress 
 
5) Authors: C. Guevara, M. Santos, V. López 
Title: Data leakage detection algorithm based on sequences of activities 
Congress: RAID 2014 International Symposium on Research in Attacks. 
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Place and date: Gothenburg, Sweden, September 17-19, 2014. 
Quality score: CORE A Congress 
 
6) Authors: C. Guevara, M. Santos, V. López 
Title: Sistema de detección de intrusos aplicando selección negativa en perfiles  
de usuario  
 
Congress: I Jornadas Nacionales de Investigación en Ciberseguridad 
Place and date: León, Spain, September 14-16, 2015. 
ISBN: 978-84-9773-742-5; RIASC, University of León, INCIBE 
Volume, page (year): 8-13, 2015 
Quality score: National congress 
 
7) Authors: C. Guevara, M. Santos, V. López 
Title: Sistema inmune artificial para la detección de comportamientos anómalos  
de usuarios en sistemas informáticos 
Congress: CAEPIA 2015 16th Conference of the Spanish Association for Artificial Intelligence  
 
Place and date: Albacete, Spain, November 9-12, 2015.  
Publication: Minutes of the 16th Conference of the Spanish Association for Artificial Intelligence  
 
ISBN: 978-84-608-4099-2 
Volume, page (year): 209-218, 2015 
Quality score: National congress 
 
8) Authors: C. Guevara, M. Santos, V. López 
Title: Intrusion detection with neural networks based on knowledge extraction by 
decision trees 
Congress: CISIS 2016 9th International Conference on Computational Intelligence in Security 
for Information Systems. DOI: 10.1007/978-3-319-47364-2_49 
Place and date: San Sebastián, Spain, October 19-21, 2016. 
Quality score: CORE B Congress 
 
 
 
 
Journals: 
9) Authors: C. Guevara, M. Santos, V. López 
Title: Negative selection and Knuth-Morris-Pratt algorithm for anomaly  
detection 
Journal: IEEE Latin America Transactions. ISSN: 1548-0992.  
DOI: 10.1109/TLA.2016.7459637 
 83 
 
Volume, page (year): 2016 
Quality score: JCR 2015 : 0.436 (2015) Engineering, Electrical & Electronic 219/257 (Q4) 
 
10) Authors: C. Guevara, M. Santos, V. López 
Title: Data leakage detection algorithm based on task sequences and 
probabilities 
Journal: Knowledge-Based Systems 
 Elsevier, ISSN: 0950-7051. DOI: 10.1016/j.knosys.2017.01.009 
Volume, page (year): in press, 2017 
Quality score: JCR 2015: 3.325 (2015) Computer Science, Artificial Intelligence 
17/130 (Q1) 
 
4.1.1. Awards 
 
4. "Intrusion detection system based on the negative selection of user profiles". Awarded the 
prize for the best student paper in the JNIC 2015 Cybersecurity Research National 
Conferences, held on September 14-16, 2015, in León, Spain. 
5. "ILLALPA Information leakage detection system". Finalist in the 2014 Cyber Camp project 
presentation, held on December 1-4, 2014, in Madrid, Spain. 
6. "Identification of computer information system intrusions by decision trees and artificial 
neural networks". Awarded the prize for the best scientific poster at the ISKE 2013 8th 
International Conference on Intelligent Systems and Knowledge Engineering, held in 
November 2013 in Shenzhen, China. 
 
4.2. Publications on intrusion detection systems 
The application of artificial intelligence techniques and the new data structure proposed has lead to 
the significant reduction of false positives in intrusion detection in this doctoral research. 
The paper published in the CEDI 2013 (Guevara et al., 2013a) presents the creation of a 
metaclassifier with a combination of various classification techniques, such as the multilayer neural 
network, support vector machines, and decision trees, in order to develop an intrusion detection 
system that uses the KDD 99 database. The developed system allows for the application of the said 
classification techniques and their combination to increase efficiency and reliability in the detection 
of users in IT networks or systems. A scenario has been designed to test this model, in order to 
demonstrate the validity of the proposal and to confirm future lines of action. Good results have 
been obtained with an accuracy of 99% and a false positive rate of 1%, which shows the efficiency of 
the proposal. 
 The paper of the congress ISKE 2013 (Guevara et al., 2013b) features an intrusion detection 
system, which is the same as that which uses a neural network to classify the tasks carried out by the 
user during working hours (day, time and operation), within a period of 2 years (Ecuador database), 
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to subsequently confirm, by using decision trees and Bayes' theorem, whether it is an intrusion or 
normal user behavior. Moreover, the paper presents a graphical interface that shows the behavior 
of each user as the result of the detection by obtaining acceptable results. The purpose of this paper 
is to show how different intelligent techniques can be applied to identify the users who have access 
to critical information and to verify whether access is allowed or not. Advanced and intelligent data 
mining and analysis techniques have been applied, such as decision trees and artificial neural 
networks, in order to obtain user behavior patterns. Dynamic user profiles have been obtained. The 
main contribution of this paper is to show effective solutions to detect intrusions in computer 
systems. 
 The paper published at the congress PIC 2014 (Guevara et al., 2014a) develops a 
metaclassifier by combining the following four classification techniques: ID3, Naive Bayes, UCS and 
C4.5, to classify network attacks by using the KDD 99 database. In order to obtain a proper 
detection, the result of the metaclassifier is controlled by a dynamic system of rules, which leads to a 
more effective identification. The rate of correctly classified attacks is of 99.99%, with a very low 
false positive rate. 
 Another paper published in the congress FLINS 2014 (Guevara et al., 2014c) creates a model 
based on the combination of two classification techniques, C4.5 and UCS, to identify unauthorized 
accesses to resources, by using the Amazon database (Kaggle challenge). This proposal divides the 
data set into three parts and includes the classifier, the same which detects if a behavior is normal or 
intrusive. This training strategy has proven to be more effective than if the whole database had been 
used as a single set. The accuracy of the classifier is of 98.4% in the training stage, and of 98.1% in 
the testing stage, which is a good detection result. 
 The paper presented at the national congress JNIC 2015 (Guevara et al., 2015a) presents an 
IDS by applying negative selection, using the Ecuador database to explain the proposal, and a 
sequential data structure of each of the user sessions detailed in paper (Guevara et al., 2014c), 
broadened in order to be used in this research. The normal behavior of each user is used to generate 
abnormal behavior, in order to identify future intrusions in new sessions. The specific contributions 
are: data model, user profile identification, and the application of negative selection algorithms and 
local sequential search algorithms such as KPM to efficiently identify intrusive tasks. The proposal is 
99.31% accurate, and presents a false positive rate of 0.44%. 
 The paper published in the congress CAEPIA 2016 (Guevara et al., 2015b) presents an IDS 
that applies the artificial human immune system to detect abnormal behavior within a computer 
system. The main contributions of this paper are: the development process of a dynamic data 
model, the classification of the most and least frequent tasks per user, presented in papers (Guevara 
et al., 2014c; Guevara et al., 2015b) and broadened in this paper, as well as the application of an 
algorithm of artificial immune systems, such as negative selection, to generate binary sequence 
detectors of abnormal tasks to subsequently detect dangerous user behavior by applying the Knuth-
Morris-Pratt (KMP) local searching algorithm. This paper has obtained good results, with an accuracy 
of 95.5%, which is quite positive. However, the average detection time is 74.99 seconds, which is 
very slow for a real system. 
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The congress CISIS 2016 (Guevara et al., 2016b) also tackles the issue of detecting intrusions 
or unauthorized access to computers, which has always been critical regarding information systems, 
where security, integrity, and privacy are key issues. Even though more and more sophisticated and 
effective detection strategies are being developed and implemented, both in hardware and 
software, they still have to be improved in order to completely eradicate illegitimate access. The 
purpose of this paper is to show how IT techniques can be used to identify unauthorized access to 
computers. The advanced analysis of data is first applied to obtain a qualitative approach. Decision 
trees are used to obtain user behavior patterns, and neural networks are applied as classifiers to 
identify intrusion detection. The application of combined intelligent techniques to real data has 
shown encouraging results. 
 Ultimately, the paper published in the journal IEEE Latin America Transactions (Guevara et 
al., 2017) uses the Knuth-Morris-Pratt algorithm (sequence alignment) and negative selection to 
generate abnormal subsequences based on normal user behavior and look for them in a new user 
session. The paper is based on information about the behavior of authorized users who have carried 
out multiple tasks in a computer system for two years. The analysis uses a dynamic data structure 
that can encrypt users' current activities and behavior, as shown in papers (Guevara et al., 2014c; 
Guevara et al., 2015a), improved and broadened to be used in this research. Identifying the most 
and least frequent tasks, according to the historical database of each user, is an easy way to create a 
single behavior profile. With this profile, we apply negative selection techniques in order to obtain a 
reasonable set of abnormal detectors of computational dimensions. Afterwards, the Knuth-Morris-
Pratt algorithm is applied to locate anomaly detectors as an indication of a fraudulent behavior. This 
procedure, aimed at detecting abnormal behavior, has been tested with real data. The results show 
the effectiveness of the proposal and encourage further research to improve the current detection 
system. The results present an average accuracy of 98% and an average false positive rate of 5%. 
4.3. Publications on data leakage detection 
systems 
The paper of the congress RAID 2015 (Guevara et al., 2014c) was prepared as part of the 
publications of this doctoral research. It builds on the search of abnormal subsequences to detect 
information leakages in user sessions in the Ecuador database, presented in section 3.1. This 
algorithm uses the proposed sequential data structure based on user tasks carried out during a user 
session. The PageRank algorithm (Page, 1999) is used to group the most frequent tasks of each user, 
to subsequently calculate the probability by applying Bayes' theorem. Good results have been 
obtained. This algorithm works with historical data of the activities of authorized users within a 
computer system. This information gathers data regarding access, such as the time, duration, day of 
the week, operation, table which was accessed, etc. The data are provided by a government 
institution of Ecuador called Inmobiliar. The process has two stages: the first one is based on the 
calculation of the probability of each activity carried out by each user, such as modifying, deleting or 
copying a file, etc. Different activities at different times are encrypted with an integer or a character. 
The PageRank algorithm is used to calculate the probability of each activity. However, activities 
create sequences. That is, users perform different activities, one after the other, during a session 
(time lapsed from login to logout). These activity sequences may vary in length. The probability of 
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each activity sequence is calculated by applying Bayes' theorem. The minimum of these conditional 
probabilities is obtained and defined as a threshold,  𝑟𝑚𝑖𝑛. A new activity chain, 𝑠𝑖, is implemented 
in the leakage detection system. The PageRank algorithm is applied first, followed by Bayes' 
theorem. Thus, we obtain the probability for such activity sequence for a specific user 𝑝𝑖  . This 
probability, 𝑝𝑖, is compared to the threshold, 𝑟𝑚𝑖𝑛. If the threshold is not exceeded, a message 
warning of a possible leakage appears. Otherwise, the activity sequence enters the second stage of 
the process. The activity sequence being evaluated is compared to all the activity sequences of the 
user in question that are stored in the historical database. By applying the Smith-Waterman 
algorithm, we obtain a similarity score for this subsequence compared to the rest of the sequences 
previously carried out by the user. This algorithm determines similar regions between two chains by 
comparing segments of all possible lengths and maximizes similarity. If the score is higher than a 
second threshold, the activity may be considered correct. Otherwise, it may be a leakage. Although 
the said algorithm is still under development, its main contribution is the way it manages different 
sequence lengths and how it works with each user's behavior pattern. 
 Another paper of this doctoral dissertation has been published in the journal KNOSYS in 
2017 (Guevara et al., 2017). It features an algorithm to detect information leakages by using the 
Ecuador database and UNIX Commands. This research proposes a new algorithm to detect the 
abnormal behavior of users during working sessions in computer systems. This algorithm is the same 
as that used for the data structure developed for papers (Guevara et al., 2014c; Guevara et al., 
2015a; Guevara et al., 2015b; Guevara et al., 2017), broadened in detail in this paper. First, we 
identify each authorized user's behavior profile and the computational tasks they usually perform in 
the system files. Then, a new session is encrypted as a task sequence (with length 2 subsequences) 
and an algorithm is applied according to the probability of the said sequences. The activities 
classified as potential anomalies are verified twice by using Markov chains. The process has proven 
to be effective, as it presents a high detection accuracy and a low false positive rate. It has been 
validated in a real database provided by a government institution of Ecuador, as well as in a public 
data set of UNIX Commands. Furthermore, it has been shown that the algorithm is effective with 
regard to the computational time, and that the overloading of this monitoring software is low. The 
accuracy of correct classifications is of 94.78%, and the false positive rate is of 4.73%. 
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Chapter V: Conclusions and future 
works 
5.1. Conclusions 
Information security has developed and evolved significantly over the last few decades, given that it 
is a very important research area for people and organizations around the world. This area focuses 
on designing and implementing many preventive and reactive technological systems that allow 
organizations to safeguard and protect their information in order to uphold their data 
confidentiality, availability, and integrity. Due to the increase in the number of cyberattacks to public 
and private IT systems, there has been a need to develop new strategies, models, algorithms, and 
systems to analyze and identify possible fraudulent activities in information systems. 
• This dissertation provides different contributions to different areas. Firstly, a new sequential 
data structure of tasks (commands and activities) has been implemented, which allows the 
application of machine learning and sequence alignment algorithm techniques. This 
structure was applied to two different databases, a public one of UNIX Commands, and a 
private one which belongs to a system of the government of the Republic of Ecuador. 
• Secondly, metaclassifier models have been implemented to improve the efficiency of 
detection and identification of intrusions. They show good results in terms of accuracy. 
Specifically, C4.5 and ID3 decision trees, neural networks, UCS genetic algorithms, SVM 
support vector machines, Naive Bayes, and other similar methods have been applied, for the 
classification of normal and abnormal behavior of each of the users of the analyzed IT 
systems.  
• Another contribution is the application of artificial immune systems, negative selection, and 
Knuth-Morris-Pratt (sequence alignment), which based on the expected user behavior 
(according to the user history database), generate abnormal behavior and look for a 
fraudulent subsequence in the execution sequence of tasks carried out by the user. The 
detection is more accurate and efficient. Test phase results show a low false positive rate. 
• Finally, another of the contributions of our research has been the development of a new 
information leakage detection algorithm based on the probability of users carrying out 
certain tasks. Markov chains were applied in this research to perform the second verification 
of the result obtained by the anomaly detection algorithm. 
 
5.2. Future lines works 
We pose future lines of action based on the contributions achieved as a result of this research. 
 Concerning the algorithm developed with Markov chains, the identification of abnormal 
subsequences can be improved by applying Deep Learning in order to improve the accuracy of the 
classifier and the detection time. 
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 For anomaly and intrusion detection systems we propose, firstly, to apply Big Data 
processing algorithms (Ramírez, 2017). We could also group all the information of different 
computer systems, social networks, mobile devices, etc., in order to define a more real profile for 
each user. Thus, the detection of abnormal behavior would be more efficient. 
 Ultimately, we also suggest the implementation of biometric systems based on heart rate, 
pupil movement, writing speed, etc., for the user profile to be unique and more efficient in order to 
detect potential cyberattacks. 
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Abstract. Las técnicas de clasificación basadas en Inteligencia Artificial son 
herramientas computacionales que han sido aplicadas en la detección de intru-
sos (IDS), pues resuelven de manera eficiente muchos de los problemas en el 
área de la seguridad informática. La detección de intrusos conlleva utilizar 
gran cantidad de información para una adecuada aproximación a la identifica-
ción de intrusos, por  eso es necesario emplear técnicas basadas en el conoci-
miento. En este trabajo se identifica el comportamiento de los usuarios autori-
zados y de los intrusos mediante la sinergia de varias de las técnicas de IA: re-
des neuronales, máquinas de vectores soporte y árboles de decisión. El sistema 
desarrollado permite la aplicación de esas técnicas de clasificación y su combi-
nación para obtener una mayor eficiencia y fiabilidad en la detección de usua-
rios en las redes o sistemas informáticos. Para probar este modelo se ha dise-
ñado un escenario que sirve para demostrar la validez de la propuesta y para 
acreditar líneas futuras de trabajo. 
Keywords: Inteligencia Artificial, Detección Intrusos, Redes Neuronales, Ar-
boles de Decisión, Máquinas de Vectores Soporte 
1 Introducción 
En la actualidad los Sistemas de Detección de Intrusos (IDS) son de gran relevancia 
para la seguridad en las redes y sistemas informáticos ya que cada vez y con mayor 
frecuencia aparecen nuevas formas de ataques, algunos muy complejos [1]. 
 Los IDS en su mayoría analizan el tráfico de la red e impiden cualquier intrusión 
previa al ingreso de un usuario al sistema de información. El análisis realizado por el 
IDS en general es a bajo nivel, generando alertas aisladas y manejando una inmensa 
cantidad de información. Otros tipos de IDS realizan un filtrado de anomalías de la 
información recopilada de los equipos host, así como también de las bases de datos 
de los sistemas con los que interactúan [2]. 
 El campo de detección de intrusos sigue siendo un frente abierto a la investiga-
ción para desarrollar metodologías dinámicas que puedan adaptarse a la evolución de 
ataques informáticos, cada vez más sofisticados y complejos. Las estrategias que 
utilizan los IDS se clasifican en dos grupos: detección de uso indebido y detección de 
anomalías. La metodología de Detección de Intrusos Basada en Anomalías, la cual es 
utilizada en este trabajo, es extensa y compleja, y ha permitido obtener resultados 
favorables pero no enteramente adaptables a las necesidades actuales de la tecnolo-
gía. 
 La detección de uso indebido de un sistema informático utiliza el conocimiento 
de las secuencias de actividades que constituyen un ataque, las cuales están almace-
nadas en una base de datos. La información recopilada es comparada con los patro-
nes de ataque almacenados y, si coinciden, originan una alarma. Esta estrategia es 
una de las más utilizadas de forma comercial [3]. Sus ventajas son la correspondencia 
con un patrón de intrusión de base de datos ya almacenado (rapidez), y que el núme-
ro de falsos positivos sea muy bajo (fiabilidad y precisión). Sin embargo algunas de 
sus desventajas son, por ejemplo, la incapacidad de detectar nuevos ataques al no ser 
completamente dinámico, y además el requisito fundamental de mantener actualizada 
de forma continua la base de datos de los patrones. 
 Por otro lado, la detección de anomalías utiliza la información de un comporta-
miento normal del usuario y todo lo que sea diferente de aquella conducta es identifi-
cado como un intruso. Sus desventajas son que genera una gran cantidad de falsos 
positivos y que el comportamiento normal de los usuarios es bastante difícil de mo-
delar, por la necesidad de contar con un periodo amplio de recopilación de informa-
ción para el aprendizaje del comportamiento [4]. 
 Teniendo en cuenta estas premisas, nuestra propuesta es desarrollar un método 
dinámico para la detección de intrusos mediante el análisis de anomalías en el tráfico 
de la red. Como un primer paso para alcanzar el objetivo en esta investigación se 
utilizan de manera conjunta varias estrategias de clasificación que provienen de la 
Inteligencia Artificial, en concreto los árboles de decisión, las máquinas de vectores 
de soporte y las redes neuronales. Se puede probar así que la sinergia de varias técni-
cas hace más eficiente y fiable el sistema de detección. 
 Para esta propuesta se han evaluado diferentes metodologías de clasificación con 
la misma base de datos, para luego aplicar una sinergia de aquellas técnicas que dan 
mejores resultados y obtener así un resultado mejor en la detección de intrusos que 
utilizándolas por separado. La metodología propuesta debería ser capaz de procesar 
la información en tiempo real, filtrando anomalías que pudiesen estar originadas por 
intentos de intrusión. Debe además generar alertas en caso de encontrar anomalías y 
almacenarlas de forma dinámica para ser utilizadas en el futuro como aprendizaje 
para la detección de intrusiones. 
 La base de datos utilizada es un benchmark en la literatura de seguridad [9], con 
el fin de probar la validez de esta propuesta para en un futuro aplicarla a bases de 
datos reales con mayor complejidad. 
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 El artículo está estructurado de la siguiente manera: en la siguiente sección se 
presenta la evaluación de las técnicas de clasificación que van a ser utilizadas en el 
estudio; posteriormente se detalla el diseño y la descripción del método propuesto 
que combina varias de ellas. En la siguiente sección se presentan y se discuten los 
resultados obtenidos. Y finalmente se comentan las conclusiones con la información 
relevante del estudio y líneas futuras de investigación. 
2 Evaluación de Técnicas de Clasificación 
Para el desarrollo de este método de detección de intrusos se ha realizado un análisis 
previo de un determinado número de técnicas de clasificación, para seleccionar las 
más adecuadas para nuestro estudio. Las técnicas que se han aplicado son las siguien-
tes: 
• Red Neuronal Multicapa [5]
• Arboles de Decisión [6]
• Máquinas de Vectores de Soporte [7] [14]
• Red Neuronal de Hopfield [5]
• Redes de Bayes [5]
Para realizar la evaluación de las técnicas de clasificación se ha empleado el Da-
taset NSL-KDD [8, 9], el cual contiene información de patrones de comportamiento 
de usuarios en redes informáticas, tanto intrusos como autorizados. El Dataset de 
NSL-KDD contiene 40 atributos o variables que proporcionan distinto tipo de infor-
mación sobre los accesos (protocolos, tiempos, tipos de acceso, etc.). Para este estu-
dio se emplearon 25.192 registros para el entrenamiento (el 20% de la base de datos) 
y 17.102 registros para las pruebas (el 20% del dataset), como se sugiere en [9]. 
 Todos los atributos que incluye el dataset, que describe el comportamiento com-
pleto del usuario, son significativos por lo que no es recomendable dividirlo en pe-
queños grupos de datos ya que se corre el riesgo de perder información relevante 
para la clasificación. 
 Para valorar el desempeño de las técnicas de clasificación se realizó una valida-
ción cruzada, sirviéndose de la técnica de K-Fold [10], utilizando diez particiones de 
los datos (k =10) para cada una de las técnicas utilizadas [11]. Estas pruebas permi-
tieron conocer el porcentaje de casos clasificados correctamente y la precisión del 
clasificador para cada una de las cinco técnicas de clasificación (Figura 1). 
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 Fig. 1. Porcentaje de casos clasificados correctamente con cada técnica 
 En la tabla 1 se muestran varios indicadores que facilitan la selección de las téc-
nicas más adecuadas y eficientes para nuestro estudio, así como el porcentaje de 
casos (registros) clasificados correctamente. Además presenta los indicadores de los 
comportamientos intrusivo y normal. El error medio absoluto del clasificador permite 
conocer la diferencia entre el valor de la medida y el valor tomado como exacto del 
fallo del clasificador. La precisión del clasificador permite conocer la eficiencia del 
clasificador. La matriz de error muestra la información de las pruebas realizadas a 
cada uno de los clasificadores, proporcionando información de los verdaderos positi-
vos y los falsos positivos. 
Tabla 1. Comparación de técnicas de clasificación con el Dataset NSL-KDD 
 El número de aciertos es  elevado en cada una de las técnicas ya que se ha utiliza-
do un número muy alto de ejemplos para el entrenamiento. 
99.5594 
89.5919 
92.6762 
97.0864 
97.3285 
84 86 88 90 92 94 96 98 100 102
Árboles de decisión J48
Redes de Bayes
Redes de Hopfield
Redes neuronales multicapa
Máquinas de vectores de soporte
% casos clasificados correctamente
        MATRIZ DE ERROR 
Nombre técnica de 
clasificación 
% casos 
clasificados 
correctamente 
Error 
medio 
absoluto 
Precisión 
del 
clasificador 
Verdaderos 
positivos 
Normal 
Verdaderos 
positivos 
Intrusos 
Falsos 
Positivos 
Normal 
Falsos 
Positivos 
Intrusos 
Árboles de decisión 
J48 99.5594 0.006 0.996 
13389 
(53.14%) 
11692 
(46.42%) 
51 
(0.20%) 
60 
(0.24%) 
Redes de Bayes 89.5919 0.103 0.896 
12272 
(48.71%) 
10298 
(40.88) 
1445 
(5.74%) 
1177 
(4.67%) 
Redes de Hopfield 92.6762 0.123 0.927 
12694 
(50.39%) 
10653 
(42.29%) 
1090 
(4.33%) 
755 
(2.99%) 
Redes neuronales 
multicapa 97.0864 0.03 0.971 
13064 
(51.86%) 
11394 
(45.23%) 
349 
(1.38%) 
385 
(1.53%) 
Máquinas de vecto-
res de soporte 97.3285 0.027 0.974 
13261 
(52.64%) 
11258 
(44.69%) 
485 
(1.92%) 
188 
(0.75%) 
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 Después del resultado obtenido de la evaluación se observa que las tres técnicas 
de clasificación que han alcanzado un mejor resultado son: Redes Neuronales Multi-
capa, Máquinas de Vectores de Soporte y Árboles de Decisión. 
3 Modelo Propuesto 
En este artículo se propone un modelo para la detección de intrusos como el que se 
muestra en la figura 2. Resulta de la sinergia de las tres técnicas de clasificación ante-
riormente citadas que daban mejores resultados: Redes Neuronales, Máquinas de 
Vectores de Soporte y Árboles de Decisión. 
 La utilización de estas técnicas es la base fundamental para la disminución de 
detecciones fallidas y para mejorar el rendimiento del filtrado de intrusos. Con este 
esquema se incrementará porcentualmente la detección de intrusos y disminuirá la 
tasa de falsos positivos de manera significativa, lo que beneficiará la seguridad de los 
sistemas. 
Fig. 2. Diagrama de la sinergia de Técnicas de Clasificación para Detección de Intrusiones 
 El modelo se basa en un proceso de uso simultáneo de la información con las tres 
técnicas de clasificación. Cada una de las partes de este proceso realiza tareas distin-
tas con la información recopilada en la tarea anterior, lo que es importante para obte-
ner un resultado eficiente. El flujo de operaciones se muestra en la figura 3. 
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Fig. 3. Flujo de la información del modelo de sinergia de clasificadores para detección de 
intrusos. 
 A continuación se detallan cada una de las fases del proceso de detección de in-
trusos del modelo propuesto. 
3.1 Configuración de técnicas de clasificación 
Previamente a la aplicación de las técnicas de clasificación es necesario describir la 
configuración de cada una de ellas. 
 
Red Neuronal Multicapa: se ha construido una red neuronal con 40 neuronas de 
entrada, tantas como atributos de los usuarios de la red; 2 capas ocultas, la primera 
con 20 neuronas y la segunda con 16; la salida de esta red neuronal es una sola neu-
rona que da como resultado una de las dos clases posibles, accesos permitido o acce-
so intrusivo. 
 
Máquinas de vectores de soporte (SVM): se ha utilizado como kernel la función 
RBF (Radial Basis Function), entrenando las SVM con el algoritmo SMO (Sequen-
tial Minimal Optimazer). El entrenamiento fue realizado con la librería LIBSVM 
[14] utilizando los 40 atributos del trafico de la red. 
 
Árboles de decisión: el árbol de decisión utiliza los 40 atributos del dataset del tráfi-
co de red y aplica el algoritmo J48 para la clasificación. 
 Todos los clasificadores se entrenaron con 25.912 registros para el entrenamiento 
y 17102 registros para pruebas. 
Ingreso de 
Información 
de RED 
• Ingresa información del tráfico de la red  de forma simultánea a los tres clasificadores para 
obtener un resultado de clasificación. 
Clasificación 
de la 
información 
• Procesa la información utilizando cada clasificador previamente entrenado, y da una respuesta 
de intrusión o no con su respectiva probabilidad. 
Selección de 
la respuesta 
de detección 
• Las respuestas con sus correspondientes probabilidades de los tres clasificadores son ingresadas 
al sistema basado en reglas para seleccionar la respuesta final. 
Usuario 
Detectado 
• Una vez que el usuario ha sido detectado como autorizado o como intruso  su comportamiento 
es almacenado en la base de datos para futuros análisis y como ejemplo para el aprendizaje.  
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3.2 Descripción del modelo 
Ingreso de información de la red: se ingresa de manera simultánea la información 
de tráfico de la red a los tres clasificadores, con sus cuarenta atributos por registro, 
normalizados [12]. 
Clasificación de la información: se clasifica la información de la red dando como 
salida si un usuario es un intruso o está autorizado, con un porcentaje de fiabilidad y 
precisión. 
Fase de Selección de resultados mediante sistema basado en reglas: los resultados 
de los tres clasificadores anteriores se introducen en el sistema de reglas como entra-
das. Estas entradas se denominan R1, R2 y R3, con sus respectivas probabilidades 
P(R1), P(R2) y P(R3). Luego el sistema de decisión basado en reglas recibe estos seis 
valores, y proporciona el resultado final de la clasificación. La figura 4 presenta las 8 
reglas que conforman este sistema. La salida será un valor binario, "1" si es intruso y 
"0" si está autorizado. 
Fig. 4. Reglas para la identificación final del usuario. 
 Después de obtener el resultado de la detección es necesario conocer la probabili-
dad de la respuesta. Para ello que se realiza un cálculo matemático utilizando la me-
dia de los datos que cumplen las reglas anteriormente descritas. Para las reglas 3, 4, 
5, 6, 7 y 8 se calcula la media de las dos probabilidades correspondientes a los resul-
tados que verifican las reglas anteriormente descritas, ya que dos de los clasificadores 
proporcionan el mismo resultado y el tercero uno distinto (1). 
Med= P(Ra)+P(Rb)/2 (1) 
 En el caso de las reglas 1 y 2, donde la salida de los tres clasificadores es la mis-
ma, la media de probabilidades es: 
Med=P(R1)+P(R2)+P(R3)/3     (2) 
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 Es imprescindible utilizar la media de las probabilidades de los resultados de las 
distintas técnicas de clasificación para obtener una probabilidad conjunta. Además, 
esta probabilidad resultante será registrada dentro del histórico del comportamiento 
del usuario, lo que permite que el modelo sea dinámico al contar con nueva informa-
ción. 
Para validar este sistema de reglas se utilizaron registros de la base de datos [9]. En la 
tabla 2 se presenta una pequeña muestra de cómo se presentan los datos para las 
pruebas. 
 
R1 P(R1) R2 P(R2) R3 P(R3) Clasificador 
0 0.99995 0 0.99968 0 0.99945 0 
0 0.99995 0 0.99968 0 0.99032 0 
1 0.99924 1 0.99055 1 0.99032 1 
1 0.99924 1 0.99055 1 0.99945 1 
Tabla 2. Muestra de información para la decisión final de la respuesta. 
Usuario Detectado: finalmente se obtiene un resultado (Intruso, 1, o Autorizado, 0), 
el cual se almacena en la base de datos para que pueda utilizado para futuros análisis 
de patrones de comportamiento dentro de la red. 
4 Discusión de Resultados 
En la tabla 3 se presentan los resultados para los indicadores de eficiencia utilizados 
y los falsos positivos y falsos negativos obtenidos con la técnica propuesta. 
 
% casos 
clasificados 
correctamente 
% Error medio 
absoluto 
% Precisión 
del clasifica-
dor 
% Verdaderos 
positivos autori-
zados 
% Verdaderos 
positivos 
Intrusos 
% Falsos 
Positivos 
autorizados 
% Falsos 
Positivos 
Intrusos 
99.9% 0.1 99.9 99.9% (2997) 
99.9% 
(2997) 
1% 
(3) 
1% 
(3) 
Tabla 3. Indicadores utilizados para probar la propuesta de sinergia de Técnicas de Clasifica-
ción para Detección de Intrusiones. 
 Como ya se comentó, la precisión de las técnicas de clasificación para esta base 
de datos es muy elevada, con un valor de 99.9% (Precisión del Clasificador) en 
todos los casos de clasificación. En la aplicación de la sinergia de estrategias inteli-
gentes se obtiene un resultado más elevado que al utilizar las técnicas de manera 
individual. De hecho se alcanza el 99.9% de aciertos en verdaderos positivos y ver-
daderos negativos (2.997 casos); por lo tanto hay sólo un 1% de falsos positivos y de 
falsos negativos, lo que significa que el modelo realiza la clasificación de forma muy 
eficiente. 
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 La información con la que se ha realizado el estudio es muy completa y extensa, 
se ha contado con muchos ejemplos para entrenar los sistemas de clasificación, y por 
eso los resultados obtenidos con las técnicas seleccionadas ya eran buenos. 
 Lo que se ha probado en este trabajo es cómo la fusión de varias de estas técnicas 
mejora el resultado, con el fin de poder aplicar esta sinergia a problemas más com-
plejos donde no haya tanta información o ésta esté incompleta [13]. 
5 Conclusiones y Trabajos Futuros 
En este estudio se propuso un método para la detección de intrusos mediante la si-
nergia de técnicas de clasificación que provienen de la Inteligencia Artificial. 
 Se ha evaluado la aplicación de varias técnicas de clasificación a un problema 
bien definido, y se ha probado como la combinación de varias de ellas mejora el 
porcentaje de aciertos. Se ha utilizado como base de conocimientos el dataset NSL-
KDD. 
 Las líneas de trabajo futuro son principalmente dos. Por un lado, habría que apli-
car esta estrategia de fusionar técnicas a problemas más complejos, con menos ejem-
plos de entrenamiento, o señales ruidosas, con información incompleta, etc. Por otro, 
estamos trabajando para realizar pruebas con información real de usuarios que acce-
den a bases de datos de información y realizan una serie de operaciones sobre los 
registros. 
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Identification of Computer Information System 
Intruders by Decision Trees and Artificial 
Neural Networks 
César Byron Guevara, Matilde Santos, José Antonio Martín1 
Abstract. Detection and control of intruders or unauthorized access to computer 
systems has always been important when dealing with information systems where 
security, integrity and privacy are key issues. Although computer devices are more 
sophisticated and efficient, there is still the necessity of establishing safety proce-
dures to avoid illegitimate accesses. The purpose of this paper is to show how dif-
ferent intelligent techniques can be used to identify users accessing critical infor-
mation and to check whether or not access is allowed. Advanced and intelligent 
analysis and data mining techniques such as decision trees and artificial neural 
networks have been applied to obtain patterns of users’ behavior. Dynamic user 
profiles are obtained. The main contribution of this work is to show effective solu-
tions for the detection of intruders in computer information systems. 
Keywords: Intrusion, pattern recognition, behavioural profile, security, intelligent 
techniques, decision tree, neural networks. 
1. Introduction 
Nowadays, computer systems form a large information network. Users who have 
access to this network generate a lot of information about their behaviour without 
realizing it. In fact, they are continuously providing information, for example, 
their preferences, location, ways of acting, etc. Such personal information de-
scribes a pattern that could be use as a signature or a unique identifier of each one 
and thus it provides an effective way to detect intruders. 
This personal information is systematically recorded in different databases. 
However, its analysis is quite complex due to its huge size. Intelligent data mining 
[4] strategies can be applied for the analysis of this information in a faster and 
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more efficient way, which will produce a behavioural pattern and will allow us to 
generate a user profile. 
The public sector of the Republic of Ecuador, as other governments, has infor-
mation systems of utmost importance, so it is necessary to have an adequate con-
trol of the users who have access to such information. The efforts that have been 
made to improve the confidentiality of this information has resulted in sophisti-
cated security systems, making user access more complicated and becoming more 
inconvenience. Despite that, intrusion of unauthorized agents and leak of classi-
fied information are still reported. To solve this problem we propose to obtain be-
haviour patterns of the authorized users in an automatic way in order to control the 
access to those systems. The information that has been used in this study comes 
from activities carried out by public servants who have access to the governmental 
databases. 
In this work we have applied decision trees [2, 5, 7] and artificial neural net-
works (ANN) [1,8] for the identification of these patterns has allows us to obtain 
dynamic profiles of information systems users, and thereby to establish a way of 
detecting intrusions or malicious agents in the computer systems. This modelling 
demands a previous pre-processing and analysis phases of the available informa-
tion that with the automatic mechanisms of classification are the main contribu-
tions of this research work. 
The system has been tested with real data that have been provided by an offi-
cial institution of the Ecuador government. 
 
2.  Pre-processing and Data analysis 
The information has been taken from the database of a public institution of the 
Republic of Ecuador, which has multiple users that interact with the system and 
perform a variety of tasks within that database. 
The first step involves the selection of the most relevant variables and before 
the information that is stored in different databases must be integrated and gath-
ered into one. This will make easier the tasks of sorting, cleaning and retrieving 
the information that will be used for the classification. The subsequent analysis 
and the success of the detection strongly depend on this initial phase [4]. 
Several databases have been grouped into one call “tfmdata”. This database is 
multidimensional and every dimension describes a set of relevant facts such as re-
garding the access of each user to that information system. The result is what is 
called OLAP (Online Analytical Processing). OLAP is used to focus on important 
attributes, identify exceptions, o finding iterations.  
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2.1. Analysis of variables 
The variables should reflect the users’ behavior when they are using the system 
and describe their activities in a more detailed manner. In the database there are 
already several attributes that allow us the definition a behavioral pattern of the 
user such as day of the week, device used to the access, etc.  
For this analysis, a sample was taken for each of the activities and tasks listed 
above. The following figures show these variables for a user during a period of 
three months on a specific database. Figure 1 shows the activity of the user, that is, 
number of times he has performed each of the three possible operations, Update, 
Delete, Insert. Figure 2 a, b, c presents the times he has carried out every operation 
along the two months [8]. 
 
Fig. 1 Operation performed by the user 
 
Fig. 2 Operation performed by the user in the DB; a)Update, b)Delete, c)Insert 
The same analysis has been carried out with the other variables as follows. Ta-
ble: four databases have been named as 1, 2, 3 and 4 to keep the confidentiality al-
though they represent official information. Times a user has accessed to a specific 
database each day of those two months have been recorded. The number of times 
the user performs an operation on a database each day of the week, the hour of ac-
cess and time he spends doing that operation, number of accesses, IP address of 
the workstation from which operations are made, etc. 
Once this analysis has been made some conclusions can be drawn, at least in a 
general way, on the actions the user performs more often, database more used, etc. 
This allows us to find the most significant variables, those which better identify 
each user. 
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2.2. Multidimensional model of the data repository 
Four dimensions or variables have been taken into account in the OLAP model: 
time, user, activity, and workstation. Each of them has been generated in the data 
repository. Different tables are associated to everyone. User can be group or single 
user, affiliation, department, ranking, position. Activities entry is connected to op-
eration and database. Workstation is just the IP and the device. All of these vari-
ables are related. The fact table has been created under the entry “user_access” 
which is the main one. The OLAP generated is shown in Figure 3. 
 
Fig. 3 Diagram of the variables of the data repository OLAP 
The next step is to dump the real data into the OLAP repository, after debug-
ging and processing the information to ensure it is correct. In fact, several incon-
sistencies were detected and solved. The information was decomposed into the 
variables of the only database to integrate and unify it. This allowed us to save 
space as some attributes had a very large format but little information.  
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2.3. Exploratory data analysis 
Once all the data are integrated in the repository, the following step is to 
summarize the main characteristics of the attributes. It may also be interesting to 
obtain some features such as the maximum, minimum and average values and to 
represent them graphically. To perform this analysis in an easy, efficient and 
automated way the tool WEKA was used. The main result will be what it is called 
mining view and it will be very useful to perform the visual data mining and 
therefore to get an idea of the possible patterns, the relevant data, etc. 
This tool scans the data analysis algorithms and gives exact and efficient in-
formation for each variable. We have worked with 18 different users, each one 
represented by a different color. As can be seen in Figure 4, the values of the dif-
ferent attributes are shown for each variable. Combining all the information of 
every variable for each user it will be possible to obtain a pattern of the behavior. 
  
Fig. 4 a) Variable “entering information”, b) working time, for each user 
Once the data has been gathered, cleaned and integrated, an exploratory analy-
sis must be done to extract the maximum possible information. It should identify 
the information that will be meaningful to obtain patterns. The following questions 
have been used as guideline to define a decision making scenario: 
What do you want from the information collected? 
 Get a behavioral pattern of each user of a information system in order to 
detect unauthorized access. 
What rules are to be defined to model the data entry? 
 The information is collected for each system. That is, user identification 
and password, but they are different for each system and are not linked together. 
Is there any documentation for collecting this information? 
There is no documentation to support this task. The information comes from 
various databases and different systems, so we must define a pattern of each user 
from the available data. 
At this stage, the objective is, as already noted, to get a view of information 
that facilitates the data exploration and subsequently the application of pattern 
recognition techniques, in order to detect patterns, trends, anomalies, and a better 
understanding of the data. Some data mining techniques such as generalization, 
aggregation and filtering of the information are used. 
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To show this exploratory analysis, although we have worked with 18 users, we 
will use just three to simplify the study. We have chosen users #6, #8 and #11. For 
instance, Figure 5 shows how the behavior of these three users is quite different 
regarding variable time (Figure 5a) and variable operation they perform (2, 3 or 4, 
meaning introducing data, deleting or updating) (Figure 5b). Other variables that 
have been taken into account are day and table. These have been included in the 
final data base that has as inputs day, time, operation, table and user. For example, 
at a specific hour of a week day, let say 5 (Friday), each of the user is doing a dif-
ferent operation on a different table. 
  
Fig. 5 a) Variable “time”, b) Variable “operation”, for each user 
This has been done for all the variables and we could learn that variable year 
does not give relevant information in order to describe a user, as we are working 
with three years, 2010, 2011 and 2012 and on average the work load is mainly the 
same every year for all the users. The graphs of this variable for the three users are 
quite similar. The same happened with the variables week and month. So it was 
decided that the variables year, month and week will not be used as they do not 
give relevant information in order to obtain a behavioral pattern for the users. 
 
3. Application of intelligent techniques to model the users 
Knowledge extraction from the processed data is the basis to define an only be-
havioral pattern of each user. This user profile has to unique, dynamic and close to 
reality. For that reason it is important to work with techniques that keep the mod-
els understandable such as the decision trees.[6] 
Besides, when applying the classification, we are not only determining if the 
user is an intruder but also the degree of certainty of that prediction.We have 
combined two soft computing techniques, decision trees and neural networks. In 
the decision tree the probability of each event (leave) has been added. The neural 
network carries out the final step, the classification [3]. 
The merging the two techniques that allows a more efficient detection of 
frauds, failures or intrusions into the systems is one of the main contributions of 
this paper. The application has been developed using the software Matlab and the 
corresponding toolboxes. 
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3.1 Decision tree implementation 
Decision trees allow to express rules that relate multiple attributes and organize 
the available information in a hierarchical, orderly way. Four decision trees have 
been generated for periods of one, three, six and twelve months for each user to 
find which one was more useful for the discrimination. Figure 6 shows the deci-
sion tree for a user in a period of one year. 
 
Fig. 6 Decision tree, user #6, a year 
Comparing the trees generated for the different users we realized that selecting 
the period of three months was enough to obtain a quite different structure and at 
the same time to keep it simple. The probability associated to each branch and leaf 
of the tree data was calculated. It was defined by the following formula, 
P(A)=valA/N,   P(B)=valB/N 
P(T)= P(A1)*P(A2)*P(A3).......*P(An) 
Where N the total number of cases, valJ is the number of events in branch i, 
P(i) the probability of the event in the i node, P(T) the final probability at n, and n 
the total number of nodes at that point of the tree. As an example, one of the two 
main branches will be shown (Figure 7). Each node or joint has its probability and 
percentage assigned. So it indicates the likelihood of an action of an authorized 
user. 
 
Fig. 7 Right branch of the decision tree, user #6, three months 
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For instance, the following formulas have been applied to obtain the corre-
sponding probabilities. User #6 performs operation 3 on table 1 at 9:15h on day 1 
(Monday). 
P1(T)=P(A0)*P(A1)*P(A3) 
P1(T)=(0.7892)*(0.1088)*(0.1612)=0.0138 (1.38%) 
User #6 performs operation 2 on table 3 at 16:00h on day 4 (Thursday). 
P2(T)=P(A0)*P(A1)*P(A4)*P(A6)*P(A8) 
P2(T)=(0.7892)*(0.1088)*(0.8387)*(0.3646)*(0.6)=0.0157 (1.575 %) 
User #6 performs operation 4 on table 4 at 12:20h on day 7 (Sunday). 
P3(T)=P(B1)*P(B3)*P(B20)*P(B28)*P(B26) 
P3(T)=(0.2108)*(0.3599)*(0.573)*(0.8431)*(0.7674)=0.0281 (2.81%) 
In the three previous cases, user 6 performed different activities and each one 
has its own probability. The most probable is the third one. But it depends on the 
time, day, etc. That means that if someone logs the system and performs that task 
at that time, he will be an authorized user and not an intruder. If on the other hand 
somebody logs the system at that day and time and performs any other activity 
with probability smaller than that one, it would mean that if could be an intruder. 
This representation displays the behaviors of the users in detail, but it does not 
describe the behavior that the user does not normally do. That is, if the behavior of 
the user does not follow any of those branches, how can it be detected if it is an in-
trusion or an authorized user doing something different from usual? So it needs to 
be complemented by another technique such as neural networks in order to give a 
final classification. 
3.2. Neural Networks for final detection of intrusions 
With the aim to identify if a user is authorized or is an intruder, a neural network 
has been applied. It has been designed using Matlab. 
After trying several configurations, the final neural network is as follows. 
There are four inputs: day, time, operation, and table. These are the most signifi-
cant variables and the ones that allow us to discriminate between users, as ex-
plained in section 2. The output is a single neuron that represents the user, that is, 
a number between 0 and 18 (0 stands for intruder and the rest of the numbers iden-
tify the user). There is a hidden layer with 20 neurons. 
Samples have been generated from real data (authorized users) and others that 
have created to simulate the behavior of intruders. The available samples have 
been then divided into training and test sets. Learning (performance) is measured 
in terms of the mean square error. The network is trained until the error is smaller 
than 0.001. 
Once the neural network has learnt to classify the user that is working on the 
system, in order to validate it we have tested it with the test samples. Then we 
have represented the results in what is called a confusion matrix. The confusion 
matrix shows the percentages of correct and incorrect classifications. Correct clas-
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sifications are the green squares of the diagonal. Incorrect classifications are the 
red squares. 
In the confusion matrix for users 1 and 2. The users identified by the classifier 
are in rows, and the right users are represented in columns. That is shows the 
number of users that our classifier identified as user 1 and they were user 1 (221 
out of 222 samples). That is, one of the inputs was wrongly classified as user 2 
when it was user 1. 
 
4.  Simulation tool for intrusions detection 
A simulation tool that implements these techniques for intruders’ detection was 
developed. The input is the set of activities of a user that logs the system, and the 
output is the identification of the user or the probability of being an intrusion. The 
simulation tool gives three different classifications in accordance with the inputs. 
 Authorized access: the user and the information of his behavior match, so it 
seems to be an authorized user and has been rightly identified. 
 Unauthorized access: the information collected from the behavior of the user 
is different from expected for the user that has logged the system. A message 
of Intruder is displayed. 
 Unrecognized pattern: an X is displayed when the system is not able to iden-
tify the behavioral pattern with any of the user, but it could still be an author-
ized user. In this case the result in a warning of possible intrusion. 
An interface has been designed to insert the data. For example, a user that has 
just logged the system has introduced his identification code and password that 
corresponds to user 8. The system automatically detects day, time, and it records 
the operation is being performed and the table that has been accessed. In this case, 
Tuesday, 13.00h, operation 4, Table 3. The corresponding variables are displayed 
on the left bottom window (day, blue line; time, green line; operation, blue; table, 
red). The corresponding decision tree is generated. This profile will allow the neu-
ral network to identify the user pattern. In this case, according to the action per-
formed by the user, it has been identified as the correct one, that is, the authorized 
user 8. In this case, the second tree corresponds to the pattern of user 13. As they 
do not match, it is an intruder (Figure 8). 
 
Fig. 8 Intrusion detection 
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Finally, the application can also detect an access of a user who does not present 
an expected behavior, so it could be an intrusion but it can also be the right user 
with an out of the ordinary behavior. That means that is performing some actions 
with a low probability for that user but still that match the flow of actions of the 
corresponding decision tree. In this case the application will give as result “non-
identified user” and the corresponding alert in case it is an intruder. 
 
5. Conclusions 
Data mining techniques such as decision trees and neural networks have been 
proved very efficient when applied to pattern recognition and classification. In this 
paper we have developed a simulation tool that implement both of them to detect 
unauthorized accesses to information systems. 
The decision tress allowed us to obtain a representation of the behavior of the 
user close to reality, in the sense of understandable. On the other hand, neural 
networks identify a behavioral pattern based on the description given by the deci-
sion trees. 
Previously, an exploratory analysis of the data was carried out in order to ex-
tract the key knowledge and to identify the significant variables that allow the dis-
crimination of different users’ behavior. 
This has been applied to real data that come from an official institution of the 
Republic of Ecuador Government. 
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Abstract—Classification techniques based on Artificial 
Intelligence are computational tools that have been applied to 
detection of intrusions (IDS) with encouraging results. They are 
able to solve problems related to information security in an 
efficient way. The intrusion detection implies the use of huge 
amount of information. For this reason heuristic methodologies 
have been proposed. In this paper, decision trees, Naive Bayes, 
and supervised classifying systems UCS, are combined to 
improve the performance of a classifier. In order to validate the 
system, a scenario based on real data of the NSL-KDD99 dataset 
is used. 
Keywords—artificial intelligence; heuristic methodologies; 
intrusion detection (IDS); decision trees; supervised classifying 
system UCS; naive Bayes 
I. INTRODUCTION 
Currently, Intrusion Detection Systems (IDS) are 
commonplace for network security and computer systems, and 
more and more frequently new forms of attacks, some 
considerably complex, appear [1]. 
The majority of IDS analyzes the traffic of the network and 
rejects whatever intrusion of a user in the information system. 
The analysis completed by the IDS takes places generally at a 
low level, generating isolated alarms and handling an immense 
quantity of information. Other types of IDS utilize what is 
called an anomalies filter that is applied to the information of 
the server and the databases. 
The field of intrusion detection continues as an open 
research line concerning the developing of dynamic 
methodologies that are able to adapt themselves to the 
evolution of the computer attacks, each time more 
sophisticated and complicated. The strategies that IDS utilizes 
can be classified into two groups: detection of incorrect use, 
and detection of anomalies. The methodology of the Intrusion 
Detection Based on Anomalies, the strategy which is discussed 
in this article, is demanding and complex. Although it has 
reached good results, it is not entirely adaptable to the needs of 
the current technologies. 
The detection of the incorrect use of a computer system 
requires the knowledge of the sequence of activities that 
constitutes an attack, which must have been stored in a 
database. The stored information is compared with the patterns 
of previous attacks. If they coincide, an alarm or warning is set 
off. This is the most commonly used strategy and in fact there 
are even commercial software that facilities it. Its main 
advantages lies in the speed, as it is just to find the similarity 
with the pattern of intrusion (already uploaded) and that the 
number of false positives is generally low (reliability and 
precision). However, some disadvantages are the incapacity to 
detect new attacks in a dynamic way, and furthermore the 
necessity of being continually updating the patterns´ databases 
with new cases [2, 3]. To summarize, it is based on the 
intrusion behaviour and tries to identify this pattern. 
On the other hand, the strategy detection of anomalies is 
based on the information of the normal behavior of a user. 
Every other different behavior is identified as an intrusion. 
Therefore it is based on the normal behaviour pattern. Some of 
the disadvantages are that this method generates a considerable 
amount of false positives and besides the normal behavior of 
the users is quite difficult to be modeled, mainly due to the 
necessity of storing the information and the learning of the 
users´ behavior [4]. 
With these premises in mind, our proposal is to develop a 
dynamic method for the detection of intrusion by means of the 
analysis of the anomalies in the network traffic. The first step 
to reach this objective is to apply different classification 
strategies that come from the Artificial Intelligence field. 
Intrusion detection has been approached before using data 
mining techniques, classification in particular [5, 6]. 
Specifically we have tried decision trees, Naive Bayes, and 
supervised classification systems. Then, we combine some of 
these techniques. The main contribution of this paper is that the 
fusion of some classifications techniques improves the 
detection as it has been proved in comparison to these 
strategies and other when applied independently [7]. 
The different classification methodologies have been 
evaluated for the same database independently. The best ones 
have been chosen to be applied in the final classifier. As we 
will show, the synergy of some of them provides better results 
than using each technology separately. 
The methodology proposed should be able of processing 
the information in real time, filtering anomalies which could be 
originated by intruders. Furthermore, it should be able not only 
to generate alerts in the case of finding anomalies but to store 
This work has been partially supported by the Ministry of Higher
Education, Science, Technology and Innovation (SENESCYT) of the
Government of the Republic of Ecuador. 
them in a dynamic way to be used in the future. This way, the 
system learns dynamically with new cases. 
The database utilized is a benchmark in the literature of 
security [4, 8]. Once the decision system has been proved on it, 
it will be applied to more complex real databases. 
This article is structured as follows. The following section 
presents an evaluation of some classification technologies that 
have been analyzed. In section III a new decision making 
system is designed by the fusion of the ones that have provided 
better results. Section IV is devoted to the discussion of the 
results obtained by this classifier. Finally, conclusions and 
future work end the paper. 
II. APPLICATION OF HEURISTIC METHODOLOGIES TO 
INTRUSION DETECTION 
In order to choose some classification techniques that allow 
us to design a better classifier, they have been applied to a 
benchmark database. We have tried some methodologies form 
different fields of the Artificial Intelligence discipline. 
The intelligent technologies that have been applied are the 
following: 
- Neural Networks: Multilayered Networks, Hopfield´s 
Neuronal Networks, Bayes Networks [9]; 
- Decision Trees: C4.5, ID3 [10, 11]; 
- Support Vector Machines (SVM) [12] 
- Supervised Classifier System (UCS) [13]; 
- Naive Bayes (NB) [14]. 
In the work we have used different types of classification 
techniques that can be used to take advantage of the strong 
characteristics of each of these techniques. Neural networks are 
efficient using multiple numbers of variables. The decision 
trees are algorithms that are also efficient with a lot of 
information and they perform the classification using all data 
available during learning. Moreover, the "supervised 
classification systems" use rules based on every data for the 
classification and its main advantage is that it would not rule 
out any information. The Naive Bayes is a learning algorithm 
that runs continuously until it obtains the better result in the 
classification with multiple numeric variables. 
These classification techniques have been applied to the 
Dataset NSL-KDD1. It is a real database that contains 
information of the behavior of computer system users, both 
intruders and authorized ones. The NSL-KDD Dataset is made 
of 40 attributes or variables which provide information about 
the protocol, date, time, entry type, etc. In this work 25,192 
registers were used for training (20% of the database NSL-
KDD) and 17,102 registers for the test (13.5% of the dataset 
NSL-KDD), as suggested in [15]. 
All of the attributes included in the dataset, which describe 
the user´s behavior, are supposed to give relevant information 
and should be taken into account to improve the efficiency of a 
classifier based on them. 
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To evaluate the performance of the classification 
technologies, a cross validation was carried out, making use of 
the K-fold technique [16]. We use 10 partitions of the data (k = 
10) for each of the techniques. These tests gave the percentage 
of correctly classified cases. The accuracy of the classifier was 
also computed as the percentage of correctly classified users 
over the total number of cases for each of the eight 
classification techniques tested. 
These previous results are shown in Figure 1. As it is 
possible to see, all of them present a high ratio of hits. That is 
because the number of examples used for the training is quite 
big, and therefore all the techniques give good results. 
 
 
Fig. 1. Percentage of correctly classified user with each technique for the 
dataset NSL-KDD99 
More detailed information is presented in Table I. It shows 
different indicators of the performance of each technique, that 
will allow the selection of the most appropriate and efficient 
technique for the final decision system. In this table, the 
accuracy of the classification technique is also given, with the 
EMAE (absolute margin of error of the classifier), defined as 
the difference between the validity of the measurement and the 
validity taken exactly as an error. 
Furthermore, this matrix of error shows true positives (TP) 
and false positives (FP) cases obtained by each technique, both 
for intruders and authorized user. This will help to finally make 
a decision on the best techniques. 
TABLE I.  COMPARISON OF CLASSIFICATION TECHNIQUES ON THE 
DATASET KSL-KDD. 
 
After analyzing the performance of these techniques, four 
of them have been chosen for the design of the final classifier: 
two types of decision trees, C4.5 e ID3, Naive Bayes, and 
Supervised system classifier UCS as these give the best results 
in terms of hits. 
III. FUSION OF CLASSIFICATION TECHNIQUES 
A decision system for the detection of intrusions in an 
information system has been design based on the four 
classification techniques mentioned before. Figure 2 shows the 
classifier system that merges these methodologies. 
 
 
Fig. 2. Combination of the four classification techniques in a detection 
system 
As it is possible to see in Figure 2, the information on the 
actions carried out for any user is introduced in the four 
classifiers. Each of them gives a result. These classifications 
outputs will be merged applying a rule based system that 
weighted them and will give the final result. 
A. Configuration of the Tools 
Each classification system has been previously trained. All 
of them were trained using 25,192 registers and 17,102 for the 
tests. 
The configuration of these techniques is given below. 
- Decision Trees C4.5 and ID3: Decision trees utilize 
the 40 attributes of the network´s traffic dataset and 
apply the algorithms J48 and ID3 for the classification. 
Before the application of the ID3 decision tree, the 
Iterative Dicotomizer 3 Discretizer algorithm (ID3-
D)2[8, 9], was applied to preprocessing the data of the 
benchmark and in order to improve its performance. 
- Naive Bayes: The Naive Bayes technique has used all 
the attributes of the dataset NSL-KDD. Again a 
discretization algorithm, the Bayesian Discretizer 
(Bayesian-D) was previously used. 
- UCS: The supervised classifier system has worked 
with the 40 attributes of the NSL-KDD dataset. The 
genetic algorithm was configured using the following 
values: 
o Number of explorations: 100,000; 
o Size of the initial population: 6,400; 
o Delta: 0.1; 
                                                          
2 KEEL: http://sci2s.ugr.es/keel/index.php, 2014-03-28 
o Selection type: RWS; nu: 10.0; 
o Tournament size: 0.4; 
o Mutation type: free; probability: 0.8; 
o Cross type: 2PT; probability: 0.04; 
B. Generation of the Making Decision System 
The flow of the final classification system, as shown in 
Figure 2, is as follows. 
1) Data Input: the network traffic information feeds the 
four classification systems. The 40 attributes have been 
previously normalized to increase the discrimination 
capability of each classifier [17]. 
2) Classification of the inputs: each classifier gives as 
result if the user is an intruder or an authorized user, 
with a confidence percentage. 
3) Weighting the previous results: The results of the 
four previous classifiers (R1, R2, R3 and R4) are the 
inputs of a rule-based system. 
These results are combined according to expression 
(1). 
 
Different weights have been assigned to each one of 
the classification techniques, based on the result of 
Table I. 
The weights and techniques are as follows. C4.5 
(weight = 0.3), ID3 (weight = 0.28), NB (weight = 
0.25) and UCS (weight = 0.17). These values are 
obtained from tests carried out with each of the 
techniques, by trial and error. The percentage is related 
to the number of correct detections over the total 
number of tests. 
4) Final decision. A threshold is applied to the result 
given by expression (5). If it is greater than 0.5, it will 
be considered an authorized user (0); any value under 
0.5 will be detected as an intruder (1). 
This value will be included in the database as a new 
example in order to be used in the future. So the 
database is dynamically increased. 
IV. RESULTS AND DISCUSSION 
The indicators of the efficiency of the final making decision 
system are presented in Table II. The EMAE error, the 
accuracy of the classifier, and the true and false positives and 
negatives results are shown. 
TABLE II.  RESULTS OF THE FINAL CLASSIFIER FOR THE DETECTION OF 
INTRUSIONS. 
Correctly 
Classified 
EMAE Accuracy True Pos 
Authorized 
True Pos 
Intruder 
False Pos 
Authorized 
False Pos 
Intruder 
99.99% 0.1% 99.99% 10254  6835 7  6  
 
As previously mentioned, the precision of the different 
classification techniques for this database was very high, due to 
the high number of available examples to train the 
methodologies. Anyway, the best ratio was 99.96 %. 
With the synergy of the techniques, the new decision 
system has a hit ratio of 99.99%. That is, the fusion of different 
techniques improves the final classification ratio. 
Besides, the number of false positives and false negatives 
values has significantly decreased. That is an interesting and 
useful result. Only the 0.1 % of the cases was false positives 
and false negatives. The information used in this study is 
complex and large. The classification systems were tested 
using different criterions, and therefore the obtained results can 
be considered reliable. 
This study demonstrates how the fusion of different 
techniques may improve the results of a classification system. 
Once it has been proved, this synergy can be applied to more 
complex real problems, with uncertain or incomplete 
information. 
V. CONCLUSIONS AND FUTURE WORK 
This work proposes a method for the detection of intrusions 
based on the fusion of four classification techniques. All of 
them come from the Artificial Intelligence field. 
The database NSL-KDD was used as a benchmark, in order 
to get some knowledge of the classification process of 
intrusions, and to prove the validity of the proposal. The results 
obtained by each technique separately are worse than when 
merging them in a final classifier that takes all of them into 
account. Therefore, the detection of the intruders has improved 
by the synergy of different classification techniques. Not only 
the percentage of intrusion detection is higher but the ratio of 
false positives is smaller. 
This is a direct benefit to the security of any computer 
systems. As an immediate future work, this making decision 
system will be applied to a real database of a governmental 
institution, where more variables are considered. 
Although the proposed method is slightly more complex 
than using an independent technique, we believe that when 
applied to more complex databases and large data, the proposal 
may be worth it as it is more efficient. 
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TRAINING STRATEGY TO IMPROVE THE EFFICIENCY OF 
AN INTELLIGENT DETECTION SYSTEM 
CÉSAR GUEVARA† MATILDE SANTOS†, VICTORIA LOPEZ† 
School of Computing, Department of Computer Architecture and Automation, 
Complutense University of Madrid 
Madrid, Spain 
Detection systems of computer accesses are essential for information security. In this 
article, we propose a classification system that combines two intelligent algorithms, those 
being: Supervised Classification Systems, UCS, and Decision Trees, C4.5. The 
experiments were carried out using a dataset provided by Amazon, the Kaggle challenge. 
The system has been trained by dump the dataset into subgroup. This training strategy 
has resulted more efficient than if the whole database is used as an only set.. The results 
prove the use of the proposed detection system provides higher classification accuracy 
and reduces the percentage of false positives in comparison to other classification 
techniques.  
Keywords— Training Strategy, Supervised Classification Systems, Decision Trees, 
Computer Access, Detection Systems. 
1.   INTRODUCTION 
The problem security in accessing information systems is important and 
concerns public and private companies worldwide. This problem occurs when 
employees make incorrect use of the access to a resource, because they steal 
confidential information or conduct operations that are not allowed. 
The leaking of confidential information is one of the greatest threats for any 
country. It is necessary to develop efficiency methods to prevent these attacks 
and furthermore determine the resources available by each user, according to the 
tasks that he or she has to develop in their own working environment. 
The problem is complex because it involves the creation of a behavioral profile 
of each employee, and this profile changes dynamically. Furthermore, it can be 
uncertain at some stages. Therefore the application of intelligent techniques has 
been proved to be very useful for these problems that require knowledge and 
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works with a lot of information that sometimes is incomplete or uncertain and 
may vary throughout time. 
Some of the most used methods for dealing with this problem are classification 
methods such as: data mining, pattern recognition, classification systems based 
on genetic algorithms and supervised or non-supervised classification 
techniques. Although there many intrusion detection systems, it is still an open 
issue because the number of false positives when detecting fraud is usually high. 
The detection system proposed in this paper is based on two classification 
techniques, Decision Trees (C4.5) [14,16], and Supervised Classification 
Systems (UCS) [2,3]. It has been proven to be more efficient than their 
application separately. 
Moreover, to improve the efficiency of this detection system, this work proposes 
a learning strategy that consists of dividing the training set into subgroups. 
These subgroups are formed according to some attributes that provide relevant 
information for the classification. 
The database used for testing this proposal is an Amazon dataset, the Kaggle 
Challenge, which contains accesses of employees during the period of 2010 and 
2011. The data consists of real, historic data [9]. Users were allowed or denied 
access to the different system resources manually. 
Therefore, the objectives of this work are: 
1. To build a classifier system that combines two intelligent classification 
techniques. 
2. To identify relevant attributes in the Amazon Kaggel base data for 
detection of intruders. 
3. To apply a learning algorithm that is based on the division of the 
training set. 
4. To validate the detection system with the database. 
 
To summarize, the final objective of this work is to generate an automatic 
method that analyzes the data in order to predict the rejection or acceptance of 
the accesses to the system resources by an employee. 
 
The structure of the paper is as follows: 
 In the second section, the materials and methods that have been used are 
described. Section 3 is devoted to the design and generation of the intelligent 
decision system. Results and comparisons with other classification techniques 
are presented in Section 4. Finally, the paper ends with the conclusions. 
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2.   MATERIALS AND METHOD 
In this section, we present the phases that take part in the development of the 
classifier for system accesses, describing in thorough detail the data structure, 
pre-processing, the selection of classifying techniques, the creation of the target 
classifier model, and the tests that confirm its optimal execution. 
Figure 1 below shows the process that was developed in this study for the 
classification of accesses to computer system resources. The process initiates 
with the input of information, with the permitted and denied users’ accesses to 
be pre-processed. Later, the now refined datasets are divided into groups 
according to one or other relevant attributes that grants older information for 
classification utilizing filters [11] and wrappers [7]. In the construction the target 
classifier creates multiple instances of the target classifier C4.5 [14] and UCS [3, 
8, 12] following the data groups created in the previous step. In the Analysis of 
the target classifier, the data is classified with techniques C4.5 and UCS in 
permitted and denied accesses of the dataset. Finally, in the evaluation of the 
execution, the results of the performance are obtained with error meters of the 
target classifier. 
 
 
Figure 1. Classifier System Accesses. 
2.1.   Dataset Kaggel Amazon 
The dataset consists of 10 attributes that describe the resources to those users 
who can have access, the identifier of the user, the user’s role within the 
institution, and other information concerning the category and place wherever 
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developing one’s work. Also, it possesses a discriminating attribute, that which 
permits or denies access to system resources, utilizing a 0 in order to deny 
access, and a 1 to grant access. The data for the training consists of 32,769 
information lines, and 58,921 lines for the tests. 
The data consists of real, historical data collected from 2010 and 2011. The 
employees were permitted or denied access to the resources in manual time. The 
following attributes are those that construct the dataset: 
 ACTION: The action of assigning a ―1‖ to the allowed access, and the 
denied a ―0.‖ 
 RESOURCE: The identification code for the resource. 
 MGR_ID: The identification code of the administrator who keeps the 
registry of access to a resource. 
 ROLE_ROLLUP_1: Grouping code for categories id 1. 
 ROLE_ROLLUP_2: Grouping code for categories id 2. 
 ROLE_DEPTNAME: Department code of the company. 
 ROLE_TITLE: Title code of the company. 
 ROLE_FAMILY_DESC: The group’s extended code to which a user 
within the company belongs. 
 ROLE_FAMILY: The group code for a user within the company. 
 ROLE_CODE: The company’s senior code. This code is unique for 
each role. 
The dataset from Amazon had to be analyzed and processed in order to complete 
any task with classification techniques, and furthermore, the comparison of the 
multiple techniques to select the most accurate for this study. 
2.2.   Pre-Processing of Data 
The pre-processing of data lies in the task of eliminating data efficiently, as well 
as any other inconsistency, such as redundancy, noise, etc. The fundamental 
purpose of the preparation of the data is to manipulate and transform crude data 
in a manner which, the content of the enclosed information in the joint 
information can be exposed and easily accessible.‖ [1,4]. Due to this, it is 
necessary to try to evaluate the performance of the dataset, which are the most 
relevant attributes, and eliminate any type of noise or inconsistency it encounters 
in the dataset using filters and wrappers in a joint manner to obtain a better 
reliability directly following the prior steps. This step allows the obtainment of 
trustworthy data for the generation of the most efficient classification models for 
this study [13]. 
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3.   CREATION OF INTELLIGENT CLASSIFIER 
For the construction of the target classifier we utilized the techniques of 
Decision Trees C4.5, and the Supervised Classification System UCS, which uses 
a genetic algorithm in order to create classification rules. For the selection of 
these techniques, we compared multiple options, those that demonstrated their 
optimal execution with the Amazon dataset, which will be presented in the 
following section [6, 15]. 
3.1.   Division of Data Groups 
In this step, it’s necessary to divide the refined dataset in pre-processing. Its size 
and complexity requires that they be studied independently. For this, it was 
necessary to subdivide it by the most relevant criteria of the attributes in 
equitable groups. Each of the data groups must contain all of the denied accesses 
as a base and assign the granted accesses equitably. This way we preserve the 
integrity of the information and we will be able to classify user accesses in the 
most efficient manner. 
At the initial task of pre-processing of the data, it must distinguish the complete 
characteristics of the attributes that are contained in the Amazon dataset. The 
dataset contains 10 attributes of a complete set and an attribute of a classifier 
with 2 classes, those that assign an action of granting access ―1‖ or denying it 
―0‖ to each of the users, as well a whole set. The dataset for the training 
possesses 32,769 instances of data and that of the tests contains 58,921. 
The common task of eliminating redundancy and noise in the data was 
completed with the analysis tool Wakaito Environment for Knowledge Analysis 
(WEKA)
*
. For a deeper analysis of the variables in the Amazon dataset, it was 
necessary to use a wrapper and recognize that if a correlation between them was 
found between them [7], as indicated in table 1, we would apply the Gain 
Ranking Filter [17], which ranks the attributes that are evaluated for each value 
of the attribute by means of the measurement of the profit of information in 
respect to the class ACTION. This indicates that the attribute RESOURSE 
supplies the information better, which will be utilized in order to create the 
subgroups of data in the following phase. 
 
 
 
 
                                                          
* WEKA: http://www.cs.waikato.ac.nz/ml/weka/ 
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Table 1. Ranking of attributes information (Gain Ranking Filter 
Weka). 
RANKING ATTRIBUTES 
5 ROLE_DEPTNAME 
4 ROLE_ROLLUP_2 
6 ROLE_FAMILY_DESC 
3 ROLE_ROLLUP_1 
7 ROLE_CODE 
9 ROLE_TITLE 
8 ROLE_FAMILY 
2 MGR_ID 
1 RESOURCE 
 
For the task of the division of the sub groups, we separated the permitted 
accesses and the denied into two groups. Previously, it was used as a base for all 
the information with denied accesses to be entered as constant en each of the 13 
divisions that will be completed in the Amazon dataset. The permitted accesses 
must be arranged descending by the RESOURCE attribute (that supplies 
information in the classification better), and provides an accurate delimitation 
for the division of the information. Last, the permitted accesses were divided in 
groups of registries. This way we obtained 15 data groups for the training of the 
techniques of C4.5 and UCS, as shown in figure 2. 
 
 
 
Figure 2. Division of Amazon dataset in sub groups. 
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3.2.   DEVELOPMENT OF CLASSIFIER 
Beyond utilizing the techniques C4.5 and UCS, the target classifier requires 
systems of rules in order to be able to direct the data of the entrance in order to 
be trained and analyzed. We have created a system of rules that directs the 
entered information by one of the sub models of the target classifier that have 
been trained with the dataset (d1, d2, d3…dn), to be classified [5, 10]. The rules 
have been outlined based on the attributes that supply more information in the 
pre-processing stage. In the calculations section, we will discuss the creation of 
these rules. For this reason figure 3 shows the model of the target classifier and 
its respective tools that it constitutes. 
 
 
Figure 3. Design of intelligent classifier. 
 
With the dataset now divided into sub groups, the following step is to evaluate 
the various classification techniques and finally select the most efficient one for 
the target classifier. Table 2 exhibits the performance of each of the various 
techniques with 15 sub groups from the Amazon dataset. This stated the 
techniques C4.5 and UCS demonstrated optimal performances, with an accuracy 
of 0.983 and 0.976, respectively. 
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Table 2. Classification Techniques Accuracy for each of the 
subgroups. 
 
 
With the most efficient techniques selected, we proceeded to the training phase 
and testing each one individually from the dataset, as indicated in figure 4. 
 
 
 
Figure 4. Accuracy of classifier. 
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At the end, the target classifier utilizes a decision system to validate the 
answers obtained from the classification algorithms C4.5 with R1, and UCS 
with R2. Due to this, the selection was completed by weighing the results 
utilizing formula 1, granting the weight of 0.6 to algorithm C4.5 and a weight of 
0.4 to the UCS algorithm. This optimized the classification for the detection of 
system accesses. 
 
Result= 0.6*R1+0.4*R2  (1) 
4.   Experiment Results 
In general the target classifier obtained an accuracy of 0.984 in training and 
0.981 in the tests, using all of the Amazon dataset with the propose 
methodology, as show in table 3, in comparison to other techniques without 
utilizing the proposed methodology. 
 
Table 3. Comparison of results of the classification algorithms with 
the dataset Amazon. 
  ACCURACY 
ALGORITHM TRAIN TEST 
Meta Classifier System UCS and C4.5 0.984 0.981 
Naive Bayes 0.912 0.901 
UCS 0.949 0.939 
XCS 0.942 0.936 
Multilayer perceptron 0.942 0.94 
J48 0.945 0.941 
 
In the study the KEEL (Knowledge Extraction bases on Evolutionary Learning)
†
 
tool for training and testing classification techniques are used. 
5.   Conclusions 
In conclusion, we managed to obtain results for the evaluation, where the 
executions of the proposed target classifier in training and testing demonstrate 
an increased performance in the classification in comparison to other algorithms. 
In regards to accuracy, the target classifier managed to efficiently detect 
permitted and denied accesses of Amazon users, a critical factor concerning the 
objective of this present study. 
                                                          
† KEEL: http://sci2s.ugr.es/keel/index.php 
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On the basis of this study’s results, the proposed method for the creation and 
application of this target classifier offers an efficient prediction. The proposed 
process for the execution of this study, from the pre-processing of data (with the 
division of the Amazon dataset in multiple sup groups) up to the utilization of 
algorithms of C4.5 and UCS combined confirmed that this is a trustworthy 
classifier for these types of processes. 
The main goal of this study is to propose a method for the detection of permitted 
and denied accesses within a computer system, utilizing evolutionary algorithms 
together as well as other classification techniques in order to improve the 
performance and execution of detection. In summary, the completed 
experiments with the Amazon dataset and the creation of a model based on the 
measures of execution and error obtained a high accuracy rate, and conversely, a 
reduced rate in classification errors. 
The experiment’s results exhibit that classification with the model of the target 
classifier with multiple datasets improve the prediction rate’s percentage, which 
suggests that the use of computer resources would be considerably low as well. 
Considering that this method proved efficient with this data, a future line of 
investigation would be to develop a method for the detection of accesses to 
computer systems and intrusion detection that allows for the utilization of 
various evolutionary techniques in order to be adaptable to the always changing 
behavior of users and intrusions in the future. 
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Poster Abstract: Data Leakage Detection Algorithm 
Based on Sequences of Activities 
César Guevara, Matilde Santos, and Victoria López 
Complutense University of Madrid 
Madrid, Spain 
{cesargue,msantos}@ucm.es, vlopez@fdi.ucm.es 
Abstract. In this paper we propose an algorithm for data leakage detection. 
This algorithm works with historical data of the activities of authorized users in 
a computer system. This information gathers data of the hour of the accesses, 
duration, day of the week, operation, table that has been accessed, etc. They 
have been provided by a governmental institution at Ecuador. The procedure 
has two phases. The first one is based on the calculation of the probability of 
each activity that is carried out by each user. These activities are for instance to 
modify a file, delete, copy, etc. The different activities at different times are co-
dified by an integer or character. The Page Rank algorithm is used to calculate 
the probability of every activity. But the activities form sequences, that is, dur-
ing a session (time between the user logs in and logs out), the user carries out 
different activities, one after another. These sequences of activities may have 
different length. The probability of each sequence of activities is then calculated 
by applying the Bayes’ theorem. The minimum of these conditional probabili-
ties is obtained and set as a threshold, rmin. If a new chain of activities, si, is in-
troduced in the detection leakage system, first of all the page rank is applied and 
then the Bayes’ law, so a probability of that particular sequence of activities for 
that user is obtained, let’s say pi. This probability, pi, is compared to the thre-
shold, rmin. If it does not surpass it, a leakage warning message is generated. 
Otherwise, the sequence of activities goes to the second phase of the procedure. 
The sequence of activities that is being tested is then compared to all the  
sequences of activities of that particular user that are stored in the historical  
database. Applying the Smith and Waterman algorithm, a similarity score is  
obtained for this sentence regarding the rest of the sequences previously carried 
out by the user. This algorithm determines similar regions between two strings 
comparing segments of all possible lengths and optimizes the similarity meas-
ure. If the score is higher than a second threshold, let’ say that there are more 
than n characters (codified activities) that are the same than another sequence of 
the same user, the activity can be considered right; otherwise it may be a lea-
kage. Although this algorithm is still being developing, its main contribution is 
the way it handles different lengths of the sequences and how it works with a 
behavioral pattern of each user. 
Keywords: Data Leakage Detection, Page Rank algorithm, Bayes’ Theorem, 
Smith and Waterman algorithm, behavioral pattern. 
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1Sistema de Deteccio´n de Intrusos aplicando
Seleccio´n Negativa en Perfiles de Usuario
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Facultad de Informa´tica, Universidad Complutesnse de Madrid
cesargue@ucm.es,msantos@ucm.es,vlopez@fdi.ucm.es
Resumen— Esta trabajo propone un modelo de datos y
la aplicacio´n de Sistemas Inmunes Artificiales para el de-
sarrollo e implementacio´n de un Sistema de Deteccio´n de
Intrusos, que permita identificar actividades ano´malas e in-
trusivas dentro de un sistema de informacio´n de gobierno.
El IDS propuesto utiliza un conjuntos de datos del compor-
tamiento de los usuarios que han ejecutado mu´ltiples tareas
en un per´ıodo considerable de tiempo dentro del sistema
real. Las contribuciones espec´ıficas son: modelo de datos,
la identificacio´n de un perfil de usuario y la aplicacio´n de al-
goritmos de seleccio´n negativa y de bu´squeda de secuencias
de forma local como KPM para identificar tareas intrusivas
de forma eficiente. Los resultados son o´ptimos y con una
tasa de falsas alarmas bajo.
Palabras Clave: Sistema inmune artificial, Sistema
de Deteccio´n de Intrusos, comportamiento de usuario, Se-
leccio´n negativa
I. Introduccio´n
En la actualidad la seguridad de la informacio´n es un
a´rea muy importante para cualquier persona o institucio´n
alrededor del mundo, ya que los datos se han convertido en
el activo ma´s importante el cual debe ser salvaguardado
de una manera eficiente y adecuada. La gran mayor´ıa
de los datos deben mantenerse seguros de cualquier in-
truso o actividad no permitida, de modo que la seguridad
tiene una importancia cr´ıtica. El termino de ”intrusio´n”
como lo presenta [1] se puede definir como cualquier con-
junto de acciones que tratan de comprometer la integri-
dad, confidencialidad o disponibilidad de un recurso. Por
ello es necesario utilizar una herramienta que pueda de-
tectar estas actividades y mantener la informacio´n acce-
sible solo a las personas autorizadas. Dicha herramienta
se la denomina como Sistema de Deteccio´n de Intrusos
(IDS), el mismo que analiza eventos que suceden en un
sistema informa´tico en busca de signos de intrusiones. El
principal objetivo de un IDS es monitorear la actividad
en un servidor, red o un equipo informa´tico (PC, Tablet,
mo´vil, etc.) de tal forma que permita identificar de man-
era eficiente posibles ataques o intentos de violacio´n a la
seguridad basados en patrones de comportamiento, firmas
de co´digo o ana´lisis de protocolos, para luego alertar al
administrador del equipo. El gran auge en el desarrollo
e implementacio´n de mu´ltiples IDS han surgido algunas
maneras en la recoleccio´n y utilizacio´n de la informacio´n
para el sistema de deteccio´n, los cuales se describen con-
tinuacio´n:
• Basado en el Host: Este tipo de sistema de deteccio´n
utiliza la informacio´n de tareas o actividades realizadas
en el equipo donde se encuentra funcionando el IDS.
• Basado en la Red: Este sistema de deteccio´n utiliza
toda la informacio´n del tra´fico de la red que se genera
en el ambiente que se encuentra funcionando, es decir,
recolecta la informacio´n de red interna como informacio´n
de red externa (conexiones entrantes y salientes).
Con los tipos anteriores de recoleccio´n de datos per-
miten una variedad de IDS como la deteccio´n de usos in-
debidos (misuse detection) la cual compara la informacio´n
recogida con descripciones (o firmas) de ataques conoci-
dos. Por otra parte, la deteccio´n de anomal´ıas (anomaly
detection) utiliza los datos histo´ricos sobre la ejecucio´n
de tareas o actividades en el sistema y detalla el compor-
tamiento deseado de usuarios como de las aplicaciones,
para construir un perfil que representa la operacio´n nor-
mal del sistema monitorizado, e identifica patrones de ac-
tividades que se desv´ıan del perfil definido.
Adema´s existen una variedad de te´cnicas , metodolog´ıas
y algoritmos para el desarrollo de un IDS. El a´rea ma´s
utilizada para los IDS es la aplicacio´n de Inteligencia Ar-
tificial con las te´cnicas de Machine Learning y Miner´ıa
de Datos (Data Mining). En esta a´rea se han real-
izado mu´ltiples investigaciones y art´ıculos, obteniendo
grandes avances de sobre la aplicacio´n distintas te´cnicas
como A´rboles de Decisio´n, Redes Neuronales, Algorit-
mos Gene´ticos, Support Vector Machines, Sistemas In-
munes Artificiales entre otras [2]. Los IDS tambie´n uti-
lizan te´cnicas y modelos estad´ısticos con el propo´sito de
automatizar completamente la deteccio´n de ataques mali-
ciosos distinguiendo del uso normal de los sistemas. Las
ma´s utilizadas son Redes Bayesianas, Cadenas de Markov,
etc.
En este trabajo se presenta una propuesta de inves-
tigacio´n en torno a la seguridad informa´tica, y ma´s es-
pec´ıficamente en el a´rea de los sistemas de deteccio´n de
intrusos (IDS) basados en anomal´ıas de comportamiento
de usuarios. El sistema propuesto utiliza la te´cnica de
Sistemas Inmunes artificiales aplicando el algoritmo de
seleccio´n negativa, adema´s, un algoritmo de bu´squeda
de secuencias en forma local llamado Knuth-Morris-Pratt
(KMP).
El art´ıculo esta´ organizado de la siguiente forma: en la
Seccio´n 2 se detalla trabajos realizados anteriormente pre-
sentado sus fortalezas y compara´ndolos con nuestra prop-
uesta. En la Seccio´n 3 se detalla el objetivo de la inves-
tigacio´n y la aportacio´n cient´ıfica, adema´s se presenta los
materiales y me´todos utilizados para la construccio´n del
IDS. Posteriormente, en la Sesio´n 4 se presentan desarrollo
del algoritmo. En las sessio´n 5 se presentan los resultados
del sistema propuesto. Finalmente, en la Seccio´n 6 se pre-
JNIC2015 Primera sesio´n: Vulnerabilidades, malware y exploits 1
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2sentan las conclusiones y trabajos futuros que han surgido
de esta investigacio´n.
II. Trabajos Relacionados
Un sistema de deteccio´n de intrusos IDS es un sistema
de software o hardware automatizado para realizar un
proceso de monitoreo y ana´lisis de datos del medio in-
forma´tico para la deteccio´n de intrusiones como lo pre-
senta [3][4] [14]. En mu´ltiples trabajos en los cuales los
IDS centran su atencio´n en la te´cnica de Sistema in-
munes artificial como una o´ptima alternativa para iden-
tificar comportamientos ano´malos los presenta en [5] [6]
[7] [8] . Los cuales validan que dicha te´cnica la cual pro-
porciona resultados fiables y que son una gran a´rea de
investigacio´n para el futuro.
Es por eso que con un creciente nu´mero de inves-
tigadores informa´ticos que seleccionan y estudian esta
te´cnica, las cuales, obtienen un gran e´xito como un mecan-
ismo natural para la solucio´n de diversos problemas, in-
cluyendo diagno´stico de fallos, la deteccio´n de virus y de-
teccio´n de fraude hipotecario como lo presenta [9] [10] [11]
[12] [13].
De los trabajos ma´s recientes en la aplicacio´n de sis-
temas inmunes artificiales es el presentado por [15], el
cual propone un algoritmo de seleccio´n negativa que ha
demostrado ser eficaz para los problemas de deteccio´n de
anomal´ıas y que presenta una nueva estrategia en la etapa
de entrenamiento, adema´s, un continuo entrenamiento
para la reduccio´n de muestras self para reducir el coste
computacional en fase de pruebas. Este algoritmo puede
obtener la tasa de deteccio´n ma´s alta y una tasa ma´s baja
de falsas alarmas en la mayor´ıa de los casos.
Por otro lado la investigacio´n realizada por [16] pre-
senta un nuevo enfoque para la deteccio´n de anomal´ıas
en el tra´fico de red utilizando detectores generados por
un algoritmo gene´tico. Este trabajo utiliza el algoritmo
de seleccio´n negativa en un sistema inmune que puede
detectar patrones ano´malos. Este trabajo, muestra una
comparativa con varios otros experimentos realizados con
un conjunto de datos conocidos llamado NSL-KDD. El al-
goritmo propuesto muestra resultados muy buenos en el
ana´lisis, en comparacio´n con otros me´todos de aprendizaje
automa´tico.
Otro trabajo muy interesante que en el cual se aplica el
sistemas inmunes con seleccio´n negativa, como lo presenta
[17]. El trabajo propuesto detalla los excelentes mecanis-
mos de auto-aprendizaje, la capacidad de adaptacio´n del
sistema inmunolo´gico humano y adema´s muestra los con-
ceptos y las definiciones formales de ant´ıgeno, anticuerpos
y ce´lulas de memoria en el dominio de seguridad de la
red. Un aspecto muy importante de la investigacio´n es
como se establecen las formulaciones evolucio´n dina´mica
de los perfiles de deteccio´n (incluida la generacio´n de los
perfiles de deteccio´n, de aprendizaje dina´mico, transfor-
macio´n dina´mica, y la auto-organizacio´n dina´mica), que
lograra´ que los perfiles de deteccio´n dina´mica se puedan
sincronizar con el entorno de red real. Este trabajo obtiene
resultados experimentales buenos en la cual se convierte
en como una solucio´n a tener en cuenta para la deteccio´n
de anomal´ıas en red.
Este trabajo propone la aplicacio´n de un sistema in-
mune con seleccio´n negativa en las tareas que ejecutan los
usuarios dentro de un sistema informa´tico, donde, a par-
tir del histo´rico de estas ejecuciones se genera un perfil de
uso normal el cual permite identificar anomal´ıas con re-
sultados o´ptimos y con un coste computacional bajo. En
las siguientes secciones se presentara´ las aportaciones de
la propuesta y adema´s todo el proceso de modelado de la
solucio´n para un IDS.
III. Me´todos y Materiales
A. Objetivo y aportaciones de la Investigacio´n
El objetivo principal de la investigacio´n es desarrollar
un algoritmo dina´mico y eficiente el cual pueda identificar
el comportamiento ano´malo de un usuario o agente que
realice tareas intrusivas en un sistema informa´tico. Por
otra parte las aportaciones de la investigacio´n al estudio
de IDS son:
• Utilizacio´n de datos reales de usuarios de un sistema
informa´tico real para el desarrollo del modelo de datos y
el algoritmo de deteccio´n.
• Aplicacio´n de un nuevo modelo de datos que represente
el comportamiento de los usuario de forma eficiente.
• Aplicacio´n del algoritmo de seleccio´n negativa de un sis-
tema inmune artificial al modelo de datos para la identi-
ficacio´n de comportamientos ano´malos de los usuarios.
• Aplicacio´n del algoritmo KMP para la identificacio´n de
comportamientos ano´malos en nuevas secuencias de tar-
eas.
• Desarrollar una nueva forma de deteccio´n de intrusos
dina´mica y eficiente dirigido a sistemas informa´ticos.
En la siguiente seccio´n se describen los me´todos y ma-
teriales utilizados para el desarrollo del algoritmo.
B. Me´todos
En esta seccio´n se presentan los algoritmos aplicados
en el presente trabajo. Los algoritmos utilizados son Al-
goritmo de seleccio´n negativa (NSA)y Algoritmo Knuth
Morris Pratt (KMP).
B.1 Sistema Inmune Artificial con Seleccio´n Negativa
El algoritmo de seleccio´n negativa define el ”self” medi-
ante la construccio´n de modelos de comportamiento nor-
males de un sistema monitorizado. Este proceso genera
un nu´mero finito de patrones aleatorios que se comparan
a cada modelo espec´ıfico de self como lo presenta [11].
B.2 Algoritmo de Knuth Morris Pratt
El objetivo principal de este problema es encontrar una
cadena dentro otra cadena. En un patro´n P para cada
posicio´n i, spi(p) se dice que es la longitud del sufijo ma´s
largo de P[1; 2i], que coincide con el prefijo P. Es simi-
lar a navegar dentro de la cadena y que realiza sus com-
paraciones de izquierda a derecha. Tambie´n calcula los
desplazamientos ma´ximos posibles de izquierda a derecha
para el patro´n P, [18].
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3C. Materiales
Los datos con los que se ha realizado este trabajo fueron
proporcionados de un sistema real del gobierno de la
Repu´blica de Ecuador. La informacio´n es confidencial y
por esta razo´n los datos se han codificado para proteger la
integridad de su informacio´n. El conjunto de datos se ha
recolectado mediante la captura de las tareas ejecutadas
por los usuarios en un per´ıodo considerable de tiempo.
Estos datos constan de diez conjuntos diferentes de infor-
macio´n sobre la ejecucio´n de las tareas de los usuarios.
Esta informacio´n esta agrupada tanto por usuarios y por
sesiones de usuario como se describe ma´s adelante. El con-
junto de datos constan del per´ıodo de 2011 a 2013 y son
15.571 registros de sesiones 5312 de registros de sesiones
ano´malas. La informacio´n que contienen todo el compor-
tamiento normal de cada usuario de inicio de sesio´n del
sistema y las ejecuciones de tareas las cuales no tienen
un taman˜o definido. El problema principal es distinguir
entre comportamiento normal y comportamiento anormal
porque las tareas ejecutadas por los usuarios depende de
la carga de trabajo, asignaciones o diferentes factores.
El sistema contiene siete tablas principales en la base
de datos (Tb1, T b2, ..., T b7) y esta base de datos es posible
ejecutar las cuatro operaciones sql que son Insertar, Mod-
ificar, Eliminar y Buscar. La estructura de datos de una
sesio´n esta´ conformada por un login (acceso al sistema) y
una o varias tareas ejecutadas en forma secuencial. Las
tareas esta´n codificadas con 28 tareas gene´ricas ma´s el
inicio de sesio´n. Cada tarea tiene un co´digo ”T” ma´s un
nu´mero para identificar cada tarea. El comportamiento de
cada usuario es dina´mico y diferente de otro usuario. El
conjunto de tareas se define como T = {T1, T2, T3, ..., Tm}
donde m es el nu´mero de la tarea y el conjunto de posi-
bles tareas ejecutadas por el usuario U se define como
TU = {T1, T2, T3, ..., Tn} donde n es el nu´mero de tar-
eas ejecutadas. El conjunto de posibles sesiones se define
como S = {S1, S2, S3, ..., Sn} donde Sn ∈ Hs. Todas
las sesiones grabadas del mismo usuario forman la base
de datos histo´rica de ese usuario, estas sesiones se llama
”Sesiones pasivas” (HsU ),y una nueva sesio´n de usuario se
llama Sesio´n Activa AsU . Esta estructura no tiene taman˜o
fijo como se muestra en la figura 1.
Para identificar las tareas ejecutadas por el usuario se
ha propuesto un modelo de datos en el cual se identifican
las tareas T ma´s ejecutadas y se crea una tabla que defina
si existe esa tarea en el sesio´n realizada S. En este trabajo
se ha comprobado que cada uno de los usuarios no real-
izan ma´s de 13 tareas de las 28 existentes para su compor-
tamiento normal. Por esta razo´n se ha tomado ese valor
como ma´ximo de tareas ejecutadas para este nuevo mod-
elo. El modelo de datos identifica si existe una o varias tar-
eas T en una sesio´n S y asigna un valor de ”1” al casillero
correspondiente de cada tarea y caso contrario ”0” al no
existir dicha tarea. El modelo de datos esta´ presentado en
la tabla 1.
Si en el caso de existiese un nu´mero mayor o menor de
tareas al establecido el modelo de datos es adaptable al
comportamiento de cada uno de los usuarios.
Fig. 1. Datos de sesiones Histo´ricas del comportamiento de usuario
en un sistema informa´tico.
T1 T2 T3 T4 T5 T7 T9 T11 T12 T14 T16 T20 T21
0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 1 0 1 0 0 0 0 0 1 1 1
1 1 1 0 1 0 0 0 0 1 1 1 1
1 1 0 0 1 0 0 0 0 1 1 0 1
1 1 1 0 1 0 0 0 0 0 1 0 1
1 1 0 0 1 0 0 0 0 0 1 0 1
0 0 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 0 0 0 0 1
0 1 0 0 1 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 1 1 0 1
0 1 0 0 1 0 0 0 0 0 1 0 0
1 1 1 0 1 0 0 0 1 0 1 1 1
1 0 0 0 0 0 0 0 0 1 0 0 0
1 1 1 0 1 1 0 0 1 1 1 1 1
1 1 0 0 1 0 0 0 0 0 1 1 1
1 1 0 0 1 0 0 0 0 1 0 1 1
1 1 0 0 1 0 0 0 1 0 0 0 1
TABLA I
Modelo de datos propuesto
IV. Desarrollo del Algoritmo de Deteccio´n de
Intrusos
Sobre el algoritmo de deteccio´n de intrusos el cual se
basa en la nueva estructura de datos presentada anterior-
mente, adema´s en el algoritmo de seleccio´n negativa y el
algoritmo KMP que fue descrito en los apartados anteri-
ores. La deteccio´n de tareas anormales podr´ıa resumir en
los siguientes pasos:
• Paso 1. Generacio´n de secuencias anormales: En esta
seccio´n utiliza el algoritmo de seleccio´n negativa y KMP
para generar secuencias ano´malas utilizando el conjunto
de datos del modelo propuesto.
• Paso 2. Deteccio´n de Intrusos en Secuencias Activas:
Finalmente en este paso se identifica si la secuencia activa
AsU es ano´mala o no utilizando el conjunto de datos re-
sultante en el paso 1. De esta manera identificar de una
forma eficiente y dina´mica si es intrusiva o normal.
A. Paso 1. Generacio´n de secuencias anormales
En este paso lo que se propone utilizar un sistema in-
mune artificial aplicando el algoritmo de seleccio´n nega-
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4tiva, el cual a partir de un conjunto de datos del modelo
propuesto genere sesiones ano´malas para poder ser com-
paradas en el siguiente paso con una sesion activa. Este
paso consta de tres fases las cuales son:
• Fase 1: Generar aleatoriamente la poblacio´n inicial B0
utilizando el modelo de datos propuesto con detectores
r que incluya los datos espaciales con las caracter´ısticas,
donde r ∈ B0. Estos detectores se basan en las secuencias
histo´ricas de tareas HsU , cada figura azul representa un
detector. Esta fase se ilustra en la figura 2a. En la gen-
eracio´n de la poblacio´n inicial nu´mero de elementos B0
se calcula con la formula B0 = p
v, donde p es el nu´mero
de bits de posibilidades y v es la cantidad de tareas que
ejecuta el usuario, este valor permite crear un nu´mero se-
siones.
• Fase 2: Con los datos de entrenamiento B0 una porcio´n
del espacio se define como normal (itself) utilizando el
algoritmo KPM. Esta fase se ilustra en la figura 2b.El
algoritmo de bu´squeda local analiza cada registro de B0
buscando similitudes con los las sesiones del modelo de
datos de cada uno de los usuarios, si existe una similitud
los marca como normales, caso contrario los marca como
ano´malos denominados Dn.
• Fase 3: Se elimina todos los detectores que se superpo-
nen con la regio´n definida en itself, dejando el resto como
detectores anormales Dn. Esta fase se ilustra en la figura
2c.El algoritmo de seleccio´n negativa obtiene detectores
de comportamiento ano´malo (rojo) para el siguiente paso
del sistema de deteccio´n, como se muestra en la Figura
2d.
Fig. 2. Fases del sistema de inmune con seleccio´n negativa
En el siguiente paso se utilizan los detectores ano´malos
Dn para identificar si la sesio´n activa As
U es ano´mala o
normal.
B. Paso 2. Deteccio´n de Intrusos en Secuencias Activas
En este u´ltimo paso se analiza la secuencia activa AsU
y se compara con todo el conjunto de detectores ano´malos
Dn. Se introduce nueva sesio´n activa As
U para determinar
la similitud con los detectores Dn con el algoritmo KPM.Si
la similitud (umbral de estimulacio´n) Sth > 0 es igual a
TRUE el detector se activa y el ant´ıgeno se clasifica como
ano´malo, de lo contrario, se clasifica como normal.
Este paso es el que se repite de forma continua durante
el uso del sistema informa´tico determinando en que tarea
el usuario se desv´ıa a un comportamiento ano´malo. La
implementacio´n del IDS es en una capa intermedia entre
la interfaz del usuario y la ejecucio´n de las operaciones
en la Base de datos. Esto permite que las actividades del
usuario no queden bloqueadas sino solamente las tareas
que han sido detectadas como intrusivas, como se puede
apreciar en la figura 3.
Fig. 3. Esquema de implementacio´n del IDS en el sistema in-
forma´tico
En la siguiente seccio´n se presentan los resultados de la
propuesta de forma detallada.
V. Resultados
En esta seccio´n se presentan los resultados de las prue-
bas de deteccio´n del IDS en fase incial, ya que para obtener
resultados definitivos es necesario tener pruebas ma´s ex-
tensas para tener cifras definitivas. Para estas pruebas
se utiliza la informacio´n diez usuarios de un sistema in-
forma´tico real.Durante el presente estudio se evidencio´
muchas caracter´ısticas que hacian de la propuesta tener
resultados de deteccio´n eficiente, una de estas es el modelo
de datos y la aplicacio´n de seleccio´n negativa del compor-
tamiento normal de cada uno de los usuarios.
Los resultados de las pruebas de la aplicacio´n del algo-
ritmo IDS muestran la tasa de clasificado correctamente
(CC), tasa clasificado incorrectamente (IC). Tambie´n pre-
senta la deteccio´n tiempo promedio (segundos) para cada
usuario del estudio. Por otro lado se presentan valores de
Verdaderos positivos (TP), Verdaderos negativos (TN),
Falsos positivos (FP), Falsos negativos (FN). Para valo-
rar el desempen˜o adecuado del IDS es necesario presentar
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5valores de Precisio´n, Tasa de Deteccio´n y Tasa de Falsas
alarmas las cuales se presentan a continuacio´n:
La precisio´n (PR)se refiere a la proporcio´n de datos
clasifica un tipo preciso en total de datos, a saber, la
situacio´n TP y TN, por tanto, la precisio´n esta daba por
Precisio´n= (TP+TN)(TP+TN+FP+FN) ∗ 100%.
Tasa de deteccio´n (DR) se refiere a la proporcio´n de
comportamiento ano´malo detectado entre todos los datos
de comportamiento ano´malo, es decir, la situacio´n de los
TP, la tasa de deteccio´n es por lo tanto esta dada por
Tasa de Deteccio´n= (TP )(TP+FN) ∗ 100%.
Tasa de falsas alarmas (FA) se refiere a la proporcio´n
que los datos de comportamiento normal se detecta fal-
samente como un comportamiento ano´malo, es decir, la
situacio´n de la FP, por lo tanto la tasa de falsas alarmas
es
Tasa de falsas alarmas= FP(FP+TN) ∗ 100%.
Este ana´lisis de deteccio´n de intrusos se ilustran en las
tabla 2 y 3.
Usr CC IC CC % IC % Tiempo Promedio
1 1943 26 98.68 1.32 0.03
2 1833 8 99.565 0.435 0.012
3 2049 24 98.842 1.158 0.016
4 2563 15 99.418 0.582 0.028
5 1909 29 98.504 1.496 0.064
6 2057 7 99.661 0.339 0.045
7 2116 6 99.717 0.283 0.049
8 2080 8 99.617 0.383 0.087
9 2218 9 99.596 0.404 0.063
10 1973 10 99.496 0.504 0.067
Media 99.3096 0.6904 0.0461
TABLA II
Resultados de IDS propuesto en clasificado correctamente
(CC), clasificado incorrectamente (CC).
Usr TP FP FN TN % PR % DR % FA
1 689 25 1 1254 98.68% 99.86% 1.95%
2 468 4 4 1365 99.57% 99.15% 0.29%
3 456 13 11 1593 98.84% 97.64% 0.81%
4 549 4 11 2014 99.42% 98.04% 0.20%
5 347 2 27 1562 98.50% 92.78% 0.13%
6 393 4 3 1664 99.66% 99.24% 0.24%
7 571 1 5 1545 99.72% 99.13% 0.06%
8 504 3 5 1576 99.62% 99.02% 0.19%
9 582 2 7 1636 99.60% 98.81% 0.12%
10 674 5 5 1299 99.50% 99.26% 0.38%
Media 99.31% 98.29% 0.44%
TABLA III
Resultados del IDS propuesto en valores de Precisio´n, Tasa
de Deteccio´n y Tasa de Falsas Alarmas.
Como se pudo apreciar los resultados obtenidos a trave´s
del Sistema de Deteccio´n de Intrusos propuesto son bas-
tante eficientes para pruebas iniciales con una tasa clasifi-
cado correctamente alta y podemos ver que la precisio´n de
99,31%, la tasa de deteccio´n de 98,29%, y la tasa de falsas
alarmas son inferiores al 2%, lo que significa que la de-
teccio´n tiene identificacio´n aceptable. El coste computa-
cional es uno de el factor ma´s importante a considerar,
tanto en el entrenamiento del algoritmo y en el proceso de
la deteccio´n del comportamiento del usuario, como pre-
senta la figura 4 y 5.
Fig. 4. Coste computacional en el entremamiento del IDS
Fig. 5. Coste computacional en la deteccio´n del IDS
Dicho desempen˜o del IDS en una estacio´n de trabajo es
bajo lo que es un punto a favor a la propuesta. El tiempo
promedio para detectar relativamente mı´nimo ya que con
solo registros de 2 an˜os facilita que la la rapidez de la
deteccio´n pero no se puede obtener un perfil totalmente
eficiente. El costo del entranemiento no es un factor de
riesgo porque el entrenamiento se realiza solo una vez en
per´ıodos semanales o mensuales lo que hace al sistema se
pueda adaptar al comportamiento del usuario.
VI. Conclusiones y Trabajos Futuros
Este trabajo se ha propuesto y validado un sistema de
deteccio´n de intrusos con un enfoque basado en la Sis-
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6temas inmunes artificiales implementado en un sistema
informa´tico, lo que permitio´ que el trabajo pueda de-
scribir de una forma aproximada la creacio´n de perfiles de
usuario representados por el modelo de datos. La ventaja
de nuestro modelo es la generacio´n de comportamientos
ano´malos, aplicando seleccio´n negativa, a partir de com-
portamientos normales de cada uno de los usuarios. Esto
permite que el perfil de cada usuario sea u´nico y dina´mico.
El IDS se aplico´ para comprobar el ana´lisis de sensibili-
dad y definir el mejor rendimiento de para´metros de de-
teccio´n. Esta forma ofrece un mejor equilibrio entre la
tasa de deteccio´n y tasa de falsas alarmas, tambie´n com-
prueba su adaptabilidad al comportamiento humano para
la deteccio´n aplicando el enfoque propuesto.
Como l´ıneas de trabajos fututos sera´n la imple-
mentacio´n de identificacio´n de comportamientos ano´malos
en secuencias temporales de las tareas ejecutadas por el
usuario aplicando reyes bayesianas u otras te´cnicas de in-
teligencia artificial. Tambie´n,algoritmos de optimizacio´n
y big data para mejorar el desempeno de las detecciones
y reducir el tiempo de procesamiento y respuesta para ser
implementado de manera online y con varios sistemas a
la vez. Adema´s de realizar la aplicacio´n a diferentes a´reas
como la medicina y deteccio´n de problemas en sistemas
industriales.
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Abstract. Esta este trabajo presenta el desarrollo y aplicacio´n inicial
de un algoritmo la dina´mico de deteccio´n de anomal´ıas en sistemas de in-
formaco´n gubernamental. Para el desarrollo del algoritmo due necesario
utilizar informacio´n del comportamiento de varios usuarios que ejecutan
multitud de tareas dentro del sistema durante un tiempo determinado.
Las principales aportaciones de este trabajo son: el proceso de desarrollo
de un modelo de datos dina´mico, clasificacio´n de tareas ma´s ejecutadas
y las poco ejecutadas por cada usuario, adema´s, la aplicacio´n de un algo-
ritmo de sistemas inmunes artificiales como la seleccio´n negativa para la
generacio´n de secuencias detectores binarios de tareas ano´malas para la
posterior deteccio´n de comportamientos peligrosos de los usuarios apli-
cando el algoritmo de bu´squeda local Knuth Morris Pratt (KMP).
1 Introduccio´n
El sistema inmune natural ha tenido gran e´xito en la proteccio´n de los seres
vivos contra una amplia variedad de pato´genos como lo presenta Tizard en [1].
El Sistema Inmune Artificial (AIS) siempre ha sido una inspiracio´n para el desar-
rollo de modelos computacionales para resolver diversos problemas incluyendo
el diagno´stico de fallas, deteccio´n de virus y deteccio´n de fraudes hipotecarios
como lo presenta Dasgupta en[2]. Espec´ıficamente, el sistema inmunolo´gico uti-
liza dos principios fundamentales que se incluyen en la teor´ıa de redes inmunes
que son los mecanismos de seleccio´n negativa y los principios de seleccio´n clonal.
En todos estos a´mbitos, la deteccio´n de anomal´ıas es un a´rea de investigacio´n
importante en la aplicacio´n de un sistema inmune artificial (AIS) que ha sido
probado con excelentes resultados. El objetivo ma´s importante de la deteccio´n
de anomal´ıas es detectar comportamientos no frecuentes, mal uso y abuso de los
sistemas informa´ticos por parte de los usuarios del sistema o intrusos internos o
externos. En la actualidad existen muchos sistemas de deteccio´n de intrusiones
basados en red (IDS) y en host (HIDS) que se han desarrollado utilizando diver-
sos enfoques.
Este trabajo se centra en el estudio de la deteccio´n de anomal´ıas en un
sistema informa´tico aplicando un conjunto de detectores ano´malos a los datos
de comportamiento de los usuarios. De ah´ı que la deteccio´n de anomal´ıas de los
210 Ce´sar Byron Guevara Maldonado et al.
datos en secuencias de ejecucio´n de tareas, ya que es un tema importante de
investigacio´n. Existen muchos trabajos sobre esta a´rea de investigacio´n de las
te´cnicas de deteccio´n de anomal´ıas como Lazarevic en [3] y Chandola en [4] que
buscan objetos anormales que son diferentes de los objetos normales.
Estamos interesados en la deteccio´n de anomal´ıas en secuencias discretas para
encontrar posibles intrusiones, fraudes, fallos o la fuga de datos. La deteccio´n
de anomal´ıas para las secuencias discretas no es una tarea fa´cil, ya que implica
el ana´lisis de la secuencia normal de datos para detectar posibles anomal´ıas. El
principal problema para detectar anomal´ıas en secuencias de tareas es la gran
cantidad de datos para el procesamiento y el desarrollo del modelo dina´mico
adaptable a la conducta humana.
El documento esta´ organizado de la siguiente manera: la seccio´n 2 describe
brevemente el AIS para la deteccio´n de anomal´ıas, deteccio´n de fuga de datos y
deteccio´n de intrusos que son las obras ma´s importantes en esta a´rea que han
sido presentadas por varios autores. La seccio´n 3, muestra los me´todos y mate-
riales utilizados como el algoritmo de seleccio´n negativa, secuencia algoritmo de
bu´squeda, adema´s, la forma de aplicacio´n para la deteccio´n de anomal´ıas. En
la seccio´n 4, se detallan los objetivos de la investigacio´n y las aportaciones al
mismo. Seccio´n 5 describe del experimento realizado en este trabajo y un ana´lisis
de los resultados. Por u´ltimo, las conclusiones se han extra´ıdo de este art´ıculo y
trabajos futuros.
2 Trabajos relacionados
Varios trabajos han sido desarrollados para detectar anomal´ıas en la operacio´n
sobre informacio´n de llamadas al sistema tal como se presenta en Forrest en[5]
y Gao en [6].
En el trabajo presentado por Helman en [7] propone un ranking de cada
secuencia comparando la frecuencia que se conoce va a ocurrir las trazas normales
y la frecuencia con la que se espera que ocurran las intrusiones. En el art´ıculo de
Javitz en [8] utiliza las distribuciones estad´ısticas para definir el comportamiento
normal y anormal.
Por otra parte, los trabajos dirigidos a la deteccio´n de anomal´ıas presentado
por Mykerjee [9] describe los muchos perfiles de las actividades normales de
los usuarios, los sistemas, los recursos del sistema, tra´fico de red, servicios y
detecta intrusiones mediante la identificacio´n de desviaciones significativas de
los patrones de comportamiento normales observados a partir de perfiles.
3 Me´todos y Materiales
En esta seccio´n se presentan los principales algoritmos aplicados en nuestro tra-
bajo. Los algoritmos utilizados son:
– Algoritmo de seleccio´n negativa (NSA).
– Algoritmo Knuth Morris Pratt (KMP).
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3.1 Sistema Inmune Artificial con Seleccio´n Negativa
El AIS se basa en el funcionamiento del sistema inmune humano, que es capaz
de reconocer en una forma muy eficiente cualquier agente pato´geno. Esta es una
teor´ıa inmune cla´sica para entender el sistema inmunolo´gico como un sistema
que identifica a self (agente propio) o a non self(agente pato´geno)[12].
3.2 Algoritmo de Knuth Morris Pratt
El objetivo principal de este algoritmo es encontrar una cadena dentro otra
cadena. En un patro´n P para cada posicio´n i, spi(p) se dice que es la longitud
del sufijo ma´s largo de P [1, 2i], que coincide con el prefijo P . Es similar a navegar
dentro de la cadena y que realiza sus comparaciones de izquierda a derecha.
Tambie´n calcula los desplazamientos ma´ximos posibles de izquierda a derecha
para el patro´n P , como lo presenta Gawrychowski en [11].
4 Algoritmo de Deteccio´n de Anomal´ıas
4.1 Datos del estudio y estructura de datos
Los datos seleccionados para este trabajo fueron recogidos de un sistema de
gobierno de la Repu´blica de Ecuador. Esta informacio´n es confidencial y estos
datos se han codificado para salvaguardar la integridad de su informacio´n. El
conjunto de datos utilizados en este trabajo se ha generado mediante la captura
de las tareas ejecutadas por los usuarios. Este conjunto de datos consta de diez
conjuntos diferentes de informacio´n sobre la ejecucio´n de las tareas en sesiones
de cada usuario. Las sesiones grabadas durante el per´ıodo de 2011 a 2013 son
15.571 y el conjunto de sesiones de pruebas con sesiones ano´malas son 5312.
El problema principal es muy dif´ıcil distinguir entre comportamiento normal
y comportamiento anormal porque las tareas ejecutadas por los usuarios depende
de la carga de trabajo o asignaciones de cada usuario. Este sistema tiene siete
tablas principales en la base de datos (T1, T2..., T7), en esta base de datos es
posible ejecutar las cuatro operaciones sql que son: Insertar(1), Modificar (2),
Eliminar (3) y Buscar(4). Las tareas esta´n codificadas en 28 tareas gene´ricas
ma´s el inicio de sesio´n. Cada tarea tiene un co´digo ”Tsk” ma´s un nu´mero para
identificar cada tarea.
El comportamiento del usuario es dina´mico y diferente de otro usuario, por
esta razo´n tenemos que crear una estructura de datos que describa el compor-
tamiento humano dentro de un sistema informa´tico. Esta estructura esta´ formada
por un inicio de sesio´n (Tsk0) y una o ma´s tareas ejecutadas en forma secuencial.
Esta estructura no tiene taman˜o fijo como se muestra en la figura 1.
El conjunto de tareas se define como Tsk = {Tsk1, T sk2, T sk3, ..., T skn}
donde n es el nu´mero de la tarea. El conjunto de posibles tareas ejecutadas
por el usuario U se define TskU = {Tsk1, T sk2, T sk3, ..., T skm}, donde m es el
nu´mero de tareas ejecutadas por un usuario espec´ıfico. Una sesio´n de usuario S
contiene una o varias tareas ejecutadas por el usuario y se define como SU =
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Fig. 1. Estructura de datos del comportamiento de usuario en un sistema informa´tico.
{TskU1 , T skU2 , T skU3 , ..., T skUm}. El conjunto de posibles sesiones se define como
HsU = {SU1 , SU2 , SU3 , ..., SUd }, donde d es el nu´mero de sesiones realizadas por el
usuario, estas sesiones se llama ”Sesiones pasivas” donde HsU ⊂ SU . Una nueva
sesio´n de usuario se define como Sesio´n Activa AsU , la cual puede contener tareas
TskU como tareas que no ha sido ejecutadas por el usuario U .
4.2 Objetivo del Experimento
La deteccio´n de anomal´ıas AIS que se propone describe las siguientes contribu-
ciones:
– Detectar comportamientos ano´malos de los usuarios dentro de los sistemas
informa´ticos.
– Creacio´n de una estructura dina´mica de tareas del comportamiento de los
usuarios.
– Identificar de las tareas ma´s ejecutadas por el usuario para detectar el com-
portamiento anormal.
– Generar secuencias de tareas ano´malas utilizando el algoritmo de seleccio´n
negativa como en lo presenta Kim, para detectar comportamientos ano´malos
utilizando la formulacio´n de Forrest.
– Aplicar el algoritmo KMP para detectar el comportamiento ano´malo de los
usuarios.
En la siguiente seccio´n se describe el proceso del algoritmo propuesto para
aplicar la seleccio´n negativa con la nueva estructura de datos.
4.3 Proceso del algoritmo propuesto
La deteccio´n secuencial de tareas anormales podr´ıa resumir en los siguientes tres
pasos:
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Paso 1. Ranking de usuarios tareas ma´s ejecutadas En esta etapa el
objetivo es agrupar las tareas ejecutadas (Tsk) en 3 subgrupos, estos son: tareas
ma´s ejecutadas (ME), tareas ejecutadas por debajo de la media (MDE) y las
tareas no ejecutadas (NE). Para hacer esta agrupacio´n es necesario utilizar el
conjunto de datos HsU , debido a que cada usuario tiene grupos espec´ıficos de
tareas TskU acuerdo a su comportamiento. El grupo ME establece las tareas ma´s
populares ejecutados por el usuario. Estas tareas son buena parte del conjunto
HsU .
El segundo grupo MDE son las tareas ejecutadas con poca frecuencia por el
usuario, este grupo se identifica como tareas complementarias y no proporciona
mucha informacio´n del comportamiento del usuario.
El u´ltimo grupo NE son las tareas no ejecutadas por el usuario y estas tareas
son probablemente las tareas ano´malas.
Este procedimiento realiza un recuento de las tareas ejecutadas TskU de las
sesiones SU , definido como XTaskn, donde n es el nu´mero de la tarea. Esos
valores se deben ordenar en forma descendente. Despue´s, el nu´mero total de
ejecuciones de cada una de las tareas Taskn se utiliza para calcular la media
de los valores definidos como AvgMed. Si Xtaskn > AvgMed entonces esta tarea
Taskn sera´ etiquetada como ME, de lo contrario esta tarea sera´ etiquetada como
MDE. Si Xtaskn es igual a cero, es decir que no contiene una sola ejecucio´n de
Xtaskn se etiqueta como NE. Finalmente, la tabla obtenida se almacena en la
memoria para llevar a cabo nuevas actividades en los siguientes pasos.
Paso 2. Proporcio´n de las tareas en las sesiones de usuario En el segundo
paso, el procedimiento es determinar el porcentaje de tareas ME, MDE y NE
en las sesiones SU del conjunto de datos HsU , como tambie´n de la sesio´n a ser
evaluada AsU .
Este conjunto de valores corresponde al porcentaje de cada tarea de usuario
ejecutado en el conjunto de datos HsU definidos como Pr(Mebm) para las tareas
ma´s ejecutadas ME. Y Pr(Medbm), para las tareas MDE, donde b es el nu´mero
de la tarea y m es el nu´mero de la sesio´n a ser evaluada. El ca´lculo del valor de
porcentaje de tareas ME y tareas MDE para una sesio´n SU o AsU se aplica las
siguientes eciaciones:
Pr(Mebm) =
NMe
Ntasks
100%
NMe es el nu´mero de tareas ME dentro de una sesio´n (S
U o AsU ).
Pr(Medbm) =
NMed
Ntasks
100%
NMed es el nu´mero de tareas MED dentro de una sesio´n (S
U o AsU ).
Ntaskses el nu´mero total de tareas dentro de una sesio´n (S
U o AsU ).
Posteriormente el procedimiento calcula un valor ma´ximo y mı´nimo de Pr(Mebm),
definido como RmaxMe y RminMe. Tambie´n el valor ma´ximo y mı´nimo de
Pr(Medbm) que esta´ definido como RmaxMed y RminMed.
Para determinar el porcentaje de tareas dentro AsU es necesario aplicar la
ecuaciones 1 y 2 obteniento los porcentajes Pr(Medb)As
U
y Pr(Meb)As
U
, en el
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caso de que existiese tareas NE se determina un umbral Pr(Neb)As
U
mayor a
cero y menor a 1 para identificar su presencia en la siguiente parte del algoritmo.
Con estos umbrales en los siguientes pasos podemos evaluar una o ma´s sesiones
AsU para conocer si esta´n dentro de los para´metros de un comportamiento nor-
mal de usuario.
Paso 3.Generacio´n de secuencias anormales La generacio´n de secuencias
anomalas propuesta consta de 3 fases principales:
– Fase 1: Generar aleatoriamente la poblacio´n inicial B0. Esta fase se ilustra
en la figura 2a.
– Fase 2: Definicio´n de la porcio´n de espacio normal (itself). Esta fase se ilustra
en la figura 2b.
– Fase 3: La eliminacio´n de todos los detectores que se solapan en la regio´n
normal (itself). Esta fase se ilustra en la figura 2c y obtencio´n de detectores
ano´malos Dan, como lo presenta la figura 2d.
Fig. 2. Fases del sistema de deteccio´n de anomal´ıas.
Fase 1. Generacio´n aleatoria de poblacio´n inicial B0
En esta fase se presenta el uso de un sistema inmunolo´gico artificial mediante
la aplicacio´n de seleccio´n negativa para generar secuencias de tareas ano´malas de
conjunto de datos histo´ricos HsU con las proporciones obtenidas en el apartado
anterior que son Pr(Meb)As
U
, Pr(Medb)As
U
y Pr(Neb)As
U
. Para generar la
poblacio´n inicial B0 se debe cuenta las siguientes condiciones:
Si RmaxMe > Pr(Me
b)As
U ≥ RminMe, RmaxMed > Pr(Medb)AsU ≥
RminMed y Pr(Me
b)As
U
== 0 entonces esta informacio´n sera´ utilizada para
generar Bo con el mismo porcentaje de datos ME y MDE, es decir B0 ←
ME ∪MDE.
Si Pr(Meb)As
U
== 1 entonces esta informacio´n sera´ utilizada para generar
B0 unicamente con los datos ME, es decir B0 ←ME.
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Si Pr(Medb)As
U
== 1 entonces esta informacio´n sera´ utilizada para generar
Bo u´nicamente con los datos MED, es decir B0 ←MED.
En el caso de que RmaxMe > Pr(Me
b)As
U ≥ RminMe, RmaxMed >
Pr(Medb)As
U ≥ RminMed y Pr(Meb)AsU > 0 entonces esta informacio´n sera´
utilizada para generar B0 con el mismo porcentaje de datos ME, MDE y NE, es
decir B0 ←ME ∪MDE ∪NE.
En la generacio´n de poblacio´n inicial B0 el taman˜o de la cadena de anticuer-
pos sera´ binaria, por lo que es la cadena con un taman˜o mı´nimo de tareas que
pueden presentar informacio´n para la deteccio´n. Para determinar el nu´mero de
detectores de nD en el espacio Bo es necesario calcular el nu´mero de combina-
ciones con la siguiente ecuacio´n nD =
c!
(c−2)! , donde c= number of elements of
tasks SAn.
Fase 2: Definicio´n de la porcio´n de espacio normal (itself)
En esta fase compara los anticuerpos generados en la fase anterior con secuen-
cias histo´ricas HsU utilizando el algoritmo KMP. En este proceso se determinan
anticuerpos con comportamientos normales, es decir, se examina uno por uno la
secuencias binarias de tareas Tskn generadas en la poblacion inicial B0 con toda
la cadena de tareas de SU existentes en HsU , comparadolas con cada detector
de Dn. Si dentro de las sesiones Hs
U se determina que existe un detector de Dn
este detector sera´ marcado como normal, de lo contrario se identifica como Dan
anormal. Con los detectores normales identificados continua a la siguiente fase.
Fase 3: La eliminacio´n de todos los detectores que se solapan en la
regio´n normal (itself)
En esta fase se eliminan todos los detectores identificados como normales
Dn y detectores con un comportamiento anormal Dan se conservan. Finalmente
los detectores ano´malos continuan al siguiente paso del sistema de deteccio´n,
para identificar anoma´ıas en secuencias activas AsU . El algoritmo de seleccio´n
negativa que se utiliza en este trabajo emplea la funcio´n de emparejamiento r-
contigua en una sesio´n activa AsU del usuario. En el experimento, el umbral de
coincidencia se define como un nu´mero de detectores que se fijan dependiendo
del error de falsos negativos generados en el entrenamiento, como se muestra en
el trabajo de [10].
Paso 4. Deteccio´n de secuencias ano´malas En este u´ltimo apartado, se
analiza la secuencia activa AsU y se compara con todo el conjunto de detec-
tores ano´malos Dan aplicando el algoritmo KPM con un umbral de estimulacio´n
definido como Sth. Si Sth es igual a TRUE el detector se activa y el ant´ıgeno lo
clasifica como ano´malo, de lo contrario, se clasifica como normal.
5 Resultados
Para la prueba del algoritmo de deteccio´n de anomal´ıas se utiliza la informacio´n
diez usuarios de un sistema informa´tico real. Durante el estudio se observo´ que
un factor principal para el o´ptimo funcionamiento de los algoritmos de AIS
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es la estructura correcta de los datos reales de comportamiento del usuario.
Estructura incorrecta impide la deteccio´n de algunos comportamientos ano´malos
la diferencia entre la secuencia de datos con y sin anomal´ıas puede ser muy sutil
y el algoritmo no sera´ capaz de detectarlos. Los resultados de las pruebas de
la aplicacio´n del algoritmo AIS muestran la tasa de Clasificados Correctamente
(CC), tasa Clasificados Incorrectamente (IC). Tambie´n presenta la deteccio´n
Tiempo promedio (segundos) para cada usuario del estudio. Estos resultados se
ilustran en la tabla 1.
USR CC % IC % Tiempo (s)
1 96.945 3.055 71.23
2 95.697 4.303 81.56
3 96.276 3.724 65.98
4 97.318 2.682 77.37
5 94.878 5.122 76.82
6 95.192 4.808 68.84
7 96.062 3.938 69.56
8 95.71 4.29 82.55
9 96.198 3.802 74.88
10 95.058 4.942 86.41
Media 95.927 3.911 74.995
Table 1. Tasa de deteccio´n y tiempo de deteccio´n para cada usuario utilizando el
algoritmo AIS
Deteccio´n e identificacio´n de comportamiento ano´malo y conductas ano´malas
pueden generalizarse como lo siguiente: verdaderos positivos (TP), verdaderos
negativos (TN), falsos positivos (FP) y falsos negativos (FN).
En la actualidad, el sistema de deteccio´n de anomal´ıas requiere una preciso´n
de la clasificacio´n, tasa de deteccio´n y tasa de falsas alarmas para evaluar el
desempan˜o del algoritmo. Este ana´lisis de deteccio´n de anomal´ıas se ilustran en
la tabla 2.
Finalmente, los resultados medios obtenidos a trave´s de este trabajo son
buenos con una tasa clasificado correctamente alta y podemos ver que la pre-
cisio´n (95,928%), la tasa de deteccio´n (91,422%) y la tasa de falsas alarmas son
inferiores a 2,483%, lo que significa que la deteccio´n tiene identificacio´n acept-
able. El coste computacional es uno de el factor ma´s importante a considerar,
tanto en el entrenamiento del algoritmo y en el proceso de la deteccio´n del com-
portamiento del usuario. El tiempo promedio para detectar es muy alto y este es
el gran problema de aplicar en un sistema informa´tico real. El costo del entrane-
miento no es un factor de riesgo porque el entrenamiento se realiza so´lo una vez
en cada sistema en la fase inicial. El costo en la deteccio´n es un factor de riesgo
para AIS, como la deteccio´n se realiza varias veces mientras el usuario ejecuta
tareas en el sistema informa´tico.
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USR TP TN FP FN Precisio´n %Deteccio´n False Alarms
1 689 1215 45 15 96.945 97.869 3.571
2 448 1309 56 23 95.697 95.117 4.102
3 406 1585 36 41 96.276 90.828 2.220
4 539 1965 30 39 97.318 93.252 1.503
5 319 1515 52 47 94.878 87.158 3.318
6 332 1628 53 46 95.192 87.8307 3.1528
7 497 1552 36 48 96.062 91.193 2.267
8 471 1537 36 54 95.710 89.714 2.289
9 557 1594 31 54 96.198 91.162 1.908
10 644 1241 35 63 95.058 91.089 2.743
Media 95.928 91.422 2.483
Table 2. Resultados de la deteccio´n de comportamiento ano´malo de los usuarios con
el algoritmo de AIS.
6 Conclusiones y trabajos futuros
Este art´ıculo se ha propuesto y validado un sistema inmune Artificial (AIS) con
un enfoque basado en la deteccio´n de anomal´ıas en el sistema informa´tico inspi-
rado en la seleccio´n negativa de las secuencias de tareas del usuario. El AIS se
aplico´ para comprobar el ana´lisis de sensibilidad y definir el mejor rendimiento
de para´metros de deteccio´n. La eficiencia de la AIS propuesto, que se muestra en
la tabla 1 y 2, es notable y capaz de proporcionar una mejor tasa de deteccio´n
con el mismo o en algunos casos menor tasa de falsas alarmas para varias tareas
ejecutadas en el sistema informa´tico. Los resultados presentan que el AIS prop-
uesto automatiza y mejora la etapa de deteccio´n de anomal´ıas con la aplicacio´n
de seleccio´n negativa en tareas espec´ıficas para generar secuencias de tareas
ano´malas. Esta forma ofrece un mejor equilibrio entre la tasa de deteccio´n y
tasa de falsas alarmas, tambie´n comprueba su adaptabilidad al comportamiento
humano para la deteccio´n aplicando el enfoque propuesto.
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Abstract. Detection of intruders or unauthorized access to computers has al-
ways been critical when dealing with information systems, where security, inte-
grity and privacy are key issues. Although more and more sophisticated and ef-
ficient detection strategies are being developed and implemented, both hard-
ware and software, there is still the necessity of improving them to completely 
eradicate illegitimate access. The purpose of this paper is to show how soft 
computing techniques can be used to identify unauthorized access to computers. 
Advanced data analysis is first applied to obtain a qualitative approach to the 
data. Decision tree are used to obtain users’ behavior patterns. Neural networks 
are then chosen as classifiers to identify intrusion detection. The result obtained 
applying this combination of intelligent techniques on real data is encouraging. 
Keywords: Intrusion detection, pattern recognition, behavioral profile, security, 
decision tree, neural networks. 
1 Introduction 
Information networks have become the principal communication channel around the 
world. Intrusion Detection Systems (IDS) have the function to monitor a network 
activity for any possible intrusions that could potentially endanger the integrity of 
communication or information of the network [1]. These systems must be equipped 
with important features: multiple attack stability, quick turnaround time, and mainten-
ance of network connection[2]. 
To address this problem, our approach is to obtain behavioral patterns of the autho-
rized users in an automatic way, in order to control the access to those systems. We 
have applied decision trees for the identification of the user dynamic profiles and then 
Artificial Neural Networks (ANN)to classify and detect intrusions. This behaviour 
modeling demands a previous pre-processing and analysis of the available informa-
tion. These steps provide knowledge of the behavior of the users that will help to test 
the final results of the detection system [3]. 
In the literature this problem has been addressed by artificial intelligent techniques 
but, as far as we know, there are only two close related works. The paper by [4] com-
pares the performance of decision trees (C4.5) and neural network (ANN model), 
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independently, in detecting network attacks in terms of detection accuracy, detection 
rate, and false alarm rate. They used KDD Cup 99 data as benchmark. According to 
the results, decision trees are more effective in intrusion detection than neural net-
works. The authors of [5] claim that most of the data mining methods applied to IDS, 
including rule-based expert systems, are not able to successfully identify the attacks 
which have different patterns from expected ones. Nevertheless, they propose a me-
thod based on the combination of decision tree algorithm and Multi-Layer Perceptron 
(MLP) neural network which is able to identify attacks with high accuracy and relia-
bility. Other works have also applied only neural networks, such as [6] and [7], or 
only decision trees [8]. 
In this paper we take advantage of both methods, using decision trees to obtain the 
behavioral pattern of the users and then neural networks to classify the activity of the 
user into the computer system as normal or intrusion. Moreover, we have tested it on 
real data with good results. 
The paper is organized as follows. In section 2we describe the pre-processing and 
analysis of the data and the generation of a multidimensional data model. In section 3, 
decision trees are applied to represent the behaviour of the users and neural networks 
to detect anomalous activities.Section4 shows a simulation tool developed to apply 
the IDS. Conclusions and future work end the paper. 
 
2 Pre-processing and data analysis 
The information has been provided by a public institution of the Republic of Ecuador, 
where different users interact with the system and perform a variety of tasks. We are 
dealing with 18 different users along three years, 2010, 2011 and 2012.The database 
is made up of 118.067 records (operations on files) where 116.952 are validated as 
authorized operations and 1.115 activities have been manually classified as anomal-
ous [3, 11]. 
The first step involves the selection of the most relevant features of the users’ 
access. Even more, as the information is usually stored in different databases we have 
first integrated the information and put it together into one repository. This will make 
easier the tasks of sorting, cleaning and retrieving the information that will be used for 
the classification. The subsequent analysis and the success of the detection strongly 
depend on these initial phases. 
2.1 Analysis of variables 
The variables should reflect the users’ behavior when they are working on the com-
puter system and describe their activities in a detailed manner. In the database there 
are already several attributes that allow us the definition of a behavioral pattern of a 
user, such as day of the week, computer used, time, session length, etc. Table 1 shows 
some of these features as follows: Day of the week, from 1 to 7; hour, from 8 to 20 
(every hour); operation, from 1 to 4 (insert, update, delete and find); repository that is 
acceded, from 1 to 7. 
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Table 1.Attributes of the database that describes the behaviour of the user. 
Figure 1 shows, as an example, the activity of the user, that is, number of times he 
has performed each of the operations insert, update, and delete. The same analysis has 
been carried out with other variables. The behaviour of a user has been recorded: 
number of times the user performs a specific operation on a database every day of the 
week, hour of access, and time he spends doing that operation, number of accesses, IP 
address of the workstation from which operations are performed, etc. 
 
 
Fig.1.Operations performed by a user in the DB: Update, Delete and Insert. 
2.2 Multidimensional model of the data repository 
Several databases have been grouped into one call “tfmdata”. This database is multi-
dimensional and every dimension describes a set of relevant attributes regarding the 
access of each user to that information system. The result is what is called OLAP 
Attribute Data Type Description 
Logging DateTime Day and hour of login 
Ip Varchar IP address of the workstation 
Country Varchar Country 
Time DateTime Day and hour specific task is carried out 
Database accessed Varchar Table of database that has been acceded 
Operation Varchar Operation performed in the database 
User Varchar User performing the activities in the database 
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(Online Analytical Processing) [9]. OLAP is used to focus on important features, 
identify exceptions, o finding iterations. 
Four dimensions or variables have been taken into account in the OLAP model: 
time, user, activity, and workstation (Figure 2). Different tables are also associated to 
every user with information regarding the affiliation, department, ranking, position, 
etc. An activity is defined by a pair: operation and database. Workstation is just the IP 
and the type of device. The information was decomposed into the variables of an only 
database to integrate and unify it. This allows us to save space as some attributes had 
a very large format but little information. 
 
 
Fig. 2.OLAP model. 
2.3 Exploratory data analysis 
Once all the data are integrated into the OLAP repository, the following step is to 
analyze the characteristics of the attributes. It may be interesting to obtain some prop-
erties such as the maximum, minimum and average values and to represent them 
graphically. To perform this analysis in an easy, efficient and automated way the tool 
WEKA and Matlab were used. The result is called mining view and it will be very 
useful to perform the visual data mining and therefore to get an idea of the possible 
patterns, the relevant data, etc. This tool scans the data analysis algorithms and gives 
relevant information of each variable. 
 
 5 
 
Fig. 3.a) Variable “hour”, b) Variable “day of the week”, for user 6 (green), 11 (red), 8 (blue). 
 
Figure 3 shows how the behavior of users #6, #8 and #11 is quite different regard-
ing hours, days, tables, number of operations they perform, etc. For example, at a 
specific hour of a week day, let say 5 (Friday), each user can be doing a different 
operation on a different table. Other features are mainly the same every year for all 
the users, such as the work load. That is why some features that do not give discrimi-
nant information have not been considered. 
But the behaviour of each authorized users is not always so clear. Indeed, it is 
quite difficult to identify whether he/she is performing regular tasks or trying to leak 
information. Daily tasks can include sending out sensitive information. Even more, 
the same user can present very different behaviour depending on the tasks he is in 
charge of at that moment. The same user can show very different behaviour a month 
or another or even in the same period of time but different years. 
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3 Application of intelligent techniques to model users behaviour 
Knowledge extraction from the processed data is the basis to define the behavioral 
pattern of each user [10]. The user profile has to be unique, dynamic and close to 
reality. For that reason it is important to work with techniques that keep the models 
interpretable such as with decision trees. The tree represents the expected behaviour 
of the user. The neural network carries out the final step, the classification. Besides, 
we are not only determining if the user is an intruder but also the degree of certainty 
of that prediction. Therefore we have combined these two knowledge-based tech-
niques because the synergy of them allows a more efficient detection. They have been 
implemented using the software Matlab and the corresponding toolboxes. 
3.1 Decision tree implementation 
Decision trees are useful to express rules that relate multiple attributes and organize 
the available information in a hierarchical, orderly way [5].Four decision trees have 
been generated for periods of one, three, six and twelve months for each user to find 
which one was more useful for the discrimination. Comparing the trees generated for 
the different users we realized that selecting the period of three months was enough to 
obtain a quite different structure for each user and at the same time to keep it simple. 
The probability associated to each branch and leaf of the data tree is, 
   𝑃 𝐴 =
𝑣𝑎𝑙𝐴
𝑁
;      𝑃 𝐵 =
𝑣𝑎𝑙𝐵
𝑁
   (1) 
 𝑃 𝑇 = 𝑃 𝐴1 ∗ 𝑃 𝐵2 ∗ 𝑃 𝐴2 ∗ 𝑃 𝐵2 ∗ … .∗ 𝑃 𝐴𝑛 ∗ P(𝐵𝑛) (2) 
Where 𝑁 is the total number of cases, valJ is the number of events in branch i, P(i) 
the probability of the event in the 𝑖 node, P(T) the final probability at n, and n the total 
number of nodes at that point of the tree. As an example, one of the two main 
branches is shown in Figure 4 with the likelihood of an action of an authorized user. 
This tree represents the behaviors of the users, but it does not describe the behavior 
that the user does not normally present. That is, if the behavior of the user does not 
follow any of those branches, how can it be detected if it is an intrusion or an autho-
rized user doing something different than usual? So it needs to be complemented by 
another technique such as neural networks in order to give a final classification. 
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Fig. 4.Right branch of the decision tree, user #6, three months. 
3.2 Final detection of intrusions by Neural Networks 
To identify  whether a user is an authorized one or an intruder, a Multi-layer Percep-
tron (MLP) neural network is applied. After trying several configurations, the final 
neural network is as follows (Figure 5). It has four inputs: day, time, operation, and 
table. These are the most significant variables and the ones that allow us to better 
discriminate between users, as explained in section 2. The output is a single neuron 
that represents the user, that is, a number between 0 and 18 (0 stands for intruder and 
the rest of the numbers identify the user). There is a hidden layer with 20 neurons. 
 
Fig. 5.General structure of the neural network of intrusion detection 
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Real data have been taken from the databases. The vast majority corresponds to au-
thorized users. The available samples have been then divided into training and test 
sets. Learning (performance) is measured in terms of the mean square error. The net-
work is trained until the error is smaller than 0.001. 
Once the neural network has learned how to classify the user that is working on the 
system, in order to validate it we have tested it with the test samples. The results are 
summarized in Table 2. It shows the percentages of correct and incorrect classifica-
tion of the 18 users. The classifier has correctly identified 99.92% of the samples 
(117.192 out of 118.067), that is, 1860 true positive plus 116.112 true negative sam-
ples. There were 35 false positive (normal behaviour detected as intrusion) and 60 
false negative (activity identified as normal being intrusion).Besides, Table 2 shows 
the Attack Detection Rate (ADR) and False Alarm Rate (FAR) of the system. 
 
True 
Positive 
True 
Negative 
False 
Positive 
False 
Negative 
Accuracy Error ADR FAR 
1860 116112 35 60 99.92% 0.08% 96.88% 1.85% 
Table 2. Classification results for Normal and Intrusive activities of 18 users. 
4 Simulation tool for intrusions detection 
A simulation tool that implements these techniques for intrusion detection has been 
developed. The input dataset consists in the activities the user has performed into the 
computer system, and the output is the identification of the user who logged the sys-
tem and the probability of being an intrusion. The simulation tool gives three different 
possible outputs. 
 Authorized access: the sequence of activities of the user matches with his beha-
vior pattern, so it seems to be an authorized user and has been rightly identified. 
 Unauthorized access: the behavior of the user during that computer session is 
different from expected. A message is displayed warning it is an intrusion. 
 Unrecognized pattern: an X is displayed when the system is not able to clearly 
identify any of the authorized users, but it could still be an authorized user. In this 
case the result is a warning of possible intrusion. 
 
AGUI (Graphical User Interface) has been designed to introduce the data and show 
the final decision (Figure 6). On the left window, the information about the login of 
the system is shown (id of the user, day, hour, operation, table, etc.) In this case, it 
corresponds to user #9, Thursday, 06:00h, operation 2, on table 3. The decision tree 
has generated a profile for this user that is shown at the bottom left window (green, 
hour; light blue, operation; red, table; blue, day). The neural network is then applied 
to identify which user corresponds to the present activity. The profile of the user that 
corresponds to the activity is shown at the bottom of the right window. 
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Fig. 6.Simulation tool of the intrusion detection system 
As it is possible to see, it does not correspond to user #9. Furthermore, the activi-
ties’ pattern corresponds to user 5. Therefore it is identified as an intrusion. 
The application can also detect access of users who do not present the expected be-
havior but, although it could be an intrusion it is not clear that it is an intrusion. That 
means that the user is performing some actions with low probability regarding the 
corresponding decision tree but his activities somehow match the expected flow of 
actions. In this case the decision tool gives as result “non-identified user” and sends 
an alert but it does not block the access. 
 
5 Conclusions 
Intelligent techniques such as decision trees and neural networks have been proved 
very efficient when applied to pattern recognition and classification. In this paper we 
have developed a simulation tool that implements both of them to detect unauthorized 
accesses to information systems. 
The decision tree allowed us to obtain a representation of the behavior of the user 
close to reality and interpretable. On the other hand, neural networks identify beha-
vioral patterns based on the description given by the decision tree. 
Previously, an exploratory analysis of the data was carried out in order to extract 
the key knowledge and to identify the significant variables that allow the discrimina-
tion of different users’ behavior. 
This decision-making system has been applied to real data provided by a govern-
mental institution of the Republic of Ecuador. 
As future work, other artificial techniques will be applied [12]. As it is well known, 
while many ensemble approaches exist, it remains, however, a difficult task to find a 
suitable ensemble configuration for a particular dataset  [13]. 
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1Abstract— In this paper an algorithm for detecting anomalous 
behavior on computer systems is proposed. The work is based on 
information from the behavior of authorized users who have 
performed various tasks on a computer system over two years. 
The study uses a dynamic data structure that can encode the 
current activities of users and their behaviors. The identification 
of the most and least frequent tasks, based on the historical 
database of each user, provides a simple way of creating a single 
profile of behavior. With this profile, we apply negative selection 
techniques to obtain a reasonable computational size set of 
anomalous detectors. We then apply the Knuth-Morris-Pratt 
algorithm for locating detectors of anomalies as indicators of 
fraudulent behavior. This procedure for detecting anomalous 
behavior has been tested on real data and the results prove the 
effectiveness of the proposal and motivate further research to 
improve the existing detection system. 
 
Keywords— Anomaly Detection, Computer Systems, Behavior 
Profile, Negative Selection, Knuth Morris Pratt algorithm. 
I.  INTRODUCCIÓN 
L PRESENTE trabajo propone un procedimiento para la 
detección de comportamientos no esperados en un sistema 
informático, con el fin de detectar sesiones anómalas, en las 
que pueda producirse una fuga de información. Es un tema 
importante, crítico para algunas instituciones y empresas. En 
concreto estamos interesados en la detección de anomalías en 
secuencias discretas de actividades, realizadas por usuarios 
autorizados. No es una tarea fácil ya que implica el análisis de 
una gran cantidad de datos, y la obtención de perfiles de 
comportamiento únicos para cada usuario, de forma que se 
puedan detectar posibles irregularidades [1, 2]. 
En la literatura se encuentran distintos enfoques para 
desarrollan sistemas de detección de anomalías. Por ejemplo, 
en Gao [3] se usa HMM (Hidden Markov Models) para 
aprender los patrones de comportamiento normal y anómalo 
de usuarios que realizan procesos UNIX. El trabajo presentado 
en [4] trata con datos históricos de comandos ejecutados por 
usuarios, y establece un ranking para seleccionar de entre ellos 
los más relevantes. Propone la clasificación de cada secuencia 
según la frecuencia de lo que se denominan las trazas 
normales y la de los procesos raros o no esperados, donde se 
encuentran las intrusiones. En [5] se presenta una revisión 
comparada de varios métodos de detección de anomalías para 
detección de intrusos en sistemas informáticos, focalizada en 
redes con un gran número de conexiones. Más actuales son las 
revisiones de [6, 7, 8, 9]. En ellas se clasifican por las técnicas 
aplicadas, la complejidad computacional, el dominio, etc. Sin 
embargo, en esos trabajos citados no tienen en cuenta la 
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estructura secuencial de ejecución de las operaciones sino la 
cantidad de las operaciones ejecutadas, la transferencia de 
información, etc. 
En el presente trabajo se propone una estructura de datos 
dinámica que permite codificar las actividades de los usuarios. 
La identificación de las tareas más y menos frecuentes, 
específicamente la secuencia de tareas realizadas, basada en el 
histórico del cada usuario, lleva a la creación de un perfil de 
comportamiento para cada uno. En esto se va a basar la 
detección de anomalías. Por otro lado, se han aplicado 
técnicas de selección negativa para obtener un conjunto de 
dimensiones reducidas, de forma que sea computacionalmente 
manejable, de detectores anómalos. Posteriormente se ha 
aplicado el algoritmo de alineamiento de secuencias Knuth-
Morris-Pratt para la localización de estos detectores anómalos 
definidos como indicadores de comportamientos fraudulentos 
en secuencias de actividades de usuarios. 
La aplicación de técnicas de selección negativa, que 
emulan el Sistema Inmune Artificial (AIS), para detección de 
anomalías no es nueva [10]. El AIS ha inspirado el desarrollo 
de modelos computacionales para la resolución de diversos 
problemas, incluyendo el diagnóstico de fallas, detección de 
virus, malware y detección de fraude, entre otras aplicaciones 
[11, 12, 13, 14]. En concreto existen en la actualidad sistemas 
de detección de intrusos (IDS) que utilizan esta aproximación 
como se refleja en las revisiones de [9]. Algunos ejemplos de 
detección de comportamiento anómalos mediante selección 
negativa se pueden ver en [15], donde se parte sólo de 
muestras positivas para entrenar el sistema (y no de muestras 
de comportamiento anómalo, que se generan mediante este 
algoritmo); y en [16, 17], para el tráfico de una red de 
información. 
Un artículo muy interesante en la línea de nuestro trabajo 
es el de [18], ya que está centrado en la detección de 
anomalías en secuencias discretas. Formula el problema en 
tres pasos: identificación de las secuencias anómalas respecto 
a una base de datos que contiene las secuencias normales; 
identificación de las subsecuencias anómalas dentro de 
secuencias más largas; identificación del patrón en una 
secuencia cuya frecuencia de ocurrencia es anómala. Para 
cada uno de estos tres procesos agrupa las técnicas que se han 
venido aplicando en diferentes dominios, glosando sus puntos 
fuertes y sus desventajas. Como allí se sugiere, la tendencia 
actual es la hibridación de varias de esas metodologías para 
adaptarlas a las distintas formulaciones del problema. En este 
sentido está dirigida nuestra propuesta, donde la selección 
negativa nos permite generar detectores de anomalías que 
luego serán utilizados por el algoritmo de Knuth-Morris-Pratt 
para detectar subsecuencias anómalas dentro de la base de 
datos de secuencias del usuario informático. 
El documento está organizado como sigue. En la sección 2 
se describen brevemente los datos utilizados y los algoritmos 
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que se han aplicado. En la sección 3 se detalla la estructura de 
los datos utilizada para la codificación, así como el proceso 
propuesto para la detección de anomalías. La sección 4 
presenta y analiza los resultados. El artículo termina con las 
conclusiones y trabajos futuros. 
II.  MATERIALES Y MÉTODOS 
En un sistema informático, cada usuario ejecuta una 
secuencia de tareas en función de su carga de trabajo o su 
asignación diaria. Sin conocimiento previo sobre el perfil del 
usuario, el problema principal es distinguir entre 
comportamiento normal y anormal, es decir, distinguir si las 
tareas ejecutadas son las habituales o si por el contrario son 
producto de un comportamiento fraudulento. Una forma de 
detectar posibles usos incorrectos de la información es la 
monitorización del sistema para obtener muestras con las que 
poder determinar patrones de comportamiento normal o 
anómalo. 
Los datos seleccionados para este trabajo fueron recogidos 
de una institución oficial de la República de Ecuador. Esta 
información es confidencial y los datos se han codificado para 
salvaguardar su integridad. Este conjunto de datos se ha 
generado recopilando las actividades ejecutadas por usuarios 
autorizados en un sistema informático, en una serie de ficheros 
o repositorios. Se ha recogido información de 10 usuarios, que 
han realizado diversas sesiones de trabajo (login), y en cada 
una han realizado una serie de tareas (operaciones con 
ficheros). Las sesiones fueron grabadas durante el período de 
2011 a 2013. Tras su procesamiento y depuración se cuenta 
con 20.883 registros de sesiones de usuario. Para generar el 
histórico de cada usuario se han considerado únicamente las 
actividades normales. Para comprobar la eficiencia del sistema 
de detección propuesto se han usado el conocimiento de un 
experto para comprobar que la clasificación era correcta.  
Los algoritmos utilizados se describen a continuación. 
A.  Algoritmo de Selección Negativa 
Un Sistema Inmune Artificial (AIS) se basa en el 
funcionamiento del sistema inmune humano, que es capaz de 
reconocer de forma eficiente cualquier agente patógeno. La 
teoría clásica trata de analizar el sistema inmunológico como 
un sistema donde se pueden identificar dos tipos de agentes: 
propios y patógenos. Una forma de realizar esta clasificación 
en el sistema es mediante el algoritmo de Selección Negativa 
o NSA (Negative Selection Algorithm) [10]. Se trata de un 
algoritmo dinámico que se aplica como discriminador de 
objetos o elementos que son ajenos y dañinos a un sistema, 
por ejemplo para detección de virus computacionales, 
detección de intrusos, o detección de anomalías [14, 15, 16]. 
La clave de este método es que permite reducir el espacio 
de exploración, descartando las situaciones no posibles como 
tales, en vez de evaluarlas. Es decir, cuanto mayor sea la 
discriminación que se aplica, menor será el espacio de 
búsqueda de forma que se reducen drásticamente los tiempos 
computacionales de ejecución. El proceso se lleva a cabo 
sobre el espacio general de agentes (propios o patógenos), y 
dicho espacio se va reduciendo mediante la observación de la 
muestra donde se quiere realizar la identificación y un 
conjunto de muestras conocidas y sanas. Esta reducción es 
fundamental: el espacio general no puede ser considerado 
espacio de búsqueda debido al volumen de datos que ello 
supone. En nuestro ejemplo, el conjunto de combinaciones de 
actividades que puede realizar un usuario informático es 
prácticamente ilimitado. De esta forma no trabajaremos con 
todas las posibles secuencias de actividades, sino sólo con las 
que hayan aparecido alguna vez en el histórico. 
Los sistemas inmunológicos pueden secuenciarse como 
cadenas de caracteres y, en ellas, cualquier subsecuencia de 
cualquier longitud puede representar un agente patógeno. Por 
lo tanto si n es el número de caracteres en el alfabeto del que 
se trate y m es la longitud de la secuencia a analizar, el espacio 
de búsqueda tendrá un tamaño correspondiente a las 
variaciones con repetición de n elementos tomados de i en i, 
siendo 1<=i<=m, es decir, una complejidad 
computacionalmente no tratable de orden nm. Con esta 
heurística de selección negativa conseguimos reducirlo a una 
complejidad de orden de n2 manteniendo unas soluciones 
adecuadas. 
B.  Algoritmo de Knuth-Morris-Pratt (KMP) 
Una forma de detectar anomalías en el comportamiento de 
un usuario en un sistema informático es la búsqueda de 
patrones de comportamiento no esperado. Los algoritmos de 
alineamiento de secuencias son adecuados para este problema 
pues tratan de localizar subsecuencias anómalas dentro de 
secuencias más largas. Considerando que el comportamiento 
de un usuario puede modelizarse como una cadena de tareas 
realizadas secuencialmente, podemos aplicar alineamiento de 
secuencias para localizar subsecuencias sospechosas de 
fraude. Existen algunos trabajos previos en literatura sobre 
aplicación de alineamiento de secuencias a detección de 
intrusos [19]. 
El algoritmo de Knut-Morris-Pratt es un ejemplo clásico 
de alineamiento de secuencias para buscar secuencias [20]. El 
objetivo principal de este algoritmo es encontrar una palabra P 
dentro de una cadena S. Para ello se compara cada carácter de 
P con S. Si se encuentra, continúa la búsqueda. Si no es así, se 
desplaza P una posición a la derecha y se repite el proceso de 
búsqueda de coincidencia. La búsqueda se realiza mediante 
recorridos lineales simples pero la potencia de ejecución se 
consigue mediante la introducción de una tabla inicial para 
acelerar el proceso cuando se detecta un fallo. La complejidad 
del algoritmo resulta lineal respecto de la suma de las 
longitudes de la palabra y la cadena. Esta es O(m,n), siendo m 
la longitud del patrón P y n la longitud de la cadena S. Como 
se supone, sin pérdida de generalidad, m < n, el tiempo de 
ejecución es O(n).  
En este trabajo se utilizará la versión de [20] este 
algoritmo para detectar subsecuencias anómalas. 
III.  ALGORITMO DE DETECCIÓN DE ANOMALÍAS 
El comportamiento de un usuario, entendiendo por tal las 
secuencias de actividades que realiza en un sistema 
informático, depende de la carga de trabajo o asignaciones que 
reciba, que puede ser muy variable. Por lo tanto es dinámico y 
diferente de los demás. El sistema que vamos a desarrollar en 
este trabajo se fundamenta en el análisis de una nueva sesión 
de usuario y su clasificación como correcta o fraudulenta en 
función de la similitud que la sesión en estudio posea con las 
del histórico. 
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Definimos el conjunto de tareas posibles (realizables por 
algún usuario del sistema) como Tsk = {ݐଵ … ݐ௠}, donde ݉ es 
el número máximo de tareas diferentes ejecutables en el 
sistema. Cada tarea consiste en realizar una operación sobre 
un fichero. Se define una sesión S del usuario u∈U, siendo U 
el conjunto de usuarios del sistema, como una secuencia 
ordenada de tareas de tamaño variable z, es decir: ܵ௨ =
(ݐଵ௨, ݐଶ௨, . . . , ݐ௭௨). 
El conjunto de sesiones monitorizadas y almacenadas en el 
archivo histórico del usuario u se denota por ܪݏ௨ =
{ ଵܵ௨, ܵଶ௨, . . . , ܵ௤௨}, donde ݍ es el número (también variable) de 
sesiones realizadas por ese usuario u en el periodo de tiempo 
considerado. En la Tabla I se muestra, a modo de ejemplo, 
parte del histórico del usuario #1, formado por 6 sesiones de 
diferente longitud cada una. 
Una nueva sesión del usuario u ejecutada fuera del periodo 
de monitorización se denomina Sesión Activa y se denota ஺ܵ௨. 
Esta es la sesión que deseamos someter a evaluación para 
detección de sesiones anómalas. 
El algoritmo propuesto para la detección de secuencias 
anómalas se realiza en los siguientes pasos: 
A.  Clasificación de tareas según su frecuencia de aparición 
En esta etapa se encuentran las tareas más, menos 
frecuentes, y de frecuencia media de aparición dentro del 
histórico de tareas de un usuario. Para ello se realiza un 
recuento del número de veces que cada tarea t ha sido 
realizada. Este valor, que denominamos ܰݐܽݏ݇(ݐ, ݑ), se 
calcula mediante la expresión siguiente: 
 
   ܰݐܽݏ݇(ݐ, ݑ) = ∑ ݂ݎ݁ܿ(ݐ, ܪݏ௨)௧∈்௦௞(ு௦ೠ)     (1) 
siendo 
ܶݏ݇(ܪݏ௨) = ራ ራ {ݐ௜௝}
ௌ೔∈ு௦ೠ௧೔ೕ∈ௌ೔
 
Y el cálculo de la frecuencia de aparición se ha obtenido 
aplicando: 
݂ݎ݁ܿ(ݐ, ܪݏ௨) = ෍ ݂ݎ݁ܿ(ݐ, ௜ܵ)
௤
௜ୀଵ
;              
݂ݎ݁ܿ(ݐ, ௜ܵ) = ෍ ௝ܺ
௜೥
௝ୀ௜భ
   ;              ௝ܺ = ൜
1  ܵ݅ ݐ = ݐ௝
0  ܵ݅ ݐ ≠ ݐ௝ 
 
A partir de ese valor se define un umbral, calculado 
mediante la media: 
 
Mtask(u) = ୒୲ୟୱ୩(୲,୳)|୘ୱ୩(ୌୱ౫)|           (2) 
 
Este umbral se utiliza para clasificar las tareas del usuario 
según su frecuencia de aparición en: 
• Tareas ME (más ejecutadas), si ܰݐܽݏk(u) >
ܯݐܽݏ݇(ݑ) 
• Tareas MDE (tareas por debajo de la media), si 
ܰݐܽݏ݇(ݑ) < ܯݐܽݏ݇(ݑ) 
• Tareas NE (tareas no ejecutadas), es decir, ݐ ∉ ܶݏ݇௎. 
Estos conjuntos se calculan de forma interactiva haciendo: 
 
ܰܧ = ܶݏ݇ − ܶݏ݇(ܪݏ௨) 
∀ݐ ∈ ܶݏ݇(ܪݏ௨), ܫ݂ ܰݐݏ݇(ݑ) < ܯݐݏ݇(ݑ)     ݐℎ݁݊      
ܯܦܧ = ܯܦܧ ∪ {ݐ} 
݈݁ݏ݁ ܯܧ = ܯܧ ∪ {ݐ} 
 
Por ejemplo, supongamos que el usuario #1 trabaja en un 
sistema donde existen 6 tareas, esto es, Tsk = {ݐଵ … ݐ଺}. De su 
histórico, que se muestra en la Tabla I, se obtiene el número 
total de tareas (25), el de cada una de las tareas, Ntask, y la 
media Mtask (con y sin considerar las tareas sin ejecuciones, 
NE), así como su clasificación en los tres grupos 
anteriormente definidos. 
 
TABLA I. HISTÓRICO DE SESIONES DE UN USUARIO Y CLASIFICACIÓN DE 
TAREAS. 
Sesiones del Usuario 1: 
S1: T1—T3—T2—T4—T2; 
S2: T3—T1—T1—T4—T3; 
S3: T2—T3—T4—T4; 
S4: T4—T2—T1; 
S5: T1—T4—T3—T3; 
S6: T3—T2—T4—T2; 
Tareas T1 T2 T3 T4 T5 T6 
Ntskti 5 6 7 7 0 0
Mtsk (sin) = 6.25 MDE MDE ME ME NE NE
Mtsk (con) = 4.17 ME ME ME ME NE NE
 
En el ejemplo se obtienen los conjuntos de tareas MDE = 
{T1,T2}; ME={T3,T4} y NE = {T4,T5}. Se puede observar 
cómo varía la asignación a los grupos según se calcule el 
umbral incluyendo las tareas NE (media = 4.17) o sin 
considerarlas (media = 6.25). 
Estos datos revelan información sobre el perfil del usuario 
concreto del cual se han extraído estos indicadores. Dicha 
información es útil para contrastar con sesiones activas del 
mismo usuario, por lo que debe almacenarse para 
posteriormente detectar anomalías de comportamiento en las 
sesiones activas y futuras. 
B.  Generación de detectores de anomalías 
Siguiendo con el ejemplo anterior, supongamos que el 
usuario #1 realiza una sesión en la que ejecuta las siguientes 
tareas: As୙ = T2 − T1 − T1 − T6 − T1 − T6 − T5. 
En este paso del algoritmo se genera una población inicial 
mediante la unión los grupos de tareas presentes en la sesión 
activa del usuario. Así, en la sesión activa del ejemplo 
anterior, lo primero que habría que hacer es clasificar las 
tareas obteniéndose MDE – MDE – MDE – NE – MDE – NE 
– NE, ya que T1 y T2 aparecen en el histórico (MDE), y sin 
embargo T5 y T6 son tareas que no ha ejecutado nunca (NE). 
Por lo tanto la población inicial sería ܤ଴ = ܯܦܧ ∪ ܰܧ ={ܶ1, ܶ2, ܶ5, ܶ6}. Es decir, está formada por las cuatro tareas 
distintas ejecutadas por el usuario en la sesión activa. 
Formalmente, 
∀As୳    ,    S୅ = ራ {t୧}
୲౟∈୅ୱ౫
 
∀B ∈ {ME, NE, MDE}, X୆ = ൜0    If B ∩ S୅ = 0B    If B ∩ S୅ ≠ 0 
 
y por lo tanto, 
 
B଴ = (MDE ∩ X୑ୈ୉) ∪ (ME ∩ X୑ୣ) ∪ (NE ∩ X୒୉) 
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A continuación se generan todas las posibles parejas 
ordenadas (ܶ݅,݆ܶ) con las tareas que ha realizado el usuario. 
Estos pares de tareas representan el tamaño mínimo de 
información para la detección (la subsecuencia). En total 
tendremos variaciones con repetición de c elementos tomados 
de dos en dos, siendo c el cardinal de la población inicial (en 
nuestro ejemplo c = 4, por lo que tendremos 16 secuencias 
posibles). El conjunto de todas estas posibles parejas se 
denomina conjunto de detectores, D. Se puede representar 
como una matriz (c×c). 
Mediante el algoritmo de Knut-Morris-Pratt (KMP) se 
comparan todos los detectores, d, con las secuencias del 
archivo histórico del usuario ܪݏ௎. Un detector se clasifica 
como normal, d∈Dn, si esa subsecuencia ordenada se 
encuentra en el histórico (equivalente a una cadena). En caso 
contrario se clasifica como anómalo, Dan. El resultado será una 
partición ܦ = ܦ௔௡  ∪ ܦ௡. Es decir, la construcción de los 
conjuntos de detectores normales y anómalos es la siguiente. 
• Inicialización: 
D = ራ {(t୧, t୨)}
୲౟୲ౠ∈୘ୱ୩(୳)
 
D୬ = ∅ ; Dୟ୬ = ∅ 
• Proceso: 
∀d ∈ D, If KMP(d, Hs୳)  then D୬ = D୬ ∪ {d} 
else Dୟ୬ = Dୟ୬ ∪ {d} 
 
En el ejemplo de la Tabla 1 se obtendría ܦ௡ =
{(ܶ1, ܶ1), (ܶ2, ܶ1)}. Son las únicas subsecuencia de dos 
tareas ordenadas realizadas en la sesión actual y que se 
encuentran en el histórico. El resto son detectores anómalos 
que se obtendrían como el complementario al conjunto 
anterior, es decir: 
 
ܦ௔௡ = {(ܶ1, ܶ2), (ܶ1, ܶ5), (ܶ1, ܶ6), (ܶ2, ܶ2), (ܶ2, ܶ5), (ܶ2, ܶ6), (ܶ5, ܶ1), (ܶ5, ܶ2), (ܶ5, ܶ5), (ܶ5, ܶ6), (ܶ6, ܶ1),  
(ܶ6, ܶ2), (ܶ6, ܶ5), (ܶ6, ܶ6)} 
En este proceso se utilizan instancias a la función KMP 
que devuelve un resultado booleano igual a cierto si el 
detector d está en el histórico del usuario como subsecuencia. 
Es importante tener en cuenta que no es necesario ejecutar un 
KMP para este proceso por su sencillez, pero que al ejecutarse 
sobre un histórico de secuencias y siendo la búsqueda sobre 
una subsecuencia de tamaño 2, el coste del KMP es similar a 
otros procesos tradicionales.  
Los detectores anómalos ݀ ∈ ܦ௔௡ pueden aparecer como 
subsecuencias en la sesión activa del usuario As୙, lo que 
servirá como indicador de irregularidad en el comportamiento. 
C.  Detección de subsecuencias anómalas 
En esta última fase del proceso de detección se analiza la 
secuencia activa ܣݏ௎ y se compara con el conjunto de 
detectores anómalos obtenidos anteriormente, ܦ௔௡, aplicando 
nuevamente el algoritmo KMP. El objetivo es calcular el 
porcentaje p de detectores anómalos en la sesión activa, que 
será comparado con un umbral de fiabilidad α fijado por el 
experto. Este umbral representa el porcentaje máximo 
aceptable de subsecuencias anómalas en la sesión que está 
siendo evaluada. Siendo muy conservadores, se puede tomar 
un umbral α=10%. Atendiendo a ese límite se va a clasificar 
la sesión activa en una de estas tres posibles situaciones: No 
Riesgo (p<α), Riesgo (α<=p<=2α), y Alto Riesgo (p> 2α). 
La formulación de esta última parte del algoritmo es la 
siguiente, 
 
݊ݑ݉ = ෍ (d, As୳)
ୢ∈ୈ౗౤
 
p = (num/|As୳| − 1) ∗ 100; 
If (p >  2ߙ) then Aᇱ ltoRiesgo′ 
elsif ( ≤ ݌ ≤ 2) then ᇱܴ݅݁ݏ݃݋ᇱ 
else ′No Riesgo′ 
 
En el ejemplo, la sesión activa As୙ = T2 − T1 − T1 −
T6 − T1 − T6 − T5 presenta 4 parejas de detectores anómalos 
de las 6 secuencias de las que está compuesta (Fig. 1, en verde 
las dos primeras subsecuencias que pertenecen a Dn, y el resto 
en rojo porque corresponden a los detectores anómalos 
(T1,T6), (T6,T1), (T1,T6) y (T6,T5). En total hay un 66,6% de 
subsecuencias anómalas (p > 2α), por lo que esta sesión se 
clasifica como de alto riesgo de fraude. 
 
 
Figura 1. Detección de subsecuencias anómalas 
 
En general el umbral puede variar según la tolerancia, y se 
podría incrementar para evitar falsos positivos y que se ponga 
en marcha un protocolo de prevención que pueda obstaculizar 
el desarrollo del trabajo habitual de los operarios. 
IV.  RESULTADOS 
La aplicación de este algoritmo tiene una fuerte 
dependencia de los datos del histórico de los usuarios. En ese 
sentido la fiabilidad de los resultados podría ser cuestionable 
dado que puede darse casos atípicos de comportamiento en los 
que un usuario modifique su rol debido a nuevas 
responsabilidades o a la existencia de estacionalidad en el 
sistema que no esté suficientemente reflejada en el histórico. 
Para examinar la fiabilidad del procedimiento propuesto en 
este trabajo hemos realizado pruebas supervisadas con diez 
usuarios del sistema real descrito en la sección 2. Para cada 
uno de los 10 usuarios se han analizado las sesiones de sus 
respectivos históricos. El número de sesiones variaba entre 1 y 
3 por día, dependiendo de cada usuario. La longitud de las 
sesiones está en un rango entre 2 y 65 tareas ejecutadas, con 
una media de 13 tareas distintas. De las sesiones de las bases 
de datos de cada usuario se ha utilizado un 70% para el 
entrenamiento del sistema, y un 30 % para validarlo (test). 
Al trabajar con datos reales, el número de sesiones que se 
pueden clasificar como fraudulentas o anómalas es muy 
reducido, lógicamente. Es verdad que la experiencia nos dice 
que cuando un usuario realiza actividades de fuga de 
información, hasta que este comportamiento es detectado se 
acumulan una serie de sesiones, pero este número no es 
suficiente para obtener la información requerida sobre 
comportamiento anómalo. Por eso, para disponer de ejemplos 
tanto para entrenar el sistema como para luego probarlo se han 
generado sesiones anómalas mediante el método de selección 
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negativa. Este procedimiento no altera los resultados ya que al 
generar los detectores de anomalías, estos se reducen al 
mínimo. De hecho lo que queremos aportar con este método 
es una reducción de las tareas a analizar. Los usuarios no 
realizan todas las combinaciones de tareas posibles, que sería 
un número demasiado elevado para ser evaluado. Aplicando 
ciertas restricciones, la generación de un 25% de detectores 
anómalos del total de combinaciones existentes se ha 
demostrado suficiente para la correcta detección de anomalías. 
A continuación se muestran algunos ejemplos del 
funcionamiento del sistema con datos reales. 
 
ܣݏସ௎ସ: ଵܶ଴ − ଶܶଵ − ଷܶ − ଵܶଶ − ଵܶ଴ − ଶܶଵ − ଵܶଶ − ଷܶ − ଷܶ − ଵܶ
− ଵܶଶ − ଶܶଵ − ଵܶ଴ − ଷܶ − ଵܶଶ 
ME= {Tଵ଴, Tଶଵ}; MDE={Tଵ, Tଷ, Tଵଶ}; NE=0 
num = (Dୟ୬, Asସ୙ସ) = 1 
p = ቀ ଵଵସቁ ∗ 100 = 7.14%   = 10% 
if (p <  ߙ)  then'No Riesgo' 
Experto: Normal 
 
ܣݏଶ௎ସ: ଵܶ଴ − ଵܶ଴ − ଵܶଽ − ଵܶ − ଵܶଶ − ଵܶଶ − ଵܶ − ଵܶ − ଷܶ − ଶܶଵ
− ଵܶ଴ − ଶܶଵ − ଵܶ଴ − ଵܶ଴ − ଵܶହ − ଵܶଶ − ଶܶଵ 
ME= {Tଵ଴, Tଶଵ, Tଵହ}; MDE={Tଵ, Tଷ, Tଵଽ, Tଵଶ}; NE=0 
num = (Dୟ୬, Asଶ୙ସ) = 3   
p = ቀ ଷଵ଺ቁ ∗ 100 = 18.75%   = 10% 
if ( ≤ p ≤ 2) then'Riesgo' 
Experto: Fraudulenta 
 
ܣݏଷ௎ସ: ଵܶହ − ଵܶ଴ − ଷܶ − ଵܶ − ଵܶ଴ − ଵܶ଴ − ଵܶଽ − ଵܶଽ − ଵܶଽ
− ଵܶଽ − ଵܶଽ − ଵܶ଴ − ଵܶ଴ − ଶܶଵ − ଵܶ଴ − ଵܶ଴
− ଵܶ଺ 
ME={Tଵ଴, Tଶଵ, Tଵହ}; MDE={Tଵ, Tଷ, Tଵଽ}; NE={Tଵ଺} 
num = (Dୟ୬, Asଷ୙ସ) = 5 
p = ቀ ହଵ଺ቁ ∗ 100 = 31.25%   = 10% 
if (p >  2ߙ)  then'Alto Riesgo' 
Experto: Fraudulenta 
 
La clasificación del experto coincide con la del sistema, ya 
que se ha considerado que si el resultado del algoritmo para 
una sesión es “alto riesgo” o “riesgo”, esas actividades se 
clasificaban como anómalas. Por lo tanto, para los ejemplos 
mostrados anteriormente, la clasificación del algoritmo es 
correcta en los tres casos. Se ha utilizado un valor de α = 10%. 
La evaluación del rendimiento del sistema se ha hecho de 
la siguiente manera. Para un usuario, por ejemplo, el #4, hay 
1998 sesiones almacenadas en su base de datos (histórico), 
todas ellas correctas. Se utilizarán un 70% para el 
entrenamiento (1400) y un 30 % para pruebas (598). Además 
se han generado 578 sesiones anómalas mediante el algoritmo 
de selección negativa. El conjunto de pruebas lo forman el 
100% de las sesiones anómalas y el 30% de las normales, por 
lo tanto, hay un total de 1176 sesiones para pruebas. 
Para este usuario, y con un valor del umbral de tolerancia 
al fraude de α = 10%, se han obtenido los datos de la Tabla II 
al aplicar el algoritmo de detección de sesiones anómalas. 
 
 
 
TABLA II. CLASIFICACIÓN DE SESIONES DEL USUARIO #4 CON α = 10%. 
Detectadas Correctamente 
# de Sesiones  Algoritmo Experto 
587 p < α No Riesgo Normal 
142  ≤ p ≤ 2 Riesgo Fraude 
416 p > ߙ Alto Riesgo Fraude 
Detectados Incorrectamente 
20 p < α No Riesgo Fraude 
2  ≤ p ≤ 2 Riesgo Normal 
9 p > α Alto Riesgo Normal 
 
Es decir, hay 1145 sesiones que se han detectado 
correctamente como normales o fraudulentas (97.36%), y 31 
sesiones mal clasificadas (2.64%). 
Para medir la eficiencia de la propuesta es importante 
calcular las detecciones de fraude consideradas verdadero 
negativo (TN), verdadero positivo (TP), falso negativo (FN) y 
falso positivo (FP), definidas como sigue: 
• TN: sesión normal (experto) detectada como normal 
(algoritmo) 
• TP: sesión anómala (experto) correctamente detectada 
como fraude (algoritmo) 
• FP: sesión anómala (experto) incorrectamente 
detectada como normal (algoritmo) 
• FN: sesión normal (experto) incorrectamente detectada 
como anómala (algoritmo). 
 
Para el usuario #4, la Tabla III muestra los valores 
obtenidos para estos índices de funcionamiento. 
 
TABLA III. TASAS DE CLASIFICACIÓN PARA EL USUARIO #4 CON α = 10%. 
Algoritmo Experto Sesiones Etiqueta % 
Normal Normal 587 Verdadero Negativo (TN) 49.92 
Fraude Fraude 558 Verdadero Positivo (TP) 47.45 
Normal Fraude 20 Falso Positivo (FP) 1.70 
Fraude Normal 11 Falso Negativo (FN) 0.93 
 
Es decir, el algoritmo funciona bien, con un porcentaje alto 
de detección correcta. Las tasas de falsos negativos y falsos 
positivos son bajas, siendo mayor el caso de las sesiones no 
detectadas como fraudulentas (FP). Esto se debe a la política 
conservadora que se ha seguido a la hora de elegir el umbral 
de tolerancia en la clasificación (α = 10%). 
Si ahora aplicamos el detector con un α = 25%, para este 
mismo usuario, los resultados se muestran en las Tablas IV y 
V. En este caso, el número de sesiones correctamente 
detectadas es 874 (74.32%) y el de las mal clasificadas es 302 
(25.681%). Como era de esperar ha aumentado el número de 
sesiones detectadas incorrectamente al aumentar el α. 
Igualmente, la tasa de falsos negativos y positivos también se 
ha incrementado notablemente (Tabla V). 
 
TABLA IV. CLASIFICACIÓN DE SESIONES DEL USUARIO #4 CON α = 25%. 
Detectadas Correctamente 
# de Sesiones  Algoritmo Experto 
487 p <હ No Riesgo Normal 
307  ≤ ܘ ≤ ૛ Riesgo Fraude 
80 ܘ > 2ࢻ Riesgo Alto Fraude 
Detectados Incorrectamente 
191 p <હ No Riesgo Fraude 
49  ≤ ܘ ≤ ૛ Riesgo Normal 
62 ܘ > 2ࢻ Riesgo Alto Normal 
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TABLA V. TASAS DE CLASIFICACIÓN PARA EL USUARIO #4 CON α = 25%. 
Algoritmo Experto Sesiones Etiqueta % 
Normal Normal 487 Verdadero Negativo (TN) 41.41 
Fraude Fraude 387 Verdadero Positivo (TP) 32.91 
Normal  Fraude 191 Falso Positivo (FP) 9.44 
Fraude Normal 111 Falso Negativo (FN) 16.24 
 
Este algoritmo se ha aplicado para los 10 usuarios de los 
que se disponen de datos, obteniéndose los resultados de la 
Tabla 6 con un umbral de tolerancia al fraude de α = 10%. En 
la Tabla 7 se muestran las tasas de falsos positivos y 
negativos. La tasa de detección correcta, obtenida como la 
media, es del 97,28%. 
 
TABLA VI. CLASIFICACIÓN DE SESIONES DE LOS USUARIOS POR EL SISTEMA 
CON α = 10%. 
 Detectados Correctamente Detectados Incorrectamente 
U p<α α≤p≤2α p>2α % p<α α≤p≤2α p>2α % 
1 345 121 614 96.948 14 5 15 3.052 
2 374 234 264 95.614 16 6 18 4.386 
3 466 239 197 96.265 15 11 9 3.735 
4 587 142 416 97.364 20 2 9 2.636 
5 450 87 244 94.897 15 9 18 5.103 
6 477 56 308 95.136 15 14 14 4.864 
7 442 196 346 96.094 10 17 13 3.906 
8 450 329 149 95.769 11 14 16 4.231 
9 457 474 114 96.136 9 18 15 3.864 
10 357 461 186 95.076 10 24 18 4.924 
 
TABLA VII. TASAS DE CLASIFICACIÓN CON α = 10%. 
Usuario TP TN FP FN 
Tasa de 
Detección  
Tasa Falsas 
Alarmas 
1 735 345 20 14 98.131 5.479 
2 498 374 24 16 96.887 6.030 
3 436 466 20 15 96.674 4.115 
4 558 587 11 20 96.540 1.839 
5 331 450 27 15 95.665 5.660 
6 364 477 28 15 96.042 5.545 
7 542 442 30 10 98.188 6.356 
8 478 450 30 11 97.751 6.250 
9 588 457 33 9 98.492 6.735 
10 647 357 42 10 98.478 10.526 
 
Si la tasa de error de falsos positivos fuera alta, el 
algoritmo de detección puede ser poco práctico ya que 
identifica erróneamente sesiones correctas como fraudulentas, 
bloqueando el acceso y perjudicando el ritmo de trabajo del 
usuario. 
El tiempo computacional del algoritmo está en torno a 75 
segundos de media, lo cual es un margen aceptable para enviar 
una alarma y bloquear el acceso a ese usuario si hiciera falta. 
V.  CONCLUSIONES Y TRABAJOS FUTUROS 
En este trabajo se ha desarrollado un algoritmo para la 
detección de comportamientos anómalos en sistemas 
informáticos, con el fin de detectar posibles anomalías en la 
ejecución de tareas en las sesiones de usuario. El trabajo 
utiliza información del comportamiento de usuarios 
autorizados que han ejecutado diversas tareas en un sistema 
informático a lo largo de dos años. 
La identificación de las tareas más y menos frecuentes, 
basada en el histórico de cada usuario, proporciona un medio 
sencillo para la creación de un perfil único de 
comportamiento. Debido a la escasez de actividades 
fraudulentas con las que entrenar al sistema, éstas se han 
generado mediante un algoritmo de selección negativa 
inspirado en los sistemas inmunes. Posteriormente se ha 
aplicado un algoritmo de alineamiento de secuencias, el de 
Knuth-Morris-Pratt, para la localización de los detectores 
anómalos como indicadores de comportamientos fraudulentos. 
Este algoritmo para la detección de comportamientos 
anómalos se ha probado con datos reales con resultados 
satisfactorios, avalando la eficiencia del procedimiento 
propuesto. 
Como investigación futura se propone aplicar a este 
trabajo algoritmos de Big Data, que permitan reducir el tiempo 
de la detección, lo cual es crítico para este tipo de sistemas. 
También se plantea incrementar la eficiencia mediante la 
combinación con otras técnicas de clasificación como la de los 
vecinos más cercanos y las redes neuronales. 
Sería muy deseable poder comprobar la robustez del 
método propuesto aplicándolo a otros datos. 
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a b s t r a c t 
In this paper we propose a novel algorithm to detect anomalous user behaviour in computer sessions. We 
ﬁrst identify the behavioural proﬁle of each authorized user from the computational tasks they usually 
carry out on the ﬁles of the information system. A new session is then codiﬁed as 2-length sequences 
and an algorithm based on the probability of those sequences is applied. The activities classiﬁed as pos- 
sible anomalies are double-checked by applying Markov chains. The procedure has been proved eﬃcient 
in terms of high detection accuracy and low false positive rate. It has been validate on a real database 
provided by a governmental institution of Ecuador and also on a public dataset of Unix commands. Be- 
sides, the algorithm has been shown eﬃcient regarding computational time and the overhead of this 
monitoring software is low. 
© 2017 Published by Elsevier B.V. 
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0. Introduction 
Data Leakage (DL) is a serious and increasingly common prob-
em for organizations, companies and institutions around the
orld. This problem can be deﬁned as the unauthorized trans-
er of classiﬁed information from a computer or data centre to
he outside world. That is, theft of computer based sensitive infor-
ation. Sensitive data in companies and organizations include in-
ellectual property, ﬁnancial information, patient information, per-
onal credit-card data, and any other information depending on the
usiness and the industry involved [17,22] . 
The study presented in Cisco [7] reveals that organizations ex-
erienced about one threat per month. A signiﬁcant proportion of
omputer and organizational security professionals believe insider
hreat is the greatest risk to their enterprise. Even more, internal
raud produces bigger ﬁnancial losses in comparison to intrusions
rom outside the organization. These types of incidents, whether
aused by malicious intent or an inadvertent mistake, can dimin-
sh a company’s brand, reduce shareholder value, and damage the
ompany’s or organization goodwill and reputation [31] . But pre-
enting theft by employees is diﬃcult. The problem is that they
ay need to have access to sensitive or conﬁdential information in
rder to perform their jobs, and they often copy the material they
ntend to take with them. ∗ Corresponding author. 
E-mail addresses: cesargue@ucm.es (C. Guevara), msantos@ucm.es (M. Santos), 
lopezlo@ucm.es (V. López). 
a  
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a  
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i
ttp://dx.doi.org/10.1016/j.knosys.2017.01.009 
950-7051/© 2017 Published by Elsevier B.V. 
Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 Being this the situation, the utility and necessity of any system
hat helps to alleviate this problem is more than justiﬁed. There-
ore, the major goal of this paper is, on the one hand, to draw at-
ention to this speciﬁc problem and, on the other hand, to pro-
ose an eﬃcient knowledge-based algorithm for countering data
eakage that, besides, reduces the number of false positive, which
s the crucial problem of the data leakage detection methods. It is
ased on the user behaviour when working on a computational in-
ormation system. The procedure is as follows. First we do anomaly
etection, particularly, the algorithm we propose deals with the
robability of sequences of operations performed by an authorized
ser on a workstation. If the output of the algorithm is that the
ctions carried out by the user corresponds to the expected ones,
hose sequences are identiﬁed as normal and removed from the
ystem. Only sequences that are classiﬁed as possible anomaly by
his algorithm are then evaluated using Markov chains, to double-
heck it. In case the information the user is working with is con-
dential or critical, we may then consider it a data leakage. The
ystem has been proved reliable and eﬃcient, with a low false pos-
tive rate. 
Our work differs from existing research in the way we deal with
he information about the computational operations of each user.
e have developed a dynamic structure to codify the operations
f the user in a computer system. This has allowed us to extract
 user proﬁle that can be obtained by the sequences of actions
erformed by the user from the historical database. We take into
ccount not only the actions/commands or their relative frequency
ut the sequence of these operations, which gives us more relevant
nformation and allows us to better detect this type of attacks. ithm based on task sequences and probabilities, Knowledge-Based 
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dThis decision-making system has been validated on real data
from a governmental institution of Equator with satisfactory re-
sults, and compared to another anomaly detection algorithm on a
different public dataset, where it has been also applied, showing
its potential adaptation to broader real-word application. 
Another advantage of this detection system is that, once it has
been trained, it can be applied on-line. The algorithm is able to
analyse a sequence of operations within the current working ses-
sion and, moreover, the users do not realize that they are being
monitored as the overhead of the system is very low. 
This rest of the paper is organized as follows. Section 2 summa-
rizes related work on the topic of data leakage prevention and data
leakage detection. In Section 3 , the problem is described and the
materials (dataset) and methods used are presented. Section 4 de-
tails the development of the data leakage detection algorithm and
its application. Results are discussed in Section 5 . The paper ends
with the conclusions. 
2. Background and related works 
Data stored on the corporate networks is at risk because it is
more accessible than ever. Organizations provide easy access to
databases for information sharing, and storage and compression
technology has allowed for more powerful (and risk-laden) oper-
ations. This increases the risk of conﬁdential information falling
into unauthorized hands. Information/Data Leakage poses a serious
threat to companies and organizations, as the number of leakage
incidents and the cost they inﬂict continues to increase. 
We are assuming that whether caused by malicious intent [4] ,
or an inadvertent mistake, by an insider or outsider [24] , in any
case, sensitive information lost can seriously hurt an organization.
To reduce data leakage, two approaches have been proposed: Data
Leak Prevention (DLP) and Data Leak Detection (DLD). Our work
falls in the second category. 
2.1. Data leak prevention 
Data leakage prevention (DLP) has been studied both in aca-
demic research areas and in practical application domains. DLP is
a suite of technologies aimed at safeguarding the computing re-
sources to prevent leakage of conﬁdential information found on
hard drives, databases, etc. It focuses on the location, classiﬁcation
and monitoring of information at rest, in use and in motion. This
solution can go far in helping in stopping the numerous leaks of
information that occur each day on the globe. 
DLP solutions can be classiﬁed according to various aspects
such as: leakage source, data state, leakage channel, deployment
scheme, preventive/detective approaches, and the action upon
leakage [31] . In short, DLP techniques consist of detecting sensitive
information that may be altered in anyway. 
Most DLP tools have been installed at the front ends and are
called agents. They use the operative system or other PC resources
to scan the user activities. The agents identify sensitive informa-
tion (e.g. credit card numbers, social security codes, etc.) by con-
tent - regardless of whether it is data in process of being transmit-
ted over the network (data in motion, DIM), data on a server (data
at rest, DAR), or data at an endpoint like a PC (data in use, DIU).
Then these DLP proceed to encrypt or to block it [27] . But the in-
formation should be monitored more eﬃciently to reduce data loss
statistics [11] . 
A major problem with DLP is that they rarely consider the ﬂow
of speciﬁed sensitive data items through the system in their deci-
sion process, but most often rely on the on-the-ﬂy identiﬁcation of
sensitive data by using pattern matching or statistical algorithms.
Besides, DLP techniques are often limited in terms of ﬂexibility due
to security policies established by governments and institutions. Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 As an example of the rates of detection that some developed
ools can provide, in the work by Eesa et al. [9] , the authors ap-
ly the cuttleﬁsh algorithm to select some features on the KDD
up 99 dataset and obtain a high detection (92.83% correctly clas-
iﬁed) and accuracy (92.051%) rates with a low false alarm rate
1.41%).The false positive rate was high (5.3%) in Yeung and Ding
39] , and in Chari and Cheng [5] (5%), with static behavioural mod-
ls and rules (policies) for regulating access to system resources.
he detection rate is good but not so high in other works such as
he one by Liu and Lai [25] , 80%, and Ye et al. [38] , with 90%. 
In summary, it is diﬃcult to identify sensitive information and
revent leaking and, at the same time, ensuring the authorized
sers access to this information. 
.2. Data leakage detection 
Incidents of data leakage in which personal or commercial sen-
itive data is leaked to untrusted or non-intended recipients are
n the rise. Although researches on data leakage prevention are
merging, there is little research on the detection of information
eakage from the perspective of user behaviour [36] . This is due to
he fact that when detection is based on user behavioural patterns
he problem becomes more complex. It requires, somehow, mod-
lling the “normal” behaviour of authorized users. This can pro-
uce a high number of false positives because of the similarity be-
ween the expected behaviour of the authorized user that has to
erform many different tasks or attempts to leak information. The
ﬃciency of these systems is sometimes questionable [21] . 
These strategies consist of monitoring users rather than the in-
ormation itself. That is, it is not based on alterations of the stored
ata but identifying the perpetrator [20,34] . Examples of intrusion
etection systems can be found in Chavan and Desai [6] and Pa-
adimitriou and Garcia-Molina [29] . In Kamra et al. [18] , a mining
rocess is used to form proﬁles that can model normal database
ccess behaviour and identify intruders, based on the role of the
mployees. These methods usually estimate the likelihood of leak-
ge and send an alert. In Mathew et al. [26] authors model users’
ccess patterns by proﬁling the data points that users access, re-
arding query syntax. They apply statistical learning algorithms.
e and Chen [37] present an anomaly detection technique based
n a chi-square statistic. This technique builds a proﬁle of normal
vents in an information system and detects anomalies. 
But many pattern recognition techniques and clustering strate-
ies can be applied to obtain the dynamic proﬁle of user’s be-
aviour [2,3,33] . Even more, no single technique can provide ef-
cient intrusion detection [32] . An example of the application of
ifferent techniques to this very same dataset can be found in Gue-
ara et al. [14] , where Negative Selection and the Knuth Morris
ratt Algorithm are used. In that case many more data were used,
ost of them synthetically generated from the historical behaviour
f the user in order to increase the number of negative samples of
equences. Similar results can be seen in Guevara et al. [13] , where
ub-sequences are generated from normal ones and the system is
rained with those sequences. In that paper Bayes Networks and
he Page Rank algorithm were applied. In Guevara et al. [15] , a
ombination of neural networks and decision trees were applied
o identify users and detect intrusions on the same database we
re working here, with encouraging results. 
Most of the papers that address similar problems deal with rel-
tive frequencies or other static characteristics of the information
nstead of sequence of activities. A notable exception is found in
ostante et al [8] , where authors monitor database activities and
resent a framework that automatically learns normal user be-
aviour, in terms of database activities, and detects anomalies as
eviation from such behaviour. ithm based on task sequences and probabilities, Knowledge-Based 
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Fig. 1. Research area: data leakage detection. 
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iWe will compare our work with the one by Aeberhard et al.
1] , who used a Unix command dataset. From it we have extracted
he sequences of commands of different users and apply our al-
orithm to them. Results on this public real database are shown
n Section 5 of this paper. Authors apply eight classiﬁers and their
est result in terms of accuracy is 70.5% while ours gives 91.51%. 
Our work applies anomaly detection but aiming at particularly
educing the number of false alarms, which is one of the main
rawbacks of the detection methods. 
. Materials and methods 
This study deals with authorized users who are allowed to ac-
ess the computer information system ( Fig. 1 ). It is assumed that
ome kind of intrusion detection system (IDS) has been previously
pplied. But once the user has login into the system, it is diﬃcult
o identify whether he/she is performing regular tasks or trying to
eak information. Daily tasks can include sending out sensitive in-
ormation. 
Some of the diﬃculties come from the fact that the same user
an present very different behaviour depending on the tasks he is
n charge of at that moment. Only regarding the number of op-
rations carried out by a user, the proﬁle changes every month
 Fig. 2 ), or it even varies during the same period of time but in
ifferent years ( Fig. 3 ). This situation is even more different for the
ame user if we take into account the type of operation, the ﬁle he
s working with, etc. 
Because of that, the high ratio of false alarms that it is usually
btained by the data leakage detection systems is one of the main
ssues. 
.1. Dataset representation 
The ﬁrst step to approach the modelling of user behaviour is to
se a ﬂexible and eﬃcient data structure. This representation must
llow dynamic changes at least in the length of the registers or
sers [35] . ig. 2. Behaviour of users #18 (left) and #6 (right) in April (solid blue) and May (dotted 
s referred to the web version of this article.) 
Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 In this work real data are provided (and anonymized) by a gov-
rnmental institution of Ecuador. The database includes the tasks
erformed by 22 authorized users on different com puters that be-
ong to the institution. All of them had access to the same infor-
ation resources. Only 10 of them stayed in the same institution
he period of time we were interested in, from 2011 to 2013. Each
ser had an access proﬁle that allowed him to execute only certain
perations on speciﬁc ﬁles according to the position in the institu-
ion. The total number of access (computer sessions) over those
hree years was 12.727 and, since in each session several operation
ere executed, the number of operations registered those years is
73.731. 
Among the characteristics of each access, the attributes that
rovide the most signiﬁcant information about the behaviour of
he agents are selected [12] . They are listed in the following tables.
Access table (Login) 
This access table contains users’ login information. Users U i are
uthorized people that work with the computer system, and a
et of users is deﬁned as U = { U 1 , U 2 , . . . , U m } , where in our case
 = 10. Among others, this table contains the attributes day, hour
nd minute , which describes when the user logins into the system
ach time, and the duration of each session. 
Tasks table 
This table represents the activities carried out by the users
nto the computer system. The operations ( OP i ) the user can per-
orm with the ﬁles are: OP 1 = Update, OP 2 =Delete, OP 3 = Insert
nd OP 4 =Find. They work on 7 repositories or databases, R j , each
f them with different ﬁles which contain information about state
roperties, ﬁnancial data, etc. Some of the repositories are consid-
red to have conﬁdential information. 
A task T n is deﬁned as an operation OP i executed on a repos-
tory, R j , i.e. T n = ( O P i , R j ) . We have considered a limited num-
er of possible tasks, in this case 28 tasks (4 operations on 7
atabases). The set of tasks executed by a user U i is represented
s T U i = { T U i 
1 
, T 
U i 
2 
, T 
U i 
3 
, . . . , T 
U i 
k 
} . 
The information of the tasks carried out by the users is codiﬁed
nd uniﬁed as shown in Fig. 4 (User behaviour table). The database
f tasks is sorted according to the day, hour and minute that every
ask was executed by each user U i . In this way, it is possible to
etermine the sequence of tasks T 
U i 
k 
in a session and codiﬁed it to
btain a pattern. Sequence refers to a list of two linked task within
 session, denoted as sq ( T i , T j )or( i, j ). 
For instance, Fig. 5 shows the database that is generated for a
peciﬁc user, let us say U 1 . Each row corresponds to a computer
ession, s 
U i 
i 
. A session is a series of tasks executed by the user.
he set of sessions each user has carried out is stored (historical
atabase) and called Passive Session ( S U i ). It represents the his-
orical behavior of the user, S U i = { s U i 
1 
, s 
U i 
2 
, . . . , s 
U i 
p } . In this example,
ser 1 has login the system six times ( p = 6 ). red). (For interpretation of the references to colour in this ﬁgure legend, the reader 
ithm based on task sequences and probabilities, Knowledge-Based 
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Fig. 3. Behaviour of users #18 (left) and #6 (right) the same month (May) in 2011(solid blue), 2012 (dotted red), 2013 (dotted green). (For interpretation of the references 
to colour in this ﬁgure legend, the reader is referred to the web version of this article.) 
Fig. 4. Data structure of the tasks performed by a user U in a computer system. 
Fig. 5. Database of user sessions. 
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 The length of a session depends on the number of tasks the
user executes each time. For example, the ﬁrst row represents S 
U 1 
1 
and it consists of 6 tasks whereas the length of session 4th (fourth
row) is 4. Any new session of the user, called Active Session, s 
U i 
act 
( Fig. 5 , bottom), will be compared to the pattern obtained for that
user, to determine if it corresponds to the expected behaviour of
that user regarding the operation, ﬁles accessed, time, etc., or it
could be a leakage. 
3.2. Methods 
In this paper, we have developed a novel algorithm to detect
anomalous user behaviour in computer systems. It goes through
a series of steps in order to double-check the identiﬁcation of aPlease cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 eakage and to reduce the number of false alarms. Besides the cal-
ulation of some statistical characteristics and the likelihood of a
equence of commands, we ﬁnally apply Markov chains to make a
nal decision. 
Markov chain is a random process that undergoes transitions
rom one state A to state B on a state space. The probability distri-
ution of the state B depends only on the current state A and not
n the sequence of previous events [19] . 
The formulation of this procedure is as follows, where
he states are tasks in our case. Given a set of states T =
 T 1 , T 2 , T 3 , . . . , T m } , the probability of the transition between two of
hem in one step is deﬁned as a ij , i.e., the probability that the sys-
em switches from T i to T j is: 
 i j = P r( T m = j| / T 1 = t 1 , T 2 = t 2 , . . . , T ( m −1 ) = i ) 
 i j = P r( T m = j/ T ( m −1 ) = i ) (1)
The probability of going from state i to state j in m time steps
s P (m ) 
i j 
= P r( T m = j/ T 0 = i ) , and the single-step transition is P i j =
 r( T 1 = j/ T 0 = i ) . In general, for a time-homogeneous Markov chain
he transition matrix is: 
 
(m ) 
i j 
= P r( T ( k + m ) = j/ T k = i ) (2)
nd 
 i j = P r( T ( k +1 ) = j/ T k = i ) (3)
The m -step transition probabilities satisfy the Chapman–
olmogorov equation, P m 
i j 
= ∑ 
r∈ S 
P k 
ir 
P n −k 
r j 
0 < k < m , where S is the
tate space of the Markov chain. Let X k be the marginal random
ariable that sets the state at step k, then X 0 sets for the initial
tep. 
 ( X k = j ) = 
∑ 
r ∈ S 
P k rj ∗ P ( X 0 = r ) (4)
Markov chains have many applications as statistical models of
eal-world processes, particularly, in the ﬁeld of intrusion detection
28] , anomaly detection [30] , etc. 
. Data leakage detection algorithm based on sequences of 
asks 
As it was said in the introduction, ﬁrst we apply anomaly detec-
ion and then do data leakage. The detection algorithm we propose
onsists of several steps in order to double check the ﬁnal decision
n whether it is an attempted attack or not. The steps of this algo-
ithm are the following: 
• Step 1: Calculation of sequence probability based on historical
data. 
• Step 2: Calculation of the more and less likely sequences within
a session. 
• Step 3: Checking anomalous sequences using Markov Chains. ithm based on task sequences and probabilities, Knowledge-Based 
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Fig. 6. More and less likely sequences in the user database. 
Table 1 
Percentage of more and less likely sequences for user U 1 . 
S i N º sq N º of ( + ) M p S i N º of (-) L p S i
1 5 2 40% 3 60% 
2 4 4 100% 0 0% 
3 5 4 80% 1 20% 
4 3 2 66 .66% 1 33 .33% 
5 2 2 100% 0 0% 
6 3 2 66 .66% 1 33 .33% 
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a  .1. Step 1: calculation of sequence probability based on historical 
ata 
In this step, the algorithm uses information from the historical
atabase of tasks to identify all 2-length sequences of tasks ( T i , T j )
f a speciﬁc user and generates his proﬁle. 
The probability matrix of the sequences, P sq ( i, j ), for user U x , is
alculated as, 
 
U x 
sq ( i, j ) 
= 
Q U x 
i j ∑ m 
i =1 
∑ m 
j=1 Q 
Ux 
i j 
(5) 
here each element Q U 
x 
i j 
of the square matrix is the number of
imes the sequence ( T i , T j ) has been executed by user U x . Note that
q ( T i , T j )  = sq ( T i , T j ). 
In the P sq ( i, j ) matrix, the sequences ( i,j ) are classiﬁed into two
roups: the most ( + ) and less (-) likely sequences. The sequence
ith highest probability deﬁnes the P Max value and the sequence
ith the smallest probability gives the P Min value. A threshold, α ∈
0, 1), is deﬁned as the mean of these values, α= (P Max + P Min )/2. 
A threshold for anomaly detection is deﬁned as a value that
lassiﬁes the actions of a speciﬁc user into two classes: anomalous
nd expected or normal ones, depending of the relative frequency
he user carries out those actions. According to the each system
ne could choose a different threshold. In this work the thresholds
re not ﬁxed in advance as they are a function of the probabilities
f the real sequences of the users. In this particular case, taking
he mean of those probabilities to implement this threshold gave
s good values while keeping it simple. 
Let us see an example. For user U 1 , according to Fig. 5 , Q 11 is
he number of times the sequence of task ( T 1 , T 1 ) appears in that
ser’s historical database. In this case is 1 (see Fig. 5 , fourth row,
 
U 1 
4 
). The rest of the values of Q ij are calculated the same way. For
nstance, ( T 1 , T 2 ) = 3 , ( T 2 , T 1 ) = 2 , and so on. Therefore, the matrix
 ij for user U 1 , with k = 4 , is: 
 
U 1 
i j 
= 
⎡ 
⎢ ⎣ 
1 3 2 0 
2 0 1 3 
1 2 1 1 
2 0 2 1 
⎤ 
⎥ ⎦ (6) 
s the probability matrix P sq 
U 1 ( i, j ) uses the sum of times any
equence appears in the U 1 database, in this case 
∑ 
i 
∑ 
j Q i j = 2
herefore, P U1 sq ( i, j ) = Q i j / 22 . The threshold is then α = 0 . 068 be-
ause P max = 3 / 22 and P min = 0 . Finally, 
 sq ( i, j ) = 
⎡ 
⎢ ⎣ 
0 . 045 0 . 136 0 . 090 0 
0 . 090 0 0 . 045 0 . 136 
0 . 045 0 . 090 0 . 045 0 . 045 
0 . 090 0 0 . 090 0 . 045 
⎤ 
⎥ ⎦ 
= 
⎡ 
⎢ ⎣ 
− + + −
+ − − + 
− + − −
+ − + −
⎤ 
⎥ ⎦ (7) 
.2. Step 2: calculation of the more and less likely sequences within 
 session 
In this step the algorithm calculates the percentage of 2-length
equences ( T i , T j ) labelled as ( + ) and ( −) for each session. This per-
entage is called M p S k and L p S k , respectively, where S k is the ses-
ion that is being evaluated, which belongs to the set of historical
essions S U x . That is, 
 p S k = 
∑ 
P s q i (+) 
| S k | − 1 100% , L p sk = 
∑ 
P s q i ( −) 
| S k | − 1 100% (8)
t  
Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 The numerator is the number of sequences ( + ) or ( −) in S k and
he denominator is the number of 2-length sequences within S k 
number of task minus 1). 
Fig. 6 shows the values for user U 1 and Table 1 the correspond-
ng indexes. 
The minimum of each of these indexes will be set as other
hresholds, that is, Mp min and Lp min . In the example ( Table 1 ),
p min = 0.4 and Lp min = 0. 
Once these thresholds have been obtained, they are applied to
ny new session of the user. Following the notation, for the actual
ession of U 1 ( Fig. 6 , last row): 
 p s act = 
∑ 
P s q i ( + ) 
| S act | − 1 100% = 
2 
4 
x100% , 
 p s act = 
∑ 
P s q i ( −) 
| S act | − 1 100% = 
2 
4 
x100% 
here the length of the session is 5 (number of tasks of that
ession). 
Based on these indexes, it is possible to determine if so far the
ctivity of the user can be considered an attempt of data leakage (if
he indexes surpass the threshold). If so, we will continue the pro-
edure to be sure of it. Otherwise it is not an anomaly and there-
ore this user activity is classiﬁed as normal. 
In the example, M p s act = 50% ≥ Mpmin and L p s act = 50% ≥ 0% .
he result of this step is true, meaning the decision is not clear
ince it could be an anomalous activity. Using a conservative pol-
cy we would identify it as a possible attack and generate an alarm.
ut if it is not, we would be generating false alarms and hindering
he normal operation of the system. 
Therefore we will try to improve these results by applying an-
ther technique, the Markov chain, to double-check this result. 
.3. Step 3: checking anomalous sequence using Markov chains 
Once the step 2 of the algorithm has been evaluated, we obtain
 ﬁrst decision on the behaviour of the user (normal or possible at-
ack). If the result is normal (expected behaviour), we do not needithm based on task sequences and probabilities, Knowledge-Based 
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qto continue with the procedure and the system identiﬁes those ac-
tions as corresponding to that authorized user. Otherwise, if the
result of step 2 is that the user still has some probability of being
trying to leakage information, in order to validate this statement
we go on with step 3. This way, we get a second “opinion” on the
user behaviour, and then the number of false positive can be re-
duced. It is worthy to remark that Markov chains are only applied
to the possible anomalous sequences that result from step 2. 
On the other hand, we have evaluated the results before and af-
ter applying the Markov chains to show the utility of this double-
checking. This last step is just a veriﬁcation of whether a probably
anomalous action is a real attempted attack. Therefore, the Markov
chains add extra information about the probability of being an at-
tack. Indeed, as it will be shown, when we apply the Markov chain
the number of false positive decreases and therefore, the accuracy
of the classiﬁer improves. 
The Markov chains are applied to determine two types of
anomalies: 
• Anomaly detection type A: anomalies of 2-lenght sequences
( T i ,T j ) within S 
U i 
act in one step. 
• Anomaly detection type B: anomalies of 2-lenght sequences ( T i ,
T j ) within S 
U i 
act in m steps. 
4.3.1. Anomaly detection type A 
Let U x be a user and T i , T j two tasks that belong to the set
of tasks { T 1 . . . T m } . The set U x i = { ( T 1 , T i ) . . . ( T m , T i ) } ( i = 1…m ) is
the sample space of the activities performed by user U x . The event
( T i , T j ) ∈ U x i means the user executes the sequence of tasks T i - T j .
Normal activity of a user is related to frequent events and anoma-
lous actions are linked to infrequent sequences of activities. In this
sense, we can deﬁne the single step transition matrix ( Eq. (3 )),
P = ( p i j ) i, j=1 ... m , as the relative frequency matrix obtained from
historical data of user U x , where p ij is an estimation of the proba-
bility of user U x going from task i to task j in one step. 
Each element of matrix P is calculated by applying the Laplace
rule, p i j = 
Q 
U x 
i j ∑ m 
s=1 Q 
U x 
i,s 
, where per each user U x and each task i , on the
sample space U x 
i 
, we deﬁne Q x 
i j 
as the times the user U x has gone
from T i to T j (from the historical data set, step 1 of the algorithm).
As shown in Eq. (6) , the sum of the values of the ﬁrst row of
Q 
U 1 
i j 
is 
∑ 4 
i =1 Q 1 i = 6 , therefore, p 11 = Q 11 6 = 1 6 = 0 . 167 ; p 12 = 
Q 12 
6 =
3 
6 = 0 . 500 and so on. The corresponding transition matrix P for
user U 1 is then: 
P = 
⎡ 
⎢ ⎣ 
0 . 16 0 . 50 0 . 33 0 
0 . 33 0 0 . 16 0 . 50 
0 . 20 0 . 40 0 . 20 0 . 20 
0 . 40 0 0 . 40 0 . 20 
⎤ 
⎥ ⎦ (9)
A new threshold δ is deﬁned based on the values of the transi-
tion matrix P, that is, it depends on the user behaviour and the 2-
task sequences performed in a session. To select it, we have taken
into account that we want to eliminate the less likely sequences of
tasks, i.e., with low probability of having been performed by that
user, and of course remove those whose likelihood is zero. For this
reason we cannot take the minimum probability as a threshold be-
cause it would be zero in most of the cases, but the smallest one
different from zero. Even more, we have set an upper limit for this
threshold, the ﬁrst quartile, as it will reduce false positives ( δ ≤
0.250). 
Let us see an example. First, sorting the values of P as follows,
(0, 0, 0, 0.16, 0.16, 0.20, 0.20, 0.20, 0.20, 0.33, 0.33, 0.40, 0.40, 0.40,
0.50, 0.50), we obtain the threshold δ = 0 . 16 . Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 Assuming that ˆ ai , j = p ij is an estimation of a i, j ( Eq. (1 )), we
ill evaluate a new working session applying this procedure.
f the new session is s 
U 1 
act = ( T 2 , T 4 , T 1 , T 1 , T 2 , T 3 ) , the sequences
re -( T 2 , T 4 ), ( T 4 , T 1 ), ( T 1 , T 1 ), ( T 1 , T 2 ), ( T 2 , T 3 )-, and applying
he Markov probability matrix, their estimated probabilities are:
ˆ 2 , 4 = p 2 , 4 = 0 . 5 , ˆ a4 , 1 = p 4 , 1 = 0 . 4 , ˆ a1 , 1 = p 1 , 1 = 0 . 16 , ˆ a1 , 2 = p 1 , 2 =
 . 5 and ˆ a2 , 3 = p 2 , 3 = 0 .16. All of them are p ij ≥ δ, thus the se-
uence is identiﬁed as normal and labelled as non-data leakage by
he system. 
Let us evaluate another new session, ( T 2 , T 2 , T 1 , T 3 , T 4 ) (see
ig. 6 , last row); the estimated values of the sequences are
ow: ˆ a2 , 2 = ( T 2 , T 2 ) = P 2 , 2 = 0 , ˆ a2 , 1 = ( T 2 , T 1 ) = P 2 , 1 = 0 . 33 , ˆ a1 , 3 =
( T 1 , T 3 ) = P 1 , 3 = 0 . 33 , and ˆ a3 , 4 = ( T 3 , T 4 ) = P 3 , 4 = 0 . 2 . In this case
here is, at least, one sequence with probability p ij ≤ δ ( p 22 = 0 ).
hus, the binary sequence ( T 2 , T 2 ) is identiﬁed as anomaly. 
Of course the results change if the threshold value varies. In
he previous example, if δ = 0.250 instead of 0.16, evaluating the
ame session s 
U 1 
act = (T 2 , T 2 , T 1 , T 3 , T 4 ) (see Fig. 6 , last row), the
stimated values are now: ˆ a2 , 2 = P 2 , 2 = 0 , ˆ a2 , 1 = P 2 , 1 = 0 . 33 , ˆ a1 , 3 =
 1 , 3 = 0 . 33 , and ˆ a3 , 4 = P 3 , 4 = 0 . 2 . Then, there are now two se-
uences with probability p ij < δ ( P 2 , 2 = 0 and P 3 , 4 = 0 . 2 ). Thus,
hose binary sequences (T 2 , T 2 ) and (T 3 , T 4 ) are identiﬁed as pos-
ible anomaly. 
We carried out some experiments using δ = 0 . 250 and com-
ared them with the values of Table 2 ( δ < 0.250). The total num-
er of false positive (FP) was 2939 for δ < 0.250 and 3552 for
= 0.250. Besides, the accuracy of the classiﬁer was much better
or δ < 0.250 (48.07% vs. 37.18%), and the DR also bigger (47.44%
s. 34.64%). That is, it is better to use a smaller threshold δ be-
ause it better ﬁlters the cases with low probability. This proves
he correctness of the choice of the threshold in order to reduce
he false alarms. 
.3.2. Anomaly detection type B 
The algorithm calculates the probability of going from state T i 
o state T j in m time steps, where m is a ﬁnite number. In this case
he future states depend on the past m states. 
p m i j = P r( T m = x m / T 0 = x 0 , T 1 = x 1 , . . . , T ( m −1 ) = x ( m −1 ) ) (10)
s an example of anomaly detection type B for a new session of
ser U 1 ; we compute the probability of s 
U 1 
act = ( T 2 , T 2 , T 1 , T 3 , T 4 ) , in
 steps, as shown in the following expressions. The threshold is
ow δ = 0 . 125 . 
Step #1 , m = 1 
p 1 
T 2 , T 2 
= P 1 = 0 < δ then ( T 2 , T 2 ) is probably an anomalous se-
uence 
Step #2, m = 2 
p 2 
T 2 , T 1 
= P 2 = 0 . 28 > δ then ( T 2 , T 1 ) is probably a normal se-
uence 
Step #3, m = 3 
p 3 
T 1 , T 3 
= P 3 = 0 . 28 > δ then ( T 1 , T 3 ) is probably a normal se-
uence 
Step #4, m = 4 
p 4 
T 3 , T 4 
= P 4 = 0 . 21 > δ then ( T 3 , T 4 ) is probably a normal se-
uence 
If any of the transitions has a probability smaller than δ, it is
hen classiﬁed as possible anomaly. In this case it had not been
ecessary to calculate the steps from m = 2 to m = 4 because for
 = 1 , P 1 < δ, therefore the sequence was classiﬁed as anomalous
ven if the rest of the transitions are identiﬁed as normal. 
Let’s see another example. For a given session, s 
U 1 
act =
( T 2 , T 4 , T 1 , T 1 , T 2 , T 3 ) , m = 5 , the probability of the transition in m
teps is calculated as: 
Step #1, m = 1 
p 1 T 2 , T 4 
= P 1 = 0 . 5 > δ then ( T 2 , T 4 ) is probably a normal se-
uence. ithm based on task sequences and probabilities, Knowledge-Based 
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Table 2 
Results of the algorithm (without Markov chain) for 10 users with dataset of Ecuador. 
User #Normal sessions #Fraudulent sessions #Total sessions TP TN FP FN %AR %Error %DR %FPR 
1 778 114 892 45 364 414 69 45 .85 54 .15 39 .47 53 .21 
2 535 121 656 56 249 286 65 46 .49 53 .51 46 .28 53 .46 
3 465 167 632 74 273 192 93 54 .91 45 .09 44 .31 41 .29 
4 589 233 822 115 282 307 118 48 .30 51 .70 49 .36 52 .12 
5 381 133 514 67 176 205 66 47 .28 52 .72 50 .38 53 .81 
6 402 111 513 51 201 201 60 49 .12 50 .88 45 .95 50 .00 
7 594 210 804 125 264 330 85 48 .38 51 .62 59 .52 55 .56 
8 525 179 704 89 247 278 90 47 .73 52 .27 49 .72 52 .95 
9 638 146 784 68 311 327 78 48 .34 51 .66 46 .58 51 .25 
10 719 98 817 42 320 399 56 44 .31 55 .69 42 .86 55 .49 
Total 5626 1512 7138 732 2687 2939 780 
Average 48 .07 51 .93 47 .44 51 .91 
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 Step #2, m = 2 
p 2 T 4 , T 1 
= P 2 = 0 . 224 > δ then ( T 4 , T 1 ) is probably a normal se-
uence. 
Step #3, m = 3 
p 3 
T 1 , T 1 
= P 3 = 0 . 277 > δ then ( T 1 , T 1 ) is probably a normal se-
uence. 
Step #4, m = 4 
p 4 
T 1 , T 2 
= P 4 = 0 . 252 > δ then ( T 1 , T 2 ) is probably a normal se-
uence. 
Step #5, m = 5 
p 5 
T 2 , T 3 
= P 5 = 0 . 267 > δ then ( T 2 , T 3 ) is probably a normal se-
uence. 
All the probabilities are bigger than δ = 0 . 125 , therefore this
ession is identiﬁed as normal and the detection process ends. 
So far we have applied an anomaly detection algorithm. To do
ata leakage, we just check if any of the ﬁles that have been
ccessed during the task identiﬁed as anomalous contains con-
dential information. If any of the operations have been exe-
uted on ﬁles that belong to the set of critical activities, Tc =
{ T 1 , T 2 , . . . , T n } , deﬁned as such by an expert, then a decision
hould be made on whether blocked the user to protect the in-
ormation. Otherwise, and in any case, the decision-making system
ill send an alarm to the administrator. 
That is, we distinguish between: 
– Normal behaviour: the sequence of operations on the computer
system matches the expected one for that user. 
– Anomalous behaviour: the user is performing operations that
do not match with the expected proﬁle; therefore the algorithm
detects an attempted attack. 
– Data leakage: the anomalous behaviour involves the access to
information that has been classiﬁed as conﬁdential or critical. 
Fig. 7 shows the diagram of the whole procedure that has been
escribed. 
.3.3. Enhancing the results 
As the system is designed to monitoring users’ activities, it
ust avoid introducing overhead and so to be used at real time.
hat is why it is important to decrease the number of false alarms
hat slows down the work pace of the user. 
However, we are dealing with probabilities, and we could be
rong when identifying a normal or an anomalous sequence. With
he step of the Markov chains, the probability of a normal se-
uence being detected as anomaly decreases. Thus, the probability
f an anomalous sequence to be identiﬁed as such increases. We
re therefore increasing the reliability of the true positives. 
To express it in a more formal way: our method tries to im-
rove the quality of detection by this double-checking. The model
an be formulated as follows. Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 Let sq i be the i th sequence of the set of sequences of tasks
Q = {sq 1 , …, sq n } that inputs into the system. 
Let X i , Y i and Z i be binary variables deﬁned as, 
X i = 1 ⇔ Sq i is an anomalous sequence 
Y i = 1 ⇔ Sq i is detected as an anomaly after step 2 
Z i = 1 ⇔ Sq i is detected as an anomaly after step 3 
Otherwise they are zero. Then, 
P(X i = 0/Y i = 1) > = P(X i = 0/Z i = 1) 
Meaning that the probability after step 2 of being wrong (de-
ecting a normal sequence as anomaly) is greater than the proba-
ility after step 3 of being wrong. That is, the probability of false
ositive (FP) is reduced by introducing step 3 in the detection al-
orithm. 
We could say that we are surer when we say that a sequence is
 possible attack after applying Markov chains. Due to this, the DR
ndex will improve after applying this last step because the num-
er of sequences identiﬁed as normal is greater and the number of
ossible anomalies has decreased. 
. Results and discussion 
The algorithm has been applied to the real data described in
ection 3.1 . A number of 12.727 sessions were used, where only
12 were attacks, and the rest, 11.215, are considered normal. As
t is well known, data containing authentic fraud scenarios is of-
en not available for researchers but, on the other hand, classiﬁers
eed training data to successfully distinguish normal from fraudu-
ent behaviour. That is why, in order to balance the sets of positive
nd negative examples, we have applied Negative Selection Algo-
ithm to generate 10 0 0 more negative samples. This is a common
ractice [23] . 
We have used 5589 sessions (44%) for training and 7138 for
esting (56%), including the 1512 anomalous sessions available. We
ill show the inﬂuence of the number of examples on the ef-
ectiveness of the decision system because if you generated more
raudulent sessions the results do not improve much and, never-
heless, the computing is more demanding. 
Results are given ﬁrst in terms of percentage of correctly classi-
ed (CC) and incorrectly classiﬁed (IC) sessions, using the following
eﬁnitions. 
• TN (true negative): normal session detected as normal 
• TP (true positive): data leakage successfully detected as such 
• FN (false negative): data leakage incorrectly detected as normal
session 
• FP (false positive): normal session incorrectly detected as data
leakage. ithm based on task sequences and probabilities, Knowledge-Based 
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Fig. 7. Data leakage detection procedure. 
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A  The correctly classiﬁed CC value corresponds to the Detection
Rate (DR), 
DR = No . of attacks that are correctly classiﬁed as attack ( TP ) 
Total No . of attacks in the test dataset ( TP + FN ) 
The Accuracy Rate (AR), as deﬁned by Eesa et al. [9] , is deﬁned
as: 
AR = No . of correctly classiﬁed ( TN + TP ) 
Total No . of instances in the test dataset 
The errors are given by the False Positive Rate (FPR) or False Alarm
Rate (FAR) as deﬁned by [10] . 
F P R 
= No . of normal that are uncorrectly classiﬁed as attack ( FP ) 
Total No . of normal sessions ( FP + TN ) 
Obviously, higher values of DR and AR, and lower values of FPR
show better classiﬁcation performance for the data leakage detec-
tion algorithm. Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 The algorithm has been tested for 10 different users. First, it
as evaluated applying the ﬁrst steps of the algorithm, that is,
ithout applying the Markov chains. The results are summarized
n Table 2 . 
The detection rate, that is, the percentage of sequences correctly
lassiﬁed, is around 47,5% and the accuracy of the decision system
s 48%. For some of the users it gets values up to 59,5%. However, it
s still very low. We then apply Markov chains in order to improve
hese results and mainly to reduce the number of false positive,
articularly, the FPR index. In fact, once the Markov chains are ap-
lied to double-check the decision on whether a session is normal
r anomalous, the results clearly improved, as it can be seen in
able 3 . 
The DR is now much better, 78% and the AR improves up
o 91.5%, that it is indeed a good result taking into account we
ork with real data. The best performance of the algorithm gives
R = 93,03% and DR = 90,03%. Besides, the false positive rate isithm based on task sequences and probabilities, Knowledge-Based 
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Table 3 
Results of the algorithm (applying Markov chains) for 10 users with dataset of Ecuador. 
User #Normal sessions #Fraudulent sessions #Total sessions TP TN FP FN %AR %Error %DR %FPR 
1 778 114 892 78 743 35 36 92 .04 7 .96 68 .42 4 .50 
2 535 121 656 96 501 34 25 91 .01 8 .99 79 .34 6 .36 
3 465 167 632 104 465 0 63 90 .03 9 .97 62 .28 0 .00 
4 589 233 822 203 548 41 30 91 .36 8 .64 87 .12 6 .96 
5 381 133 514 106 359 22 27 90 .47 9 .53 79 .70 5 .77 
6 402 111 513 88 378 24 23 90 .84 9 .16 79 .28 5 .97 
7 594 210 804 181 567 27 29 93 .03 6 .97 86 .19 4 .55 
8 525 179 704 142 507 18 37 92 .19 7 .81 79 .33 3 .43 
9 638 146 784 116 606 32 30 92 .09 7 .91 79 .45 5 .02 
10 719 98 817 67 685 34 31 92 .04 7 .96 68 .37 4 .73 
5626 1512 7138 1181 5359 267 331 
Average 91 .51 8 .49 76 .95 4 .73 
Table 4 
Results of the algorithm with real data (more anomalous sessions gen- 
erated). 
CC% #CC sessions Error % #Error sessions 
Data leak 92 .47% 4198 7 .53% 342 
Normal 97 .10% 5284 2 .90% 158 
Total 94 .78% 9482 5 .22% 500 
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Fig. 8. Algorithm performance in milliseconds with the dataset from Ecuador. 
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 ow quite low (FPR = 4.73%). If FPR were high, the detection algo-
ithm would be ineﬃcient because it would wrongly identify cor-
ect sessions as data leakage, unnecessarily blocking the access and
lowing down the working pace of the users. 
It is worthy to remark that the number of false positive (false
larms) has been greatly reduced from 2939 to 267. Even more,
or some users we even get FPR = 0, meaning all the sessions were
orrectly classiﬁed. Besides, the number of attacks incorrectly de-
ected as normal session is now 331, very low. The number of false
egative is also small, meaning that the system is able of correctly
etect anomalous behaviour. 
We also did other experiments increasing the number of ex-
mples, i.e., generating more anomalous sessions. In Table 4 the
esults show the performance of the system when 4356 were
nomalous sessions, most of them obtained synthetically. 
As it is possible to see, the accuracy of the detection system is
ow 94,78%, no so far from the 91,51% when using only 10 0 0 extra
raudulent sessions. 
Admittedly, it is quite diﬃcult to compare any detection algo-
ithm to other procedures because there are many different types
f data leakage and different approaches, depending on the ob-
ectives, the data usage, etc. Having said that, we found another
eal database in Aeberhard et al. [1] where to prove our proposal.
t is based on the idea that the Unix commands used by a user
n a workstation deﬁne his proﬁle. From the database, available
t https://archive.ics.uci.edu/ml/datasets/UNIX+User+Data , we were 
ble to download not only the Unix commands but the sequence
f commands used by each user. 
The Unix command data summarizes the daily use of UNIX
ommands by users of a set of networked workstations. The cited
aper deals with seven different users and the frequencies of use
f ﬁve Unix commands in a day over 12 days. These commands
re: “ﬁnger”, “man”, who”, “date” and “more”. Besides, authors
enerate synthetic data using different random distributions. In
heir case the classiﬁcation does not takes into account the se-
uence of commands, but the relative frequency of use. We have
ownload sessions of commands that are concatenated by date or-
er to then apply our algorithm. This new experiment has allowed
s to compare the results of the intrusion detection algorithms that
re presented in that paper and ours on the same database. Be-
ides, this example has allowed us also to compare the eﬃciency
f the detection algorithm in terms of computational time and to
xtend the potential of our proposal to other real applications. Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 The best classiﬁer that is shown in that paper (Regularized Dis-
riminant Analysis, RDA) gets 70.5% hits in the classiﬁcation. In
act, among the 9 datasets used in that paper, the worst results are
btained for this Unix command database. For training, we used
00 sessions of other users as anomalous session samples. Again,
e show the results without applying Markov chains ( Table 5 ) and
ith this last step of the detection procedure ( Table 6 ). We obtain
 better classiﬁcation of the nine users, identifying which of the
sers a particular sequence of operations belongs to or if it does
ot match any, in which case it could be a data leakage. The results
ere 68.84% of correctly classiﬁed sessions applying the algorithm
p to step 3 and a detection rate of 96,03% with Markov chains. 
The good result of our data leakage detection procedure on this
ublic dataset gives us the conviction that it can also work well on
ther real databases, as it has been proved with the one we have
resented in the paper. 
.1. Computational time considerations 
The algorithm is quite eﬃcient computationally; it takes it only
etween 4 to 8 milliseconds to give the result including training
 Fig. 8 ) when applied to the dataset of real access in Ecuador. 
That means that our decision system can be applied on-line. In
act, each time a user begins a new activity on the computer, our
ystem is able to analyse the sequence of operations within the
urrent working session. 
Moreover, the detection algorithm may be running at same
ime employees are working because they do not realize that they
re being monitored. The activity of this software could be de-
ected by the users for two reasons: 
i. Due to the fact that high overhead (processing time by moni-
toring) reduces the performance of the system itself and it may
become unfriendly. ithm based on task sequences and probabilities, Knowledge-Based 
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Table 5 
Results of the algorithm (without Markov chain) for 9 users with the Unix dataset. 
Users #Normal sessions #Fraudulent sessions Total sessions TP TN FP FN AR Error% DR% FPR% 
user_0 567 500 1067 256 263 304 244 48 .64 51 .36 51 .2 53 .62 
user_1 515 500 1015 275 246 269 225 51 .33 48 .67 55 52 .23 
user_2 1069 500 1569 402 821 248 98 77 .95 22 .05 80 .4 23 .2 
user_3 501 500 1001 468 327 174 32 79 .42 20 .58 93 .6 34 .73 
user_4 955 500 1455 314 723 232 186 71 .27 28 .73 62 .8 24 .29 
user_5 582 500 1082 347 386 196 153 67 .74 32 .26 69 .4 33 .68 
user_6 3419 500 3919 471 2481 938 29 75 .33 24 .67 94 .2 27 .43 
user_7 1522 500 2022 417 1124 398 83 76 .21 23 .79 83 .4 26 .15 
user_8 713 500 1213 329 540 173 171 71 .64 28 .36 65 .8 24 .26 
Total 9843 4500 14 ,343 Average 68 .84 31 .16 72 .87 33 .29 
Table 6 
Results of the algorithm (applying Markov chains) for 9 users with Unix dataset. 
Users #Normal sessions #Fraudulent sessions Total sessions TP TN FP FN AR% Error% DR% FPR% 
user_0 567 500 1067 481 500 19 67 91 .94 8 .06 96 .2 3 .66 
user_1 515 500 1015 484 508 16 7 97 .73 2 .27 96 .8 3 .05 
user_2 1069 500 1569 478 1033 22 36 96 .3 3 .7 95 .6 2 .09 
user_3 501 500 1001 490 496 10 5 98 .5 1 .5 98 1 .98 
user_4 955 500 1455 488 902 12 53 95 .53 4 .47 97 .6 1 .31 
user_5 582 500 1082 485 543 15 39 95 .01 4 .99 97 2 .69 
user_6 3419 500 3919 493 3219 7 200 94 .72 5 .28 98 .6 0 .22 
user_7 1522 500 2022 491 1498 9 24 98 .37 1 .63 98 .2 0 .6 
user_8 713 500 1213 481 685 19 28 96 .13 3 .87 96 .2 2 .7 
Total 9843 4500 14 ,343 Average 96 .03 3 .97 97 .13 2 .03 
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H  ii. If this overhead is detected by fraudulent users, they can
change their modus operandis , and therefore cheat the system. 
Therefore, overhead must be controlled and have to be very
small. Regarding performance it is usually accepted a 10%overhead
for exhaustive monitoring and less than 0.5% for a regular case.
The most classical overhead formula in performance measurement
of computer systems is the ratio “execution time of the monitor
software/time between two activations” (in seconds) [16] . 
Assuming up to 25 tasks per session, the maximum execution
time of our system is 0.00112 seconds for the worst case (longest
tasks). The time between two activations in an exhaustive monitor-
ing is the accumulative time of such sequence of tasks, which can
be limited by 25 times the shortest execution time of the tasks, in
our case 25 x (0.0 0 019 + Z), where Z is the reﬂection time of the
user. Then, assuming Z = 25 s (1 s per task), 
ov erhead < = 0 . 00112 
25 x ( 0 . 0 0 019 + 25 ) = 0 . 0 0 0 0447 
Therefore, the algorithm produces a maximum overhead of
0.00447% which is very acceptable as it is lower than 0.05%. Be-
sides, for an automated monitoring that could be set every 30 sec-
onds (instead monitoring at event 25), the decision system gets an
overhead of 0.037%, still within an acceptable range. 
6. Conclusions remarks 
This paper presents an algorithm for data leakage detection
based on user’s anomalous behaviour identiﬁcation. It is structured
in consecutive steps, the last one to double-check the decision on
whether or not it is an attempted attack. The algorithm works with
the probability of sequences of the tasks performed by a user into
a computer. It has been proved eﬃcient in terms of accuracy and
with a very low false positive rate, which is one of its main advan-
tages. 
Another contribution of this paper is the representation of the
users’ behaviour. The codiﬁcation of the tasks (operations, ﬁles) of
each user has been performed deﬁning a data structure that allows
us to implement different size of sequences and sessions, i.e., it is
very ﬂexible. Please cite this article as: C. Guevara et al., Data leakage detection algor
Systems (2017), http://dx.doi.org/10.1016/j.knosys.2017.01.009 Besides, after the analysis of the computational time the algo-
ithm requires, we have drawn the conclusion that it can be used
s a software monitor since it does not overhead the working time.
n other words, when a user is executing a sequence of activities,
he detection system monitors his activity at the same time but
ithout slowing down the pace of work. Moreover, it can be im-
lemented in any computer system and it is scalable. 
The algorithm has been validated using real data that come
rom a governmental institution of Ecuador. The test results prove
he good performance of this decision system for data leakage de-
ection (94,78% DR). In addition, this algorithm was not only ap-
lied to that institutional database but it has also been applied
o a public database of Unix commands with very good results
96,03%). This proves the potential of this algorithm to be applied
o any other real problems as long as the data can be codiﬁed as
equences. 
We think that the main limitation of our proposal is that it is
 supervised algorithm, it works with historical data, and therefore
e need information from the users to generate their behavioural
attern (in our case at least data of the last three months). In fact,
f the sequence of tasks carried out by a user in a session is too
hort, the system would be not able to detect whether it is normal
r not. Another limitation of our approach is that it is focused on
etection and not prevention. 
As future work we should be able to analyze a higher num-
er of subsequences of tasks at the same time in order to make
t quicker. Another way of improving the detection system would
e to add extra information from other sources that could help to
eﬁne a more complete user behavioural proﬁle and so to enhance
he reliability of the system. In a near future we would like to ap-
ly fuzzy logic in order to make a decision on blocking the system
r raising an alarm, and to improve the results of the ﬁrst step of
he algorithm using neural networks. 
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