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Resumo 
Veículos aéreos semi-autônomos não tripulados apresentam um grande potencial, ainda 
pouco explorado, para aplicações de pesquisa e inspeção aérea através da coleta de 
informações do ambiente. Tais veículos permitem que o usuário possa definir a área a ser 
sobrevoada, a resolução temporal e espacial dos dados que devem ser obtidos e o tipo de 
sensor mais adequado para cada tipo de tarefa. 
Contudo, o desenvolvimento deste tipo de veículo é uma atividade bastante 
complexa pois envolve de um lado a integração de um grande número de componentes de 
hardware de diferentes tipos (computadores, sensores, atuadores, link de transmissão de 
dados) e por outro lado o desenvolvimento do software responsável por realizar em tempo 
real tanto a comunicação destes dispositivos quanto o seu uso para o controle e navegação 
do veículo. A definição e estabelecimento de uma arquitetura, tanto de hardware quanto de 
software, é o elemento básico para se realizar o desenvolvimento de uma infra-estrutura 
integrada adequada, capaz de suportar a operação autônoma do veículo robótico. 
O objetivo desta dissertação é apresentar o desenvolvimento da infra-estrutura 
embarcada do Projeto AURORA, que visa o desenvolvimento de dirigíveis não tripulados, 
com elevados graus de autonomia, para aplicações de inspeção aérea. Esta dissertação 
aborda: os elementos de hardware utilizados no sistema embarcado; as soluções 
encontradas para se realizar a integração dos mesmos e; o software embarcado, responsável 
por realizar o tratamento de dados sensoriais, a geração de comandos para atuadores e que, 
também, provê o suporte para o desenvolvimento, testes e validação de algoritmos de 
controle e navegação. O desenvolvimento de software foi feito utilizando-se as mais 
modernas técnicas de engenharia de software, que permitiram um processo acelerado de 
implementação e testes. 
A infra-estrutura desenvolvida foi validada através de vôos reais, onde o dirigível 
era controlado remotamente e também através de vôos semi-automáticos. Os dados de 
telemetria, além de permitirem o acompanhamento em tempo real dos vôos também foram 
utilizados em uma análise posterior, validando o correto funcionamento do sistema 
embarcado do dirigível. 
A principal contribuição desse trabalho foi o desenvolvimento de um sistema 
embarcado próprio para ser utilizado em sistemas robóticos autônomos, validado 
experimentalmente através da utilização em condições reais de operação. Os resultados 
mais relevantes são: 
• sistema embarcado próprio para o desenvolvimento de sistemas robóticos autônomos, o 
que inclui a definição do hardware e a integração dos diversos sensores embarcados; 
• software embarcado de tempo real dedicado e; 




Unmanned semi-autonomous aerial vehicles present a great and unexplored potential in 
aerial inspection and research, collecting data from the environment. Such vehicles allow 
the user to define the region that must be monitored, data spatial and temporal resolution in 
which the data must be acquired, and the most adequate type of sensor for each kind of 
mission. 
However, the development of such kind ofvehicle is a very complex task because it 
involves on one hand the integration of a great number of different hardware devices 
( computers, sensors, actuators, data transmission link), and on the other hand the 
development of the software responsible for executing, in real-time, the communication 
between these devices, and also for providing the control and navigation capability for the 
vehicle. The definition and the establishment of an architecture, both hardware and 
software, is the basic element to do the development of an adequate integrated 
infrastructure, capable o f supporting the autonomous operation o f the robotic vehicle. 
The main objective of this text is to present the development of the embedded 
infrastructure of AURORA's Project, which aims at the development ofunmanned airships 
with high autonomy leveis for aerial inspection applications. This text covers the following 
subjects: hardware devices used in the embedded system; solutions to integrate these 
devices; and also the embedded software, which in responsible for the treatment of 
sensorial data, generation of commands for the actuators and, also, to provide an 
environment for the development, test and validation of the control and navigation 
algorithms. The software development was realized using the most modem software 
engineering techniques, which allowed an accelerated process of implementation and tests. 
The validation o f the developed infrastructure was made in real flights in which the 
airship was remotely controlled and also through semi-automatic flights. The collected 
telemetry data allowed the observation of the flights in real-time and also were used in a 
posterior analysis, validating the correct functioning ofthe airship's embedded system. 
The main contribution of this work was the development of an embedded system 
appropriate to be used in autonomous robotic systems, which was validated experimentally 
in real operation conditions. The most relevant results are: 
• a suitable embedded system for the development of autonomous robotic systems, 
including the definition of the embedded hardware and integration of the embedded 
sensors; 
• a dedicated real-time embedded software and; 
• simulation infrastructure that allows the test o f control and navigation algorithms. 
viii 
Conteúdo 
CAPÍTULO 1 -INTRODUÇÃO ..................................................................................................................... 1 
1.1 VISÃO GERAL ....................................................................................................................................... I 
1.2 MOTIVAÇÃO .......................................................................................................................................... 2 
1.3 OBJETIVOS E CONTRIBUIÇÕES ............................................................................................................... 4 
1.4 ESTRUTURA DA TESE ............................................................................................................................ 7 
CAPÍTULO 2 - VEÍCULOS AÉREOS NÃO-TRIPULADOS ..................................................................... 9 
2.1 INTRODUÇÃO ........................................................................................................................................ 9 
2.2 SISTEMAS EXISTENTES ........................................................................................................................ I 0 
2.3 HARDWARE PARA SISTEMAS EMBARCADOS ........................................................................................ 12 
2.3.1 Sensorespara UAV's ................................................................................................................ 15 
2.3.2 Atuadorespara UAV's .............................................................................................................. 21 
2.3.3 Computadores Embarcados ...................................................................................................... 23 
2.3.4 Sistema de Comunicação .......................................................................................................... 27 
2.4 SOFTWARE PARA SISTEMAS EMBARCADOS ......................................................................................... 28 
2.4.1 Requisitos de Tempo Real.. ....................................................................................................... 28 
2.4.2 Arquitetura de Software de Sistemas Robóticos ....................................................................... 30 
2.4.3 Projeto de Software Embarcado ............................................................................................... 33 
CAPÍTULO 3 -COMPONENTES DO PROJETO AURORA .................................................................. 35 
3.1 INTRODUÇÃO ...................................................................................................................................... 35 
3.2 DIRIGÍVEL AS-800 .............................................................................................................................. 36 
3.2.1 Componentes Estruturais e Mecânicos do Dirigivel AS-800 .................................................... 36 
3.2.2 Atuadores do AS-800: descrição dos comandos e resultados obtidos ...................................... 41 
3.3 SISTEMA EMBARCADO ........................................................................................................................ 43 
3.3. 1 Sensores .................................................................................................................................... 44 
3.3.2 Atuadores .................................................................................................................................. 44 
3.3.3 Computador Embarcado .......................................................................................................... 45 
3.3.4 Sistema de Comunicação .......................................................................................................... 45 
ix 
3.4 EQUIPE E MATERIAL DE SUPORTE EM TERRA ..............•........•....•..........•...........................•.....•........•.... 45 
3.4.I Estação de Terra ....................................................................................................................... 46 
3.4.2 Equipe de apoio ao dirigível ..................................................................................................... 46 
3.4.3 Equipamentos de suporte de vôo .............................................................................................. 47 
CAPÍTULO 4 - INFRA-ESTRUTURA DE HARDWARE DO PROJETO AURORA ............................ 49 
4.1 INTRODUÇÃO ...................................................................................................................................... 49 
4.2 SISTEMA EMBARCADO ........................................................................................................................ 50 
4.2.I I'lfra-estrutura de Processamento Embarcada ......................................................................... 52 
4.2.2 Integração sensorial e uso do CAN- Contra/ler Area Network .............................................. 54 
4.2.3 Sensores .................................................................................................................................... 60 
4.2.4 Comutador de Modo de Operação ........................................................................................... 68 
4.3 SISTEMA DE COMUNICAÇÃO ............................................................................................................... 68 
4.4 ESTAÇÃO DE TERRA ............................................................................................................................ 69 
4.4.I CPU da estação de terra .......................................................................................................... 70 
4.4.2 GPS Diferencial... ..................................................................................................................... 70 
4.4.3 Comando remoto pela estação de terra .................................................................................... 7 I 
CAPÍTULO 5- SOFTWARE EMBARCADO DO PROJETO AURORA ............................................... 73 
5.1 INTRODUÇÃO ...................................................................................................................................... 73 
5.2 SISTEMA OPERACIONAL DE TEMPO REAL: REALTIME LINUX ............................................................. 74 
5.3 PRIMEIRO PROTÓTIPO: TESTE DO SISTEMA EMBARCADO ..................................................................... 78 
5.3.1 Software para teste do hardware embarcado ........................................................................... 78 
5.3.2 Inserção dos algoritmos de controle no sistema embarcado .................................................... 79 
5.3.3 Validação com vôos experimentais ........................................................................................... 80 
5.4 EVOLUÇÃO DO SOFTWARE EMBARCADO: VERSÃO ORIENTADO A OBJETO ............................................ 80 
5.5 DESENVOLVIMENTO UTILIZANDO UML .............................................................................................. 82 
5.6 PRINCIPAIS F ASES DO PROJETO 0RIENT ADO A OBJETO ....................................................................... 83 
5.5.I Especificação de Requisitos ...................................................................................................... 83 
5.5.2 Análise de Requisitos ................................................................................................................ 83 
5.5.3 Projeto ...................................................................................................................................... 83 
5.5.4 Implementação .......................................................................................................................... 84 
5.7 PROJETO DO SOFTWARE EMBARCADO ................................................................................................ 85 
5. 7.I Especificação de Requisitos ...................................................................................................... 85 
5. 7.2 Análise de requisitos ................................................................................................................. 93 
5. 7.3 Projeto Orientado a Objeto: Sistema Real ............................................................................... 96 
5. 7.4 Implementação: codificação, documentação e realização de testes ....................................... I I 3 
X 
CAPÍTULO 6 - SOFTWARE EMBARCADO SIMULADO .................................................................... 115 
6.1 INTRODUÇÃO •...........................................•.....•.....•.•.....................•...........•.....................••......•......... 115 
6.2 PROJETO DO SOFTWARE EMBARCADO SIMULADO •......•....••.........................••.....•..•..•.................•..... 116 
6.2.1 Modelo Comportamental1nicial- Sistema Simulado .................................................................. 119 
6.2.2 Casos de Uso Reais- Sistema Simulado ..................................................................................... 120 
6.2.3 Diagramas de Classes- Sistema Simulado ................................................................................. 124 
6.2.4 Implementação do Simulador: codificação, documentação e realização de testes ..................... 126 
CAPÍTULO 7 - RESULTADOS EXPERIMENTAIS ............................................................................... 129 
7 .I RESULTADOS DO PRIMEIRO PROTÓTIPO IMPLEMENTADO: VÓO COM CONTROLE DE TRAJETÓRIA ...... 129 
7.2 DADOS DE TELEMETRIA: SISTEMA EMBARCADO ATUAL .................................................................... 131 
7.3 VóOAUTOMÁTICO: SISTEMAEMBARCADOATUAL ........................................................................... 139 
CAPÍTULO 8 - CONCLUSÃO ................................................................................................................... 141 
8.1 CONTRIBUIÇÕES ................................................................................................................................ 141 
8.2 TRABALHOS FUTUROS ...................................................................................................................... 143 
8.2.1 Evolução do hardware do projeto AURORA ............................................................................... 143 
8.2.2 Sistema supervisor e planejador de missões no sistema embarcado ........................................... 144 
8.2.3 Utilização de CORBA no Projeto AURORA ................................................................................ 145 
BffiLIOGRAFIA .......................................................................................................................................... 147 
APÊNDICE 1 - PROCEDIMENTOS UTILIZADOS NO AURORA ...................................................... 157 
Al.1 MONTAGEM DO SISTEMA ............................................................................................................. 157 
Montagem do dirigível .......................................................................................................................... 157 
Montagem do Sistema Embarcado ........................................................................................................ 158 
Montagem da estação de terra .............................................................................................................. 159 
Al.2 REALIZAÇÃODEVÕ0 ................................................................................................................... 159 
Procedimentos Pré-vôo ......................................................................................................................... 159 
Procedimentos de Decolagem ............................................................................................................... 161 
Procedimentos Durante Vôo ................................................................................................................. 162 
Procedimentos de Pouso ....................................................................................................................... 162 
Procedimentos Pós-vôo ......................................................................................................................... 163 
A1.3 PROCEDIMENTOSDEEMERGÊNCIA ............................................................................................... 164 
Procedimentos para Pouso de Emergência .......................................................................................... 164 
Procedimentos Pós-Pouso de Emergência ........................................................................................... 166 
A1.4 PROCEDIMENTOSDEMANUTENÇÃO ............................................................................................. l67 
Motores ................................................................................................................................................. 167 
xi 
Envelope ................................................................................................................................................ 169 
APÊNDICE 2 - FONTES DE FALHA NO AURORA .............................................................................. 175 
A2.1 FALHAS QUE PODEM OCORRER DURANTE UM VÔO .........•....•......••............•.......•............•..•.....•...... 175 
A2.2 DETECÇÃODEFALHAS ...••....•.............•.•••.......•......••.....•...•.••..••....••.............•........•...••...•..•.•......... 181 
APÊNDICE 3- INTEGRAÇÃO DA SONDA DE VENTO AO SISTEMA EMBARCADO ................. l83 
A3.1 DESENVOLVIMENTO DA SOLUÇÃO PARA A SONDA DE VENTO .••....•..•.•...•.....................•..•......•...... 185 
A3.2 RESULTADOS OBTIDOS COM A SONDA DE VENTO EM UM VÔO REAL. .........••.•...••.•.•...••..•...•.•......... 188 
APÊNDICE 4- DIFICULDADES ENFRENTADAS NO PROJETO AURORA ................................... l91 
A4.1 DEFINIÇÃO DE LOCAL SEGURO PARA VÔOS EXPERIMENTAIS .••..................•..•......•...............•......•.. 191 
A4.2 PROBLEMAS CLIMÁTICOS: VENTO ...........•.........•......................•...............................................•... 192 
A4.3 VAZAMENTO E CONTAMINAÇÃO DO GÁS DO ENVELOPE ............................................................... 193 
A4.4 F ALTA DE POTÊNCIA DE PROPULSÃO .••.•............••.................................•.•.................•......•............ 194 
A4.5 PROBLEMAS COM O SISTEMA DE VETORIZAÇÃO •....•.•............••....•..•..................•........•...•...•.......... 195 
A4.6 FALTA DE ATUAÇÃO DAS SUPERFÍCIES AERODINÂMICAS ....•.....•......•.••.................•...•............•...... 197 
A4.7 DETERIORAÇÃODAGÔNDOLA ..•..•.............••...•••....•................•.................••..............••..•............... 198 
A4.8 AQUISIÇÃO DE NOVO ENVELOPE: PROBLEMAS AERODINÁMICOS .....••...........•....•.•..•..•...•...•.......... 199 
xii 
Lista de Figuras 
Figura 1.1 -Dirigível AS-800 utilizado no Projeto AURORA .............................................. 3 
Figura 2.1 - Exemplos de UA V's existentes ......................................................................... 11 
Figura 2.2- Formas de conexão entre o computador e os microcontroladores .................... 24 
Figura 2.3 - Estrutura simplificada de um agente ................................................................. 32 
Figura 3.1- Dirigível AS800 utilizado no Projeto AURORA .............................................. 36 
Figura 3.2- Disposição geral dos componentes do dirigível .............................................. .40 
Figura 3.3 - Detalhe da gôndola (disposição dos componentes embarcados) ..................... .40 
Figura 3.4 - Numeração das superfícies aerodinâmicas ....................................................... 42 
Figura 3.5 - Equivalência entre a atuação da cauda em '+' e a cauda em 'X' ....................... .42 
Figura 3.6- Referência de ângulo para o sistema de vetorização ....................................... .43 
Figura 4.1 - Estrutura do sistema embarcado e da estação de terra ...................................... 51 
Figura 4.2- Empacotamento realizado para a CPU e os sensores inerciais ........................ 51 
Figura 4.3 -Formato das placas PC104 (medidas em polegadas) ........................................ 52 
Figura 4.4- Formato da mensagem CAN ............................................................................. 57 
Figura 4.5 - Sistema híbrido combinando RS-232 (ponto a ponto) e o barramento CAN ... 59 
Figura 4.6 - Sistema que utiliza somente o barramento CAN .............................................. 59 
Figura 4.7- CAN-4-EPP da Zanthic .................................................................................... 60 
Figura 4.8 - miniModul 515C da Phytec ............................................................................. 60 
Figura 4.9 -Placa e a antena receptora do GPS embarcado .................................................. 62 
Figura 4.10 -Unidade Inercial DMU-AHRS ....................................................................... 62 
Figura 4.11 - TCM- Inclinômetro de bolha e bússola ......................................................... 62 
Figura 4.12- Sonda de vento ................................................................................................ 65 
Figura 4.13- Tacômetro- montagem no motor e conexão com o CAN ............................. 66 
Figura 4.14 - Sensor de nível de combustível -conexão com o CAN e estrutura fisica ...... 67 
xiii 
Figura4.!5- Rádio Modem ................................................................................................. 69 
Figura 4.16 - Link de vídeo .................................................................................................. 69 
Figura 4.17 -Estação de terra com sistema de comando remoto .......................................... 71 
Figura 4.18 - GPS Diferencial .............................................................................................. 71 
Figura 4.19- Componentes de software da estação de terra ................................................ 71 
Figura 5.1- Esquema genérico de um agente robótico comunicativo .................................. 93 
Figura 5.2 - Esquema simplificado de uma estrutura para o software embarcado ............... 96 
Figura 5.3- Diagrama de classe: módulos que compõem o sistema embarcado ............... 101 
Figura 5.4- Diagrama de classes para o módulo de sensores (sensors) ............................. !02 
Figura 5.5- Diagrama de classes para o módulo dos atuadores (actuators) ...................... !03 
Figura 5.6- Diagrama de classes para o módulo de comunicação (communication) ........ 104 
Figura 5. 7 - Diagrama para as classe relacionadas ao CAN ............................................... 104 
Figura 5.8- Diagrama de classes para o módulo de controle (control) ............................. 105 
Figura 5.9- Diagrama de seqüência para inicialização do sistema embarcado ................. 106 
Figura 5.10- Diagrama de seqüência de execução de iteração do sistema embarcado ..... 107 
Figura 5.11 - Seqüência de inicialização do módulo de sensores ...................................... I 08 
Figura 5.12- Aquisição de dados dos sensores e execução de iteração do StrapDown ..... 108 
Figura 5.13 - Seqüência de envio de comandos para servos .............................................. 109 
Figura 5.14- Inicialização do módulo communication e seu subcomponente ................... 110 
Figura 5.15- Envio de mensagens do sistema embarcado para a estação de terra ............ 110 
Figura 5.16 - Recepção de mensagens da estação de terra e passagem para os módulos .. !I O 
Figura 5.17- Inicialização dos controladores ..................................................................... 111 
Figura 5.18- Seqüência de execução dos contro1adores .................................................... 1!1 
Figura 5.19- Controlador insere comandos para servos dentro de commands .................. 111 
Figura 6.1 - Comparativo entre o sistema real (A) e o simulado (B) ................................. 117 
Figura 6.2 - Esquema simplificado do sistema embarcado real ........................................ 119 
Figura 6.3- Esquema simplificado do sistema embarcado simulado ................................. !19 
Figura 6.4- Componentes principais do sistema simulado ................................................ 121 
Figura 6.5- Esquema geral do módulo embarcado simulado ............................................ 124 
Figura 6.6 - Esquema geral do sistema embarcado real ..................................................... 125 
xiv 
Figura 6.7- Esquema geral do sistema embarcado simulado ............................................. 126 
Figura 6.8- Modelo matemático em Java (esquerda) e Matlab (direita) ........................... 127 
Figura 7.1 - Validação experimental do controle automático de trajetória ........................ 130 
Figura 7.2- Resultado de uma volta sob controle automático ........................................... 130 
Figura 7.3 - Trajetória realizada (aproximadamente retilínea) .......................................... 133 
Figura 7.4- Comando de rudder x tempo ........................................................................... 133 
Figura 7.5 -Comando de elevator x tempo ........................................................................ 133 
Figura 7.6- Variação de altitude no percurso .................................................................... 133 
Figura 7.7- Variação das velocidades no percurso ........................................................... 133 
Figura 7.8- Pitch x tempo .................................................................................................. 134 
Figura 7.9- Roll x tempo ................................................................................................... 134 
Figura 7.10- Bússola x tempo ............................................................................................ 134 
Figura 7.11- Taxas angulares x tempo ............................................................................... 134 
Figura 7.12- Acelerações x tempo ..................................................................................... 134 
Figura 7.13- Ângulos de ataque do vento .......................................................................... 134 
Figura 7.14- Vetorização x tempo (decolagem) ............................................................... 136 
Figura 7.15- Propulsão x tempo (decolagem) ................................................................... 136 
Figura 7.16- Altitude relativa ao solo x tempo (decolagem) ............................................ 136 
Figura 7.17- Percurso realizado (decolagem) .................................................................... l36 
Figura 7.18- Dado da bússola x tempo (decolagem) ......................................................... 136 
Figura 7.19- Velocidades horizontais (decolagem) .......................................................... 136 
Figura 7.20- Velocidade vertical (decolagem) .................................................................. 136 
Figura 7.21- Vetorização x tempo (pouso) ........................................................................ l38 
Figura 7.22- Propulsão x tempo (pouso) ..............................•............................................ 138 
Figura 7.23- Altitude relativa ao solo x tempo (pouso) ..................................................... l38 
Figura 7.24 - Percurso realizado (pouso) ........................................................................... 138 
Figura 7.25- Dado da bússola x tempo (pouso) ................................................................. l38 
Figura 7.26- Velocidades horizontais (pouso) .................................................................. 138 
Figura 7.27- Velocidade vertical (pouso) ......................................................................... 138 
Figura 7.28- Trajetória realizada por controle automático (sistema embarcado atual) ..... 139 
Figura 7.29- Altitude controlada automaticamente (sistema embarcado atual) ................ 140 
XV 
Figura 7.30 -Dados da bússola durante o vôo automático ................................................. 140 
Figura A 1.1 - Dobrando o envelope do dirigível... ............................................................ 171 
Figura A1.2 -Fechando um furo pequeno .......................................................................... 172 
Figura A1.3 -Fechando um rasgo no envelope .................................................................. 173 
Figura A3.1 -Sonda de vento na configuração atual... ...................................................... l83 
Figura A3 .2 - Diagrama do circuito de tratamento dos sinais analógicos ......................... 189 
Figura A3.3- Esquema de conexão da sonda de vento ao barramento CAN ..................... 189 
Figura A3.4- Altitude dada pelo GPS durante um vôo experimental... ............................. l90 
Figura A3 .5 - Variação de tensão dada pela sonda vento durante o mesmo vôo .............. 190 
Figura A4.1 -Novo sistema de vetorização ....................................................................... 196 
Figura A4.2 - Alteração do tamanho da superficie de atuação ........................................... 196 
Figura A4.3 -Nova gôndola do dirigível ........................................................................... 199 
xvi 
Lista de Tabelas 
Tabela 2.1 - Sensores presentes em veículos aéreos ............................................................ 12 
Tabela 2.2 - Componentes utilizados em veículos aéreos .................................................... 12 
Tabela 4.1 - Dados mais relevantes fornecidos pelo GPS .................................................... 61 
Tabela 4.2 - Dados fornecidos pela unidade inercial DMU-AHRS ..................................... 63 
Tabela 4.3 - Dados fornecidos pelo TCM ............................................................................ 64 
Tabela 4.4 - Dados fornecidos pela sonda de vento ............................................................. 64 
Tabela 5.1 -Correspondência entre componentes de um agente robótico e os componentes 
do AURORA ................................................................................................................ 94 




1.1 Visão Geral 
O contexto desta dissertação é o Projeto AURORA - Autonomous Unmanned Remate 
Monitoring Robotic Airship, desenvolvido pelo LRV/ITI, que tem como objetivo o 
estabelecimento de tecnologia para a operação semi-autônoma de um dirigível não 
tripulado, almejando seu uso como plataforma aérea para aplicações em inspeção, pesquisa 
e monitoração ambiental, climatológica e de biodiversidade. Ela apresenta o 
desenvolvimento da infra-estrutura embarcada do AURORA, que abrange o projeto, 
implementação e integração, tanto de hardware como de software, de todo o sistema que é 
embarcado no dirigível. Neste trabalho são apresentados a estrutura do conjunto sensorial 
embarcado, a interconexão com o computador de bordo, e o sistema de comunicação que 
está sendo utilizado. Também são apresentados o software embarcado, com uma descrição 
completa do mesmo através da notação UML (Uni.fied Modeling Language), e alguns dos 
resultados experimentais obtidos com vôos reais. 
O conjunto sensorial também permite que se faça o levantamento de características 
dinâmicas do dirigível, de grande relevância para o processo de validação do modelo 
matemático. Este modelo, configurado em um ambiente de simulação, é utilizado para a 
síntese de algoritmos de controle e navegação. Estes algoritmos, implantados no sistema 
embarcado e que utilizam a informação sensorial, permitem o vôo semi-autônomo do 
dirigível, o qual é validado experimentalmente neste trabalho. É importante ressaltar que 
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foram desenvolvidas também atividades de evolução na configuração mecânica do 
dirigível, aumentando a sua manobrabilidade de forma a tomá-lo apto à operação como 
veículo robótico. 
1.2 Motivação 
Veículos aéreos possuem um enorme potencial não explorado em tarefas de monitoração de 
tráfego, planejamento urbano, inspeção de grandes estruturas como linhas de transmissão, 
gasodutos ou oleodutos, retransmissão de sinais de rádio e vídeo, prospecção mineral e 
arqueológica, policiamento, e pesquisa e monitoração ambiental, climatológica e de 
biodiversidade. No que diz respeito a esta última, subtarefas incluem o sensoriamento e 
monitoração de florestas e parques nacionais, levantamentos de uso e ocupação do solo, 
estudos agropecuários, previsão de colheitas, medição da qualidade do ar e de níveis de 
poluição sobre centros urbanos e industriais e estudos limnológicos. A informação obtida 
nestes casos pode ser usada como base de estudos ecológicos e para o estabelecimento de 
políticas de desenvolvimento sustentado. 
Atualmente, muitas das tarefas descritas acima são realizadas a partir de 
sensoriamento remoto, mais especificamente, de dados obtidos através de sensores e 
câmeras instalados em balões, satélites ou aviões. Tais veículos, entretanto, possuem 
inúmeras desvantagens. Balões não são manobráveis e, portanto, não é possível ao seu 
usuário definir com rigor a área a ser sobrevoada. Imagens de satélites disponíveis para fins 
civis possuem baixa definição espacial e temporal, além de limitações nas faixas do 
espectro disponíveis. Levantamentos aéreos, embora permitam ao usuário controlar a área a 
ser sobrevoada, a resolução dos dados, e as faixas do espectro utilizadas, requerem a 
garantia do conforto e da segurança da equipe de bordo, sendo portanto bastante 
dispendiosos. 
A adoção de veículos robóticos aéreos semi-autônomos não tripulados, permite a 
aquisição de dados de forma que o usuário possa determinar a área a ser monitorada, a 
resolução espacial e temporal dos dados, e também o sensor ideal para cada tipo de missão, 
a custos relativamente baixos. Tem-se como conseqüência uma expansão do uso científico 
e civil de dados aéreos e a benefícios sociais e econômicos significativos. 
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Descrição do Projeto AURORA 
O Projeto AURORA foi iniciado pelo LRV/ITI em 1997, com o objetivo de desenvolver 
veículos robóticos aéreos para inspeção, pesquisa e monitoração ambiental, climatológica e 
de biodiversidade. Como mostrado em [Elfes-98a], para estes tipos de missões, os 
dirigíveis possuem inúmeras vantagens sobre aviões e helicópteros [Ramos-98] 
[Mowforth]. No projeto AURORA visa-se o estabelecimento de dirigíveis não-tripulados 
com significativos graus de autonomia durante todas as fases de suas missões, incluindo a 
habilidade de planejar e executar sensoriamento e navegação, diagnosticar e recuperar-se de 
falhas, e adaptativamente replanejar missões baseando-se na avaliação, em tempo real, de 
informação sensorial e de restrições ambientais. 
Figura 1.1 -Dirigível AS-800 utilizado no Projeto AURORA 
O Projeto AURORA consiste em várias fases, envolvendo o desenvolvimento de 
protótipos sucessivamente com maior capacidade de vôo, ou seja, capazes de cobrir 
distâncias maiores e de transportar um número maior de instrumentos, e com graus de 
autonomia cada vez maiores através da automatização de diversas fases de vôo (decolagem, 
pouso, vôo seguindo trajetórias definidas ou marcos no solo). Tais protótipos evoluirão de 
veículos puramente teleoperados para veículos telemonitorados. O protótipo da primeira 
fase, AURORA I, tem como finalidade demonstrar a viabilidade do projeto e realizar 
missões de baixa complexidade. 
Os principais componentes do AURORA I, são: 
• dirigível (observar a Figura 1.1 ); 
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• o sistema de controle e navegação a bordo com seus sensores internos e atuadores, o 
qual será tratado com o nome de sistema embarcado; 
• o sistema de comunicação, que serve de elo de ligação entre o sistema embarcado e a 
estação móvel de base; 
• uma estação de base, composta por diversos elementos, dos quais o mais importante é o 
computador utilizado pelo operador em terra e que adiante será tratado como a estação 
de terra. 
• e os sensores externos, situados a bordo do dirigível, que são necessários para o 
cumprimento de missões e variam de missão para missão; 
Todos esses componentes serão detalhados mais adiante neste trabalho. 
1.3 Objetivos e Contribuições 
O objetivo principal deste trabalho foi tomar possível a utilização de um dirigível como 
plataforma aérea que funcionasse de forma autônoma, abrindo assim a possibilidade de sua 
utilização em aplicações de inspeção aérea e monitoração ambiental. Para atingir esse 
objetivo principal foi necessário: 
• estudar o funcionamento do dirigível e de seus diversos componentes; 
• estabelecer um conjunto sensorial embarcado através da integração de novos sensores; 
• realizar um projeto de software que tome possível, e também garanta, o gerenciamento 
de forma rápida e correta das constantes evoluções que o sistema pode sofrer; 
• realizar suporte a um sistema de simulação que permita o teste dos algoritmos de 
controle para que estes possam ser inseridos no sistema embarcado. 
O estudo dos componentes do dirigível permitiu levantar requisitos necessários 
tanto para o projeto de elementos sensoriais como para o projeto do software embarcado. 
Em uma fase de estudo inicial são levantadas as características físicas do dirigível, o 
conjunto de atuadores existentes e suas capacidades, e os comandos que devem ser gerados 
para controlá-los. 
A implantação de um conjunto sensorial é importante pois a completeza e a 
qualidade dos dados coletados é determinante para o bom desempenho dos algoritmos de 
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controle e navegação durante a execução de uma missão. Mesmo considerando a adoção de 
sensores de baixo custo, a existência de um conjunto de sensores precisos e robustos 
permite uma maior probabilidade de sucesso em uma missão e também abre possibilidades 
de utilizar o dirigível em uma variedade maior de aplicações. Outro fator importante é a 
necessidade de dados precisos sobre a dinâmica do dirigível, de forma a possibilitar o 
levantamento do seu modelo matemático, muito importante para a síntese e o ajuste dos 
controladores responsáveis por comandar o veículo nas missões executadas de forma 
automática. 
Mas não basta somente ter dados sensoriais confiáveis. Também é preciso garantir 
que o processamento realizado sobre os dados sensoriais e os algoritmos de controle e 
navegação sejam realizados de forma confiável. Além da confiabilidade, é desejável que 
esta infra-estrutura seja de fácil manutenção e atualização, pois as aplicações podem 
requerer alterações e estas não devem gerar grandes impactos sobre a estrutura geral do 
sistema. Portanto, o sistema desenvolvido deve ser simples e robusto, capaz de sofrer 
alterações sem que ocorram perdas significativas na sua confiabilidade. 
Uma característica importante no processo de desenvolvimento do sistema é realizar 
a concepção e testes dos algoritmos de controle e navegação de forma segura antes da 
realização de missões reais. O processo operacional necessário para a execução de vôos 
reais é custoso tanto em recursos financeiros quanto em recursos humanos. Além disso, 
existe sempre a possibilidade da ocorrência de alguma falha no software que pode 
comprometer toda a integridade do sistema. Por este motivo, toma-se muito importante a 
existência de um mecanismo que permita realizar o teste do software de controle antes 
deste ser embarcado para o cumprimento de missões reais. Uma solução possível é 
desenvolver e testar os software de controle de forma simulada utilizando o modelo 
matemático existente. Pode-se, através de uma adaptação do sistema embarcado real, gerar 
um ambiente baseado em simulação que se comporte de forma semelhante ao real, 
permitindo inserir, testar e validar as rotinas de controle. 
Um passo importante para se gerar as soluções para os diversos aspectos descritos 
anteriormente foi definir quais seriam as necessidades básicas do Projeto AURORA, ou 
seja, definir um conjunto mínimo de funcionalidades necessárias para que o dirigível fosse 
capaz de operar de fonna semi-autônoma. A partir dessa informação, dos dados coletados 
5 
sobre o dirigível e da prática de operação do veículo por rádio controle convencional, 
pode-se determinar o que precisava ser desenvolvido, adaptado ou inserido para 
transformar o sistema em um veículo robótico, permitindo a sua utilização nas aplicações 
desejadas. 
Assim, além do desenvolvimento da infra-estrutura embarcada, as alterações 
realizadas no dirigível durante o desenvolvimento do trabalho abrangeram desde 
modificações mecânicas e estruturais, desenvolvimento de novos dispositivos eletrônicos, 
até a reestruturação do software de controle embarcado. 
Como principais contribuições desse trabalho podemos citar: 
• estabelecimento de um conjunto sensorial no dirigível através da: 
definição dos sensores embarcados e sua integração com o computador de bordo; 
utilização de CAN (Controller Area Network) como barramento de campo 
conectando sensores e o computador embarcado; 
desenvolvimento de sensores que permitissem monitorar o status do dirigível. 
• desenvolvimento do software embarcado através: 
da introdução de um sistema operacional de tempo-real; 
do projeto e implementação do software embarcado orientado a objeto, realizando o 
suporte a todos os componentes embarcados ( sensores, atuadores, sistemas de 
controle e navegação, sistemas de comunicação). 
• desenvolvimento de sistema que permitisse o teste do controle embarcado de forma 
simulada antes deste ser inserido no sistema embarcado real para a realização de vôos. 
Este sistema de simulação permite que os algoritmos de controle e navegação possam 
ser adaptados ao sistema embarcado real mas testados fora deste de forma totalmente 
simulada, utilizando um modelo matemático do dirigível. Depois de validado, estes 
algoritmos de controle podem ser inseridos de forma bastante simples no sistema 
embarcado; 
• evolução do sistema de atuação do dirigível (propulsão, vetorização ), o que permitiu a 
solução de problemas de manobrabilidade do dirigível e, consequentemente, a 
realização de vôos autônomos. 
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É importante ressaltar que todo esse trabalho não foi realizado somente pelo 
mestrando. Este trabalho contou com a colaboração de vários alunos de graduação em uma 
série de trabalhos de iniciação científica, sendo que o mestrando teve participação ativa no 
desenvolvimento dos mesmos. Sempre que algum dos assuntos abordados no texto forem 
fruto de um trabalho de iniciação científica, o aluno de graduação envolvido será citado. 
1.4 Estrutura da Tese 
A tese se encontra organizada da seguinte forma: 
• O Capítulo 2 apresenta uma revisão bibliográfica sobre robôs móveis, principalmente 
sobre veículos aéreos autônomos (UAV- Unmaned Aerial Vehicle). Desta revisão é 
estabelecida uma relação entre os diversos componentes de hardware e de software 
utilizados na sua construção destes veículos (atuadores, sensores, computador de bordo 
e sistema operacional), constituindo o cenário para os Capítulos 4 a 6. 
• O Capítulo 3 apresenta os diversos componentes utilizados no Projeto AURORA, uma 
descrição física do dirigível e os comandos que podem ser gerados para se realizar o seu 
controle. Este capítulo é introdutório e tem como objetivo principal apresentar o sistema 
físico do dirigível e como este é operado nos vôos reais pela equipe do projeto. 
• O Capítulo 4 apresenta uma descrição detalhada da infra-estrutura de hardware do 
projeto o que inclui o sistema embarcado, a estação de terra e o link de comunicação 
entre os dois sistemas anteriores. Também é apresentada a solução de interconexão 
entre os diversos elementos do sistema embarcado do dirigível utilizando o barramento 
de campo CAN- Contra/ler Area Network. 
• O Capítulo 5 descreve o processo de desenvolvimento do software embarcado utilizado 
no computador de bordo e resultados obtidos com o mesmo. São descritos em detalhes 
os requisitos necessários para o software, o projeto realizado em UML e detalhes de 
implementação dentro do sistema operacional de tempo real (Realtime Linux). 
• O Capítulo 6 é uma extensão do capítulo anterior e apresenta um esquema de teste 
simulado para o os controladores embarcados. Neste simulador, os algoritmos de 
controle são codificados em linguagem C++, testados e depois podem ser inseridos no 
sistema embarcado de forma imediata, agilizando o processo de implementação dos 
controladores. 
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• Por fim, o Capítulo 7 apresenta resultados obtidos em diversos testes realizados para 
validação de sensores e atuadores e também de vôos reais, e o Capítulo 8 fornece uma 
breve conclusão do trabalho realizado. 
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Capítulo 2 
Veículos Aéreos Não-Tripulados 
2.1 Introdução 
Sistemas robóticos são bastante complexos e dificeis de desenvolver pois precisam integrar 
diversos tipos de sensores e de atuadores, possuem muitos graus de I iberdade e têm que ser 
capazes de executar tarefas de tempo real juntamente com tarefas que não possuem 
restrições dessa natureza. A forma como estes diversos elementos são organizados, como 
estes são separados em módulos funcionais e como estes trocam informações entre si, 
definem o que iremos chamar de arquitetura do sistema robótico. Essa arquitetura se refere 
à estrutura, tanto de hardware quanto de software, responsável por realizar o controle do 
robô, no seu sentido mais amplo. 
Neste capítulo são abordados diversos tópicos relacionados aos veículos robóticos, 
enfocando robôs móveis, e mais especialmente os veículos aéreos autônomos (UA V's -
Unmaned Aerial Vehicle). São apresentados alguns exemplos de UA V's, o tipo de hardware 
que é utilizado em seus sistemas embarcados (computador de bordo, atuadores, sensores e 
sistema de comunicação), e características do software que é utilizado para se controlar 
este tipo de veículo. 
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2.2 Sistemas Existentes 
Existem diversos trabalhos de pesquisa que enfocam UA V's, principalmente aviões e 
helicópteros. As aplicações também são as mais diversas: espionagem militar, vigilância 
em grandes cidades, mapeamento do solo e análise atmosférica. 
Apesar de todos esses veículos possuírem algumas diferenças devido ao tipo de 
aplicação a que se destinam, todos eles apresentam muitas similaridades no que se refere ao 
tipo de sensores utilizados para navegação e também na arquitetura utilizada. Todos eles 
possuem basicamente um computador de bordo principal que recebe as leituras de um 
conjunto de sensores (GPS, giroscópios e bússola) e utiliza estas informações para 
comandar um conjunto de atuadores (sistema de propulsão e de controle de atitude). 
Exemplos de aviões autônomos: 
• UAVs Outrider, Global Hawk, Predator e DarkStar: veículos para aplicações militares 
do Departamento de Defesa Norte-americano [Outrider, Global Hawk, Predator, 
DarkStar]. 
• ARMOR-X7 : UA V desenvolvido no Instituto Superior Técnico pela eqmpe do 
professor José Raul Azinheira, colaborador do Projeto AURORA [Lourtie]. 
• Ariel, Brumby e TWing em desenvolvimento na Universidade de Sydney (Usyd]. 
Exemplos de helicópteros autônomos, cujos mais significativos são os 
desenvolvidos pela: 
• Camegie-Mellon University: Autonomous Helicopter Project [AHP]; 
• Georgia Institute ofTechnology: UAV Research Facility [Gatech]; 
• Technische Universitat Berlin - Real Time Systems & Robotics: MARVIN - Multi-
pourpouse Aerial Robot Vehicle with Intelligent Navigation [TUBerlin]. 
Contudo, existem poucos que tratam de dirigíveis: 
• dirigíveis da Bosch Aerospace [BOSCH], principalmente o SASS LITE (Small Airship 
Surveillance System, Low lntensity Target) de uso militar. 
• Projeto LOTTE, Universidade de Stutgart [Lotte] 
• dirigíveis indoor, desenvolvidos na Universidade de Stanford [Stanford]. 
• dirigíveis da Advanced Hybrid Aircraft (AHA]. 
• Solar Powered Airship, Universidade de Virgínia [Virgínia] 
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Destes, apenas os quatro primeiros propõem algumas soluções para a realização de 
navegação quanto à fàcilidades de automatização de certas fàses do vôo. Devido à 
inexistência de material específico sobre dirigíveis autônomos, as informações coletadas 
para se realizar o desenvolvimento do presente trabalho foram sobre UA V's e robôs 
autônomos de uma maneira geral. As informações coletadas são, portanto, adaptadas para o 
contexto do projeto, procurando sempre levar em conta seus aspectos específicos. 
(F)MARVIN 
Figura 2.1- Exemplos de UAV's existentes 
Somente na fàse final da elaboração do trabalho é que começaram a surgir 
iniciativas, ainda incipientes, para a construção de veículos aéreos autônomos que utilizam 
a tecnologia de dirigíveis similares ao utilizado dentro do Projeto AURORA. Dentre essas 
iniciativas podemos destacar [Lacroix] e o projeto de dirigível autônomo do Robotics 
Institute da Camegie-Mellon University, cujo desenvolvimento está sendo iniciado. 
As Tabelas 2.1 e 2.2 apresentam de forma resumida os componentes presentes em 
alguns dos veículos aéreos apresentados anteriormente. Os dados existentes acerca de 
UA V's de uso militar não foram considerados pois são inacessíveis (i.e., apresentados de 
forma superficial ou incompleta). 
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UAV Sensores 
Sensores Inerciais GPS Bússola Outros sensores 
Unidade Inercial, Sim Sim Sonda de vento (velocidade e 
ARMOR-X7 Acelerômetros, (Trimble) fluxgate ângulos de ataque, altitude 
• Giros Piezoelétricos barométrica), sensores de 
ultrasom (sanar) 
Brumby Acelerômetros, Sim Sim Sonda de vento (velocidade e 
• Giroscópios f/uxzate ângulos de ataque) 
Unidade inercial Sim Sim Câmera de vídeo (processamento 
AHP-CMU (acelerômetros e giros) (Novatel) fluxgate de imagens usando DSP's) 
** Carrier phase Sistema de mapeamento por laser 
(laser rangeflnder) 
Helicóptero: Unidade Inercial (Boeing Sim Sim 
GeorgiaTech Digital Quartz IMU) (Nova te!) -
•• Can·ier phase 
MARVIN Acelerômetros Sim Sim Câmera digital, 
•• Giros píezoelétricos (Novatel) jluxgate Sensor de chama (usado em 
Can·ier phase competições) 
SASS LITE Não cita Sim Sim Pode embarcar uma grande 
••• variedade (capacidade de carga 
próxima de 200kg) 
Lotte Não cita Não cita Não cita Câmera de vídeo 
••• 
lndoor blimps 
Stanford Não Sim Não -
••• Carrier plwse 
Tabela 2.1 - Sensores presentes em veículos aéreos 
UAV Atuadores Computador Sistema de Comunicação 
Propulsão Atuação embarcado 
ARMOR-X7 Combustão Servos Little Giant- Rádio modem 
• (aeromodelo) (modelismo) Processador Z 180 (RFM96 Pacific Crest) 
Brumby Combustão Servos PC-104 Não cíta 
• (aeromodelo) (modelismo) 
AHP-CMU Combustão Servos Não cita Não cita 
•• (aeromodelo) (modelismo) 
Helicóptero: Combustão Servos Rádio modem 
GeorgiaTech (aeromodelo) (modelismo) PC-104 (Freewave) 
•• 
MARVIN Combustão Servos Microcontrolador Rádio modem padrão DECT 
** (aeromodelo) (modelismo) Siemens SAB80C 167 (Siemens) 
Não cita (cita que Possui 3 links de comunicação 
SASS LITE Combustão Servos possui piloto (vídeo, dados e controle), mas 
••• automático) não cita modelo 
Lotte Elétrico Servos Não cita Possui link de vídeo 
••• 
lndoor blimps 6 motores elétricos Não (atuação 
Stanford (propulsão nos 3 feita através dos Não cita modelo Rádio Ethernet 
••• eixos) motores) 
Tabela 2.2- Componentes utilizados em veículos aéreos 
(*):aviões (**):helicópteros (***):dirigíveis 
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Observando as Tabelas 2.1 e 2.2, podemos notar que as informações sobre dirigíveis 
ainda são bastante escassas, ou então, os sistemas existentes ainda estão em fase inicial de 
desenvolvimento. 
Um elemento importante que não foi apresentado nas tabelas anteriores é o software 
embarcado utilizado, mais especificamente o sistema operacional que é executado pelo 
computador de bordo. Em vários desses sistemas cita-se a existência de um sistema 
operacional de tempo real, mas este não é explicitado. Outros simplesmente não fazem 
sequer menção à este componente. Somente um desses UA V's explicitou qual o sistema 
operacional utilizado (helicóptero da Georgia Tech utiliza VxWorks). 
A partir do estudo realizado sobre UA V's, sentiu-se uma necessidade de 
compreender melhor os diversos componentes que fazem parte desses sistemas e as 
diversas alternativas existentes. A Seção 2.3 é dedicada para apresentar, de uma forma 
detalhada, os diversos componentes de hardware utilizados em UA V's, sendo que no 
Capítulo 4 é apresentado o hardware utilizado no Projeto AURORA; sendo que este 
influencia o desenvolvimento do software embarcado, apresentado no Capítulo 5. 
2.3 Hardware para Sistemas Embarcados 
A evolução na área de micro-eletrônica, principalmente no domínio de sensores e de 
computadores, vem permitindo que dispositivos que possuem tamanho, peso e consumo de 
potência reduzidos estejam facilmente disponíveis no mercado. Apesar do processo de 
miniaturização tais dispositivos vêm apresentando ganhos significativos de desempenho. 
Outro fator bastante importante é a redução dos preços destes componentes, tomando 
possível a implementação de sistemas de baixo custo. Estes fatores possibilitam a 
construção de sistemas autônomos com um grau de sofisticação bastante elevado e custos 
reduzidos. 
Analisando-se a bibliografia a respeito de sistemas robóticos autônomos, e UA V's 
em particular, citados na seção precedente, é possível separar os principais componentes 
que, congregados, originam tais sistemas. Assim, de uma forma bastante simplificada, um 
veículo robótico autônomo é composto por seis componentes principais: 
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a) veículo: serve de plataforma onde será montado o restante do sistema. Os atuadores 
principais, muitas vezes, já vêm montados nessa estrutura, contudo é necessário realizar 
a inserção de uma série de atuadores e interfaces com o computador de bordo para 
permitir que os atuadores sejam controlados. 
b) atuadores: fazem com que o robô seja capaz de ser controlado e manobrado de forma a 
cumprir sua tarefa. Os principais atuadores num veículo robótico são: sistema de 
propulsão, controle de direção e velocidade. 
c) sensores: permitem determinar onde o robô se encontra e qual o seu estado atual. É 
através deles que o robô 'enxerga' a si mesmo e ao ambiente. 
d) computador de bordo: coleta e processa dados dos sensores e executa algoritmos de 
controle que geram os comandos apropriados para os atuadores. Usualmente, estes 
algoritmos de controle estão acoplados à um nível hierarquicamente superior que 
compreende um sistema de tomada de decisões. 
e) sistema de comunicação: permite que o robô troque mensagens com outros sistemas 
externos (operador em terra programando uma missão em um computador e recebendo 
dados de telemetria, ou até se comunicando com outros robôs, no caso de realização de 
uma missão cooperativa). 
f) interface com o operador: provê um elo de ligação entre o operador e o veículo, 
juntamente com um conjunto de facilidades que permitam a programação de missões, 
alteração das mesmas durante a sua execução, acompanhamento da mesma, e até 
realizar o seu cancelamento, permitindo que o operador assuma o comando do veículo. 
Da lista anterior, informações sobre o veículo em s1 item (a) - são muito 
específicas para cada tipo de veículo e, por este motivo, uma discussão geral sobre o 
assunto ultrapassa o escopo deste trabalho; por outro lado, uma visão detalhada do dirigível 
e seus principais componentes é fornecida no capítulo 3. 
O item (f) não é abordado, uma vez que ele é desenvolvido em detalhe em 
[Mirisola, 2001], que apresenta a estação de terra do Projeto AURORA. 
A seguir, a partir do levantamento bibliográfico realizado, fornece-se uma visão 
geral sobre os itens (b ), (c), ( d) e (e), e as principais soluções e alternativas descritas na 
literatura. É dado um enfoque maior sobre os tipos de sensores existentes, e sobre 
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atuadores, computadores e sistemas de comunicação mais utilizados, uma vez que esses 
itens formam a base para o posterior desenvolvimento do núcleo dessa dissertação. Assim, 
o hardware do Projeto AURORA é detalhado no capítulo 4. 
2.3.1 Sensores para UAV's 
Os sensores utilizados em UA V's tem o intuito de permitir que os mesmos sejam capazes 
de saber 'onde' e 'como' eles se encontram posicionados dentro de um determinado 
ambiente e a partir dessa informação possam se deslocar de um ponto a outro do ambiente 
de forma controlada. Sensores inerciais, bússolas, GPS e altímetros barométrico 
desempenham estas funções. 
Outros tipos de sensores como câmeras de vídeo, sistemas de mapeamento através 
de laser, radares e sonares permitem que o robô seja capaz de 'perceber o ambiente', ou seja, 
o robô é capaz de detectar, localizar e até reconhecer objetos do ambiente. Estes sensores 
são utilizados nas estratégias de desvio de obstáculos e para construção de mapas do 
ambiente a partir dos dados coletados. 
A seguir são discutidos os sensores inerciais, bússolas, GPS e altímetros pois estes 
foram os sensores implementados no sistema embarcado do Projeto AURORA. 
Sensores Inerciais 
Sensores inerciais são particularmente importantes em veículos robóticos pois fornecem 
informações de posicionamento, atitude e orientação que são utilizadas dentro das malhas 
de controle. Os tipos mais comuns de sensores inerciais são os giroscópios, inclinômetros e 
acelerômetros. 
Giroscópios [Borenstein et ai) 
São sensores que fornecem a velocidade angular do veículo dentro de um determinado 
ambiente. Veículos aéreos geralmente necessitam de três giroscópios montados de forma a 
fornecem as taxas de rotação nos três eixos. Estes dispositivos podem ser classificados em 
três categorias bem amplas de acordo com o tipo de construção e do tipo de tecnologia 
utilizada: 
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• Giroscópios mecânicos: o giroscópio mecânico é um sensor de rotação que é baseado 
nas propriedades inerciais de um rotor que gira rapidamente em tomo de seu eixo. O 
fenômeno que toma possível a determinação da taxa de rotação é conhecido como 
precessão giroscópica. Ao tentar mover uma roda (que está girando rapidamente) em 
tomo do seu eixo vertical para a direita ou para a esquerda experimenta-se uma forte 
reação sobre o eixo horizontal. Isto ocorre devido ao momento angular associado ao 
rotor que está girando, que muda a força aplicada a 90° na direção de giro. A taxa de 
precessão é proporcional ao torque aplicado sobre o rotor. 
• Giroscópios ópticos: sensores de rotação óticos vem sendo desenvolvidos para 
substituir os sensores mecânicos há mais de três décadas. A grande vantagem desses 
sensores é a utilização de poucas ou até nenhuma parte móvel, o que os toma 
praticamente livres de qualquer tipo de manutenção e não são afetados pelos efeitos 
gravitacionais. O dispositivo básico consiste de dois feixes de laser viajando por uma 
malha fechada em direções opostas. Os padrões de interferências construtiva e 
destrutiva formados pelo espalhamento e mistura dos dois feixes podem ser utilizados 
para determinar a taxa e a direção de rotação do dispositivo. Apesar de serem os 
giroscópios de maior precisão existentes no mercado, são também muito mais caros e 
em geral mais pesados. Existem cinco configurações gerais para os giroscópios ópticos 
(nomes mantidos no idioma original para evitar imprecisões de tradução): 
• aclive optical resonator; 
• pass ive optical resonator; 
• open-loopfiber-optic inteiferometers (analógico); 
• closed-loop fiber-optic inteferemeters (digital); 
• fiber-optic resonator. 
• Giroscópios piezoelétricos: fazem uso da força de Coriolis para medir a taxa de rotação. 
A montagem tipicamente utilizada é composta por três transdutores piezoelétricos 
montados nas três faces de um prisma triangular. Se um dos transdutores é excitado na 
sua freqüência própria de ressonância as vibrações são captadas pelo outros 
transdutores com a mesma intensidade. Quando o prisma é rotacionado em seu eixo 
longitudinal, a força de Coriolis resultante irá provocar uma pequena diferença da 
intensidade de vibração dos dois transdutores de medida. A diferença na tensão de saída 
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varia linearmente com a taxa de rotação. Um problema sério deste tipo de sensor é a 
baixa precisão para taxas angulares elevadas, apesar de ser o que possui o menor custo. 
Acelerômetros [Verplaetse] 
São dispositivos que fornecem a informação de aceleração em um determinado eixo e por 
este motivo é necessário utilizar três destes dispositivos de forma a obter as medidas nos 
três diferentes eixos. Os dados de aceleração, juntamente com as informações fornecidas 
pelos giroscópios, são utilizados nos mecanismos de navegação inercial. Estes dados, 
quando integrados ao longo do tempo, fornecem informações de posição, atitude e de 
orientação de um veículo dentro de um determinado ambiente. 
Em geral, os acelerômetros podem ser construídos seguindo três diferentes 
implementações: 
• Acelerômetro pêndulo; 
• Acelerômetro vibracional; 
• Acelerômetro eletromagnético. 
A maioria dos acelerômetros é do tipo pêndulo, e estes se baseiam no princípio do 
sistema massa-mola. Nesse caso a elasticidade da mola é substituída pela dificuldade em se 
girar a junta do pêndulo, e o deslocamento é medido através da variação da capacitância, 
campo magnético, etc. 
Os acelerômetros capazes de medir baixas acelerações comercialmente disponíveis 
são do tipo micromachined devices fabricados utilizando as mesmas técnicas de fabricação 
de chips de silício. Estes possuem grande robustez, não necessitam de calibrações 
constantes e são os de mais baixo custo. 
Inclinômetros [Borenstein et al] 
Estes dispositivos fornecem os ângulos de inclinação em relação ao plano horizontal. Na 
realidade estes dispositivos não medem diretamente os ângulos de inclinação, mas sim 
fornecem essas medidas baseadas em um outro conjunto de informações geradas por outros 
sensores (acelerômetros, giroscópios, bússola). A seguir são apresentadas duas das 
possíveis configurações para obtenção de dados de inclinação: 
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• baseado em um sensor de nível de bolha: é composto por três hastes paralelas, dispostas 
nos vértices de um triângulo equilátero, que estão mergulhadas num fluido dielétrico. 
Através da medida da impedância entre as hastes, os ângulos de inclinação podem ser 
determinados. Este sensor na realidade trabalha como um sensor de aceleração, 
indicando a direção do vetor de aceleração, e deve operar portanto em sistemas onde o 
vetor aceleração predominante é o da gravidade. Se o sistema estiver sujeito a outras 
acelerações que não somente o da gravidade, a medida fornecida pelo sensor pode ser 
afetada de forma considerável. A aplicação deste sensor fica portanto limitada a 
sistemas que não estejam sujeitos à acelerações geradas por algum tipo de movimento. 
• baseado em dados de giroscópios e acelerômetros: neste sensor, semelhante ao 
apresentado anteriormente, o vetor aceleração da gravidade serve como um mecanismo 
de correção para os ângulos de inclinação. Mas este não está tão sujeito às imprecisões 
do sensor de nível de bolha pois conta com os dados dos giroscópios, que podem ser 
integrados ao longo do tempo, fornecendo assim ângulos de inclinação precisos mesmo 
no caso em que o sistema esteja sujeito à acelerações elevadas. Neste tipo de sensor as 
medidas de aceleração e giro são utilizadas continuamente para gerar os ângulos de 
inclinação e, se necessário, realizar correções. Como existe esse mecanismo de correção 
da medida, é preciso observar que esse sistema também pode gerar medidas incorretas 
em alguns casos específicos. 
Bússolas [Borenstein et ai] 
A orientação do veículo em um determinado ambiente é um dos mms importantes dos 
parâmetros utilizados em navegação. Por este motivo, sensores que possuam a capacidade 
de fornecer a orientação absoluta é extremamente importante para a navegação de um 
veículo autônomo. O tipo mais comum de sensor desta categoria é a bússola. 
O campo magnético da Terra é usado como referência básica de orientação, sendo 
necessário realizar correções pois existe uma diferença entre o norte geográfico e o norte 
magnético (diferença essa conhecida como declinação). A declinação também varia com o 
tempo e a posição geográfica na Terra sendo que existem mapas e gráficos apropriados que 
indicam tais variações para cada posição no globo terrestre. 
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Os instrumentos capazes de medir campos magnéticos são conhecidos como 
magnetômetros. Em navegação de veículos robóticos os magnetômetros utilizados são 
aqueles capazes de detectar o campo magnético da terra e a partir disso fornecer a 
orientação absoluta do sistema dentro do ambiente. 
GPS- Global Positioning System [Borenstein et al] 
Este sistema permite determinar a posição absoluta do veículo (latitude, longitude e 
altitude) em qualquer parte do globo terrestre. Apesar dos sensores inerciais poderem 
fornecer informações de posicionamento e orientação, os erros de integração se tornam 
muito significativos com o decorrer do tempo. Como os UA V's percorrem distâncias 
relativamente grandes, comparados aos outros tipos de veículos autônomos, a utilização de 
um sensor que forneça o posicionamento absoluto se torna crucial para a realização de 
navegação. 
O Navstar Global Positioning System utiliza uma constelação de 24 satélites 
orbitando a terra a cada 12 horas a uma altura de 20.186 km. Quatro satélites estão 
localizados em cada um dos seis planos inclinados a 55 graus com relação ao plano 
equatorial da terra. A posição absoluta nas três dimensões de qualquer receptor de GPS é 
determinada por técnicas simples de triangulação baseadas no tempo de vôo dos sinais de 
rádio identificados através de um código diferenciado para cada um dos satélites. A medida 
exata do tempo de propagação é convertido em pseudoranges que representam a distância 
entre o receptor e um certo número de satélites em posições orbitais conhecidas. As 
distâncias medidas tem de ser ajustadas ao offiet do relógio do receptor. Conhecendo a 
distância exata entre os satélites, é possível calcular a latitude, longitude e a altitude do 
receptor. Os satélites enviam dos tipos de código: código C/A (coarse acquisition), para 
aplicações civis, e o código Y ( criptografado ), que é de uso militar apenas. 
Para aplicações comerciais o código C/ A possui pequenos erros de temporização 
deliberadamente introduzidos pela estação mestre de forma a evitar que este sistema seja 
utilizado para realizar o envio de mísseis. Esse erro degrada a medida de posicionamento 
em cerca de 100 metros, podendo chegar até cerca de 200 metros. 
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GPS Diférencial 
Os erros apresentados acima podem ser minimizados através do uso de uma prática 
conhecida como DGPS (Differential GPS). O conceito é baseado na premissa de que um 
segundo receptor de GPS está bem próximo (dentro de um raio de 10 km) do receptor que 
será utilizado, e que ambos experimentam o mesmo erro quando estão utilizando os mesmo 
satélites de referência. Se o segundo receptor estiver numa posição conhecida, este pode 
calcular o vetor erro de posição e passar esta informação para o primeiro de forma a 
eliminar os efeitos do erro inserido no sinal. Esta técnica permite reduzir o erro de posição 
para um raio de cerca de 5 metros (sistemas comerciais disponíveis atualmente). 
A partir de dezembro de 2000, o erro proposital introduzido no sinal C/ A foi 
retirado o que permite atualmente a utilização do sistema de GPS com um precisão muito 
maior, tomando a utilização do DGPS facultativa em diversos tipos de aplicação. 
Altímetro 
Um importante medida, principalmente para veículos aéreos, é a de altitude. Apesar do 
GPS fornecer a medida de altitude, esta está sujeita a atrasos e imprecisões (observar que a 
medida de altitude dada pelo GPS é a que possui o maior erro) que comprometem muito o 
desempenho do controle sobre o veículo aéreo. Uma das formas para se obter a altitude 
com uma boa resolução e sem atrasos é através do uso de um altímetro barométrico. Este 
dispositivo mede a variação da pressão atmosférica, que pode ser facilmente convertida 
para variação de altitude. 
Atualmente existem diversos tipos de dispositivos capazes de realizar medidas de 
pressão sendo que os mais comuns e que apresentam mais baixo custo são os 
piezoelétricos. Estes sensores, em geral, fornecem uma variação na tensão de saída que é 
proporcional á variação de pressão sobre a película piezoelétrica. No mercado atual, 
existem montagens que permitem realizar a medida de pressão absoluta como também 
diferencial. 
O conjunto sensorial do AURORA, composto por unidade inercial, bússola, GPS e 
altímetro barométrico, é descrito de forma detalhada no Capítulo 4. 
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2.3.2 A tu adores para UA V's 
Como foi dito no início da Seção 2.3 os atuadores são compostos principalmente pelos 
sistemas de propulsão, controle de direção e de velocidade. A seguir são apresentados os 
tipos de atuadores mais comuns em UAV's. 
Propulsão 
Motores a combustão interna 
Estes motores são amplamente utilizados em UAVs pois apresentam algumas vantagens 
sobre outros tipos de motores, porém apresentam uma série de desvantagens as quais serão 
citadas adiante. 
Os motores a combustão possuem baixo peso por potência gerada, ou seja, podem ser 
bastante leves e compactos e ainda assim gerar uma potência considerável. 
Outra grande vantagem, principalmente para veículos aéreos, é que o combustível 
consegue fornecer uma potência maior que aquela fornecida por uma bateria com o mesmo 
peso. Devido à essas qualidades estes motores são rreqüentemente utilizados nos sistemas 
de propulsão dos UAVs. 
Porém este motores apresentam alguns problemas sérios como: 
• nível elevado de ruído e vibração que podem danificar equipamentos e a estrutura do 
veículo; 
• se o motor falhar durante um vôo, pode não ser mais possível ligá-lo novamente. Por 
este motivo o motor deve permanecer ligado mesmo quando não é necessário, 
consumindo combustível desnecessariamente; 
• irreversibilidade: motores a combustão são projetados para girar em um único sentido e 
por este motivo, para obter a reversão, é necessário adaptar uma caixa de engrenagens. 
Contudo esse mecanismo costuma acrescentar peso, volume e complexidade ao 
sistema, o que pode inviabilizar a sua utilização; 
• controle mais difícil de ser implementado: motores a combustão são não lineares e 
possuem zonas mortas que dificultam a implementação de controladores; 
• geração de resíduos, muitas vezes tóxicos ou que podem ser danosos aos equipamentos 
embarcados (corrosivos, oxidantes ). 
21 
A maioria dos UAV's existentes atualmente utilizam motores de modelismo que 
apresentam boa confiabilidade, eficiência e baixo custo. Em geral são motores de 2 ou 4 
tempos movidos a metano!, álcool, gasolina e até mesmo gás. 
Motores Elétricos DC 
Motores elétricos DC também podem ser utilizados como propulsores; porém, como já foi 
dito anteriormente, baterias não apresentam uma relação potência gerada/peso muito 
favorável para ser utilizada em sistemas embarcados. Uma vantagem desses motores é que 
eles podem ser ligados e desligados em pleno vôo sem problemas, economizando energia. 
Outras vantagens são: 
• a possibilidade de se implementar a reversão muito facilmente e; 
• a implementação dos controladores também é mais simples se comparado com os 
motores a combustão. 
Este tipo de motor é mais utilizado em veículos robóticos com rodas, pois estes em 
geral não necessitam atingir grandes velocidades, não geram ruído excessivo e nem emitem 
gases (que podem ser um problema sério dentro de ambientes fechados), e o peso das 
baterias não chega a ser problema significativo. 
Alguns UA V's utilizam motores elétricos como propulsores, porém a utilização 
destes limita o tempo de vôo pois a carga das baterias possui uma durabilidade pequena. 
Existem dois projetos de dirigíveis que procuram utilizar células fotovoltaicas para 
alimentar seus sistemas [Lotte, Virgínia]. Contudo, tais sistemas devem possuir uma 
capacidade de carga maior para permitir o transporte de baterias e de painéis com células 
fotovoltaicas. 
Atuação 
Motores de passo 
Muito utilizados quando se necessita de grande precisão de posicionamento. Esse tipo de 
motor é amplamente utilizado em sistemas robóticos principalmente aqueles que 
necessitam de um controle preciso de movimentação de câmeras de vídeo e em sistemas de 
mapeamento por laser. 
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Apesar da facilidade de se realizar a interface desse tipo de motor com 
computadores e microcontroladores, um grande problema deste é o seu peso elevado em 
comparação com o torque fornecido. 
Servos 
Este tipo de atuador é amplamente utilizado em modelismo e por este motivo existe uma 
grande variedade de modelos disponíveis comercialmente. Apesar de apresentar um 
precisão de posicionamento baixa, ele é ideal para diversos tipos de montagem devido ao 
seu baixo custo, robustez, e montagens leves e compactas. Também possui um torque 
elevado em relação ao seu peso. Em geral é composto por um motor DC, um conjunto de 
engrenagens de redução e um circuito de controle por realimentação ligado ao eixo de saída 
do servo. 
Servos são muito utilizados para controlar a velocidade de rotação de motores a 
combustão e também para posicionar as superficies de atuação (rudder, elevator, ailerons). 
O servo é controlado através de um sinal PWM (Pulse Width Modulation), ou seja, 
o posicionamento é dado pela largura de pulso de um sinal TTL. 
Maiores detalhes sobre o sistema de propulsão e atuação utilizados no Projeto 
AURORA podem ser encontrados no Capítulo 3. 
2.3.3 Computadores Embarcados 
Quando se trata de processamento em sistemas robóticos, são utilizados em sua ampla 
maioria dois tipos de computadores cujo custo vêm sendo reduzido de forma sistemática, 
mas com incrementos em suas capacidade de processamento: microcontroladores e PCs 
compactos. Apesar de existirem sistemas que fazem uso de um ou de outro tipo 
exclusivamente, o comum é encontrar os dois tipos integrados. Em geral existe um grande 
número de microcontroladores realizando a interface com sensores e atuadores, e um PC 
compacto responsável pela gerência de todo o sistema (este se comunica com os 
microcontroladores e utiliza dados dos sensores para tomar decisões e gerar comandos para 
os atuadores). O computador pode estar ligado a cada um dos microcontroladores 
diretamente um a um (configuração estrela - Figura 2.2.a) ou através de um barramento 
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(b) Conexão via barramento de campo 
Figura 2.2- Formas de conexão entre o computador e os microcontroladores 
Atualmente a diferença entre microcontroladores e processadores está diminuindo 
devido a integração de diversos dispositivos em processadores, tomando-os semelhantes 
aos microcontroladores, só que com uma elevadíssima capacidade de processamento. 
Além dos PC compactos e dos microcontroladores é preciso citar também os DSP's 
e os transputers como elementos de processamento que podem e são utilizados em veículos 
robóticos. 
Microcontroladores 
Atualmente são as unidades de processamento mais difundidas e utilizadas. Devido ao seu 
baixo custo e grande flexibilidade podem ser encontradas em todos os tipos de 
eletrodomésticos, veículos, brinquedos e sistemas industriais. 
Os microcontroladores existentes no mercado possuem um número muito grande de 
vantagens dentre as quais podemos citar: 
velocidade e capacidade de processamento elevada (alguns microcontroladores 
possuem até 32 bits, com clocks da ordem de 100 MHz, e utilizam arquiteturas RISC); 
quantidade de memória suficiente (tanto para programa quanto para dados) permitindo 
o desenvolvimento de aplicações elaboradas; 
dispositivos integrados ao chip (conversores AD, conjunto de temporizadores, 
interfaces de comunicação), que facilitam a processo de integração a outros dispositivos 
tanto analógicos como digitais; 
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grande disponibilidade no mercado de componentes e dispositivos que podem ser 
integrados aos microcontrolador de forma quase imediata; 
ambientes de projeto, codificação e simulação, agilizando o processo de 
desenvolvimento de aplicações; 
baixo consumo de potência e tamanho reduzido; 
documentação bastante extensa. 
PC compacto 
Computadores compactos estão se tomando mais comuns devido a necessidade crescente 
por sistemas embarcados que possuam: 
uma capacidade de processamento muito elevada; 
tamanho e consumo de potência reduzidos, pois tais sistemas devem ser fáceis de 
transportar e tem de ser alimentados através de baterias comuns; 
a mesma flexibilidade dos computadores desktop no que se refere a capacidade de 
atualização/configuração de hardware e de software; 
robustez em aplicações de campo bastante exigentes (sujeitas a vibrações, temperaturas 
elevadas). 
Uma das plataformas de PC compacto mais utilizadas é a do tipo PC/I 04, muito 
difundida em aplicações industriais devido à grande variedade de fabricantes e diversidade 
de componentes disponíveis no mercado. 
DSP- Digital Signal Processing 
A diferença essencial entre um DSP e um microprocessador é que o primeiro é projetado 
para aplicações bastante específicas, onde a existência de instruções especializadas 
permitem aumentar a performance na execução de tarefas sem implicar necessariamente 
num aumento da quantidade de recursos utilizados (potência, espaço em memória). Um 
DSP ótimo para uma determinada aplicação pode não ser muito adequado para outro tipo 
de aplicação. Os microprocessadores por sua vez são voltados para aplicações de propósito 
geral. Os DSP's possuem diversas características que aumentam a sua performance: 
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execução de várias instruções em um único ciclo (movimentação de dados e operações 
aritméticas no mesmo ciclo); 
modos de endereçamento especiais (endereços circulares, pré ou pós modificação de 
apontadores de endereço); 
memória e dispositivos específicos para determinados tipos de aplicação (memórias que 
permitem acesso simultâneo de dados); 
conjuntos de instrução bastante especializados e não usuais, permitindo a execução de 
instruções que realizam multiplicações, adições e movimentação de dados de forma 
simultânea. 
Atualmente existem DSPs especialmente projetados para realizar processamento de 
vídeo, áudio e diversos tipos de sinais digitais, compressão e descompressão de dados, 
detecção de padrões e identificação de sinais. 
Transputers 
Transputers são processadores projetados especialmente para a realização de computação 
paralela de alta performance. Este tipo de processador possui uma série de características 
que os tornam apropriados para este tipo de tarefa: 
facilidade de conexão com outros transputers através de canais de comunicação serial 
de alta velocidade; 
possibilidades de interconexão entre transputers bastante variadas (árvores, vetores, 
matrizes) dependendo apenas da aplicação; 
cada transputer provê capacidade de comunicação entre processos paralelos através de 
um sistema interno que utiliza um espaço mapeado em memória; 
possui um gerenciador de processos paralelos embutido no próprio hardware; 
os canais de comunicação operam de forma concorrente com o processos internos. 
No sistema embarcado do Projeto AURORA há um computador central do tipo 
PC/104 com um processador Pentium, e conectados ao mesmo, uma série de 
microcontroladores e sensores microcontrolados. Estes dispositivos estão conectados 
através de portas seriais ou através de um barramento de campo ao computador embarcado. 
Um detalhamento completo sobre o computador embarcado é apresentado no Capítulo 4. 
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2.3.4 Sistema de Comunicação 
O tipo de comunicação mais utilizado entre veículos robóticos e as estações de base é o via 
rádio. Sistemas de comunicação digital via rádio freqüência estão se tornando cada vez 
mais baratos e a variedade desses dispositivos no mercado está aumentando. Muitas dessas 
soluções apresentam interfaces muito simples e são transparentes para os usuários, ou seja, 
basta ligá-los que a linha de comunicação é estabelecida. 
Rádio Modem 
A comunicação via rádio modem estabelece um canal de comunicação serial bidirecional 
(do tipo RS-232) entre dois computadores. Este tipo de canal de comunicação pode utilizar 
freqüências fixas ou então trabalhar com técnicas de espectro espalhado (spread spectrum ). 
Em geral, devido à grande possibilidade de erros durante a transmissão das mensagens, 
estes dispositivos possuem processadores acoplados que permitem detectar tais erros e 
realizar a correção automática ou retransmissão das mensagens. 
Rádio Ethernet 
Neste caso a comunicação também é bidirecional mas, desta vez o link de comunicação 
formado é o mesmo de uma rede Ethemet, permitindo que um computador se conecte a 
vários outros computadores. A taxa de transmissão é mais elevada porém o alcance é menor 
se comparado ao rádio modem. Uma vantagem desse sistema é a possibilidade de utilizar 
todos os protocolos de rede que já estão definidos (TCP/lP) e que possuem implementações 
de alto nível bem conhecidas e documentadas. 
Link de Vídeo 
Este canal de dados é unidirecional, transmitindo imagens adquiridas por uma câmera 
instalado no veículo para uma estação de operação. Ele permite que o veículo robótico seja 
teleoperado a partir das imagens recebidas e exibidas através de um monitor. Na maioria 
das aplicações imagens constituem uma informação importante, e pode-se utilizar um vídeo 
cassete para realizar a gravação das mesmas. Para taxas normais de captura de quadros de 
vídeo e para curto alcance existe uma grande variedade de sistemas no mercado a baixo 
custo. 
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No AURORA, há atualmente em operação um canal de comunicação via rádio 
modem e também um link de vídeo que permite realizar a captura de imagens. Maiores 
detalhes sobre os sistemas utilizados são apresentados no Capítulo 4. 
2.4 Software para Sistemas Embarcados 
Os sistemas robóticos são compostos por duas partes principais: uma fisica, composta por 
todos os elementos de hardware (computadores, sensores, atua dores e sistemas de 
comunicação), e outra lógica, composta por todos os módulos de software responsáveis por 
fazer com que todo o sistema funcione de forma coerente. 
O software embarcado de um sistema robótico é composto por módulos de software 
que podem possuir desde as mais simples funções, como uma simples interface para 
captura de dados de sensores, até os mais sofisticados sistemas de planejamento e tomada 
de decisão. Por haver uma variação tão grande dos níveis de abstração torna-se necessário 
realizar uma estruturação desse software de forma que se possa realizar uma separação e 
organização funcional entre estes níveis, ou seja, é preciso defiriir a sua arquitetura de 
software. Isso não deve, de forma alguma, implicar na redução das funcionalidades do 
sistema, mas deve sim implicar num aumento da facilidade de compreensão, manutenção e 
adição de novos componentes ao sistema. 
Outro fator que deve ser considerado é o tipo do sistema operacional (SO) que será 
executado no computador embarcado. Este SO deve atender aos requisitos de tempo real do 
sistema, possuir os recursos necessários para realizar o suporte adequado do hardware 
embarcado e, se possível, possuir facilidades para desenvolvimento e manutenção do 
software embarcado. Atualmente há uma grande variedade de sistemas operacionais de 
tempo real (SOTR) disponíveis no mercado, sendo que alguns dele são distribuídos de 
forma gratuita. 
2.4.1 Requisitos de Tempo Real 
Diz-se que a computação é de tempo real se e somente se satisfaz uma restrição de tempo 
para ser completada. Um sistema operacional é tempo real quando realiza a gerência de 
28 
recursos, de forma explícita, com o objetivo de atingir o término da computação diante de 
uma restrição de tempo. De acordo com a definição de tempo real, o tempo fisico (absoluto 
ou relativo) faz parte da lógica do sistema. O requisito mais importante de um SOTR é o 
determinismo, ou seja, a garantia de que todas as tarefas serão executadas dentro das 
restrições de tempo impostas pelo sistema. O término de uma computação, dentro de um 
prazo estabelecido, deve ser garantido mesmo nos casos em que exista sobrecarga no 
sistema. 
Em um SOTR todos os eventos são tratados dentro de prazos determinados, ou seja, 
dentro de restrições de tempo que garantem que a resposta gerada seja válida. Desta forma, 
quanto maior for a freqüência com que os eventos ocorrem e maior for a quantidade de 
processamento necessária para completar cada tarefa, maior será a dificuldade do sistema 
continuar respeitando os prazos de execução, ou seja, maiores serão as restrições de tempo 
real. 
Geralmente um sistema possui basicamente dois tipos de eventos: os síncronos e os 
assíncronos. Os eventos síncronos possuem uma freqüência de ocorrência determinada e 
por este motivo facilitam a especificação e o projeto do sistema tempo real. Os eventos 
assíncronos, no entanto, não possuem essa característica de periodicidade de ocorrência, 
sendo que um exemplo de evento desse tipo são as rotinas para o tratamento de falhas no 
sistema (exceções). Como essa freqüência em geral não é exatamente conhecida, o projeto 
geralmente leva em conta o pior caso possível, ou seja a ocorrência dos eventos com 
freqüência máxima. Contudo, nem sempre é possível desenvolver um sistema capaz de 
tratar todos esses eventos respeitando as restrições de tempo real. Nesse caso é necessário 
definir esquemas de prioridades para os eventos, visando executar as tarefas urgentes 
primeiro para em seguida executar as de menor importância. Portanto o sistema operacional 
deve possuir o suporte necessário para permitir esse tipo configuração. 
Os sistema operacionais modernos fornecem ambientes de execução multi-tarefa, ou 
seja, permitem que diversas tarefas sejam executadas de forma concorrente. Num ambiente 
desses é necessário definir uma seqüência de execução das tarefas de forma que tarefas 
importantes (que possuem maiores restrições de tempo) sejam executadas antes que tarefas 
com menor importância. Isto é feito através da definição de prioridades entre as diferentes 
tarefas, sendo que um escalonador é responsável por executá-las de acordo com as 
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prioridades definidas para cada uma. Contudo, se algumas tarefas com prioridades maiores 
dependerem do término da execução de tarefas com prioridades menores, há uma grande 
chance de que ocorram dead-locks, o que pode causar sérios problemas ao sistema. Se 
durante o projeto do sistema tais fatos não forem considerados, existe a possibilidade do 
sistema falhar devido a um dead-lock. 
Por estes motivos é muito importante conhecer os requisitos do sistema de forma a 
selecionar um computador adequado e também um sistema operacional que seja capaz de 
realizar a alocação dos recursos computacionais (memória, tempo de processamento) de 
forma a atender os requisitos de tempo real. 
No sistema embarcado do AURORA está sendo utilizado uma versão mínima do 
Linux [Linux] com suporte à módulos de tempo-real [RTLinux]. Maiores detalhes sobre o 
sistema operacional que está sendo utilizado podem ser encontrados no Capítulo 5. 
2.4.2 Arquitetura de Software de Sistemas Robóticos 
A arquitetura de software é responsável pelo gerenciamento das tarefas realizadas pelo 
veículo robótico, sendo que as arquiteturas existentes podem ser classificadas em 
deliberativas ou reativas [Fraser]. 
• Arquiteturas deliberativas dividem uma tarefa em subtarefas realizáveis, controlando a 
interação entre elas, de forma que a tarefa seja cumprida corretamente. Esta subdivisão 
e concatenação entre tarefas traduz a missão a ser desempenhada pelo veículo robótico. 
Por outro lado, este tipo de arquitetura nem sempre está preparada para responder de 
forma adequada a mudanças inesperadas no ambiente. 
• Arquiteturas reativas: consistem em coleções de comportamentos que são ativados 
através do sensoreamento do ambiente. Esse tipo de arquitetura geralmente consegue 
responder muito bem à mudanças no ambiente, porém não tratam de forma explícita os 
objetivos que devem ser alcançados. 
A arquitetura de software para o Projeto AURORA deve combinar as vantagens da 
deliberação e da reatividade, obtendo um sistema mais robusto e capacitado para cumprir 
vários tipos de tarefas. Através da deliberação pode-se definir um objetivo que deve ser 
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alcançado através da execução de uma série de tarefas que o dirigível é capaz de realizar. O 
aspecto reativo, por sua vez, permite que o dirigível seja capaz de contornar situações 
(ventos fortes, perda do canal de comunicação, falta de combustível) que ameacem a 
execução de uma missão ou a sua integridade estrutural. O dirigível passa a agir procurando 
alcançar uma meta, mas sempre respeitando suas limitações de operação. 
O que deve ser imaginado para este caso é a existência de diversos níveis de 
abstração para o tratamento dos eventos que possam ocorrer. Num nível mais baixo 
estariam as rotinas de coleta e processamento de dados sensoriais, envio de comandos para 
atuadores, e tratamento de troca de mensagens com a estação de terra. Num nível 
intermediário estariam os algoritmos de controle e navegação para execução de tarefas 
simples (seguir uma determinada trajetória, manter uma altitude) e também as rotinas de 
tratamento de exceções como: problemas nos sensores ou atuadores, excesso de vento, 
desvio de obstáculos. Essa seria a parte reativa do arquitetura do software embarcado. No 
nível mais alto estariam as tarefas responsáveis pela execução de uma determinada missão 
(por exemplo, seguir uma seqüência de pontos de passagem). Esse executor de missões 
seria o componente deliberativo dessa arquitetura. Porém, como existe um módulo reativo 
que pode alterar aspectos da missão com o objetivo de replanejá-la, é necessário existir um 
outro componente acoplado ao executor de missões que seja capaz de realizar o 
replanejamento da missão. Desta forma podemos obter uma arquitetura com três níveis: 
• Nível Inferior: rotinas de integração fisica com os componentes do sistema embarcado. 
• Nível Intermediário: algoritmos de controle e de tratamento de exceções. 
• Nível Superior: algoritmos de execução e replanejamento de missões. 
Porém, dentro de cada um desses níveis existem diversos componentes que precisam 
ser organizados segundo uma estrutura que permita a integração coerente entre os 
diferentes níveis. Como o objetivo final é construir um sistema robótico com um grau 
elevado de autonomia na tomada de decisões e execução de missões, este fato pode ser 
utilizado como um elemento de escolha da estrutura de software do sistema embarcado. 
O conceito de agentes (Gudwin] serve como um ponto de partida para a concepção da 
arquitetura do software embarcado. Podemos listar uma série de características que tornam 
o conceito de agentes interessantes para serem aplicados dentro do projeto: 
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Autonomia: capacidade de atuar sem intervenção humana, possuindo um certo grau 
de controle sobre suas ações e seus estados internos. 
Reatividade: capacidade de perceber as mudanças do ambiente e, a partir disso, 
tomar as atitudes adequadas. 
Pró-ativismo: os agentes não reagem unicamente às mudanças do ambiente, mas 
também devem realizar ações de forma a alcançar determinadas metas. 
Essas características se ajustam perfeitamente com o que já foi dito anteriormente. 
Portanto utilizar a arquitetura de um agente parece ser uma opção bastante interessante para 
o desenvolvimento de uma arquitetura de software para um sistema robótico. A seguir é 
apresentada a estrutura simplificada de um agente e como os componentes dessa estrutura 
interagem. 
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Figura 2.3 - Estrutura simplificada de um agente 
1--
Os sensores permitem que o agente consiga perceber o ambiente a sua volta e com 
isso determinar seu estado em relação ao mesmo. A partir dessa informação ele consegue 
determinar quais as ações necessárias para se realizar uma determinada tarefa (ou tarefas) 
com o objetivo de alcançar uma determinada meta. Esse processo de tomada de decisão é 
baseado no modelo do mundo que o agente possui e na memória que o mesmo guarda dos 
estados passados, executando assim a ação mais apropriada. Essa ação é executada através 
de uma série de atuadores que alteram o ambiente ou o estado do agente em relação ao 
mesmo. 
É fácil observar que a estrutura de um agente de software pode ser utilizada como 
princípio básico para o projeto do software embarcado. No Capítulo 5 é estabelecido um 
paralelo entre a estrutura do agente de software e os componentes do sistema embarcado, e 
também como esses conceitos se organizam para dar origem ao projeto do software 
embarcado orientado a objeto. 
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2.4.3 Projeto de Software Embarcado 
O projeto do software embarcado para um veículo robótico deve levar em conta diversos· 
aspectos de forma a permitir a implementação de uma arquitetura deliberativo-reativa. 
Porém, é necessário também levar em conta uma série de considerações sobre a 
metodologia a ser aplicada no projeto desse software. 
Os princípios de projeto do Ames Robotic Compututational Architecture - ARCA 
[Fong]- são bastante interessantes para calcar o desenvolvimento de sistemas robóticos: 
• Modularidade: provê flexibilidade e possibilidade de extensão; facilita o projeto através 
do encapsulamento; aumenta a reusabilidade e a manutenibilidade. 
• Simplicidade: aumenta a confiabilidade; agiliza o desenvolvimento e a integração; 
redução do tempo de aprendizagem. 
• Flexibilidade: enfatiza as necessidades específicas de uma aplicação; encoraja a 
inserção de novas tecnologias. 
• Sistemas heterogêneos: diversidade aumenta otimização de subsistemas; possibilidade 
de incorporação de diversos sistemas computacionais; permite a integração de diversos 
componentes. 
• Uso de tecnologias comerciais: usar componentes de prateleira para reduzir tempo de 
desenvolvimento; reduzir a dependência por um determinado tipo de sistema; contínuo 
aperfeiçoamento devido a concorrência existente no mercado. 
A utilização do paradigma de programação orientada a objeto (00) juntamente com 
o uso de uma metodologia de engenharia de software adequada, permitem que todos esses 
princípios de projeto possam ser obedecidos e aplicados de forma correta. Se estes 
princípios forem seguidos de forma correta, o software resultante deve ser de qualidade que 
é expressa pelos seguintes fatores [Fraser): 
• Corretude: o sistema executa exatamente as tarefas para o qual foi desenvolvido. 
• Robustez: o sistema funciona mesmo em condições de operação anormais ou 
imprevistas. 
• Extensão: o sistema pode ser alterado para suportar mudanças em sua especificação. 
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• Compatibilidade: os elementos do sistema podem ser combinados uns com os outros de 
forma a produzir sistemas coerentes. 
• Reusabilidade: possibilidade de reutilizar o sistema, ou partes do mesmo, em 
implementações de novos sistemas. 
Tanto [Fraser] como [Kannan] propõem uma estrutura geral para o software 
embarcado que pode ser aplicada em praticamente qualquer sistema robótico. Em ambos os 
casos o sistema é dividido em três partes principais: sensores, atuadores e o sistema de 
controle inteligente. Em alguns casos pode haver uma quarta parte, que é responsável por 
realizar a comunicação do sistema robótico com um sistema de monitoramento e/ou de 
configuração. 
Esse sistema genérico pode então ser adaptado de acordo com as necessidades 
específicas do Projeto AURORA [Elfes-98a e 98b] [Ramos-98]. 
No AURORA, para se realizar o projeto 00 do software embarcado foi utilizada 
uma metodologia baseada no levantamento dos casos de utilização do sistema (que será 
devidamente apresentada no Capítulo 5) e a modelagem foi realizada utilizando-se a 
linguagem UML (Unified Modeling Language) [Booch et ai] . 
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Capítulo 3 
Componentes do Projeto AURORA 
3.1 Introdução 
Este capítulo apresenta os diversos componentes utilizados no dirigível robótico do 
Projeto AURORA, em sua primeira fase, AURORA I, que pode ser divididos em 3 grupos 
principais: 
• Dirigível AS-800 
• Infra-estrutura Embarcada no Dirigível e a Estação de Terra 
• Equipe e Material de Suporte em Terra 
Serão abordados detalhes sobre o dirigível, alguns aspectos de sua construção física 
e, principalmente, características de seus atuadores (os comandos que devem ser gerados e 
as respostas de saída). 
Informações sobre os atuadores, seu comandos e as respostas do dirigível são de 
grande importância no desenvolvimento de um dirigível robótico. Em termos de controle e 
navegação, os atuadores devem ser comandados de forma apropriada para gerar as 
respostas desejadas durante um vôo. Além disso, é preciso entender também como uma 
falha no seu funcionamento pode afetar no cumprimento de uma missão e o que deve ser 
feito para contornar uma situação desse tipo. Uma descrição das possíveis falhas que 
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podem ocorrer ao sistema e o tipo de ação que deve ser tomada é apresentada no Apêndice 
2. 
A infra-estrutura embarcada e a estação de terra são brevemente apresentados neste 
capítulo sendo que informações detalhadas sobre os mesmos são fornecidas no Capítulo 4. 
A equipe em terra é responsável por realizar a preparação para a realização de vôos, 
operação da estação de terra e, se necessário for, realizar a manutenção do dirigível em 
campo. Uma descrição detalhada dos componentes dessa equipe e dos equipamentos 
utilizados pela mesma é apresentada no final deste capítulo. 
3.2 Dirigível AS-800 
O dirigível utilizado no AURORA I é o AS-800 adquirido da empresa Aírspeed Aírships 
(Inglaterra) [Aírspeed]. É um dirigível não rigido, que possui dois propulsores vetorizáveis 
e quatro superfícies aerodinâmicas montadas em 'X'. 
(a) (b) 
Figura 3.1- Dirigível AS800 utilizado no Projeto AURORA 
3.2.1 Componentes Estruturais e Mecânicos do Dirigível AS-800 
A seguir são apresentados os diversos componentes estruturais e mecânicos que fàzem 
parte do dirigível. Diversos desses componentes foram substituídos ou sofreram evoluções 
de forma a se adequar às necessidades do projeto, o que é descrito a seguir. 
A) Envelope: O envelope é do tipo não rígido. Sua construção é fuita a partir de 
folhas de material plàstico unidas através da sobreposição e aquecimento das mesmas, e 
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preenchida com gás Hélio. Num primeiro envelope, o material utilizado foi o mylar 
(composto por duas camadas plásticas com uma película de alumínio em seu interior). A 
Figura 3.l(a) apresenta o dirigível com envelope de mylar. 
Devido à grande fragilidade do mylar, constatada durante os testes e vôos realizados 
com o dirigível, optou-se por adquirir um segundo envelope, de nylon (ver a Figura 3.1(b)), 
pois, desta forma, pode-se evitar perdas excessivas de hélio através de furos na superficie 
do envelope. O mylar é mais leve que o nylon, porém o último apresenta resistência 
superior. 
O envelope, independente do material, possui uma série de engates e velcros que 
permitem fixar os demais componentes: gôndola, superficies aerodinâmicas, bico para 
atracamento (onde está instalada a sonda de vento). A Figura 3.2 apresenta a disposição 
geral dos componentes sobre o envelope, os quais serão detalhados posteriormente. 
Montada na parte superior do envelope, há uma válvula de escape de Hélio que 
permite que parte do gás ao se expandir (por exemplo, devido a um aumento da 
temperatura) seja liberado, evitando forçar excessivamente as paredes do envelope. O 
piloto em terra também consegue controlar a abertura desta válvula através de uma chave 
do tipo Liga/Desliga. Isto é utilizado em casos de emergência, na ocorrência de algum 
problema de controlabilidade, e toma-se necessário forçar a perda de altitude pelo dirigível. 
B) Superficies Aerodinâmicas: possui uma estrutura construída em madeira balsa 
(utilizada em modelismo ), para obter maior leveza, e é recoberta com uma película plástica 
termo-retrátil. Cada superficie é dotada de um servo em seu interior que permite a 
movimentação de uma aleta articulada. As superficies estão montadas no envelope 
formando um 'X' (ver Figura 3.2). 
A configuração inicialmente adotada gerava pouca manobrabilidade para o 
dirigível, sendo necessário, portanto, aumentar o curso das aletas. Isto foi feito através da 
reprogramação do rádio controle. Após essa alteração, obteve-se um ganho na capacidade 
de realização de manobras (avaliado de forma qualitativa), principalmente em situações de 
emergência. 
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C) Gôndola: possuí uma carcaça construída utilizando-se fibra de vidro e de 
carbono com uma estrutura interna feita em madeira balsa. Dentro da estrutura da gôndola 
estão instalados o sistema de vetorização, tanques de combustível, receptor de rádio 
controle e baterias. Dentro dessa estrutura também é instalado o sistema embarcado, 
composto por computador e sensores (ver a Figura 3.3 para maiores detalhes). Na parte 
externa da gôndola, mas ainda em sua estrutura, estão instalados os motores e o rádio 
modem. A seguir são apresentadas algumas informações adicionais sobre alguns dos 
componentes mecânicos instalados na gôndola. Esses componentes sofreram uma série de 
alterações para se adequar às necessidades do projeto. 
No momento, uma nova gôndola está sendo desenvolvida utilizando componentes 
produzidos em prototipagem rápida [RP], onde uma máquina realiza a sinterização de peças 
de material plástico através de um laser. A sinterização consiste em processo de 
aglomeração de partículas de um determinado material (feito camada a camada), através do 
aquecimento das mesmas, para produção de objetos. Este trabalho está sendo desenvolvido 
principalmente pelo bolsista de iniciação científica e estudante de engenharia mecânica da 
Unicamp, Rodrigo Paniago Peixoto, o que lhe rendeu um artigo [Peixoto]. Detalhes sobre 
essa nova gôndola são apresentados no Apêndice 4. 
• Motores: são utilizados dois motores de aeromodelismo (modelo OS-91FX 
[OSEngines]) que alcançam uma rotação máxima de 15.000 RPM (dependendo da 
hélice utilizada), fornecendo uma força de 80 N (caso ótimo, estimado teoricamente). 
No sistema atual a rotação máxima atingida é de 8000 RPM, fornecendo uma força de 
aproximadamente 45 N. Alterando o conjunto de hélices consegue-se variar a rotação 
máxima e a curva de potência que pode ser obtida. Estes novos motores substituíram os 
antigos motores fornecidos pelo fabricante do dirigível, que além de possuírem potência 
menor, geravam mais ruído e consumiam uma quantidade maior de combustível, 
reduzindo a autonomia de vôo. A escolha, instalação e testes desses novos motores e 
hélices foi trabalho do bolsista de iniciação científica, e estudante de engenharia 
mecatrônica, Ricardo da Rocha Frazzato. 
• Tanques de Combustível: com capacidade para cerca de 2.5 litros o que resulta numa 
autonomia de 30--40 minutos em rotação máxima (8.000 RPM). O combustível é levado 
aos motores através de um conjunto de mangueiras de silicone (que não são corroídas 
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pelo combustível). O combustível é composto por uma mistura de metano!, nitrometano 
e óleo lubrificante. 
• Sistema de Vetorizacão dos Motores: permite que o conjunto dos motores possa ser 
vetorizado de um ângulo de 0° (posição normal de operação) a 120° (com 90° o 
dirigível é impelido na vertical). O ângulo também pode variar de 0° até -60° (nessa 
posição, a propulsão força a perda de altitude). A vetorização toma possível a 
realização de decolagens e aterrissagens verticais, e também permite o vôo pairado. Na 
configuração original da vetorização, que utilizava simplesmente uma alavanca, a 
montagem transmitia o esforço de forma desigual sobre o curso total do servo, gerando 
um desgaste sobre seus componentes mecânicos. Consequentemente, ocorriam falhas 
na resposta do atuador após determinado número de vôos. Esta configuração também 
apresentava um curso reduzido. Um novo sistema de vetorização foi então projetado e 
construído. Atualmente, este sistema utiliza um servo ligado ao eixo de vetorização 
através de uma correia sincronizadora, visando reduzir efeitos da vibração sobre o 
servo além de aumentar o curso da vetorização, atingindo a faixa desejada. Este novo 
sistema de vetorização foi desenvolvido pelo bolsista de iniciação científica Rodrigo 
Paniago Peixoto. 
D) Rádio controle - transmissor e receptor: rádio controle que utiliza sistema digital de 
transmissão, permitindo maior alcance e menor interferência do sinal. Atualmente está 
sendo utilizado um rádio controle da Futaba, modelo PCM1024, que possui um alcance de 
cerca de I ,2 km em visada direta. Este equipamento faz parte do dirigível em sua versão 
original, e é usado em vôos executados por pilotagem manual. 
O trabalho de desenvolvimento dos componentes estruturais e mecânicos do 
dirigível está sendo realizado em conjunto pelo mestrando e vários alunos de iniciação 
científica, já citados anteriormente. 
O Apêndice 4 apresenta uma série de informações sobre os problemas enfrentados 
com o dirigível e as diversas alterações realizadas sobre o mesmo com o intuito de 




Figura 3.2 ·Disposição geral dos componentes do dirigível 
Detalhe: montagem da sonda de vento no bico de atracamento 
Módulo CAN 
Tacômetros + Nível de Combustível 
Receptor 
RádioControle 




Figura 3.3 ·Detalhe da gôndola (disposição dos componentes embarcados) 
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3.2.2 Atuadores do AS-800: descrição dos comandos e resultados obtidos 
É importante conhecer exatamente os atuadores e suas capacidades de curso e de potência 
para saber quais os comandos que devem ser gerados para se obter as manobras desejadas 
durante um vôo. A Tabela 3.1 apresenta a correspondência entre os canais do rádio controle 
e os servos controlados. A seguir são apresentados os comandos gerados no rádio controle, 
e os respectivos resultados obtidos nos atuadores. Todos os servos obedecem aos sinais 
PWM que variam de lms (mínimo) até 2ms (máximo); estes sinais são enviados pelo 
receptor de rádio (na versão original do dirigível) ou pelo hardware embarcado (no caso do 
dirigível atuando como um veículo robótico). 
Canal do rádio controle Servos Controlados 
CHl Superficies Aerodinâmicas 
CH2 Superficies Aerodinâmicas 
CH3 Rotação dos motores 
CH4 -
CH5 Válvula de Hélio [OPEN/CLOSEl 
CH6 Comutador de Modo de Operação 
fON/OFFl 
CH7 Sistema de V etorizacão 
CH8 -
Tabela 3 .I - Correspondência entre canal do rádio e o servo controlado 
O comutador de modo de operação é um dispositivo que permite selecionar a fonte 
dos comandos que são enviados para os servos: comandos do piloto em terra ou os gerados 
pelo computador embarcado (controle automático). Um detalhamento maior sobre este 
dispositivo é apresentado no Capítulo 4. 
A) Supertlcies Aerodinâmicas 
Como já foi dito (ver Seção 3.2) as superflcies aerodinâmicas estão montadas em 'X' e os 
comandos de rudder (comando de direita/esquerda) e elevator (comando de subida/descida) 
precisam ser compostos para gerar os comandos apropriados nesse tipo de montagem. 
As superflcies estão numeradas de 1 a 4 sendo que as superflcies 1 e 4 estão 
associadas, ou seja, fazem o mesmo movimento, assim como a 2 e a 3 também. As 
superflcies 1 e 4 estão ligadas ao canal 1 do rádio (CH1) e a 2 e 3 ao canal 2 (CH2) -




V1são da pane traseira do dirigiwl 
Figura 3.4- Numeração das superfícies aerodinãmicas 
Os comandos de rudder (RUD) e os de elevator (ELV) são compostos da seguinte 
forma para gerar os comandos dos canais 1 e 2 do rádio (ver também a Figura 3.5): 
Comando/Resposta Mínimo Intermediário Máximo 
RUD Direita Neutro Esquerda 
ELV Desce Neutro Sobe 
Os comandos são compostos da seguinte forma: 
CHl = (RUD - EL V)/2 
CH2 = (RUD + EL V)/2 
Os valores de CHI e CH2 estão limitados dentro do range de -500 a +500. Se a 
soma ou a subtração dos valores de EL V e RUD excederem estes limites os valores são 
aproximados. O software responsável por gerar os comandos realiza essa limitação de 
forma automática. 
+ + + + 
X X X X 
SOBE OESCE DIREITA ESQUERDA 
Figura 3.5 -Equivalência entre a atuação da cauda em '+'e a cauda em 'X' (visão traseira) 
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B) Vetorização 
Para a vetorização os comandos gerados agem da seguinte forma: 
Comando/ Angulo Mínimo Máximo 
Vetorização -60° 120° 
Os ângulos intermediários variam linearmente de acordo com o comando gerado. 
90" 
( ! 
" --n~t>I=:..._;:J~o- o• 
Figura 3.6- Referência de ângulo para o sistema de vetorização 
C) Rotação dos Motores 
Para o controle de rotação dos motores os comandos gerados sobre os servos são os 
seguintes: 
Comando Máximo Mínimo 
Rotação Rotação zero Rotação Máxima (depende 
(motor desligado) do conjunto motor + hélice) 
A rotação não varia linearmente com o comando gerado, e o empuxo fornecido 
também não varia linearmente com a rotação do motor. Para cada conjunto de hélices que é 
utilizado existe uma curva de potência específica que deve ser levantada. 
3.3 Sistema Embarcado 
A seção anterior apresentou os componentes originais do dirigível e as evoluções 
introduzidas no âmbito do AURORA. Esta seção descreve, de forma sucinta, o sistema 
embarcado desenvolvido neste trabalho, para suportar a operação do dirigível como um 
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sistema robótico autônomo. Uma descrição detalhada de todos os componentes encontra-se 
no Capítulo 4. 
3.3.1 Sensores 
A seguir é apresentada uma lista dos sensores atualmente instalados no dirigível. A Figura 
3.2 e a Figura 3.3 apresentam onde estes sensores estão posicionados no dirigível. A Figura 
4.1 a forma como tais sensores estão conectados dentro do sistema embarcado. 
Dentre os sensores temos: 
• um GPS com sistema de correção diferencial que fornece informações de latitude, 
longitude e altitude, além das velocidades nesses três eixos; 
• uma unidade inercial que fornece a atitude, taxas angulares, acelerações e orientação 
dada por uma bússola; 
• uma sonda de vento que além de indicar a direção e a intensidade do vento, também 
fornece dados de altitude barométrica. 
Há também uma série de sensores que permitem acompanhar o status do dirigível: 
tacômetros instalados nos motores, sensor de nível de combustível e sensor de pressão 
interna do envelope. 
Maiores detalhes sobre os sensores podem ser encontrados no Capítulo 4. 
3.3.2 Atuadores 
Os atuadores são comandados pelos sinais gerados por duas fontes diferentes: 
• Receptor de Rádio: recebe os comandos gerados pelo piloto em terra. Este receptor 
possui 8 canais disponíveis que estão sendo utilizados segundo a configuração dada 
pela Tabela 3. I. 
• MCC: microcontrolador que gera sinais PWM que controlam os servos quando o 
sistema está em modo de controle automático ou quando é controlado pela estação de 
terra. 
Estes dois sistemas podem ser alternados através de um dispositivo denominado de 
comutador de modo de operação que além de permitir a mudança de comando manual para 
um automático, também isola eletricamente o sistema embarcado dos servos, mantendo-os 
seguros de qualquer tipo de pane elétrica. 
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Os servos controlados são os seguintes: 
• Motores: 2 servos (um para cada motor) controlando a velocidade de rotação dos 
motores (regula a abertura do carburador). 
• Vetorização: 1 servo que faz com que o sistema de vetorização tenha um curso de 
180 graus (O graus- propulsão na horizontal ; 90 graus- propulsão na vertical). 
• Superficies Aerodinâmicas: 4 servos (um para cada superficie aerodinâmica) 
acoplados dois a dois. 
• Válvula de Escape de Hélio: 1 servo atuando sobre uma válvula [OPEN/CLOSE]. 
Está montada na parte superior do envelope (ver Figura 3.2). 
3.3.3 Computador Embarcado 
Computador padrão PC-! 04 [PC/I 04] com as seguintes características: Pentium 133 
MHz com 32 Mbytes de RAM, interface para rede Ethemet, teclado, porta paralela, IDE, 
placa de vídeo VGA, 6 portas seriais e Flash Disk de 42 Mbytes. 
3.3.4 Sistema de Comunicação 
Dois links de comunicação estão sendo utilizados atualmente: 
• Link de comunicação via rádio modem com a estação de terra 
• Link de vídeo 
Os componentes apresentados em 3.3.1 a 3.3.4 são descritos de forma mais 
detalhada no Capítulo 4. 
3.4 Equipe e material de suporte em terra 
O material de suporte em terra é composto pela estação de terra (um computador com um 
sistema de GPS Diferencial) e equipamento de suporte do dirigível (manutenção, 
abastecimento, preparação para vôos). A equipe em terra é responsável por realizar o 
acompanhamento da operação do dirigível e das condições meteorológicas, e também 
controlar aspectos da missão que está sendo realizada. 
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3.4.1 Estação de Terra 
Composta por: 
• Computador para o env1o de comandos para inicialização/configuração de 
controladores embarcados e para definição de missão em termos de pontos de 
passagem e, durante um vôo, para o monitoramento do status do dirigível 
(recepção e armazenamento de dados de telemetria). 
• GPS Diferencial: gera sinal de correção utilizado pelo GPS embarcado. 
Um detalhamento maior dos componentes da estação de terra podem ser encontrados no 
Capítulo 4. 
3.4.2 Equipe de apoio ao dirigível 
A equipe em terra, que se comunicam através de walkie-talkies de forma a trocar 
informações e coordenar ações, é composta pelas seguintes pessoas: 
• Operador de estação da terra: antes do vôo, é responsável por realizar o 
acompanhamento do dirigível a partir da estação de terra. Através das informações 
obtidas por telemetria, observa o comportamento do dirigível, realiza a gravação dos 
dados interessantes, dispara o envio de comandos, valores de configuração (ganhos de 
controladores), e dados de missão. 
• Piloto do dirigível: comanda o dirigível através de um rádio controle de modelismo 
(previamente descrito). Nas fases inicias de desenvolvimento o piloto é responsável 
pela decolagem, vôo com a realização de manobras variadas e aterrissagem. Em fases 
do desenvolvimento de controladores, o piloto assume o papel de piloto de segurança, 
assumindo o controle do dirigível em casos de emergência ou perigo para o sistema. 
• Pessoal de apoio e manutenção (duas a três pessoas)- realizam as seguintes tarefas: 
levar o dirigível e o equipamento de suporte da garagem até o local dos vôos. 
Depois de finalizados os testes, o dirigível é levado de volta para a garagem pela 
equ1pe. 
ligar motores e levar o dirigível do ponto de atracamento até o ponto mais 
apropriado para a decolagem (piloto indica melhor posição e orientação de acordo 
com as condições do vento). 
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acompanhar as condições meteorológicas, principalmente a direção e a intensidade 
do vento, e passar estes dados para o piloto e para o operador da estação de terra. 
Desta forma evita-se que algum tipo de acidente ocorra. 
realizar pequenas manutenções no dirigível, no sistema embarcado ou na estação de 
terra. 
gravar imagens de vôos experimentais e testes de manobras do dirigível. Tais vídeos 
auxiliam o piloto a detectar erros de pilotagem e a equipe do projeto a determinar 
problemas no funcionamento e levantar características de vôo do dirigível. 
3.4.3 Equipamentos de suporte de vôo 
A lista de equipamentos é composta basicamente por: 
• equipamento para ligar os motores do dirigível (starter e glow plug) mais ferramentas 
para realizar limpeza dos motores. Tais equipamentos estão organizados dentro de uma 
caixa de ferramentas adaptada e são alimentados por uma bateria de 12 V. 
• caixa de ferramentas para realizar a manutenção dos diversos componentes que estão 
em campo (dirigível, sistema embarcado e estação de terra). Esse conjunto de 
ferramentas deve incluir colas e fitas adesivas que permitam realizar reparos rápidos no 
envelope e em elementos da gôndola. 
• tubo de Hélio para calibrar a pressão do envelope antes dos vôos. 
• mastro de atracamento do dirigível. 
• anemômetro e biruta para acompanhar a direção e a intensidade do vento. 
• conjunto de walk-talkies. 
Os procedimentos de vôo (decolagem, pouso), manutenção e emergência são 
apresentados no Apêndice I. Tais procedimentos procuram documentar de forma clara e 
concisa as diversas situações que ocorrem durante a operação de um dirigível. Mesmo que 
alguns dos conhecimentos tenham sido fornecidos diretamente do fabricante do dirigível, a 
maioria das informações apresentadas nesses documentos foram adquiridas através da 
experiência acumulada das tentativas para se solucionar problemas reais de operação que 
foram surgindo no decorrer do projeto. 
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Capítulo 4 
Infra-estrutura de Hardware do 
Projeto AURORA 
4.1 Introdução 
No capítulo anterior foram apresentados os principais componentes do Projeto AURORA. 
Contudo, o enfoque principal foi sobre o dirigível em si e seus atuadores, sendo que os 
componentes de hardware utilizados foram apenas listados. 
Neste capítulo, os diversos componentes de hardware, tanto o embarcado quanto o 
de terra, são apresentados em detalhes. São apresentados também os critérios usados para 
realizar a seleção desses componentes de forma a atender as necessidades do projeto. 
Podemos dividir os componentes de hardware em três conjuntos principais: 
sistema embarcado, 
sistema de comunicação, 
estação de terra. 
Cada um desses conjuntos terão seus componentes apresentados de forma detalhada 
neste capítulo. A Seção 4.2 apresenta a infra-estrutura de processamento embarcada e o 
conjunto sensorial utilizado. Também é discutida a utilização do CAN dentro do sistema 
embarcado como solução para o problema de integração de novos sensores e atuadores ao 
computador embarcado. Na Seção 4.3 é apresentado o sistema de comunicação utilizado 
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entre o sistema embarcado e a estação de terra, e no Seção 4.4 são descritos os 
componentes da estação de terra. 
4.2 Sistema Embarcado 
O sistema embarcado (ver parte superior da Figura 4.1) é composto pelos seguintes 
componentes principais: CPU, sensores (GPS, unidade inercial, bússola e sonda de vento), 
atuadores (servos conectados a um microcontrolador e ao receptor de rádio controle) e 
sistema de segurança. O sistema embarcado se comunica com a estação de terra através de 
um link de rádio modem. 
Os componentes do sistema embarcado foram selecionados seguindo uma série de 
critérios dentro os quais podemos destacar: 
• tamanho e peso reduzido devido à capacidade limitada de carga do dirigível (todo o 
sistema não deve ultrapassar um determinado peso pois isto inviabiliza a realização de 
vôos). 
• robustez face à vibração e choques mecânicos: o dirigível utiliza motores a combustão 
que geram elevado grau de ruído e vibração, e também por ser um veículo experimental 
que atua em campo, estando muito sujeito a quedas e choques com objetos no ambiente. 
• consumo reduzido de energia: o sistema todo deve ser alimentado por baterias e estas 
não podem ser muito grandes e pesadas. As baterias utilizadas devem ser pequenas, 
leves e possuir uma durabilidade elevada. 
• baixo custo: utilização de componentes disponíveis no mercado reduzindo os custos do 
processo de desenvolvimento da solução. 
• dados fornecidos através de interfaces de saída padronizadas: visando reduzir o custo de 
integração do componente e o tempo de implementação. 
• compatibilidade com a plataforma de software utilizada: atualmente o sistema 
operacional que está sendo utilizado é o Linux que está sendo executado sobre uma 
plataforma PC. 
A maior parte do sistema embarcado (Figura 4.1) está montada na gôndola do 
dirigível (ver as Figuras 3.2 e 3.3). A Figura 4.2 apresenta o empacotamento feito para a 
CPU e os sensores inerciais. 
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Rádio Modem ~"' 
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= 
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Comando Manual do Diógivel 
Estaç!l.o de Terra Rádio Controle do Dirioivel 
Sistema de segurança 
Figura 4.1 • Estrutura do sistema embarcado e da estação de terra 
Figura 4.2- Empacotam eu to realizado para a CPU e os sensores inerciais 
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4.2.1 Infra-estrutura de Processamento Embarcada 
Computador embarcado 
A CPU utilizada no sistema embarcado é do tipo PC-104 [PC/104], padrão amplamente 
utilizado em sistemas industriais embarcados. Cada módulo PC-1 04 possui dimensões 
reduzidas (3,6 x 3,8 polegadas), baixo consumo de energia e um barramento vertical que 
permite que os módulos possam ser empilhados, reduzindo o espaço ocupado. O 
barramento vertical também prove grande imunidade aos problemas causados por vibração 
e choques mecânicos. A solução utilizada no dirigível é composta pelos seguintes módulos: 
• CPU MOPS lcd5 [JUMPtec]: possui processador Pentium 133 MHz, 32 Mbytes de 
RAM, 2 portas seriais, I interface paralela EPP, interface de rede lOBase-T Ethemet, 
interface para teclado, interface IDE (para disco flexível e disco rígido). 
• Placa Multiseríal EMERALD- MM [Diamond]: com 4 portas seriais que podem ser do 
tipo RS-232 ou RS-445. Como a maioria dos sensores possui saídas digitais, optou-se 
por utilizar essa placa para realizar o interfaceamento. 
• Fonte de Alimentação Vl04 [Tri-M]: a partir de um fonte de 12V (urna bateria 
comum), gera alimentação para o conjunto dos módulos PC-1 04. 
• Adaptador de Vídeo VGA PCM-3510. 
(B) Vista lateralmente 
(A) Vista de cima 
Figura 4.3- Formato das placas PCl04 (medidas em polegadas) 
A placa de vídeo tem a função de permitir que o sistema possa ser configurado e 
testado em terra. Conectando-se um monitor e um teclado à CPU embarcada pode-se 
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utilizar o sistema como um PC normal, o que facilita a sua configuração. Através da 
conexão Ethemet pode-se ligar o PC em uma rede e realizar a transferência de novos 
módulos de software para atualização da configuração do sistema. 
Como o sistema embarcado é sujeito a vibrações e a possíveis choques mecânicos, a 
utilização de um disco rígido comum seria muito problemático. Um disco rígido comum 
também possui um consumo de potência razoável o que provocaria uma diminuição da 
autonomia das baterias existentes no sistema. Para resolver esse problema adotou-se um 
Flash Drive (San Disk) com 42 Mbytes de capacidade no local do disco rígido. Esse disco 
de estado sólido possui tolerância à vibração, além de possuir menor consumo de energia. 
Nesse disco foi instalado um núcleo mínimo do sistema operacional Linux [Linux, LRP] e 
módulos RTLinux [RTLinux] para a execução das tarefas tempo real: recepção de dados de 
sensores e comunicação com a estação de terra. Maiores detalhes a este respeito são 
apresentados em [Mirísola-2000]. 
Microcontroladores 
Os sistemas microcontroladores utilizados no sistema embarcado são o Siemens 80C517, 
utilizado no MCC, e o 80C515C, utilizado no mM515 [Siemens]. O primeiro foi 
desenvolvido no ITI e o segundo foi adquirido [Phytec]. Ambos podem ser utilizados para 
as seguintes funções genéricas: 
• realizar medidas de sinais analógicos de sensores através de um conversor AID com 1 O 
bits de resolução. 
• capturar sinais digitais através de interrupções externas (adquirir e medir sinais PWM 
do receptor de rádio controle, rotação dos motores através dos tacômetros). 
• gerar sinais PWM para comandar os servos. 
• comunicação com o PC embarcado através de um interface serial RS232. 
• comunicação com o PC embarcado através do CAN (somente no caso do mM515C). 
Esses microcontroladores são utilizados para realizar a interface com dispositivos 
que não possuem saída digital do tipo RS-232, RS-445 ou CAN (apresentado na seção 
seguinte). Eles são responsáveis por realizar a aquisição de dados, sua formatação e envio 
para a CPU embarcada. Atualmente MCC é utilizado para realizar a interface com o 
receptor de rádio controle e os servos, realizando a leitura e a geração de sinais PWM. O 
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mM515 está sendo utilizado junto à sonda de vento e acoplado aos sensores de 
monitoramento do status do dirigível. 
4.2.2 Integração sensorial e uso do CAN - Controller Area Network 
A abordagem inicialmente adotada para realizar a interconexão entre os diversos 
dispositivos embarcados foi através de interfaces seriais do tipo RS-232. O problema de se 
utilizar essa abordagem é a limitação no número de portas seriais que podem ser 
disponibilizadas. O computador embarcado possui um número limitado de interrupções e, 
por este motivo, mesmo que fosse introduzida mais uma placa multiserial, não haveria 
interrupções suficientes para suportar todas as novas portas. Desta forma, não seria possível 
utilizar um recurso do RTLinux, o rt_com, para realizar o gerenciamento dessas portas (o 
Capítulo 5 apresenta o rt_com de forma mais detalhada). 
Essa limitação no número de portas seriais também acaba limitando o número de 
dispositivos que podem ser conectados via serial ao computador de bordo. Com o 
desenvolvimento de novos sensores e a necessidade de se comandar mais atuadores, torna-
se necessário encontrar uma alternativa para se realizar a inserção desses novos dispositivos 
no sistema embarcado. 
A solução encontrada foi a instalação de um barramento de campo (field bus) para 
realizar a interconexão entre os dispositivos. A tecnologia de barramento de campo adotada 
foi o CAN (Controller Area Network). A seguir são apresentadas as características gerais 
do CAN, os motivos porque este foi selecionado dentre tantos tipos de barramento 
existentes, e a forma como este foi integrado ao restante do sistema do AURORA. 
A) Características Gerais do CAN 
CAN (CAN] é um barramento serial utilizado para realizar troca de mensagens em 
ambientes distribuídos para sistemas embarcados. Foi inicialmente concebido para sistemas 
automotivos, mas a sua utilização em controle e automação vem aumentando 
consideravelmente nos últimos anos. Já existem, inclusive, alguns sistemas robóticos 
experimentais que fazem uso do CAN em seus sistemas embarcados [Schraft]. 
54 
CAN provê tempo real e tolerância a falhas, características importantes em sistemas 
de controle, sendo que o número de nós é limitado somente pelas características elétricas. 
As mensagens são trocadas entre os nós através de broadcast, sendo que não existe a 
necessidade de um mestre para coordenar esse processo. Os conflitos de transmissão são 
tratados pelo próprio hardware, sendo totalmente transparente para o projetista do sistema. 
Ao contrário dos sistemas de rede comuns, os nós da rede CAN não possuem 
identificadores, somente as mensagens possuem. Isto garante uma associação não ambígua 
entre a mensagem e o seu conteúdo. Os identificadores, além de indicarem o conteúdo, 
também indicam a prioridade da mensagem, sendo que o projetista do sistema é 
responsável por realizar essa definição. Os identificadores de mensagens podem ser de 11 
bits (CAN versão 2.0A) ou de 23 bits na versão mais recente (CAN versão 2.0B). 
A taxa de transmissão depende do comprimento do barramento e do modo de 
transmissão utilizados (diferencial ou não-diferencial), mas pode chegar a até I Mbits/s em 
barramentos curtos (até 40 m). Utilizando o modo de transmissão diferencial é possível 
alcançar distâncias elevadas sem ser necessária a utilização de repetidores. 
Todos os mecanismos de transmissão e recepção de mensagens, detecção de falhas e 
tratamento de prioridades estão embutidos no próprio hardware, simplificando a 
implementação de aplicativos e reduzindo a carga de trabalho do processador. 
Em nível fisico, o barramento CAN é composto por 5 fios: 
CAN_HI e CAN_LO: utilizados para transmissão/recepção de dados. 
V+ e V-: fios de alimentação, ou seja, além de dados o barramento CAN também 
transmite a energia para alimentar os dispositivos acoplados ao mesmo. 
e um fio de dreno ( aterramento ). 
Para compreender melhor o funcionamento do barramento CAN é essencial 
conhecer melhor a estrutura das mensagens transmitidas. A seguir é apresentada a estrutura 
das mensagens CAN. 
Uma mensagem CAN é composta por 4 partes principais (ver Figura 4.4): 
• Identificador da mensagem: além de identificar a mensagem também pode ser utilizada 
para identificar o dispositivo que envia/recebe a mesma. Este campo também indica a 
prioridade com que a mensagem está sendo transmitida, sendo que quanto menor o 
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número do identificador maior a prioridade. Durante o processo de envio da mensagem, 
o dispositivo que está enviando a mesma monitora continuamente o estado do 
barramento. Caso seja detectada uma mensagem com maior prioridade, o envio da 
mensagem com menor prioridade é suspensa imediatamente. Se dois dispositivos 
iniciam a transmissão de uma mensagem simultaneamente, somente a que possui maior 
prioridade irá finalizar a transmissão, a de menor prioridade irá aguardar a liberação do 
barramento para realizar a retransmissão. A colisão de mensagens é tratada da seguinte 
forma: ao mesmo tempo que uma mensagem é enviada, ela é monitorada bit-a-bit pelo 
transmissor. Se o transmissor perceber que um determinado bit é diferente daquele que 
deveria estar presente no barrramento, este pára imediatamente de transmitir pois há 
uma mensagem diferente sendo transmitida (e com uma prioridade maior também). 
Este esquema de transmissão é chamado de WIRED-OR. 
• Código de Tamanho da Mensagem (DLC- Data Lenght Code): indica a quantidade de 
bytes de dados contidos na mensagem (tamanho máximo de 8 bytes). Esse tamanho 
máximo impede que uma única mensagem ocupe o barramento por tempo 
demasiadamente longo e também reduz a ocorrência de erros de transmissão. 
• Requisição de Transmissão Remota (RTR- Remate Retransmission Request): usado na 
requisição de uma mensagem específica. No caso do CAN não existe a situação de 
envio de uma mensagem para um dispositivo requisitando uma determinada 
informação, mas sim uma requisição direta à informação em si. Assim, quando existe a 
necessidade de um dado, é enviada uma mensagem pelo interessado com o identificador 
idêntico ao da mensagem desejada mas com o bit RTR ativado. Esse bit é relevante para 
o mecanismo de prioridades, pois pode ocorrer de uma requisição de uma mensagem 
ser feita simultaneamente ao próprio envio esporádico dessa mensagem. Assim, 
obviamente, terá prioridade a mensagem. 
• Campos de dados e verificação de erros (Data jields e CRC): são os campos de dados 
propriamente ditos. Podem existir de O a 8 bytes de dados por pacote a serem definidos 
pelo campo DLC. Os campos de dados são seguidos por campos de verificação de erros 
CRC (valida o conteúdo da mensagem recebida). 
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Figura 4.4 - Formato da mensagem CAN 
Há uma grande variedade de protocolos de alto nível definidos para o CAN, dentre 
os quais podemos citar: DeviceNet, CANOpen, CAL (CAN Application Layer), CAN 
Kingdom e SDS (Smart Distributed System). Estes protocolos foram desenvolvidos por 
diversas empresas para realizar o suporte de sistemas onde o número de dispositivos 
acoplados ao barramento é elevado (da ordem de dezenas a centenas de nós) e a gerência 
dos mesmos passa a ser um problema. Tais protocolos permitem: 
monitorar o estado do barramento e dos dispositivos conectados ao mesmo, 
identificar cada um dos nós que estão conectados ao barramento, 
realizar a distribuição dos identificadores de mensagens entre os nós, 
controlar a troca de dados entre diferentes processos (no caso de um sistema 
distribuído). 
Dados mais completos sobre esses protocolos e seu funcionamento podem ser 
encontrados em [CAN-CiA]. 
Uma especificação mais detalhada das mensagens CAN, dos mecanismos de 
detecção de erros e as formas de controle de concorrência no barramento são apresentadas 
em [CANSpec]. 
B) CAN no sistema embarcado do projeto AURORA 
Através da inserção do CAN no sistema embarcado, a limitação do número de sensores que 
podem ser acoplados não é mais um problema crítico, pois o identificador (li ou 29 bits) é 
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capaz de suportar um grande número de mensagens diferentes (muito além do que é 
necessário para o Projeto AURORA). O barramento permite que muitos dispositivos 
possam ser acoplados, sendo que, nem a distância e nem o identificador de mensagens são 
limitações. 
A distância entre os sensores e a CPU não é problema pois o CAN pode ser 
utilizado para realizar a transmissão em ambientes com barramentos que podem alcançar 
várias centenas de metros. Para barramentos muito longos é necessário reduzir a taxa de 
transmissão de forma a reduzir a ocorrência de erros. No caso do dirigível essa distância 
não irá ultrapassar uma dezena de metros. 
O tamanho do identificador das mensagens também é suficiente para suprir as 
necessidades do AURORA e também permite definir as prioridades das mensagens durante 
o projeto do sistema. 
Outras vantagens são: 
• taxa de transmissão elevada se comparada com as interfaces RS-232; 
• mecanismos de tolerância a falhas e detecção de erros embutidos no próprio hardware; 
• homogeneidade na forma de conexão: todos os dispositivos (CPU, sensores, atuadores) 
enxergam o barramento de forma igual; 
• redução da quantidade de cabos utilizados: como o dirigível é longo (da ordem de I O 
metros) a utilização de cabos longos pode introduzir problemas de peso e de 
confiabilidade. Utilizando interfaces seriais do tipo RS-232, seriam necessários diversos 
cabos para conectar os dispositivos ao computador embarcado. Com o CAN utiliza-se 
um único cabo que serve para conectar todos os dispositivos, ou seja, um cabo percorre 
toda a extensão do dirigível e os diversos dispositivos se conectam ao computador 
embarcado através dele. 
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Figura 4.5- Sistema híbrido combinando RS-232 Figura 4.6 _Sistema que utiliza somente o barramento 
(ponto a ponto) e o barramento CAN CAN 
Atualmente o sistema embarcado é uma versão híbrida que trabalha com alguns 
elementos conectados através de portas seriais e outros através do barramento CAN (ver 
Figura 4.5). Um objetivo futuro pode ser realizar a evolução do sistema embarcado para um 
versão com todos os elementos conectados através de CAN, como apresentado na Figura 
4.6. 
C) Componentes utilizados para a integração de sensores através do CAN 
Foram introduzidos os seguintes componentes ao sistema embarcado: 
• CAN4EPP (Zanthic Technologies) [CAN4EPP]- realiza a interface entre o computador 
embarcado e o barramento CAN (ver Figura 4.7). Possui um controlador CAN da Intel 
[82527] que é ligada ao computador embarcado através da interface paralela (EPP -
Enhaced Parallel Port). A programação dessa interface CAN é feita através da escrita 
nos registros da porta paralela e gerando assim os sinais de controle apropriados. O 
software básico foi adaptado de uma versão fornecida pelo fabricante. 
• miniModul 515C (Phytec) [mM515C]- módulo básico através do qual os elementos 
sensoriais estão sendo integrados à rede CAN (ver Figura 4.8). Este módulo possui um 
microcontrolador Siemens 80C515 de 8 bits [Siemens-515] que possui interface 
completa para utilização com CAN. Possui também um conversor AD de 10 bits, uma 
interface RS232, portas de interrupção externa, contadores e portas digitais. 
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Figura 4.7- CAN-4-EPP da Zanthic Figura 4.8- miniModul 515C da Phytec 
Atualmente existem dois tipos de sensores que estão conectados via CAN através do 
miniModul515C: 
• tacômetros e sensor de nível de combustível, cuja descrição é apresentada na Seção 
4.2 .3, subseções E e F. 
• sonda de vento, que apresentou vários problemas até que uma solução final fosse 
implementada utilizando-se CAN. Uma descrição dessa solução é apresentada na Seção 
4.2.3, item D. 
O processo de especificação e integração do CAN ao sistema embarcado do 
AURORA foi realizado principalmente pelo bolsista de iniciação científica Bruno Guedes 
Faria (estudante de Engenharia de Computação da Unicamp). Um detalhamento específico 
sobre o CAN dentro do contexto do Projeto AURORA pode ser encontrado em [Faria]. 
4.2.3 Sensores 
As Figuras 3.2 e 3.3 apresentam um esquema do dirigível e a disposição dos elementos 
sensoriais e dos atuadores. A seguir é apresentada a descrição dos sensores atualmente 
utilizados no Projeto AURORA. Os dados dos sensores são enviados à um módulo de fusão 
sensorial que fornece as informações necessárias para os módulos de controle e navegação 
do dirigível. Os algoritmos de controle são detalhados em [Azinheira-2000a]. 
Há também sensores acoplados ao dirigível para realizar a monitoração de seu 
status. Tais sensores são importantes para se verificar o correto funcionamento dos 
dispositivos mecânicos do dirigível, sua integridade estrutural e capacidade de vôo nos 
casos onde o dirigível está fora do alcance visual da equipe em terra. 
A seguir são listados os diversos sensores adquiridos e desenvolvidos, um 
detalhamento sobre o seu funcionamento e os dados fornecidos pelos mesmos. 
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A) GPS e Sistema de Correção Diferencial 
O sistema de GPS utilizado é o SveeSix [Trimble], composto por um conjunto de placa 
com saída digital RS232 mais uma antena receptora. O sistema de GPS capta sinais de 
satélites e determina a sua posição nas três dimensões: latitude, longitude e altitude. Sua 
precisão é de 50 metros em latitude e longitude, e de I 00 metros em altitude, mas utilizando 
o sinal de correção diferencial enviado por uma estação de GPS diferencial fixa em terra 
(ver Seção 2.3 .I) , a sua precisão sobe para cerca de 5 metros para dados de latitude e 
longitude, e I O metros para a altitude. Sistemas de GPS mais modernos, utilizando sistemas 
de detecção de diferença de fase ( carrier phase ), conseguem atingir precisão da ordem de 
alguns centímetros. Por enquanto, os sistemas que funcionam por detecção de diferença de 
fase dependem de antenas transmissoras instaladas em solo. O sistema de GPS também 
fornece dados de velocidades nos três eixos. 
Sigla Nome Unidade Precisão 
X Longitude m 5 m (*) 
y Latitude m 5 m (*) 
z Altitude m I O m (*) 
Vx Velocidade eixo X [positivo para leste] m/s -
Vy Velocidade eixo Y [positivo para norte] rnls -
Vz Velocidade eixo Z [positivo para cima] m/s -
Tabela 4.1 - Dados mais relevantes fornecidos pelo GPS 
(*)-utilizando o sistema de correção diferencial (GPS Diferencial) 
Dados auxiliares fornecidos pelo GPS: 
• Tempo dado pelo relógio dos satélites (UTC) 
• Número de satélites visíveis e código dos satélites utilizados 
• Status do GPS e do GPS Diferencial 
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Figura 4.9 -Placa e a antena receptora do GPS embarcado 
B) DMU- Dynamic Measurement Unit- DMU-AHRS [DMU] da Crossbow [XBow] 
Este sensor foi o último a ser integrado ao sistema embarcado, substituindo a antiga 
unidade inercial DGI (Digital Giro lnclinometer). Este sensor utiliza três magnetômetros, 
três acelerômetros, três giroscópios e um DSP de alta perfonnance para fornecer as medidas 
corrigidas. Os elementos sensoriais são do tipo micro-machined devices, o que lhes confere 
um grande durabilidade e resistência, não necessitando de calibração interna. 
Além das taxas de giro e das medidas de aceleração, este sensor também fornece 
dados de inclinação, que são obtidos através da integração no tempo das medidas dos 
giroscópios e corrigidos utilizando-se os dados dos acelerômetros e dos magnetômetros. 
Os giroscópios utilizados por esta unidade inercial são piezoelétricos e usam a força 
de Coriolis para medir a taxa de giro. A Seção 2.3.1 apresenta mais informações sobre este 
tipo de giroscópio. Dados adicionais podem ser encontrados em um documento publicado 
pelo fabricante [Randle]. 
Figura 4.10- Unidade Inercial DMU-AHRS Figura 4. I 1 - TCM- Inclinômetro de bolha e bússola 
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Sigla Nome Unidade Precisão 
R Roll (em torno do eixo X ) [ -90 a +90 graus] graus +/- 1 grau 
p Pitch (em torno do eixo Y) [ -90 a +90 graus] graus +/- 1 grau 
y Yaw (em torno do eixo Z) [-180 a+ 180 graus] graus +/- 1 grau 
RR Roll Rate graus/s -
PR Pitch Rate graus/s -
YR YawRate graus/s -
Ax Aceleração X m/sz -
Ay Aceleração Y m/sz -
Az Aceleração Z mlsz -
Tabela 4.2 - Dados fornecidos pela unidade inercial DMU-AHRS 
Dados auxiliares fornecidos pela DMU: 
• Mx - campo magnético no eixo X 
• My - campo magnético no eixo Y 
• Mz - campo magnético no eixo Z 
• Temperatura interna do sensor 
C) TCM [TCM, Precision] 
O módulo TCM fornece dados de atitude (rol/ e pitch), bússola e temperatura. Os dados de 
inclinação são obtidos através de um sensor de bolha ( sensor de nível baseado na força 
gravitacional - ver Capítulo 2). O dado da bússola é obtido através de um conjunto de 
magnetômetros dispostos nos eixos X, Y e z. A medida da bússola é corrigida internamente 
utilizando os dados do inclinômetro. 
O equipamento embarcado, principalmente a CPU, gera campos elétricos e 
magnéticos que não são desprezíveis e que afetam as medidas realizadas pelos 
magnetômetros do TCM. Mesmo realizando a calibração do equipamento para compensar 
esses efeitos, o erro apresentado nas medidas é superior ao indicado pelo fabricante. 
Os dados fornecidos por este sensor são redundantes aos fornecidos pela unidade 
inercial DMU-AHRS. Apesar disso, como os princípios de funcionamento dos dois 
sensores são diferentes, pode-se explorar essa diferença em um esquema de fusão sensorial 
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para obter valores mais confiáveis. Futuramente pode-se pensar em retirar este sensor do 
sistema, mantendo apenas a unidade inercial DMU-AHRS. 
Sigla Nome Unidade Precisão 
R Roll [-50 a +50 graus] graus +/- 0.4 grau 
p Pitch [-50 a +50 graus] graus +/- 0.4 grau 
y Yaw [O a 360 graus] graus +/- I grau 
r Temperatura [-20 a 70 graus] Celsius -
Tabela 4.3 - Dados fornecidos pelo TCM 
D) Sonda de Vento ADM 
A sonda de vento [ Azinheira-99] é utilizada para realizar a medida do módulo de 
velocidade relativa de vento sobre o dirigível, sua atitude face ao vento (ângulos de ataque 
vertical e horizontal) e também a altitude através da pressão atmosférica (ver Figura 
4.12(a)). Os sensores utilizados realizam a medida de pressão do ar em diferentes pontos no 
corpo da sonda. A partir desses valores pode-se calcular a velocidade e os ângulos de 
ataque do vento sobre o dirigível. 
Como a velocidade de operação do dirigível é baixa (menos que 50 kmlh) e em 
geral as sondas de vento existentes realizam medidas para aviões que operam em uma faixa 
de velocidades muito maior, a sonda de vento utilizada precisou ser construída e calibrada 
para esse propósito específico, tendo sido desenvolvida pela equipe do Dr. José Raul 
Azinheira do Instituto Superior Técnico de Lisboa, Portugal, colaborador do Projeto 
AURORA. 
Sigla Nome Unidade Precisão 
Alfa Angulo de ataque vertical graus +/- 1 grau 
Beta Angulo de ataque lateral graus +/- I grau 
Pdin Módulo da velocidade relativa (velocidade do mmHg -
vento) 
Pest Pressão estática (altitude barométrica) mmHg -
Tabela 4.4 - Dados fornecidos pela sonda de vento 
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A sonda de vento gera sinais de saída analógicos que precisam ser tratados e 
convertidos para dados digitais de furma que possam ser utilizados pelo software de 
controle embarcado. Como estes sinais analógicos são diferenciais e possuem uma variação 
de tensão muito baixa e, portanto, muito sujeita a ruídos, foi necessário projetar um circuito 
analógico que fosse capaz de amplificar e tratar esses sinais antes dos mesmos serem 
convertidos para dados digitais por um microcontrolador (ver a Figura 4.12(b)). Um 
esquema detalhado do desenvolvimento do circuito para tratamento dos sinais analógicos é 
apresentado no Apêndice 3. 
E) Tacômetros 
Barrameoto·-CAN 
(b) Esquema de conexão com o CAN 
Figura 4.12- Sonda de vento 
Os tacômetros desenvolvidos possuem duas funções: 
• fornecer a velocidade de rotação de cada motor, possibilitando o estabelecimento de um 
mecanismo de realimentação que permita realizar um ajuste fino desta velocidade. 
• e servir como detector, verificando se os motores estão funcionando de acordo com o 
esperado. Quando o dirigível está a uma distância razoável não é possível saber se os 
motores estão funcionando corretamente, ou mesmo, se estão funcionando. 
Os tacômetros desenvolvidos são ópticos e se baseiam em um par emissor/receptor 
de infravermelho alinhados' opticamente, onde o feixe é interrompido pela passagem das 
pás da hélice. O feixe de luz infravermelha é calibrado em uma freqüência totalmente 
artificial de forma a evitar qualquer tipo de interferência externa. A cada interrupção um 
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pulso é gerado no pino de saída do sensor receptor. Medindo a diferença de tempo entre 
dois pulsos consecutivos é possível determinar a freqüência de rotação dos motores. 
A Figura 4.13 apresenta como foi realizada a montagem do tacômetro no motor e 
sua interface com o resto do sistema através do barramento CAN. 
emissor 





Pulsos gerados pela 
interrupção do feixe de infravermelho 
Figura 4.13 -Tacômetro - montagem no motor e conexão com o CAN 
F) Nível de combustível 
Este sensor permite acompanhar o consumo de combustível nos tanques o que funciona 
como um mecanismo para gerar previsões sobre a autonomia total de vôo de acordo com a 
quantidade de combustível existente. Unindo a informação dos tacômetros e do sensor de 
nível de combustível é possível gerar um modelo para o consumo de combustível para os 
motores que estão sendo utilizados. 
O sensor desenvolvido é capacitivo, usando dois cilindros de aço inox de diferentes 
diâmetros, e que funciona da seguinte forma: o combustível age como um dielétrico entre 
as placas do capacitor, sendo que a capacitância varia linearmente com o nível do 
combustível. Medindo-se a capacitância pode-se determinar o nível do combustível no 
tanque. Aplicando uma onda quadrada sobre este capacitar e medindo-se a variação dos 
tempos de carga e de descarga sobre o mesmo, estima-se a sua capacitância e, desta forma, 
consegue-se obter o nível do combustível. 
A Figura 4.14 apresenta de forma simplificada como este sensor está montado no 
tanque de combustível e sua conexão com o restante do sistema através do CAN. Esta 
figura também apresenta a estrutura fisica do sensor - dois cilindros de aço inox isolados 
eletricamente um do outro. 
Devido à natureza corrosiva do combustível e também de suas propriedades 
condutivas, a montagem do sensor capacitivo foi bastante trabalhosa. Foi necessário 
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realizar uma série de testes para se determinar o material adequado para realizar o 
isolamento elétrico adequado do sensor de nível. Contudo a sua integração ao 
microcontrolador foi bastante simples. 
Qrculto: eomparador de 
tensão + buffeiS 
f-- Tanque de combustíVel 
1 




Figura 4.14 - Sensor de nível de combustível - conexão com o CAN e estrutura fisica 
G) Sensor de ângulo de vetorização 
Este sensor serve para verificar o correto funcionamento da vetorização, em uma fase 
inicial, e posteriormente servirá como um elemento de realimentação. 
Os servos utilizados atualmente possuem um potenciômetro interno para realizar 
realimentação. De forma semelhante foi acoplado um potenciômetro ao eixo da 
vetorização, o que nos permite obter uma variação de tensão linear com a variação do 
ângulo de vetorização. Utilizando um dos cauais de conversão AD do microcontrolador, 
obtém-se facilmente a tensão e, consequentemente, a medida do ângulo de vetorização. 
H) Nível de carga da bateria do sistema embarcado 
Este sensor permite acompanhar o nível de carga das baterias, o que é tão importante 
quanto acompanhar o nível de combustível dos motores. Através deste sensor é possível 
gerar previsões de autonomia das baterias e mesmo detectar problemas (consumo excessivo 
de energia, término da vida útil da bateria). Este sensor será desenvolvido em trabalhos 
futuros. 
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I) Monitor de pressão interna do envelope 
Este sensor permite verificar a integridade do envelope, ou seja, em casos de vazamentos de 
hélio o sensor é ativado. Apesar da diferença de pressão interna e externa ao envelope ser 
pequena, tal diferença deve ser mensurável através de um sensor piezoelétrico (semelhantes 
aos utilizados na sonda de vento). Este sensor ainda não foi implementado, mas irá permitir 
a instalação de um sistema que regule a pressão interna do envelope, mantendo assim a 
rigidez do mesmo. 
4.2.4 Comutador de Modo de Operação 
Este sistema permite que o piloto do dirigível em terra possa alterar o modo de operação de 
comando manual via rádio controle, para o controle automático realizada pela CPU 
embarcada. A comutação é controlada por um dos canais do rádio controle. Através de urna 
chave do tipo Liga-Desliga, o piloto em terra realiza essa mudança. Este sistema funciona 
corno um seletor simples, onde duas entradas (urna de sinais do receptor de rádio controle e 
outra de um rnicrocontrolador ligado à CPU embarcada) são direcionadas para urna única 
saída (que está ligada aos servos). 
Além de comutador de modo de operação, este sistema também funciona corno um 
sistema de segurança. No caso de ocorrência de algum tipo de falha, seja este em hardware 
ou software, e a CPU não consiga realizar o comando apropriado dos servos, pode-se 
realizar o comutação para o sistema de rádio controle. 
Este sistema também desacopla eletricamente o sistema da CPU e o rádio controle 
através de opto-acopladores, impedindo que panes do sistema elétrico da CPU possam 
causar danos sobre o receptor de rádio (RCU). O conjunto 'CPU + sensores' é alimentado 
por urna bateria diferente da que alimenta o conjunto 'receptor de rádio + servos', 
permitindo urna forma de controle mesmo em casos de falha elétrica. 
4.3 Sistema de Comunicação 
O sistema de comunicação é composto basicamente por dois links de rádio: um para envio 
de imagens de vídeo (adquiridas por um câmera montada na gôndola do dirigível) e outro 
para transmissão de dados de sensores e de controle. O sistema para transmissão de dados é 
composto por um par de rádios modem spread spectrum DGR-115 [FreeWave], operando 
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em uma freqüência de 902-928 Mhz, com uma taxa de transmissão de 115.2 kbps. Estes 
rádios modem são conectados às interfaces seriais RS-232 dos computadores embarcado e 
da estação de terra. Quando conectados, os rádios fornecem um link de comunicação que 
não se distingue de uma linha serial comum. Os rádios possuem intemarnente um 
mecanismo de detecção de erro utilizando CRC e realizam a retransmissão de pacotes. 
Figura 4.15 - Rádio Modem 
Figura 4.16- Link de vídeo 
Uma forma de comunicação alternativa seria obtida utilizando rádio Ethernet, o que 
possibilitaria a comunicação via socket, mas a solução do rádio modem foi adotada pois seu 
alcance é superior, chegando a cerca de 30 km (com visada direta utilizando as antenas 
especificadas pelo fabricante). 
O sistema de vídeo utilizado é composto por uma câmera CCD, um transmissor e 
um receptor com antena jlat plate que permite uma performance superior (observar a 
Figura 4.16). Este sistema foi fornecido pela [PULNiX]. 
4.4 Estação de Terra 
O desenvolvimento da estação de terra faz parte da tese de mestrado de Luiz Gustavo 
Bizarro Mirisola sendo descrito em detalhe em [Mirisola-2001). A seguir são apresentadas 
resumidamente as características da estação de terra, pois esta se relaciona diretamente com 
o sistema embarcado e o sistema de comunicação. 
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4.4.1 CPU da estação de terra 
A estação de terra (Figura 4.17) é composta por um computador Pentium II com uma placa 
multiserial - IOAT66 [BOCA] - que possui seis portas seriais suportando 115 kbps. Esta 
placa é utilizada para a integração de três dispositivos acoplados à estação de terra: o rádio 
modem que realiza a comunicação com o sistema embarcado, o sistema de GPS diferencial, 
e um sistema de controle manual do dirigível (microcontrolador + rádio controle). O 
sistema de GPS diferencial e o sistema de controle manual do dirigível são detalhados 
posteriormente. 
A estação de terra possui um sistema operacional Linux instalado e também executa 
módulos RTLinux para controlar as tarefas de tempo real. Através do rádio modem, a 
estação de terra interage com o sistema embarcado. Antes do vôo, a estação de terra envia 
dados de configuração e inicialização para a CPU embarcada. Durante o vôo ela recebe 
dados sensoriais do dirigível, realiza a apresentação dos mesmos em tempo real e os 
armazena para realizar análises posteriores ou mesmo para playback dos vôos. A partir dela 
também pode-se enviar comandos para o dirigível e realizar o controle manual sobre o 
mesmo. A Figura 4.19 apresenta alguns dos componentes de software utilizados na estação 
de terra. 
4.4.2 GPS Diferencial 
O sistema de GPS diferencial (Figura 4.18) utilizado é o AgGPS 122 [Trimble], que é fixo 
em terra e transmite sinais de correção para o GPS embarcado através da estação de terra. O 
GPS diferencial é instalado em lugar aberto e de preferência longe de construções elevadas 
de forma a ter uma ampla visão do céu, evitando interferências e também permitindo que 
possam ser selecionados os sinais de satélite mais adequados, o que é feito 
automaticamente. Como a estação de terra pode estar situada em um lugar coberto, ou então 
próximo de locais que não possuam uma visada direta para o céu, estabeleceu-se como 
solução o uso de um par de rádios modem dedicados para a realizar a recepção de dados do 
GPS diferencial e repassá-los para a estação de terra. 
70 
4.4.3 Comando remoto pela estação de terra 
O rádio controle da estação de terra permite que o dirigível possa ser controlado 
manualmente. O rádio utilizado é um rádio controle convencional de modelismo 
(apresentado no Capítulo 3). Entre este rádio e a CPU desenvolveu-se um microcontrolador 
que mede o sinal PWM através da saída de treinamento do rádio e gera dados digítaís que 
são enviados ao computador através de uma interfuce serial. Estes dados são posteriormente 
enviados para o sistema embarcado. 
Figura 4.17 -Estação de terra com sistema de 
comando remoto 
(A) Telemetria em tempo real- gráficos com dados sensoriais do 
dirigível. 
Fignra 4.18 - GPS Diferencial 
(B) Planejador de missão -
configura pontos de passagem. 
Figura 4.19- Componentes de software da estação de terra 
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Capítulo 5 
Software Embarcado do Projeto 
AURORA 
5.1 Introdução 
O software embarcado para sistemas robóticos deve atender a uma série de requisitos, os 
quais já foram apresentados na Seção 2.4 dessa dissertação, para ser capaz de executar as 
tarefas para o qual foi desenvolvido. De um forma bastante genérica, o software para um 
sistema robótico deve possuir o seguinte conjunto de funcionalidades: 
• Leitura e processamento de dados sensoriais para, em seguida, disponibilizar os 
mesmos para o restante do software embarcado. 
• Execução dos algoritmos de controle e navegação, permitindo que o sistema cumpra as 
tarefas para o qual foi desenvolvido. Estes algoritmos fazem uso dos dados sensoriais 
para gerar os comandos apropriados para os atuadores. 
• Envio de comandos para os atuadores e verificação de seu correto funcionamento. 
• Prover uma interface de comunicação com uma estação de terra, ou o operador do 
sistema, de forma a permitir o monitoramento e o replanejamento das tarefas que devem 
ser executadas. 
Além dos aspectos funcionais do software é necessário levar em conta os fatores 
relacionados ao seu desenvolvimento. Deve-se assegurar que princípios como 
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modularidade, simplicidade e flexibilidade sejam sempre seguidos de forma a se obter um 
software de qualidade, correto e que seja de fácil compreensão e manutenção. 
O software embarcado do AURORA está sujeito a constantes alterações devido à 
introdução ou evolução do hardware embarcado, ou devido à atualização e inserção de 
componentes de software. Para suportar essas constantes mudanças, é necessário que o 
software embarcado seja projetado de forma a possuir um suporte que permita a gerência 
ágil e correta dessas alterações. Um forma de se alcançar esse objetivo foi através da 
definição de urna arquitetura para o software embarcado e da realização de um projeto 00 
para o mesmo. Desta forma o software embarcado foi modularizado, tomando-se mais 
flexível às alterações e evoluções. Nesse processo foram utilizadas técnicas de engenharia 
de software para levantar as características e necessidades do software, sendo que a 
modelagem do sistema foi feita através da linguagem UML. 
Neste capítulo é apresentado, inicialmente, o sistema operacional utilizado no 
computador embarcado e alguns dos motivos pelo qual o mesmo foi selecionado. 
Em seguida é apresentado um protótipo do software embarcado utilizado para fins 
de teste e validação do hardware embarcado. Utilizando este protótipo foi possível realizar 
um vôo semi-automático, comprovando assim a viabilidade de se realizar o controle do 
dirigível. O restante do capítulo é dedicado ao desenvolvimento do software embarcado 
00. Além de explicitar a metodologia de projeto que foi aplicada, também são 
apresentadas as principais informações geradas em cada uma das fases desse processo. 
5.2 Sistema Operacional de Tempo Real: Realtime 
Linux 
Nos sistemas robóticos modernos é comum a utilização de um hardware com grande 
capacidade de processamento, o que abre a possibilidade de se utilizar sistemas 
operacionais (SO) que possuam muitos recursos, o que agiliza e facilita o processo de 
desenvolvimento de aplicações para os mesmos. A utilização de um SO também abre a 
possibilidade de se construir um código mais portável, pois a programação pode ser 
realizada em um nível mais elevado de abstração. Isto permite que o código, ou algumas 
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partes do mesmo, possa ser reutilizado em outros sistemas. Além dessas vantagens, alguns 
SO's também realizam suporte à aplicações de tempo real. Atender aos requisitos de tempo 
real é uma característica fundamental para o correto funcionamento de um sistema robótico. 
Em muitos casos, a integridade fisica do sistema, ou até mesmo a segurança das pessoas, 
pode ser afetada se tais requisitos não forem respeitados adequadamente. 
Hà uma grande variedade de sistemas operacionais de tempo real (SOTR) 
disponíveis atualmente. Abaixo são apresentados alguns dos SOTR mais conhecidos: 
• Choros [Chorus]: é uma família de componentes de sistemas operacionais baseados em 
micro-kernel que procura atender aplicações distribuídas avançadas. A implementação 
multiservidora do Chorus/MiX permite que todas as funcionalidades do UNIX possam 
ser integradas dinamicamente em diversos tipos de aplicações (telecomunicações, 
supercomputação, redes de computadores, etc). 
• Lynx [Lynx]: sistema operacional de tempo-real proprietàrio que se assemelha muito 
ao UNIX do ponto de vista de programador. Foi desenvolvido com o intuito de dar 
suporte a sistemas que necessitassem de elevada performance e respeitassem restrições 
de tempo real bastante exigentes. Apesar de ser semelhante ao UNIX, o Lynx é uma 
reimplementação do mesmo visando atender aos requisitos de tempo real. 
• QNX [QNX]: sistema operacional de tempo real, distribuído, tolerante a falhas, com 
micro-kernel, para as plataformas x86. QNX adota uma abordagem que utiliza um 
micro-kernel cercado por um conjunto de processos otimizados que fornecessem 
serviços de sistema operacional de alto nível. QNX foi implementado para ser 
totalmente distribuído, sendo que todas as interfaces de rede do sistema são 
implementadas de forma transparente. 
• RTLinux [RTLinux]: sistema operacional no qual um pequeno kernel de tempo-real 
que coexiste com o kernel Linux do tipo POSIX. Nesse sistema pode-se fazer uso de 
recursos sofisticados com um comportamento de alta performance, enquanto permite 
que funções tempo-real sejam executadas de uma forma previsível num ambiente de 
baixa latência. 
• VxWorks [VxWorks]: fornece um ambiente de desenvolvimento e execução de tarefas 
de tempo real bastante complexas para sistemas embarcados em uma grande variedade 
de processadores. Há três componentes altamente integrados nesse sistema: um sistema 
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operacional de alta performance executado no processador alvo; um conjunto de 
ferramentas de desenvolvimento executado em um sistema hospedeiro; e um conjunto 
completo de componentes de comunicação entre o processador alvo e o hospedeiro. 
A seguir são apresentados alguns dos requisitos necessários para o SOTR utilizado 
no Projeto AURORA: 
• Uma solução que possa ser utilizada tanto no sistema embarcado quanto para a estação 
de terra, ou seja, deve funcionar em sistemas com restrições de hardware bastante 
diferentes. 
• Ocupar um espaço reduzido em disco, pois a capacidade de armazenamento do 
computador embarcado é limitada. 
• Documentação extensa para o suporte ao desenvolvimento das aplicações. 
• Baixo custo de aquisição. 
Os sistema operacionais apresentados anteriormente conseguem satisfazer a maioria 
dos requisitos citados acima. Contudo, somente o RTLinux era de distribuído de forma 
gratuita no momento em que o SO a ser utilizado estava sendo selecionado. 
Porém, o fato do RTLinux ser gratuito não foi o único diferencial. Por ser de código 
aberto, o RTLinux pode ser configurado e alterado da forma que for mais conveniente para 
ser utilizado pelo projeto. A forma como o software tempo real é implementado no 
RTLinux (implementação simples) também permite entender o funcionamento de um 
SOTR (possível aprender conceitos interessantes utilizando este sistema). 
Para atender às necessidades de tempo real do software embarcado optou-se por 
utilizar o Linux como sistema operacional juntamente com um patch que permite que este 
seja capaz de executar tarefas em tempo real. Esta versão de Linux alterado é conhecido 
como Realtime Linux (RTL) e possui um kernel alterado de forma a realizar o suporte para 
a execução de módulos Realtime Linux. Esses módulos são tarefas de tempo real 
executadas de forma concorrente com o kernel, ou seja, executam com um nível de 
prioridade semelhante ao do núcleo do sistema operacional. Esta solução foi adotada por 
apresentar as seguintes caracteristicas: 
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• Permite programação utilizando threads, definição de prioridades e loclcs, ou seja, o 
sistema já possui suporte para a execução multi-tarefa e controle de concorrência e de 
prioridades. 
• O patch pode ser feito sobre uma versão reduzida do Linux, o miniRTL [miniRTL], 
que pode ser utilizado em sistemas embarcados com espaço de armazenamento 
reduzido. No caso do dirigível o espaço disponível é de 42 Mbytes, o que inviabiliza a 
instalação de um sistema operacional Linux completo. 
• Por ser baseado no Linux, o software é gratuito, de domínio público e o suporte 
necessário para o desenvolvimento pode ser obtido através de listas de discussão na 
Internet. Além de ser um solução de baixo custo, também ficou comprovado ser 
altamente confiável. 
O RT-Linux possui um recurso denominado rt_task que permite definir uma tarefa 
que deve ser acionada de forma periódica. Numa rt_task é possível definir um método de 
inicialização, um método que é executado periodicamente e um método para finalizar a 
execução da mesma. Quando um módulo é inserido, o primeiro método a ser chamado é o 
de inicialização, que permite definir qual tarefa será executada, a periodicidade da mesma e 
a prioridade de execução em relação a outras tarefas. Após a inicialização, o método 
periódico passa a ser executado. Se o módulo é removido, o método periódico tem sua 
execução suspensa e o método de finalização da rt _task é executado, liberando assim todos 
os recursos alocados durante a inicialização. 
Também está sendo utilizado um outro recurso do RT-Linux denominado rt_com 
[RT-COM] dentro do sistema embarcado. Através do rt_com é possível realizar a aquisição 
de dados das portas seriais (RS-232/445) em tempo real. O rt_com é um módulo RT-Linux 
que fornece uma interface que permite a leitura e a escrita de dados de uma porta serial. O 
rt_com utiliza uma série de buffers, de forma que os dados podem ser acumulados antes de 
ser lidos, evitando a perda dos mesmos e também a necessidade de um monitoramento 
contínuo de sua chegada. Através desse recurso realiza-se todo o processo de comunicação 
do computador embarcado com os demais dispositivos acoplados via RS-232/445 ao 
sistema embarcado: sensores, rádio modem, microcontroladores (descritos no Capítulo 4). 
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A definição da utilização do Linux e do RT-Linux para o sistema embarcado faz 
parte do trabalho de mestrado de Luiz Gustavo Bizarro Mirisola, que enfoca a estação de 
terra do Projeto AURORA [Mirisola-2001]. Os mestrandos Silvio Mano Maeta e Luiz 
Gustavo Mirisola trabalharam em um esquema de cooperação no processo de 
desenvolvimento de seus trabalhos. 
5.3 Primeiro protótipo: teste do sistema embarcado 
O protótipo do software tempo real foi desenvolvido em linguagem C e é executado em um 
sistema operacional Linux reduzido [LRP][miniRTL] com suporte a módulos Realtime-
Linux [RTLinux]. Esta primeira versão foi desenvolvida em conjunto por nós, Silvio Maeta 
e Luiz Gustavo Mirisola. 
Esse arcabouço de software utiliza o esquema ma1s simples para realizar o 
tratamento dos eventos que é o através de uma tarefa periódica. Esta tarefa é responsável 
por realizar o tratamento de todos os eventos e gerar as respostas adequadas, ou seja, essa 
tarefa é composta por várias subtarefas que executam desde o recebimento dos dados dos 
sensores até a geração dos comandos do controle automático. 
A maioria dos sensores embarcados fornece dados a uma freqüência de I O Hz, 
sendo que alguns fornecem a uma taxa menor, como é o caso do GPS que os fornece numa 
taxa de I Hz. Como a dinâmica do dirigível é 'lenta' quando comparada com a de outros 
veículos aéreos, mesmo que ocorram pequenos atrasos na geração de comandos (da ordem 
de décimos de segundos), estes não afetam seu desempenho durante um vôo. Por este 
motivo a periodicidade da tarefa a ser executada pelo sistema embarcado foi definida em 1 O 
Hz. Mesmo que essa taxa pareça ser baixa, a viabilidade da sua utilização pode ser 
comprovada através deste protótipo. 
5.3.1 Software para teste do hardware embarcado 
O arcabouço gerado foi um protótipo criado com as seguintes finalidades: 
a) Testar o hardware embarcado, sendo que isto incluiu testes que procuraram validar a 
aquisição de dados sensoriais e o sistema de comunicação com a estação de terra. 
b) Gerar um processo para converter algoritmos projetados e testados em Matlab para que 
estes pudessem ser inseridos dentro de um módulo RT-Linux. 
78 
c) Testar os algoritmos de controle de trajetórias em vôos reais. Além do testar algoritmos 
de controle, o processo de construção do protótipo fez com que diversos tipos de 
necessidades não determinadas anteriormente aparecessem. 
d) Determinar requisitos do sistema de software. Através deste primeiro protótipo pôde-se 
gerar uma especificação mais completa do software final, pois durante a geração do 
mesmo vários problemas e dificuldades puderam ser detectados. Uma especificação 
mais completa gera, como conseqüência, um software final que possui maior 
flexibilidade, seja de manutenção simples e permita a sua reutilização de seus 
componentes em outros tipos de sistemas embarcados. 
5.3.2 Inserção dos algoritmos de controle no sistema embarcado 
Os algoritmos de controle são desenvolvidos e testados em Matlab/Simulink através de um 
ambiente de simulação que incorpora um modelo dinâmico do dirigível em seis graus de 
liberdade [Gomes e Ramos]. Estes algoritmos inicialmente são desenvolvidos na forma de 
diagramas de blocos ou então na forma de arquivos texto que são interpretados pelo 
Matlab. Porém, o software embarcado é desenvolvido na linguagem C e, portanto, é 
necessário codificar os algoritmos para que estes possam ser utilizados no sistema 
embarcado. 
O processo de conversão dos algoritmos do Matlab para programas em C pode estar 
sujeito a diversas fontes de erros (erros de codificação, precisão dos tipos utilizados, 
diferenças na implementação de algumas rotinas aritméticas) e também aos problemas que 
ocorrem somente em sistemas em condições reais de funcionamento (perda de dados ou 
dados inválidos, falhas de comunicação). Para evitar erros que comprometam o dirigível 
num vôo real é preciso testar esses algoritmos convertidos através de recursos de 
simulação. O Matlab possui um recurso chamado MEX-Files, que permite que programas 
desenvolvidos em C possam ser utilizados pelo mesmo. Assim consegue-se validar o 
código C gerado para um determinado algoritmo de controle para depois inseri-lo no 
sistema real. 
Este processo de conversão levantou a necessidade de se gerar um código para o 
módulo de controle que fosse modular, facilitando assim o processo de inserção no sistema 
embarcado. Esta modularidade também facilita o processo de implementação do sistema 
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embarcado, pms possibilita selecionar e inserir os controles mais adequados para a 
realização de um determinado tipo de missão. 
5.3.3 Validação com vôos experimentais 
F oram realizados uma série de vôos experimentais que validaram, inicialmente, o processo 
de telemetria, que consiste na aquisição de dados dos sensores embarcados e envio para a 
estação de terra, onde tais dados podem ser armazenados e visua!izados em tempo real. 
Numa fase posterior, um algoritmo de controle de trajetória foi inserido e também testado 
em vôos reais. O algoritmo utilizado para este primeiro vôo experimental foi desenvolvido 
pelo pesquisador do ITI Ely Carneiro de Paiva. 
Durante os vôos com telemetria, um piloto em terra controla o dirigível através de 
um rádio controle e o operador da estação de terra acompanhava o vôo através de uma 
interface gráfica [Mirisola-2000]. Esta interface gráfica permite que o operador veja a 
posição do dirigível em um mapa bidimensional, e acompanhe os dados de atitude através 
de um painel de instrumentos e diversos gráficos. 
Após validado o processo de telemetria, inseriu-se um algoritmo simples de controle 
de trajetória. Este algoritmo controla apenas a trajetória do dirigível no plano horizontal. O 
controle da altitude e da velocidade dos motores é realizado pelo piloto em terra. No 
momento este algoritmo realiza trajetórias simples pré-programadas, como por exemplo um 
retângulo. Em versões futuras, será possível configurar os pontos de passagem através da 
estação de terra, permitindo que trajetórias mais complexas possam ser definidas. 
Os resultados desse vôo são apresentados com maiores detalhes na Seção 7 .1. 
5.4 Evolução do software embarcado: versão orientado 
a objeto 
Após o protótipo inicial ter permitido testar e validar o sistema embarcado, tornou-se clara 
a necessidade de se estruturar o software de uma forma organizada pois o processo de 
atualização de versões e acréscimo de funcionalidades estava se tornando muito complexa. 
A dificuldade de se acrescentar novas funcionalidades e realizar a manutenção do restante 
do sistema eram conseqüências da falta de uma arquitetura bem definida e do 
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encapsulamento apropriado de métodos e variáveis. Com o intuito de permitir que o 
software pudesse evoluir juntamente com o restante do sistema, foi preciso refazer o 
software embarcado privilegiando agora os aspectos que facilitassem a sua manutenção. 
Com esse intuito foram levantadas uma série de necessidades que o novo software 
deveria ser capaz de suprir. A seguir são apresentadas uma série de características 
desejáveis para o software embarcado do AURORA: 
a) encapsulamento de rotinas de baixo nível (leitura/escrita de dados das portas seriais, 
formatação/conversão de dados sensoriais). Depois de devidamente validadas, essas 
rotinas podem ser encapsuladas e abstraídas, facilitando o processo de programação. 
b) separação dos diversos elementos que compõem o sistema embarcado em módulos, 
organizados segundo critérios de funcionalidade e, facilidade de compreensão e 
manutenção. Este é o processo de definição da arquitetura do software embarcado. 
c) permitir que novos sensores sejam acoplados de forma fácil, sem gerar grande impacto 
sobre o restante do sistema. 
d) facilitar o processo de conexão deste sistema de baixo nível com outros que possuam 
um nível de abstração mais elevado. Tornar a inserção/troca de algoritmos de controle e 
navegação uma tarefa simples e que gere baixo impacto sobre o restante do sistema. 
e) permitir que este sistema embarcado possa ser testado de forma simulada. O sistema 
embarcado real e o simulado devem possuir estruturas similares ou até, se possível, a 
mesma estrutura. Isso permite que as rotinas associadas aos algoritmos de controle e 
navegação possam ser testadas num ambiente simulado antes de serem embarcadas no 
sistema real. Após estas rotinas terem sido testadas e validadas, estas podem ser 
inseridas no sistema embarcado sem a necessidade de se realizar nenhuma alteração 
significativa. 
f) facilitar e melhorar a qualidade da documentação do sistema. Além de facilitar a 
compreensão do sistema e de seu funcionamento, torna-se mais fácil manter atualizada 
a documentação sobre as alterações que forem realizadas. 
A forma mais adequada de se alcançar essa série de requisitos é utilizando um 
paradigma de programação orientado a objeto (PPOO). Para realizar o desenvolvimento do 
software embarcado 00 foram utilizadas técnicas de engenharia de software, que 
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auxiliaram na caracterização e definição da solução mais adequada, juntamente com a 
linguagem UML (Unified Modeling Language), que foi utilizada para realizar a modelagem 
do sistema. 
5.5 Desenvolvimento utilizando UML 
UML é uma linguagem que permite especificar, visualizar e construir os diversos 
componentes dos sistemas de software. É um sistema de notações, que inclui uma 
semântica para essas notações, projetado com o objetivo de permitir a modelagem de 
sistemas através dos conceitos de orientação a objeto. 
UML é um padrão para modelagem 00 amplamente aceita pela indústria de 
software e que foi desenvolvida num esforço conjunto por três pesquisadores: Grady 
Booch, Jim Rumbaugh e Ivar Jacobson. Uma descrição completa da linguagem pode ser 
obtida em [Rumbaugh et ai]. 
É importante ressaltar que UML é uma linguagem voltada basicamente para a 
modelagem. UML não foi concebida com o objetivo de guiar o desenvolvedor na realização 
da análise e do projeto, e nem indicar qual processo de desenvolvimento deverá ser 
utilizado. Por este motivo os métodos de desenvolvimento podem ser constantemente 
aperfeiçoados sem necessitar alterar o tipo de linguagem que está sendo utilizada. 
UML apresenta uma série de características interessantes para a realização da 
modelagem de software 00, sendo que algumas delas são apresentadas a seguir: 
a) rapidez no processo de concepção e teste do sistema: ferramentas gráficas permitem 
realizar a modelagem do sistema de forma simples e correta; 
b) geração de protótipos em estágios iniciais do desenvolvimento, permitindo realizar a 
validação de características fundamentais do sistema ainda no início do 
desenvolvimento; 
c) ferramentas que facilitam processo de geração e manutenção de código e de 
documentação. 
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5.6 Principais Fases do Projeto Orientado a Objeto 
O processo de geração do software 00 foi dividido em quatro etapas principais: 
especificação de requisitos, análise de requisitos, projeto e implementação. Um 
detalhamento de como cada uma dessas fases é desenvolvida é apresentado nesta seção. Na 
próxima seção é apresentado o processo de geração do software embarcado para o 
AURORA. 
5.5.1 Especificação de Requisitos 
Durante esta fase os problemas que o sistema deve resolver são levantados e é feita uma 
descrição das necessidades e funcionalidades para o mesmo. A meta principal é determinar 
exatamente o que é necessário para o sistema, sendo que o maior desafio é realizar essa 
especificação de forma a não deixar margem para ambigüidades. 
Num primeiro momento, de compreensão geral, é feita uma caracterização do 
problema. Em seguida é proposta uma forma de se resolver este problema através de um 
software. Como resultado obtém-se um documento que define em linhas gerais para que o 
software será utilizado. Neste momento define-se o conjunto de funções que o sistema 
deverá executar durante sua operação- os Casos de Uso (Use Cases) são definidos. 
5.5.2 Análise de Requisitos 
Nesta fase realiza-se uma investigação profunda do problema a ser resolvido, gerando uma 
especificação de requisitos mais detalhada. Com isto: 
a) complementa-se as descrições realizadas na fase anterior; 
b) conceitos são identificados de forma a se criar um modelo conceitual inicial e; 
c) processos são detalhados de forma a se obter um modelo comportamental básico. 
Realiza-se uma análise aprofundada, contudo procura-se manter um nível de 
abstração elevado, procurando não entrar em detalhes de implementação. 
5.5.3 Projeto 
Nas fases anteriores a maior preocupação era em compreender e especificar o que o sistema 
deve ser capaz de fazer e determinar quais são os conceitos e operações relacionados ao 
sistema. Na fase de projeto inicia-se o processo de desenvolvimento de um solução baseada 
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no paradigma 00. Agora são definidos como os conceitos e as operações, definidos nas 
fases anteriores, devem ser implementados no sistema. 
Gera-se nesta fase, de forma interativa, as seguintes especificações: 
a) Casos de Uso Reais: a partir dos casos de usos descritos durante a fase de análise 
geram-se os casos de uso reais, considerando-se agora aspectos de implementação 
também. O que ocorre geralmente é uma redução do número de casos de uso, pois 
muitos deles podem ser agrupados em um caso de uso (processo de generalização). 
b) Diagrama de Classes: depois de definidos os use cases reais, obtém-se os conceitos 
mais relevantes e gera-se o diagrama de classes. Essas classes posteriormente podem 
ser agrupadas de forma a gerar módulos que encapsulam várias delas, organizando e 
modularizando o sistema. Para cada classe são definidos os seus atributos e a sua 
interface pública (conjunto de métodos públicos). 
c) Diagramas de Interação: os objetos instanciados no sistema agora são analisados quanto 
as suas funções dentro do sistema. Nestes diagramas procura-se apresentar em que 
seqüência as operações são executadas e por quais objetos elas são realizadas. 
O processo de desenvolvimento nessa fase pode ser facilitado utilizando os diversos 
padrões de projeto existentes- Design Patterns [GoF]. Esses padrões também auxiliam no 
processo de documentação do software. 
5.5.4 Implementação 
Seguindo as especificações geradas na fase anterior inicia-se o processo de 
implementação do programa. As principais fases do processo de implementação são: 
a) Projeto Construtivo: baseada na linguagem escolhida para se realizar a codificação do 
software. Procura-se sempre que possível reutilizar objetos existentes, integrando-os ao 
sistema. 
b) Codificação: geração do código fonte. 
c) Teste: comprovar o funcionamento do sistema de acordo com as especificações. Utilizar 
os documentos das fases anteriores para validar o funcionamento do sistema. 
d) Documentação: documentos gerados ao longo do projeto são agrupados e organizados. 
No final um manual do software deve ser gerado. 
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É importante ressaltar que essas fases de projeto não são separadas de forma rígida. 
Durante o projeto muitas vezes é necessário retomar as fases anteriores para se introduzir 
novos métodos, classes e até subsistemas para se suprir necessidades que só aparecem nas 
fases mais avançadas de desenvolvimento. 
5. 7 Projeto do Software Embarcado 
Seguindo as etapas de desenvolvimento explicitadas na seção anterior, realizou-se o 
processo de desenvolvimento do software embarcado do AURORA. Os resultados desse 
trabalho são apresentados nesta seção. 
5.7.1 Especificação de Requisitos 
A) Compreensão do Problema 
O sistema embarcado do Projeto AURORA deve ser capaz de realizar um conjunto de 
funções que permitam que o veículo realize vôos de forma autônoma com o objetivo de 
cumprir missões de inspeção aérea. Para isso o dirigível dispõe de uma série de sensores 
que fornecem sua posição e sua atitude, e um computador, responsável por processar os 
dados sensoriais gerando comandos para os atuadores. O sistema embarcado deve, portanto, 
em tempo real, realizar a aquisição de dados sensoriais, fornecer tais dados para um sistema 
inteligente, capaz de utilizá-los para realizar tomada de decisões, e com isto comandar os 
atuadores de forma apropriada, para que os objetivos de uma determinada missão possam 
ser atingidos. Este sistema também deve permitir que um outro sistema, a estação de terra 
[Mirisola-2001], possa acompanhar o progresso de seu vôos, especificar e alterar as 
missões, ou tomar o controle do veículo em casos de falha. Uma especificação detalhada do 
hardware embarcado (computador+ sensores + atuadores) foi apresentada nos Capítulos 3 
e4. 
Numa fase inicial, primordialmente de desenvolvimento básico, o sistema deve ser 
capaz de: 
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a) realizar telemetria: aquisição de dados sensoriais e envio destes para a estação de terra. 
Esse processo é de grande importância para realizar o levantamento de dados sobre a 
dinâmica do dirígivel, permitindo validar o modelo matemático existente, além de 
permitir verificar o correto funcionamento dos sensores. 
b) permitir o controle do dirigível pela estação de terra: os comandos para os atuadores são 
enviados pela estação de terra. 
c) comutar entre os modo de operação. Os comandos para os atuadores podem ter 
diferentes origens: 
piloto em terra com rádio controle (RCU - Radio Control Unit); 
piloto em terra, atuando em um joystick da estação de terra (GSJ - Ground Station 
Joystick); 
ou os controladores embarcados (CTR - Embedded Control), no caso de um vôo 
automático. 
A capacidade de se comandar o dirigível de forma remota pela estação de terra ou 
automática é necessária, em uma fase inicial, para gerar seqüências de comandos que 
permitam a realização de movimentos para se levantar as características da dinâmica do 
veículo. Sinais de excitação específicos são aplicados aos atuadores e os dados sensorias 
são coletados através de telemetria. Estes dados são depois analisados para realizar o 
levantamento do comportamento dinâmico do dirigível. 
Nas fases seguintes, de aprimoramento do desenvolvimento ou mesmo de operação 
do dirigível, o sistema embarcado deve ser capaz de: 
d) suportar controladores, permitindo que aspectos simples de missões possam ser 
implementados: vôos por pontos de passagem, vôo pairado e, numa fase mais avançada, 
realização automática de pousos e decolagens. 
e) detectar falhas no sistema: problemas em sensores, no computador embarcado, ou nos 
atuadores devem ser detectados e se possível tratados, mantendo assim a integridade do 
dirigível. 
f) possibilitar ao operador em terra programar as missões e altera-lás durante um vôo. 
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g) suportar um sistema inteligente que realize o processo de chaveamento dos 
controladores (controle de decolagem para controle de trajetória, controle de trajetória 
para controle de pouso, etc.), realize o tratamento de exceções (desviar de obstáculos 
não previstos, tratar falhas em sensores e atuadores ), e trabalhe de forma coerente para 
que os objetivos de uma dada missão sejam atingidos. 
Esse sistema também deve permitir que componentes desenvolvidos posteriormente 
possam ser integrados facilmente, sendo que esses componentes podem ser tanto de 
software como de hardware. Assim a atualização, inserção ou remoção de dispositivos 
( sensores ou atuadores ), pode ser realizada sem afetar o sistema de forma significativa. Um 
exemplo de componente de software que deve ser facilmente integrado ao sistema 
embarcado são os algoritmos de controle, que podem utilizar diferentes tipos de estratégia 
de controle para cada tipo de situação. 
Outro fator importante é a necessidade de se realizar o teste dos algoritmos de 
controle de uma forma simulada para que, depois de validados, estes possam ser 
transferidos para o sistema embarcado rapidamente e com o menor impacto possível. O 
ideal é que este sistema de simulação utilize a mesma estrutura do software embarcado, 
facilitando o processo de adaptação dos algoritmos de controle ao sistema real. 
B) Proposta para solução do problema via software 
Conforme explicitado anteriormente, o sistema operacional a ser utilizado é o Linux numa 
configuração mínima e que irá executar módulos Realtime Linux. Cada módulo desses é 
composto basicamente por uma tarefa tempo real (rt _task) que é executada periodicamente. 
Tomando como ponto de partida o software do sistema embarcado constitui-se, 
basicamente, de um módulo Realtime Linux executado pelo computador embarcado que 
possui uma tarefa de aquisição e tratamento de dados executada periodicamente a uma 
freqüência de 10 Hz. 
Uma parte das atividades executadas pelo sistema embarcado é realizada de forma 
síncrona - aquisição de dados sensoriais, uma iteração do sistema de controle e navegação, 
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envio de comandos para os atuadores, envio de dados de telemetria para a estação de terra. 
Outras atividades são executadas de forma assíncrona - atividades que são iniciadas por 
comandos gerados pela estação de terra ou quando situações especiais são detectadas pelo 
sistema embarcado (falhas por exemplo). 
Propõe-se para o problema de adaptação dos algoritmos de controle ao sistema 
embarcado a seguinte solução: criar uma versão simulada do software embarcado que possa 
ser utilizada para testar os controladores e que depois possa ser facilmente recompilada 
para gerar o software embarcado real. Neste caso, as estruturas dos software simulado e real 
devem ser bastante semelhantes de forma que esse processo seja factível. De fato a versão 
simulada desenvolvida, cujos detalhes são fornecidos no Capítulo 6, possui estas 
características de similaridade com o software real. No que concerne a estação de terra, esta 
enxerga esse sistema simulado como se fosse o sistema real, sem realizar nenhum tipo de 
distinção. 
Lista de Funções do Sistema 
A lista apresentada a seguir enumera o conjunto de funções que o sistema embarcado deve 
ser capaz de realizar. A especificação mais detalhada do que cada função deve realizar 
exatamente é tratada em um documento específico do projeto do software embarcado ( este 
documento é o [Manual AES]). 
F .1) Inicialização do sistema embarcado no momento em que é ligado. 
F.2) Realizar a leitura de dados fornecidos por cada um dos sensores. 
F.3) Formatar os dados sensoriais de forma que possam ser utilizados pelo sistema 
embarcado. Os dados que chegam através da interfaces seriais possuem formatos variados 
(binário, hexadecimal, decimal ASCII, etc.) e devem ser convertidos para uma 
representação interna comum. 
F.4) Armazenar dados sensoriais, tornando-os acessíveis para o restante do sistema. 
F.5) Preparar um pacote contendo dados sensoriais para serem enviados para a estação de 
terra através do modem (dados de telemetria). Em casos de vôos autônomos é interessante 
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enviar dados provenientes dos controladores e destinados aos atuadores, nos casos em que 
se deseja analisar a performance dos mesmos. 
F.6) Enviar comandos para os atuadores. Os comandos podem ter diversas origens (RCU, 
GSJ ou CTR) e o comando selecionado depende do modo de operação atual do sistema. 
F. 7) Realizar a recepção e o tratamento das mensagens provenientes da estação de terra que 
chegam através do modem. Realizar a passagem das mensagens para os módulos 
específicos que realizam o tratamento adequado das mesmas. Mensagens podem ser para: 
A) Enviar o sinal de correção diferencial para o GPS. 
B) Controlar os atuadores do dirigível (controle via estação de terra). 
C) Alterar o modo de operação dentre os três modos existentes: RCU, GSJ ou CTR. 
D) Iniciar, suspender ou cancelar a execução de uma missão. 
E) Configurar missões ou alterar missões durante a sua execução. 
F) Selecionar estratégias de controle ou alterar características de controle. 
F.8) Realizar seqüência de setup antes de realizar um vôo: verificação do sistema, aquisição 
de dados de calibração de sensores. 
F.9) Permitir que os controladores recebam dados sensoriais e forneçam comandos para os 
atuadores. 
F .1 O) Detecção de falhas em sensores, no computador embarcado ou nos atuadores. 
F. li) Aceitar configuração (reconfiguração) de missões através da estação de terra. 
O sistema básico deve ser capaz de realizar as funções F.l a F.6. Após esse conjunto 
básico ter sido validado pode-se prosseguir para a fase seguinte implementando as 
funcionalidades F.7.A, F.7.B, F.7.C, F.8 e F.9. Quando esse conjunto tiver sido 
amadurecido, tanto em testes como em validação do projeto, pode-se iniciar o processo de 
inserção das funções restantes (F.7.D, F.7.E, F.7.F, F.IO e F. li). 
Deve ficar claro que o processo de implementação pode provocar a necessidade de 
realizar a inserção de um conjunto de funcionalidades não descritas ainda. Nesse caso é 
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preciso realizar o processo de especificação das funções, adaptação ao restante do sistema 
e, por fim, os testes de validação. 
Lista de Atributos do Sistema 
Esta lista de atributos procura incorporar desde os atributos de hardware do sistema 
até os atributos lógicos de software. Este detalhamento é importante para se realizar a 
construção do sistema nas fases posteriores, pois são abrangidos aspectos de baixo nível 
(interface com o hardware) até aspectos de um nível mais elevado (interface com o sistema 
de controle de missão). 
A.!) Hardware Embarcado (ver Capítulo 4) 
A.l.l) Computador embarcado: 
-processador Pentium 133MHz com 32 Mbytes deRAM; 
- solid state disk (San Disk) com capacidade para 42 Mbytes; 
- 6 portas seriais RS-232: 2 portas na mother-board + 4 portas na placa multiserial 
- interfaces para vídeo, ethemet, teclado, porta paralela; 
A.1.2) Sensores embarcados 
A.l.2.1) GPS: Global Positioning System 
A.l.2.2) TCM: inclinômetro, bússola e temperatura 
A.l.2.3) DMU: acelerômetros, giroscópios e magnetômetros 
A.1.2.4) ADM: ângulos de ataque, velocidade do vento, pressão atmosférica- integração 
com o computador embarcado via CAN. 
A.l.2.5) AS800: microcontrolador mM515 ligados via CAN para monitorar status do 
dirigível: tacômetros, nível de combustível, ângulo de vetorização. 
A.J.2.4) MCC: aquisição e geração de sinais PWM (comando dos servos) 
A.1.3) Atuadores: servos ligados a um (ou mais) microcontrolador(es). 
A.l.4) Rádio modem: sistema de comunicação com a estação de terra 
A.l.S) Comutador de modo de operação: controle alternativo por piloto em terra 
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A.l.6) Sistema de câmera de vídeo com link de transmissão e controle de orientação por 
pan-tilt. 
A.l.7) Barramento CAN: conectada a porta paralela do computador embarcado através da 
interface CAN4EPP e diversos microcontroladores conectados a esse barramento. 
A.2) Software Embarcado 
A.2.l) Sistema operacional Linux mínimo (miniRTL) 
A.2.2) Realtime Linux: kemel do Linux alterado para realizar o suporte ao Realtime Linux 
A.3) Dados sensoriais , obtidos a partir dos sensores embarcados: 
A.3.l) Posição: latitude, longitude e altitude 
A.3.2) Velocidades absolutas nos eixos X, Y e Z 
A.3.3) Ângulos de Atitude: roll, pitch e yaw 
A.3.3) Taxas de roll, pitch e yaw 
A.3.4) Acelerações nos eixos X, Y e Z 
A.3.5) Ângulos de ataque do dirigível com relação ao vento 
A.3.6) Velocidade do vento (velocidade relativa) 
A.3.7) Pressão atmosférica (altitude barométrica) 
A.4) Comandos para atuadores 
A.4.l) Atuadores do dirigível 
- rudder: controla a trajetória do dirigível; 
- elevator: controla a altitude; 
- velocidade de rotação dos motores; 
- vetorização dos motores utilizado em casos de vôos a baixa altitude: como realização de 
vôos pairados e, principalmente, em decolagens e pousos na vertical. 
-válvula de escape de hélio: para, em casos de emergência, realizar a liberação do hélio. 
A.4.2) Atuadores da câmera (link de vídeo) 
- pan e tilt: controle de orientação da câmera embarcada. 
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A.5) Modo de operacão: uma variável que indica em qual modo de operação se encontra o 
sistema embarcado- OP _ MODE. 
A.6) Variáveis para controladores: este conjunto de atributos ainda não está completamente 
especificado. O que é indicado a seguir é apenas um conjunto de atributos que 
caracterizam-se por evolução constante: 
A.6.1) Valores de inicialização para os controladores 
A.6.2) Ganhos de controladores 
A.6.3) Tipos de controladores 
Lista de Casos de Uso (Use Cases - UC) 
Os casos típicos de operação levantados para o dirigível compreendem: 
UC.l) Inicializar o software do sistema embarcado 
• Configuração e verificação dos sensores 
• Inicializar variáveis: dados sensoriais, comandos para atuadores, variáveis de 
controle. 
A partir dessa inicialização o sistema embarcado passa a executar uma tarefa 
periódica que realiza as funções F .2 a F .6, no caso de realizar somente a telemetria, e F. 7 a 
F .9, se o controle automático for acionado. 
UC.2) Estação de terra comandando os atuadores do sistema embarcado. O sistema 
embarcado entra no modo de operação GSJ e passa a aceitar os comandos provenientes da 
estação de terra. 
UC.3) Disparar seqüência de setup do sistema embarcado antes de realizar um vôo. 
• Verificar o funcionamento dos diversos sensores 
• Aquisição de valores de offtet para diversos sensores 
UC.4) Mudança do modo de operação: RCU, GSJ ou CTR. 
UC.S) Disparar o início de execução de uma determinada missão, suspender ou cancelar 
uma missão. 
UC.6) Permitir (re)configuração de missões: receber pontos de passagem, seqüência de 
execução de comandos (e.g.: decolagem- vôo seguindo pontos de passagem- pouso). 
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UC.7) Permitir escolha de estratégias de controle (pois podem existir diversas estratégias 
implementadas no sistema embarcado). 
Os Casos de Uso UC.2 a UC.7 se referem basicamente às atividades que podem ser 
disparadas por uma mensagem enviada pela estação de terra, ou seja, o operador da estação 
gera um comando que é enviado para o sistema embarcado. Basicamente estes casos de uso 
enumeram os diversos tipos de mensagens que o sistema embarcado pode receber e deve 
ser capaz de processar. 
5. 7.2 Análise de requisitos 
Baseado na estrutura conceitual de um agente robótico comunicativo [Gudwin] 
(apresentado na Figura 5.1) e na estrutura de hardware e de software (Figura 5.2) 
apresentados para o sistema embarcado, pode-se desenvolver o modelo conceitual 
apresentado a seguir. 
Figura 5.1 - Esquema genérico de um agente robótico comunicativo 
O agente robótico, numa primeira fase, realiza a aquisição de dados sensoriais do 
ambiente e a recepção das mensagens através de seu sistema de comunicação. Em seguida, 
estes dados são enviados para o sistema inteligente, responsável pela tomada de decisões, 
que realiza o tratamento dos mesmos, gerando comandos para os atuadores e mensagens 
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para serem enviadas através do sistema de comunicação. Os atuadores agem sobre o 
ambiente, alterando-o. 
O sistema de comunicação permite que o agente se comunique (recepção e envio de 
mensagens) com outros agentes que estão inseridos dentro do ambiente. Faz-se uma 
separação explícita dos dados sensoriais dos dados de comunicação para se evitar confusão 
entre as mensagens recebidas. 
Fazendo um mapeamento direto entre os componentes do agente robótico e o 
sistema embarcado do AURORA obtém-se a Tabela 5.1. 
Agente Robótico Dirigível AURORA 
Sensores Sensores embarcados (GPS, TCM, DMU, ADM, AS-800) 
Sistema de comunicação Rádio Modem 
Atuadores Microcontrolador + Servos 
Sistema inteligente Controladores + Sistema supervisor de execução de tarefas 
de navegação e execução de uma missão 
Tabela 5.1 -Correspondência entre componentes de um agente robótico e os componentes do AURORA 
Ainda tendo em mente o funcionamento do agente robótico e o funcionamento do 
protótipo do sistema embarcado, pode-se montar um primeiro modelo comportamental. 
Numa primeira fase do desenvolvimento, o objetivo é gerar um sistema básico, que 
possa ser validado antes de se realizar a construção dos componentes restantes. Esse 
sistema básico deve ser capaz de realizar as seguintes funções: F. I a F.6, F.7-A e F.8. As 
demais funções envolvem comportamentos mais elaborados que ainda estão sendo 
definidos no Projeto AURORA. Algumas dessas funções também dependem da resolução 
de problemas de implementação, como por exemplo a integração de um sistema de 
controle inteligente capaz de interpretar comandos que definam uma missão. 
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Modelo Conceitual Inicial 
O que se deseja como produto final é o software do sistema embarcado (embedded 
system), que se constitui no nível mais alto de abstração que se pode ter. O sistema 
embarcado pode ser visto como sendo composto de quatro grandes elementos principais: 
sensores (sensors), atuadores (actuators), sistema de controle (contra[) e sistema de 
comunicação ( communication ). 
Sensors: abstrai o conjunto de sensores embarcados (GPS, TCM, DMU, ADM, 
AS800). Através dele pode-se obter os dados sensoriais (sensorData) que são utilizados no 
processo de telemetria e de controle do dirigível. Nesse módulo também é acoplado o 
sistema de fusão sensorial que permitirá que dados de acelerômetros, giroscópios , bússola 
e GPS possam ser utilizados para gerar dados mais consistentes sobre a dinâmica do 
dirigível, além de fornecer um espécie de backup na possibilidade de falha de algum dos 
sensores existentes. 
Actuators: abstrai o conjunto dos atuadores embarcados (microcontrolador + 
servos). Através dele pode-se realizar o controle dos atuadores através do envio de 
comandos apropriados (commands). 
Contra!: abstrai o sistema de controle do dirigível com todos os seus controladores 
de baixo nível de navegação, elementos de tomada de decisão, configurações e objetivos de 
missão. Deste módulo será definida apenas uma interface que posteriormente será utilizada 
pelos desenvolvedores do sistema de controle inteligente, o qual se encontra fora do escopo 
deste trabalho. 
Communication: recebe e transmite dados para a estação de terra. Este módulo 
encapsula todo o processo de envio e recepção de dados: os outros módulos podem usá-lo 
para enviar mensagens para a estação de terra, e as mensagens recebidas são repassadas 
automaticamente para o módulo apropriado. 
As Figuras 5.5 a 5.10, na seção Projeto (Seção 5.4), apresentam como estes diversos 
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Figura 5.2- Esquema simplificado de uma estrutura para o software embarcado 
5. 7.3 Projeto Orientado a Objeto: Sistema Real 
Nesta seção é definida a estrutura do software embarcado que é utilizado no sistema real. A 
seguir também são descritos como esses diversos elementos interagem para realizar as 
ações definidas nas seções anteriores. 
Modelo Comportamental Inicial- Sistema Real 
(A) Inicialização do Sistema Embarcado: sistema é ligado e o módulo RTLinux do software 
embarcado é ativado automaticamente. 
Quando o sistema embarcado é ligado, cada um dos módulos deve ser inicializado 
de forma apropriada: 
- sensores devem ser configurados de forma a fornecer os dados desejados. 
- atuadores devem ser configurados para uma posição padrão. 
- sistema de comunicação deve ser testado. 
- variáveis de controle devem ser inicializadas apropriadamente. 
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Ao final de processo de inicialização uma mensagem pode ser enviada à estação de 
terra, indicando os resultados do processo e o estado de funcionamento de cada um dos 
instrumentos. 
(B) Setup pré-vôo 
Preparação do sistema antes de realizar um vôo, pois existem variáveis que devem 
ser ajustadas. Algumas dessas variáveis já foram definidas: 
ajuste da posição inicial dada pelo GPS (latitude e longitude), pois o ponto inicial é urna 
referência básica utilizada pelo sistema de controle e navegação. 
pressão atmosférica dada pelo sensor barométrico da sonda de vento (ADM), que é urna 
referência precisa para a altitude (no momento apresenta uma precisão maior que a dada 
pelo GPS). 
O processo de setup pré-vôo deve ser iniciado por urna mensagem enviada pela 
estação de terra. 
(C) Funcionamento durante o vôo 
Enquanto o sistema estiver ativo, é executada uma tarefa periódica que realiza o 
processo de leitura de dados dos sensores pelo módulo sensors, e envio destes dados para 
os módulos que fazem uso dos mesmos: contra/ e communicatíon. O módulo contra! torna 
uma série de decisões a partir dos dados sensoriais e gera os comandos para o módulo 
actuators. O módulo communication envia os dados sensoriais para a estação de terra 
(telemetria). 
Os comandos recebidos pelo módulo actuators são utilizados para gerar os sinais 
apropriados para cada um dos servos. Se necessário, este módulo realiza uma série de 
conversões nos valores dos sinais para que possam ser mapeados corretamente para os 
servos. Os comandos podem ter três origens diferentes: 
- RCU (Radio Control Unit) 
- GSJ (Ground .S.tation Joystick) 
- CTR (Embedded Conrrol) 
97 
(D) Troca de Mensagens com a Estação de Terra 
As mensagens recebidas pelo módulo communication a partir da estação de terra 
devem ser repassadas para os módulos apropriados de forma automática. Este módulo deve 
portanto receber as mensagens, decodificar seu conteúdo, verificar sua validade e em 
seguida repassar para o módulo específico. Um conjunto básico de mensagens que é 
recebido pelo sistema embarcado é listado a seguir: 
• sinal de correção de GPS Diferencial: esta mensagem deve ser enviada para o GPS 
embarcado (módulo sensors). 
• comandos do joystick da estação de terra (enviada para o módulo actuators ). 
• mudança de modo de operação (uma jlag no sistema embarcado deve ser alterada -
OP MODE). 
• configuração de variáveis de controle (enviadas para o módulo control). 
• definição de uma seqüência de pontos de passagem (latitude, longitude e altitude). 
As mensagens transmitidas pelo sistema embarcado são: 
• dados de telemetria (pacote contendo dados sensoriais, de comandos e de controle). 
• mensagens de acknowledge : confirmação do recebimento de mensagens. 
• avisos sobre o estado do sistema: ocorrência de alguma falha. 
O conjunto total de mensagens que podem ser trocadas ainda não foi bem definido, 
devido as caráter evolutivo do Projeto AURORA. O conjunto apresentado é parcial e cobre 
somente as funcionalidades existentes no sistema atual. 
Casos de Uso Reais- Sistema Embarcado Real 
Apesar de vários casos de uso terem sido definidos na Seção 5.7.1 (UC.l a UC.7), alguns 
deles foram reunidos e outros foram alterados de forma que apenas três casos de uso reais 
são definidos para o primeiro protótipo do sistema: 
RUC.l) Inicialização do Sistema - cada um dos módulos que compõem o sistema é 
inicializado, ou seja, seus atributos são configurados de forma que quando o sistema 
começar a executar as tarefas, todos os estados internos estejam consistentes. Nesse 
momento sensores são configurados e atuadores são inicializados com um estado padrão. 
98 
RUC.2) Execução do software embarcado - a execução de cada iteração do software 
embarcado consiste em 5 etapas principais: 
• recepção de mensagens a partir de estação de terra pelo módulo communication e 
passagem das mesmas para os módulos adequados. 
• aquisição de dados sensoriais pelo módulo sensors e armazenamento em sensorData. 
• chamada do módulo contrai passando como parâmetro os dados sensoriais 
(sensorData) e esperando como resultado os comandos para os servos (commands). A 
execução do módulo contrai depende do modo de operação que está ativo. Somente se 
o modo de operação for CTR é que módulo contrai é executado. O RUC.3 apresenta 
detalhadamente como e o que deve ocorrer em cada modo de operação. 
• execução dos commands através do módulo actuators. 
• envio das mensagens geradas pelos módulos para a estação de terra. 
RUC.3) Mudança do modo de operação- a mudança de modo é disparada no momento em 
que o piloto em terra muda a posição da chave (tipo ON/OFF) no rádio controle. Como já 
foi apresentado anteriormente, o dirigível pode estar sendo comandado em um dos 3 modos 
de operação (denominado de OP _ MODE): 
• RCU: modo no qual o piloto em terra comanda o dirigível. O piloto comanda o dirigível 
através do rádio controle e o sistema embarcado só realiza a telemetria. 
• GSJ: estação de terra envia os comandos para o dirigível. A forma como estes 
comandos podem ser gerados pode variar: painel de controle do operador da estação de 
terra, joystick do piloto, ou um programa que gera comandos de forma automática (para 
levantamento de modelo, por exemplo). 
• CTR: o próprio software embarcado comanda o dirigível - os algoritmos de controle 
embarcados geram os comandos apropriados. A partir dos dados sensoriais e dos 
estados passados, os comandos apropriados são gerados e enviados para os atuadores. 
Contudo, cada modo de operação possui um elemento responsável pela sua ativação 
e desativação, como também uma seqüência de inicialização execução e finalização. A 
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seguir são descritas as possíveis transições entre estes modos de operação e em qua1s 
situações essas transições ocorrem. 
Os dois elementos que controlam a transição de um modo de operação para o outro 
são: 
• AUTO: esta variável é alterada quando o piloto em terra aciona a chave para mudança 
de modo de operação no rádio controle. Enquanto o piloto em terra estiver comandando 
o dirigível AUTO se encontra no estado OFF, mas no momento em que ocorre a 
mudança para comandos gerados pela CPU embarcada AUTO passa para ON. 
• NEXT_MODE: esta variável indica qual será o modo de operação que estará ativo 
quando o piloto em terra acionar a mudança do modo de operação. Esta variável assume 
dois valores possíveis: GSJ ou CTR. Esta variável é configurada inicialmente como 
CTR e pode ser alterada pela estação de terra (mensagem de configuração de modo de 
operação). 
A tabela a seguir apresenta quando as diferentes transições entre os modos de 
operação ocorrem. 
Pré-condições Transição em AUTO Transição em OP _MODE 
OP _MODE- RCU OFF~ON RCU~GSJ 
NEXT_MODE=GSJ 
OP _MODE = RCU OFF~ON RCU~CTR 
NEXT_MODE = CTR 
OP _MODE = GSJ ou CTR ON ~OFF GSJ ou CTR ~ RCU 
NEXT MODE = GSJ ou CTR 
Tabela 5.2- Condições para chavearnento entre os modos de operação 
Quando ocorre a transição de RCU para CTR é necessário inicializar todos os 
controladores e ter também um conjunto de pontos de passagem pré-definidos. Se não 
existir um conjunto definido, pode-se gerar uma série de pontos de forma automática (para 
que o dirigível fique sobrevoando a região até que novos pontos sejam definidos). 
Se a transição for de RCU para GSJ não é necessário realizar nenhum tipo de 
inicialização. Basta receber os comandos da estação de terra e repassá-los para os servos. 
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No caso da passagem de GSJ ou CTR para RCU também não existe nenhum 
tratamento especial. Se fur de interesse, pode-se inserir algum tipo de rotina para realizar o 
tratamento no final de um vôo automático (faz o reset de variáveis de controle). 
Diagramas de Classes 
O conjunto de diagramas de classe apresentado abrange todo os componentes do 
sistema. Alguns componentes ainda não foram completamente codificados e testados (caso 
do módulo contra/ responsável pelo controle e navegação), porém uma especificação 
bastante detalhada foi gerada. A seguir é apresentada a estrutura geral do software 
embarcado de uma forma pormenorizada. Uma especificação ainda mais detalhada de cada 
classe definida e do código fonte pode ser encontrada em [Manual AES]. 
canManager 
· 'nit() embedded system communication 
· 'endMsg() 
· ~itEmbeddedSystem( ) · 'nit() · "recvMsg( ) 
· "setRecvMsg( ) · ., olteratfon{) · ~ecelveMessage( ) 
· 1;resetRecvMsg( ) · close(} · endMessage( ) 
·~andlelnterrupt( ) y 
actuators sensors 
. '""() centro! · 'nit() 
· :receiveSensorData( ) · ~nit() · "executeActuators( ) 







Figura 5.3- Diagrama de classe: módulos que compõem o sistema embarcado (embedded_system) 
O sistema embarcado (embedded_system), apresentado na Figura 5.3, é composto 
por quatro módulos principais: sensors, communication, contra/ e actuators. As interfaces 
públicas dessas classes são apresentadas na figura, sendo possível observar que as mesmas 
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possuem uma série de métodos que permitem realizar a sua inicialização, execução de suas 
tarefus específicas e troca de mensagens com outros módulos. Os módulos sensors, contrai 
e actuators herdam características da classe module, compartilhando funções semelhantes 
no que se refere à geração e troca de mensagens. As mensagens geradas por esses módulos 
podem ser enviadas para a estação de terra ou para um outro módulo. 
A classe canManager também é apresentada na figura pois ela é um elemento que é 
compartilhado entre os módulos sensors e actuators. É através do barramento CAN que 
dados sensoriais chegam à CPU embarcada e comandos serão enviados para os 
microcontroladores que comandam os servos. 
Os diagramas apresentados a seguir (da Figura 5.4 a Figura 5.8) mostram a estrutura 




· '\esetData( ) 
sensors :~=~~~~\ \ 
· 'nit() 10----------J' esetTCMData() 
· ~eceiveSensorOata( ) ' resetMCCOata( ) 
· ·getSensorDataPtr( ) · resetADMData( ) 
' tASBData( ) 
· getPackedMsg() 
· ~ick() 
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. ~rece,eData() !E--------{' """() 
·íf!act. ualizeSensorData( ) ' !fead( } 
· ""close( ) · ""Atrite( ) 
·~mtsensor( ) 
Figura 5.4 -Diagrama de classes para o módulo de sensores (sensors) 
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Através da Figura 5.4 pode-se observar que o módulo sensors encapsula os diversos 
sensores presentes no sistema embarcado: gps, mcc, tem, dmu, adm e as800. Os quatro 
primeiros sensores são classes derivadas de sensor mas apresentam implementações 
específicas para tratar os dados recebidos através das portas seriais. Os dois últimos ( adm e 
as800) são sensores conectados via CAN ( canSensor que por sua vez é derivada de sensor). 
A diferença principal existente em sensor e canSensor é que o primeiro recebe 
dados através de urna porta serial e o segundo através do barramento CAN. Existe urna 
classe denominada serial que abstrai todo o processo de configuração, leitura e escrita da 
porta serial através do rt_com do RT-Linux. A classe canManager encapsula as rotinas de 
configuração, recepção e tratamento de dados do dispositivo que monitora o barramento 
CAN (CAN4EPP).Tanto sensor quanto canSensor são classes abstratas. 
actuators 
. ~n~() 
. ~xecuteActuators( ) 
. "setcommandsPtr() 
. <lputMessage( ) 
. ~etMessageCom() 
/ commands 
mcc . ~etCommands() 
. (tgetRCUCommands() · ~etCommands() 
. "PutServoCommands() ·=ocross() 
' rosstox{) 
Figura 5.5 -Diagrama de classes para o módulo dos atuadores (actuators) 
A Figura 5.5 apresenta os componentes do módulo actuators. A classe mcc 
(microcontrolador) é responsável por realizar a leitura de comandos recebidos através do 
rádio controle (getRCUCommandsO) e pela geração de comandos para servos 
(putServoCommandsO). A classe commands abstrai as diferenças existentes entre os 
diversos tipos de comandos que podem ser gerados (RCU, GSJ e CTR) para um formato 











. ... eceiveMessageFromGround() serial 
. "endMessageToGround() k , ~n~{) 
·=ckMessage() . .._ead{) 
· npackMessage() '~~.{)! 
Figura 5.6- Diagrama de classes para o módulo de comunicação (communication) 
Na Figura 5.6 é apresentado o módulo communication, responsável pela troca de 
mensagens com a estação de terra. A classe modem, uma abstração para o rádio modem, 
recebe/transmite as mensagens e também realiza o processo de decodificação/codificação 
das mesmas que chegam através de uma porta serial (classe serial). A classe 
communication recebe as mensagens de modem e as repassa para os outros módulos 
(sensors, actuators, contra!). Esta classe também recebe mensagens de outros módulos e 
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Figura 5.7- Diagrama para as classe relacionadas ao CAN 
A Figura 5.7 apresenta as classes atualmente relacionadas com o CAN. Nela 
podemos ver a classe canManager que abstrai toda as funcionalidades existentes na 
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interfuce CAN4EPP. A classe canepp é uma classe de mais baixo nível que controla a 
escrita e a leitura dos registros de controle da porta paralela (EPP). A classe canSensor é 













· ,.generateRect(} ! 
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Figura 5.8- Diagrama de classes para o módulo de controle (contra{) 
O diagrama de classes do módulo contrai ainda está sendo especificado (versão de 
teste na Figura 5.8), em conjunto com os demais pesquisadores do projeto AURORA pois 
depende do tipo do sistema de controle e navegação que gradualmente é introduzido na 
sistema embarcado, incluindo uma arquitetura deliberativo-reativo para a configuração e 
controle de missões. 
Uma versão que implementa um controle automático básico, permite a realização de 
trajetórias simples seguindo pontos de passagem definidos em trajectoryPoints. O controle 
de trajetória (plano XY) está implementada na classe contro!Traj e o controle de altitude na 
classe contro!Altd. Ambas as classes são derivadas de uma classe abstrata controller. 
Diagramas de Colaboração 
A seguir são apresentados os diagramas de seqüência dos principais componentes do 
sistema. Os diagramas apresentados na Figura 5. 9 e na Figura 5.1 O são os de nível mais 
alto permitindo entender o sistema de uma forma genérica. Os diagramas seguintes (da 
Figura 5.11 a Figura 5.9) permitem obter uma compreensão mais aprofundada de cada um 
dos componentes. 
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Inicialização geral do sistema 
O diagrama apresentado na Figura 5.9 apresenta a seqüência de inicialização do sistema 
embarcado quando este é ligado. O que ocorre é a chamada das rotinas de inicialização de 
todos os módulos que compõem o sistema. 
I embarc main ) EMBEDOEQ: 
bddedss 
) CANMAN : cani 
~~' I s~;:r I 








init () T 
init (sensors, control, 
! 
Figura 5.9- Diagrama de seqüência para inicialização do sistema embarcado 
Funcionamento do sistema: realização de uma iteração da rt task 
Na Figura 5.1 O é apresentado de forma simplificada, no nível dos módulos (sem entrar nas 
rotinas executadas no interior de cada um desses módulos), o que ocorre durante a 
execução de um iteração do sistema embarcado. Numa primeira fase as mensagens 
recebidas por COMM são repassadas para os demais módulos (putMessageO). Em seguida 
é feita a aquisição de dados sensoriais por SENSORS (receiveSensorDataO) e envio dos 
mesmos para o sistema de controle (CONTROL). O sistema de controle e navegação toma 
estes dados e gera comandos (executeControlO) para os atuadores (ACTUATORS) 
(executeActuatorsO). Por fim, COMM recebe todas as mensagens (getMessageComO) dos 
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Figura 5.10- Diagrama de seqüência de execução de uma iteração do sistema embarcado 
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Detalhamento do funcionamento: módulo sensors (Figura 5.11 e Figura 5.12) 
EMBEDDEO· 





1 I I .nlt (sensorData) 
I f--, ---+----"'~----~--....---c"j 
r \ 
Figura 5.11- Seqüência de inicialização do módulo de sensores 
A Figura 5.1 I apresenta a seqüência de inicialização do módulo sensors. Quando o 
método initO de sensors é chamada é disparada a seqüência que prepara sensorData (classe 
que mantém todos os dados sensoriais), todo o conjunto de sensores (representado na figura 
pela classe abstrata sensor) e o strapDown. O strapDown será um dos módulos básicos que 
irão compor o futuro sistema de fusão sensorial do dirigível, iniciando-se por um algoritmo 
de sistema de navegação inercial. 
EMBEpDED: 
embedded system 








; ! dolteration ( ) 
·~ 
I 
Figura 5.12- Aquisição de dados dos sensores e execução de iteração do StrapDown 
A Figura 5.12 detalha o processo de aquisição de dados sensoriais. Inicialmente a 
conjunto de sensores é percorrido um a um verificando-se a existência de dados no sensor 
(receiveDataO). Se existir algum dado novo este é processado e armazenado em 
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sensorData (actualizeSensorDataO). Utilizando as informações contidas em sensorData, 
realiza-se uma iteração do strapDown. 
Detalhamento do funcionamento: módulo actuators 
EMBEDDED: ! 
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Figura 5.13- Seqüência de envio de comandos para servos 
Quando o sistema embarcado gera comandos, através de um algoritmo de controle e 
navegação, que devem ser executados pelos atuadores, ocorre a seguinte seqüência de 
execução no módulo actuators: numa primeira fase os comandos recebido por mcc, os 
quais foram gerados pelo piloto em terra, são lidos e armazenados (getRCUCommandsO). 
Em seguida o comando que deve ser executado (que pode ter três origens diferentes: RCU, 
GSJ e CTR) é selecionado (getCommandsO) e executado pelo microcontrolador 
(putServoCommandsO). 
Detalhamento do funcionamento: módulo communication 
Na inicialização do módulo communication, este recebe apontadores para os demais 
módulos de forma que seja possível gerenciar a troca de mensagens entre sistema 
embarcado e a estação de terra, e até entre os próprios módulos. Nesse processo o rádio 
modem também é configurado. 
Tanto o processo de envio (Figura 5.15) quanto o de recepção (Figura 5.16) de 
mensagens pelo sistema embarcado é disparado pela classe embedded_system. O processo 
de envio consiste em uma etapa de aquisição de mensagens dos módulos e uma outra de 
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codificação e envio para a estação de terra através do modem. No processo de recepção as 
mensagens são lidas do rádio modem, decodificadas e em seguida distribuídas entre os 
módulos de acordo com os identificadores presentes em cada uma das mensagens. 
I EMBEDDED ' 1, 
i embedded system j 






Figura 5.14- Inicialização do módulo communication e seu subcomponente (rádio modem) 
n sendMessage (Message) 
~------~~~--~ getMessage (Message) 
! 
l·:,.l_. sendMessageToGrounit (Message) 
Figura 5.15- Envio de mensagens do sistema embarcado para a estação de terra 
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Figura 5.16 - Recepção de mensagens da estação de terra e passagem para os módulos apropriados 
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Figura 5.17- Inicialização dos controladores 
EMBEDOED: 
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executeControl {sensorData, commands) 
! changelndex (double, doub!e, double) 
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getAtual!ndex ( ) ~ 
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Figura 5.18- Seqüência de execução dos controladores 
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EMBEDDED · . 
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Figura 5.19- Controlador insere comandos para servos dentro de commands 
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Detalhamento do funcionamento: módulo control 
O processo de execução do sistema de controle e navegação ocorre da seguinte forma: 
verifica-se se ocorreu mudança no estado atual da trajetória que está sendo realizada 
(changelndexO) e obtém-se o ponto da trajetória que deve ser alcançado (getPointO). Em 
seguida, dados os pontos de trajetória e o ponto atual, os algoritmos geram os comandos 
que irão corrigir a trajetória e a altitude do dirigível (doControlO). 
A Figura 5.19 apresenta a forma como os comandos gerados pelo sistema de 
controle e navegação são inseridos na classe que contém as informações de comandos. De 
forma semelhante os comandos provenientes do operador em terra também são inseridos 
em commands (caso em que se está no modo de operação GSJ). 
5.7.4 Implementação: codificação, documentação e realização de testes 
A etapa de codificação foi intercalada com outras etapas do desenvolvimento do software 
(especificação, projeto e testes do sistema real). A medida que a codificação foi sendo 
realizada, novos requisitos surgiram e com isso a necessidade de se realizar o projeto de 
novas classes também. Foram realizadas diversas iterações até se obter a estrutura final do 
software que foi apresentada nas seções anteriores. 
A documentação do software embarcado é composta pela: 
• modelagem do sistema realizada em UML através do software Rational Rose; 
• código fonte comentado do sistema embarcado; 
• alguns documentos informais que ensinam como msenr novas funcionalidades e 
realizar evoluções sobre o software existente e; 
• a própria tese de mestrado. 
Os testes realizados com o software embarcado envolveram testes de bancada e testes 
de campo. 
Os testes de bancada serviam basicamente para testar: 
• a comunicação com a estação de terra (validação do protocolo de comunicação- envio 
e recepção de mensagens); 
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• o funcionamento dos sensores embarcados (GPS, DMU, TCM e microcontroladores) e 
das rotinas de tratamento dos dados provenientes dos mesmos; 
• o funcionamento do barramento CAN e validação do código de tratamento das 
mensagens recebidas/transmitidas; 
• a geração e envio de comandos para os atuadores; 
• a comutação entre os diversos modos de operação. 
Os testes de campo realizados foram de dois tipos: utilizando um automóvel ou o 
próprio dirigível, em vôos reais. Os testes num automóvel permitiam validar o processo de 
telemetria e o funcionamento de todos os sensores. Também permitiu realizar uma pré-
avaliação do funcionamento do sistema de controle automático, ou seja, reprodução das 
trajetórias em solo pelo automóvel. O motorista do automóvel reproduzia os comandos 
gerados pelo controle automático. Nesse caso o controle realizado ficava limitado em duas 
dimensões (latitude e longitude). 
Por fim, foram realizados os testes no dirigível os quais envolveram, inicialmente, a 
realização de telemetria e em fases posteriores a realização de vôos com controle 
automático de trajetória e de altitude. Infelizmente, devido à uma série de imprevistos o 
controle de trajetória e de altitude não pode ser testados apropriadamente em vôos reais 
com o novo software embarcado. O controle de trajetória foi testado somente com o antigo 
software embarcado. 
Os imprevistos que impediram a realização dos vôos experimentais foram os 
seguintes: 
• Demora no processo de implementação do sensor barométrico da sonda de vento sem a 
qual não seria possível realizar o controle automático de altitude (o problema e a 
solução encontradas são explicitados no Apêndice 3). 
• Dificuldade para a resolução do problema no sistema de vetorização o que levou à 
construção de um novo sistema. 
• Envelope deteriorado que dificultava a realização de vôos. Os vazamentos e 
contaminação do gás Hélio impossibilitaram a realização de vôos. O Apêndice 4 trata 
este assunto de forma mais aprofundada. 
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• Novo envelope que, apesar de ser de um material mais robusto, gerou uma série de 
problemas de aerodinâmica. 
• Deterioração da gôndola, tornando necessária a realização de reparos freqüentes. 
• Destruição parcial da garagem do dirigível em 4 de maio de 2001, diante de um forte 
vendaval, causando vários danos sobre o envelope e as superfícies aerodinâmicas. 
Todos esses fatores aliados aos ventos constantes que sopram na região de Campinas 
foram os fatores que dificultaram no processo de realização de vôos para a validação final e 
completa do software embarcado. 
Contudo, foram obtidos alguns resultados interessantes de telemetria e alguns vôos 
com controle de trajetória e de altitude puderam ser realizados, sendo que os resultados são 
apresentados no Capítulo 7. 
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Capítulo 6 
Software Embarcado Simulado 
6.1 Introdução 
A utilização de ambientes de simulação se mostra uma ferramenta muito útil durante o 
desenvolvimento de diversos tipos de sistemas robóticos, como pode ser visto em [Pollini e 
Innocenti] e em [VEVI]. Tais sistemas apresentam inúmeras vantagens, dentre as quais 
podemos destacar a possibilidade de realizar inúmeros testes sem colocar o equipamento 
em risco e, também, treinar o operador do sistema através da definição de diversos tipos de 
cenários de operação. 
Uma das necessidades principais durante a fase de desenvolvimento, testes e 
validação dos algoritmos de controle, navegação e de planejamento de missões no 
AURORA, é a existência de um ambiente simulado que permita realizar esta fase antes da 
utilização destes algoritmos em vôos reais do dirigível. 
Atualmente existem ferramentas modernas de simulação como o pacote Simulink 
do Matlab [Matlab]. Porém este tipo de ferramenta costuma ser voltada para o projeto de 
algoritmos de controle e para realização de simulações e não têm como objetivo a 
implementação final de um sistema, ou seja, o código fonte executável, que pode ser 
utilizado nas aplicações reais. Desta forma foi necessário desenvolver um esquema 
intermediário que permitisse aliar as facilidades existentes em ferramentas como o 
Simulink com algo que estivesse mais próximo da implementação final do sistema 
embarcado que é utilizado em vôos reais. Este ambiente é designado como software 
embarcado simulado. 
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O ambiente desenvolvido permite que sejam realizados o teste e a validação sobre 
os seguintes componentes: 
• algoritmos de controle e navegação; 
• estação de terra como unidade que acompanha o andamento de uma missão através de 
dados de telemetria, envia comandos para o sistema embarcado e dados para a 
configuração de missões; 
• planejador de missões e tratador de contingências, configurando ao aspectos 
deliberativo e reativo do dirigível robótico. 
Os dois primeiros, são abordados nesse trabalho, enquanto que o último é uma 
atividade contemplada em [Ramos-200lc]. 
Neste capítulo é apresentado o projeto e o desenvolvimento deste software 
embarcado simulado. Este software é baseado no software embarcado orientado a objeto 
(apresentado no Capítulo 5), em um modelo matemático codificado em linguagem Java 
(simulador de dirigíveis desenvolvido em Java e VRML) [Ramos-99a] migrado para um 
modelo no Matlab/Simulink [Paiva-99a], e também em algumas experiências realizadas 
anteriormente com o pacote de software Matlab/Simulink. 
O projeto do software embarcado simulado foi realizado de forma semelhante ao 
projeto apresentado na Seção 5.7. Devido à grande semelhança estrutural e de 
funcionamento dos dois software, a maioria dos diagramas de classes e de seqüência foram 
omitidos no presente capítulo pois seria uma redundância desnecessária. 
6.2 Projeto do Software Embarcado Simulado 
Em uma experiência realizada anteriormente com um modelo matemático de simulação do 
dirigível, desenvolvido em Matlab/Simulink, e algoritmos de controle sendo executados de 
forma remota, comprovou-se a viabilidade de se construir um sistema de simulação 
distribuída. Nesse sistema, modelo matemático e algoritmos de controle encontram-se 
separados fisicamente, isto é, são executados em computadores diferentes, e estão ligados 
através de um canal de comunicação que permite que ocorra a troca de dados entre as duas 
partes. 
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O modelo matemático fornece os dados sensoriais e recebe comandos para os 
atuadores (faz o papel do conjunto sensorial e de atuação do dirigível). Os dados sensoriais 
passam pelo canal de comunicação e são recebidos pelo processo que executa as rotinas de 
controle gerando os comandos adequados. Estes comandos são repassados para o modelo 
matemático através do canal de comunicação. 
Pode-se observar que, removendo-se o conjunto sensorial e de atuadores do sistema 
real, e acoplando-se o modelo matemático (AMM) através de um canal de comunicação, 
tem-se uma versão simulada para o software embarcado que será utilizado em vôos reais. A 
estação de terra (AGS) não percebe a diferença entre o sistema simulado e o real pois a 
comunicação entre o sistema embarcado simulado (AESS) e a estação de terra, através do 
rádio modem, é idêntica ao do sistema real. A Figura 6.1 apresenta a diferença fisica entre o 








Estação de Terra 
Estação de Terra 
Figura 6.1 - Comparativo entre o sistema real (A) e o simulado (B) 
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O conceito envolvido para a geração do ambiente simulado é bastante simples. 
Contudo uma série de problemas de implementação precisam ser superados para se 
construir um sistema funcional. 
O primeiro deles se refere à própria implementação do sistema embarcado, que é 
realizado através de um módulo RTLinux. Por ser executada a nível de kemel, o módulo 
não possui um conjunto de facilidades de implementação que processos de alto nível 
dispõem. O modelo matemático do Matlab só pode realizar a troca de dados com outros 
processos através de sockets. Para implementar os sockets em Matlab foi utilizado um 
recurso denominado MEX-Files [MEX], que permite a codificação e a execução de 
programas escritos em linguagem C pelo Matlab. 
Porém o módulo RTLinux não possui suporte para este mecanismo de comunicação. 
O RTLinux recorre a dois métodos que permitem a troca de dados com processos de alto 
nível que devem estar sendo executados no mesmo computador: FIFO e memória 
compartilhada. Escolheu-se utilizar o mecanismo de FIFO pois este permite o 
enfileiramento dos dados de uma forma natural, sendo de mais fácil implementação. Para 
utilizar memória compartilhada, seria necessário fazer uso de mecanismos de 
sincronização, para evitar sobrescrita ou leitura de dados inválidos, ou então o 
enfileiramento dos dados em um buffer, que complicariam desnecessariamente a 
implementação. Com a solução adotada, é necessário executar um processo a nível de 
usuário para ler/escrever dados de um socket e escrever/ler os dados em uma FIFO. 
A Figura 6.2 e a Figura 6.3 permitem observar de forma simplificada o processo de 
adaptação do software embarcado, constituindo-se assim o sistema embarcado simulado. 
Na Figura 6.2 tem-se a estrutura do software embarcado real que recebe dados de 
sensores reais, envia comandos para os atuadores reais e que está sendo executado como 
um módulo RTLinux. Já na Figura 6.3 pode-se ver que os sensores e atuadores reais foram 
removidos, dando lugar a RT-FIFOs que ligam o módulo a um processo que se comunica 
via socket com o modelo matemático. 
A seguir são apresentadas, de forma resumida, as mesmas etapas desenvolvidas 
anteriormente para o software embarcado, só que desta vez para o desenvolvimento do 
sistema de simulação. 
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Figura 6.3 - Esquema simplificado do sistema 
embarcado simulado 
6.2.1 Modelo C omportamental Inicial- Sistema Simulado 
(A) Inicialização do Sistema Simulado 
A fase de inicialização consiste das seguinte seqüência de ações: 
• Inserir o módulo RT-Linux (sistema embarcado simulado que pode ser executado num 
PC comum com RT-Linux instalado). 
• Disparar o servidor de socket que será responsável por receber dados de sensores do 
modelo matemático, enviá-los para o sistema embarcado simulado e, posteriormente, 
enviar os comandos para o modelo matemático. 
• Executar o modelo matemático que atua como cliente de socket do servidor. 
Neste caso, como não existe nenhum sensor real, não é necessário realizar uma série 
de procedimentos para calibração/geração de offsets dos sensores. Da mesma forma, os 
dados provenientes do modelo não necessitam de nenhuma espécie de tratamento para 
serem utilizados. 
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(B) Funcionamento durante um vôo simulado 
O software do simulador possui um funcionamento semelhante ao software embarcado real, 
com a grande diferença de que o sistema físico agora é todo virtual. Os comandos gerados 
pelo sistema de controle são enviados para um modelo matemático e os dados sensoriais 
são todos provenientes deste mesmo modelo. Neste caso, é possível alterar o modo de 
operação da mesma forma que no sistema real. 
Num vôo simulado há também a possibilidade de se parar a simulação e reiniciá-la 
de acordo com a vontade do usuário, existindo assim uma interface que permita que o 
usuário possa parar, reiniciar e finalizar a simulação. Essa interface também permite que o 
usuário mude o modo de operação do dirigível. 
(C) Troca de mensagens com a estação de terra 
As mensagens trocadas entre o sistema embarcado simulado e a estação de terra são as 
mesmas; desta forma o operador em terra não percebe a diferença entre o sistema real e o 
sistema simulado. O conjunto de mensagens válido para o sistema real, também o é para o 
sistema simulado. 
6.2.2 Casos deU so Reais- Sistema Simulado 
A Figura 6.4 apresenta de uma forma mais detalhada como os diversos componentes de 
software se estruturam para gerar o sistema embarcado simulado. O texto na seqüência 
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Figura 6.4 - Componentes principais do sistema simulado 
Pode-se observar na Figura 6.4 cinco componentes principais (de baixo para cima): 
• AOS (AURORA Ground Station): a estação de terra é a mesma utilizada pelo sistema 
real. Ela não nota a diferença existente entre o sistema simulado e o real, permitindo 
realizar os testes de uma forma muito mais realista, testando-se inclusive componentes 
da estação de terra. 
• AESS (AURORA Embedded System Simulator): módulo RI-Linux alterado de forma a 
funcionar no ambiente simulado. Possui estrutura semelhante à do módulo real, sendo 
que apenas as entradas sensoriais e as saídas de comandos foram alteradas. 
• AESS-SS (AESS - Socket Server): servidor de sockets e interface com o usuário, 
permitindo o controle da simulação. 
• AMM-SC (AMM- Socket Client): cliente de sockets do modelo matemático. 
• AMM (AURORA Mathematical Model): modelo matemático do dirigível. Atualmente 
existem duas versões: uma descrita em Matlab/Simulink que possui um modelo 
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atualizado, e a outra codificada em Java. Através da AMM-SC, este módulo troca 
mensagens via rede com os demais. 
As barras em negrito do lado esquerdo da figura indicam quais os componentes que 
estão sendo executados em máquinas diferentes. Com algumas pequenas alterações é 
possível executar todos os componentes em uma mesma máquina, desde que haja memória 
e capacidade de processamento suficiente. Isto é interessante quando se deseja realizar 
demonstrações ou testes utilizando um único computador (ás vezes é difícil para um 
usuário operar sozinho diversos computadores). 
Três casos de uso reais foram definidos para o primeira versão do sistema simulado. 
Alguns desses casos de uso são muito semelhantes aos especificados para o sistema real, 
apresentados na Seção 5. 7. 
RUC.l) Inicialização do Sistema - cada um dos módulos que compõem o sistema é 
inicializado, ou seja, seus atributos são configurados de forma que, quando o sistema 
começar a executar as tarefas, todos os estados internos estejam consistentes. Nesse 
momento as RT-FIFOs responsáveis pela troca de mensagens com o modelo matemático 
são criadas. Assim outros módulos de software podem ser iniciados seguindo a seguinte 
sequência: 
• AESS-SS : abre a conexão de sockets (servidor) permitindo que o cliente possa se 
conectar: Modelo Matemático em Java ou Matlab. 
• AMM: Modelo Matemático do dirigível que pode ser tanto o codificado em Java quanto 
o existente em Matlab. Em Matlab, a conexão por sockets é realizada através de MEX-
Files. 
RUC.2) Execução do software embarcado simulado - a execução de cada iteração de 
simulação do software embarcado consiste em 5 etapas principais: 
• recepção de mensagens a partir de estação de terra pelo módulo communication e 
passagem das mesmas para os módulos adequados. 
• aquisição de dados sensoriais pelo módulo sensors através da leitura da RT-FIFO e 
armazenamento em sensorData. 
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• chamada do módulo contrai passando como parâmetro sensorData e esperando como 
resultado os comandos para os servos (commands). 
• execução dos commands através do módulo actuators, ou seja, envio dos comandos 
para o modelo matemático através da escrita na RT-FIFO. 
• envio das mensagens geradas pelos módulos para a estação de terra. 
Observando o sistema como um todo: 
• os dados dos sensores vêm do modelo matemático (AMM) via socket, chegando em 
AESS-SS através de uma RT-FIFO. 
• os comandos gerados pelo controle automático são escritos na RT -PIFO e lidos em 
seguida por AESS-SS, que os repassa para o modelo matemático via socket novamente. 
RUC.3) Controle da simulação pelo usuário: o controle da simulação é realizado através 
da interface disponível para o usuário em AESS-SC. Através dessa interface o usuário é 
capaz de: 
• iniciar a simulação (START): quando o sistema é executado, inicialmente ele se 
encontra no estado de espera. O usuário, a partir do comando START, inicia o processo 
de simulação. Uma mensagem é enviada para o módulo RT-Linux e outra para o 
modelo matemático, indicando o início da simulação. 
• parar a simulação (STOP): interrompe uma simulação permitindo que se possa 
finalizar a mesma ou iniciar uma outra. Nesse caso é enviada uma mensagem para o 
modelo matemático indicando que deve se parar a simulação. 
• reiniciar a simulação (RESET): após a simulação ter sido interrompida, o comando 
RESET faz com que a simulação seja reiniciada. Uma mensagem é enviada para o 
módulo RT-Linux e outra para o modelo matemático, indicando que a simulação deve 
ser reiniciada. No módulo, a rotina que inicializa todas as variáveis do sistema é 
chamada. 
• finalizar a simulação (QUIT): após a simulação ter sido interrompida, QUIT dispara o 
envio de uma mensagem para o modelo que faz com que ele seja finalizado. Após isso, 
pode-se finalizar o processo AESS-SS e remover o módulo do sistema embarcado 
simulado. 
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• mudar de modo de operação (CH_OP_MODE): como nesse caso não existe o rádio 
controle do piloto em terra, não é possível controlar o processo de comutação entre os 
modos de operação através desse dispositivo. Para cumprir essa função, o usuário indica 
explicitamente quando deve ocorrer a mudança do modo de operação através desse 
comando. 
As especificações dos use cases para o sistema simulado estão descritas de um 
forma bastante simplificada. A descrição detalhada de todo o software pode ser encontrada 
em (Manual AES]. 
É importante observar que este sistema pode sofrer muitas evoluções, agregando 
mais funcionalidades. Por este motivo as especificações indicadas anteriormente podem ser 
alteradas conforme essas mudanças ocorram. 
6.2.3 Diagramas de Classes- Sistema Simulado 
Os diagramas apresentados a seguir explicam a estrutura geral do sistema simulado. 
Através destes diagramas é possível observar a grande semelhança estrutural existente entre 
o sistema simulado e o real (apresentado na Seção 5.7), o que torna possível a codificação e 
teste do módulo de controle de forma simulada e, posteriormente, sua passagem para o 
sistema real de forma quase imediata. 
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Figura 6.5- Esquema geral do módulo embarcado simulado 
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A Figura 6.5 apresenta a estrutura do módulo no caso simulado sendo que as 
principais diferenças com relação ao diagrama apresentado na Figura 5.3 são as seguintes: 
• ausência da classe canManager pois agora sendo o sistema simulado não existe nenhum 
sensor físico. Os dados sensoriais são obtidos do modelo matemático. Pelo mesmo 
motivo todas as demais classes para os dispositivos sensoriais estão ausentes. 
• substituição da classe sensors por sim _sensors que recebe os dados sensoriais através 
de um RT -FIFO e armazena os mesmos na classe sensorData. 
• substituição da classe actuators por sim_actuators que escreve os comandos para os 
atuadores em uma RT-FIFO. 
Observa-se que as interfaces públicas de sim sensors e de sim_actuators são 
idênticas às interfaces públicas de sensors e actuators respectivamente. 
Desta forma o sistema simulado pode ser visto como um versão simplificada do 
sistema real (veja a Figura 6.6 e a Figura 6.7 para efeito comparativo). Observe que todas 
as classes relacionadas a dispositivos físicos sensoriais e de atuadores foram removidas, 
enquanto que os módulos contra! e communication permanecem inalterados. 
Figura 6.6 - Esquema geral do sistema embarcado real 
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Os outros diagramas de classe são bastante semelhantes aos apresentados para o 
sistema real e por este motivo não são abordados novamente. O funcionamento do sistema 
também continua sendo muito semelhante ao que foi apresentado na Seção 5.7. Os 
diagramas de colaboração não foram repetidos pois seria uma redundância desnecessária. 
6.2.4 Implementação do Simulador: codificação, documentação e 
realização de testes 
Como detalhado nas seções anteriores, o simulador é composto por quatro partes principais: 
AMM, AMM-SC, AESS-SS e AESS. Nem todos os componentes precisaram ser 
implementados, o que agilizou muito o processo de estabelecimento da versão simulada. 
Os componentes de software AMM e AMM-SC já se encontravam totalmente 
implementados e validados, tendo sido necessário realizar apenas pequenas alterações para 
que o sistema funcionasse de maneira apropriada. Esses componentes já se encontravam 
prontos pois faziam parte de um esquema de simulação utilizando o Matlab implementado 
pelo bolsista de iniciação científica Gustavo de Sousa Pavani. 
A implementação de AESS-SC foi bastante simples pois sua função básica é a de 
realizar o envio e a recepção de mensagens entre as RT-FIFOs e os sockets. 
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Como a AESS é uma versão reduzida de AES que possui as classes sensors e 
actuators substituídas por sim _sensors e sim_ actuators, respectivamente, o processo de 
adaptação para geração da versão simulada também foi feita sem grandes complicações. 
O grande problema encontrado foi com relação à realização de testes com o sistema 
como um todo. Foi necessário validar inicialmente os canais de comunicação de forma 
separada e, aos poucos, realizar a integração dos diversos elementos. Inicialmente, foi 
validado o canal entre AESS e AESS-SS, ou seja, as RT-FIFOs, e depois o canal entre 
AESS-SS e AMM-SC, ou seja, entre o servidor e o cliente de socket. Após todos os canais 
de comunicação terem sido testados, prosseguiu-se com a implementação final. 





Figura 6. 8- Modelo matemático em Java (esquerda) e Matlab (direita) 
Os testes realizados comprovaram a viabilidade de se utilizar esse esquema de 
simulação para testar e validar os algoritmos de controle embarcado tanto com o modelo 
matemático desenvolvido no Matlab/Simulink, quanto com o modelo em Java, facilitando o 




Este capítulo descreve os resultados experimentais obtidos, validando a infra-estrutura 
embarcada desenvolvida. Dois cenários são apresentados: o primeiro retrata vôos com 
controle automático de trajetória, usando uma primeira versão do sistema embarcado; o 
segundo apresenta a nova versão do sistema embarcado e seu uso em telemetria de vôo. 
7.1 Resultados do primeiro protótipo implementado: 
vôo com controle de trajetória 
Na primeira implementação realizada do software embarcado, apresentada na Seção 5.3, o 
piloto em terra realiza a decolagem de forma manual, via rádio controle, e aciona, no 
momento que for mais oportuno o modo automático de navegação, iniciando assim a 
execução no sistema embarcado, do algoritmo de controle. Durante o vôo em modo 
automático de operação, o piloto pode desativar o algoritmo no momento que desejar e, 
assim, assumir o controle. Depois de realizada a trajetória, o pouso é feito de fonna manual. 
A trajetória é composta por uma série de pontos que são determinados quando o controle 
automático é acionado. Neste protótipo ainda não há possibilidade de se configurar os 
pontos de passagem através da estação de terra. 
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Figura 7.2- Resultado de uma volta sob controle automático (os eixos do gráfico estão em metros) 
São apresentados os pontos dados pelas coordenadas do GPS e o heading em cada instante. 
Detalhes sobre o algoritmo de controle utilizado nesse primeiro vôo experimental 
podem ser encontrados em [Azinheira-2000a][Ramos-2000]. A trajetória gerada pelo 
dirigível é apresentada na Figura 7.1. Na Figura 7.2 pode-se acompanhar uma volta 
completa realizada pelo dirigível juntamente com os dados de heading. É interessante 
observar o efeito do vento sobre a trajetória que está sendo realizada- na Figura 7.2 há uma 
seta que indica a direção do vento durante o vôo. 
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7.2 Dados de Telemetria: sistema embarcado atual 
Os dados de telemetria apresentados a seguir são de um vôo realizado no dia 7 de 
Dezembro de 2000. Neste vôo, o piloto em terra realizou uma série de manobras com o 
intuito de validar o funcionamento apropriado do novo sistema de propulsão e de 
vetorização. Através dos dados de telemetria armazenados na estação de terra foi possível 
analisar posteriormente o comportamento do dirigível em diversas fases do vôo. Este vôo 
foi o último realizado com o envelope de mylar. Após este vôo passou-se a utilizar o novo 
envelope de nylon. 
Neste vôo foram testados, pela primeira vez, as seguintes inovações realizadas sobre 
o sistema: 
• o novo software embarcado (somente para teste de telemetria); 
• a nova unidade inercial DMU-AHRS; 
• o barramento CAN com dois dispositivos acoplados ao mesmo: sonda de vento e 
tacômetros; 
• o novo sistema de vetorização; 
• e o novo conjunto de motores e hélices. 
Foram coletados uma série de dados de telemetria que permitiram levantar, 
posteriormente, dados interessantes sobre as caracteristicas dinâmicas do dirigível. Através 
da análise desses dados foi possível realizar um estudo comparativo entre o modelo 
dinâmico do dirigível desenvolvido em Matlab e o modelo real. Pode-se comprovar, através 
desse estudo, um corijunto de similaridades e também de diferenças entre os dois modelos. 
Porém, somente com a realização de um vôo no qual são gerados sinais de excitação 
específicos é que será possível levantar um modelo dinâmico mais preciso. 
Os gráficos a seguir mostram dados coletados em algumas situações de vôo 
(decolagem e pouso vertical, vôo cruzeiro) além de gráficos que mostram dados específicos 
de alguns dos sensores embarcados. 
Devido à uma série de dificuldades, nenhum vôo com controle de trajetória e 
altitude com o novo software embarcado pode ser realizado até o momento da finalização 
desta dissertação. Por este motivo são apresentados somente os resultados obtidos através 
de telemetria. 
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Informações sensoriais coletadas durante vôo: trajetória em linha reta 
A seguir são apresentados alguns dados sensoriais coletados durante um trecho de vôo em 
linha reta. A trajetória é apresentada na Figura 7.3 e os comandos gerados (rudder e 
elevator) são apresentados na Figura 7.4 e na Figura 7.5. Durante esse percurso a 
velocidade de rotação foi mantida constante e o ângulo de vetorização dos motores foi 
mantido em zero. Esse percurso se inicia no ponto (Latitude,.,60 : Longitude,-40) e termina 
em (Latitude,-20 : Longitude,25). A Figura 7.6 apresenta a pequena variação de altitude 
durante esse intervalo de vôo (aproximadamente 2 metros de variação). Podemos, através 
da Figura 7.7, observar também que a velocidade de vôo nesse trecho se manteve 
praticamente constante (velx=velocidade longitudinal; ve/y=velocidade latitudinal; 
ve/z=velocidade vertical). 
As Figuras de 7.8 a 7.10 apresentam a atitude do dirigível nesse percurso. Podemos 
observar uma correlação entre o gráfico de altitude e de pitch: a variação no ângulo de pitch 
é acompanhada por uma variação, com um certo atraso, na altitude. Outra observação que 
pode ser feita é a mudança do comando de rudder (em t"'57 s comando para virar à direita) 
que é acompanhada por uma variação no dado da bússola. 
A Figura 7.11 e a Figura 7.12 apresentam, respectivamente, os dados dos 
giroscópios e dos acelerômetros nos três eixos (dados provenientes da unidade inercial 
DMU-AHRS). É através da integração no tempo dos dados dos giroscópios que se obtém 
os dados de rol!, pitch e yaw. Por fim, a Figura 7.13 apresenta os ângulos de ataque do 
vento dados pela sonda de vento. Na legenda da figura alfa corresponde ao ângulo de 
ataque vertical e beta ao ângulo de ataque lateral. 
Através de análises similares à realizada acima, pode-se levantar uma série de 
informações que não podem ser observadas diretamente durante um vôo real, como por 
exemplo a taxa de guinada (velocidade angular durante uma curva fechada) do dirigível, 
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Figura 7.13- Ângulos de ataque do vento 
Decolagem e Pouso Vertical 
Tanto no processo de decolagem quanto no de pouso, os motores do dirigível são 
vetorizados a 90° e a propulsão é ajustada a partir de um início onde é colocada em seu 
máximo, de forma a gerar empuxo suficiente para que o dirigível realize uma trajetória 
vertical o mais suave possível. A seguir são apresentados gráficos que mostram dados dos 
comandos de vetorização, de propulsão dos motores e da variação da altitude, dada pelo 
sensor barométrico, em função do tempo. 
Nos gráficos a seguir, o Canal 7 se refere ao comando de vetorização dos motores e 
Canal 3 ao comando da velocidade de rotação dos motores. Observar que quanto maior o 
valor de Canal 7 maior o ângulo de vetorização e quanto menor o valor de Canal 3 maior é 
a velocidade de rotação dos motores. 
Resultados da decolagem vertical 
Da Figura 7.14 à Figura 7.20 são apresentados os dados relativos à uma decolagem vertical 
realizada pelo dirigível. Todos os gráficos estão na mesma escala de tempo (do instante 
t=O s ao t=60 s). 
Pelos gráficos pode-se observar que o dirigível começa a ganhar altitude a partir de 
instante tz15 s (observar a Figura 7.16). A medida que o dirigível ganha altitude, o ângulo 
da vetorização (comando da vetorização na Figura 7.14) que estava em 90° (t,JO s) vai 
sendo reduzido até o valor de 0° em tz30 s, permanecendo nessa posição o restante do vôo. 
A velocidade de rotação (comando de propulsão dos motores na Figura 7.15) também é 
reduzida a medida que o dirigível ganha altitude e, quando uma altitude segura é atingida, 
coloca-se o motor em velocidade de cruzeiro (t"'52 s). 
A Figura 7.17 apresenta o percurso realizado durante a decolagem do dirigível. A 
decolagem começa no ponto (Latitude"'O : Longitude,O) e o dirigível realiza uma trajetória 
curva na qual vai ganhando altitude. A Figura 7.18 apresenta o dado da bússola do 
dirigível indicando a curva e qual o sentido em que ela foi realizada. A Figura 7.19 e a 
Figura 7.20 apresentam as velocidades lineares do dirigível nos três possíveis eixos. 
Observar que as velocidades inicialmente estão em zero e, à medida que a decolagem 
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Resultados do pouso vertical 
Da Figura 7.21 à Figura 7.27 são apresentados os dados relativos a um pouso vertical 
realizada pelo dirigível. Neste pouso os motores são vetorizados a 90°, funcionando a uma 
rotação elevada, o que mantém o dirigível com um velocidade vertical baixa, fazendo-o 
descer lentamente. 
Todos os gráficos apresentados estão na mesma escala de tempo (do instante t= 140 
s ao instante t=200 s). Temos duas ações principais ocorrendo nesses gráficos: 
• [ t= 140s ; t= 15 5s] : o dirigível se aproxima do local de pouso (Latitude"'O 
Longitude,O). A Figura 7.24 apresenta a trajetória realizada. As velocidades (XY) se 
reduzem bastante quando o dirigível faz a aproximação para o pouso (Figura 7 .26). 
• [t=l55s ; t=l90s] : descida vertical do dirigível. Durante este intervalo de tempo o 
piloto realiza controle de velocidade (Figura 7.22) e atua sobre as superfícies 
aerodinâmicas de forma a manter o dirigível alinhado contra o vento. Em t= !90s o 
dirigível já se encontra no solo. 
A Figura 7.21 apresenta o momento em que o comando de vetorização é acionado 
(t,155 s) e o momento em que retoma a posição original (t,185 s). Na Figura 7.22 
podemos observar o comando para a rotação de motores sendo alterado. A partir da Figura 
7.23 podemos acompanhar como os comandos gerados interferem na altitude do dirigível. 
Após o motor ser vetorizado em t"'155s, ocorre perda de sustentação aerodinâmica e o 
dirigível passa a perder altitude rapidamente (t.,160 s até Í"'175 s). Em t"'175 socorre um 
aumento da velocidade de rotação dos motores, reduzindo a velocidade de descida. O 
dirigível passa a descer agora vagarosamente até que em Í"' 185s os motores são desligados 
completamente e o dirigível realiza sua descida final, chegando ao solo em t "'I 90s. A 
Figura 7.22 apresenta o controle de velocidade realizado pelo piloto para fazer o dirigível 
descer suavemente ( t"' 17 5 s até Í"' 185 s ). 
A Figura 7.27 apresenta a velocidade vertical do dirigível. É interessante observar 
esse gráfico juntamente com os dados apresentados na Figura 7.23. Quando a dirigível 
pousa no solo (t=190s) a velocidade vertical se anula. 
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7.3 Vôo Automático: sistema embarcado atual 
A seguir são apresentados alguns dos resultados obtidos com um controle automático de 
trajetória e de altitude realizado no dia 7 de julho de 2001. O controle de trajetória utilizado 
é o mesmo que foi implementado no primeiro protótipo do software embarcado (resultados 
apresentados na Seção 7.1). Na versão atual do software embarcado também há um 
controle de altitude implementado, pois com a integração da sonda de vento ao sistema 
embarcado houve um ganho na precisão da medida de altitude (GPS possui um erro de 10 
m, enquanto a sonda de vento possui erro de cerca de 1,5 m). 
Os gráficos a seguir apresentam a trajetória realizada e a altitude de vôo do dirigível 
durante todo o percurso. Também são apresentados os dados da bússola durante esse 
percurso. Tanto a trajetória realizada quanto a altitude apresentam erros devido ao fàto dos 
controladores não terem sido devidamente cahbrados, e também devido às perturbações 
atmosféricas (rajadas de vento) durante a realização do vôo. Atualmente está sendo 
realizado todo um processo de calibração dos controladores, e futuramente, o 
desenvolvimento de novos controladores, permitindo a automatização de outras fàses de 
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Veículos aéreos autônomos possuem um grande potencial para diversos tipos de aplicações 
que envolvem desde a pesquisa científica, até a vigilância urbana e o monitoramento de 
regiões remotas. Contudo, o projeto e o desenvolvimento de veículos aéreos não-tripulados 
e que possuam um certo grau de autonomia é uma tarefa que envolve uma gama muito 
ampla de conhecimentos e, por este motivo, algo complexo de ser realizado. 
A existência de uma grande variedade de componentes de hardware e de software 
disponíveis no mercado, alguns dos quais são obtidos por um baixo custo ou até 
gratuitamente (caso do RTLinux), facilitam bastante o processo de desenvolvimento de 
veículos robóticos. O maior custo, neste caso, passa a ser o trabalho necessário para se 
selecionar e integrar estes componentes, de forma que estes funcionem da forma desejada. 
A meta principal desse trabalho foi desenvolver a infraestrutura embarcada do 
AURORA, sendo que esta envolveu uma série de atividades: 
• seleção, desenvolvimento e integração de dispositivos de hardware do sistema 
embarcado. 
• projeto, implementação e testes do software embarcado. 
• suporte para inserção e testes de algoritmos de controle embarcados. 
A escolha dos dispositivos de hardware foi baseada em critérios impostos pelas 
próprias limitações fisicas apresentadas pelo dirigível. Devido à capacidade de carga e 
espaços limitados, os dispositivos selecionados sofreram restrições em peso e volume. A 
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presença de vibração, causada pelos motores, e choques mecânicos tornava necessária a 
escolha de dispositivos que apresentassem robustez diante de tais fatores. O consumo de 
energia também foi um fator limitante pois o tamanho das baterias foi limitado pela 
capacidade de carga do dirigível. Por fim, o custo de aquisição e a dificuldade de se 
integrar o dispositivo ao restante do sistema também limitaram as possibilidades de 
escolha. Quando dispositivos precisavam ser desenvolvidos, era necessário levar em conta 
todos os fatores citados anteriormente e ainda realizar o projeto, a implementação e a 
validação através de testes antes de inserir os mesmos no sistema embarcado. 
Para desenvolver o software embarcado foi necessário realizar inicialmente um 
levantamento das características de todo o sistema e, também, das necessidades do Projeto 
AURORA. Em seguida definiu-se uma arquitetura baseada nos conceitos de agente de 
software e realizou-se o projeto orientado a objeto utilizando-se técnicas de engenharia de 
software. A modelagem do sistema foi feita utilizando-se a linguagem UML o que 
agilizou o processo de desenvolvimento. A implementação do software embarcado que foi 
feita de forma incrementai, ou seja, partes do software eram desenvolvidas e validadas 
para depois serem agregadas ao restante do sistema. Isto permitiu a geração de versões 
funcionais ainda nas fases iniciais do desenvolvimento e uma depuração simples de todo o 
sistema. A validação do software foi realizada através de testes de bancada e de vôos 
reais, sendo que diversos resultados obtidos foram apresentados. 
Através de pequenas alterações realizadas sobre o software embarcado foi possível 
construir um sistema de simulação que permitisse o teste de algoritmos de controle e 
navegação. Este sistema facilita o processo de adaptação dos algoritmos, reduzindo a 
chance de ocorrência de erros durante a realização de um vôo real e, consequentemente, 
reduzindo o tempo necessário de desenvolvimento. A passagem desse sistema simulado 
para o software embarcado que é utilizado em vôos reais ocorre de forma quase imediata, 
sendo necessário alterar apenas uma simples variável no código do programa. 
De forma resumida, a principal contribuição deste trabalho foi preparar um sistema 
embarcado (tanto o hardware, quanto o software) para um dirigível robótico, capacitando-
o a operar autonomamente em vôos reais. Este sistema também permite o acoplamento e o 
teste de novos algoritmos de controle e navegação e, futuramente, de sistemas mais 
sofisticados de controle de execução de tarefas. 
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Além desta contribuição, este trabalho gerou as seguintes publicações: (Bueno-
2000], [Bueno-2001], [Carvalho], [Faria], [Maeta],[Mirisola-2000],[Peixoto],[Ramos-98], 
[Ramos-99a], [Ramos-99b], [Ramos-2000], [Ramos-200la] e [Ramos-200lb]. 
8.2 Trabalhos Futuros 
Por abranger uma grande variedade campos de estudo diferentes, o Projeto AURORA, 
ainda pode evoluir bastante. Existe uma grande variedade de trabalhos que podem ser 
desenvolvidos a partir do que já foi implementado. A seguir são apresentados alguns dos 
possíveis trabalhos que podem ser realizados futuramente. 
8.2.1 Evolução do hardware do projeto AURORA 
Há uma grande variedade de alterações que podem ser realizadas sobre o hardware 
embarcado do AURORA, dentre as quais podemos destacar: 
• Introdução de hardware para permitir a realização de controle por visão, ou seja, a 
instalação de câmera, placa de aquisição de imagens de vídeo, e até a instalação de um 
outro computador ou um DSP para permitir o processamento dessas imagens. Desta 
forma o dirigível é capaz de reconhecer objetos em solo, seguir padrões (rios, estradas), 
e até realizar pousos baseado nas informações obtidas das imagens. 
• Conexão de todos os sensores via CAN, homogeneizando a forma de tratamento dos 
dados sensoriais. Nesse caso toma-se interessante implantar um solução que permita 
realizar um controle do barramento CAN através da definição de um protocolo de alto-
nível, permitindo a configuração automática da rede e, inclusive, o processo de inserção 
e remoção de sensores e atuadores de forma automática. Nesse caso o sistema 
embarcado seria capaz de realizar a auto-detecção de novos nós acoplados ao sistema e 
também de perceber a remoção dos mesmos. O software embarcado deve ser capaz de 
se reconfigurar, aumentando ou reduzindo suas capacidades funcionais de acordo com a 
inserção ou remoção dos dispositivos embarcados. 
• Inserção de novos sensores ao sistema embarcado, permitindo aumentar sua capacidade 
de operação: 
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Sensor que permita determinar a distância entre o dirigível e o solo e, também 
realizar a detecção de obstáculos. Este sensor é de extrema importância quando se 
deseja realizar um vôo a baixa altitude ou durante a realização de um pouso 
automático. Sem esse sensor não é possível determinar a que distância o dirigível 
se encontra do solo (ou de um obstáculo) e, portanto, não é possível realizar uma 
aproximação segura. Um possível tipo de sensor que pode ser utilizado é o sonar, 
sendo que é necessário prestar atenção ao seus alcances máximo e mínimo, peso e 
consumo de potência. Esse tipo de sensor costuma apresentar um consumo elevado 
de potência para gerar a onda de som que será refletida pelos objetos. Existem 
outros tipos de sensores que utilizam feixes de laser, contudo, o peso dos mesmos 
costuma ser elevado, impedindo que o mesmo possa ser utilizado no dirigível do 
AURORA. 
Sensor para monitorar o pressão interna do envelope. Permite que a pressão possa 
ser monitorada e com isso seja possível acionar um mecanismo para realizar a 
compensação da variação da pressão, que ocorre quando o dirigível ganha ou perde 
altitude. Também serve para detectar a presença de furos no envelope pois, no caso 
de um grande vazamento, ocorre uma queda na pressão interna do envelope. O tipo 
de sensor que pode ser utilizado é do tipo piezoelétrico, o mesmo tipo que foi 
utilizado na sonda de vento. 
8.2.2 Sistema supervisor e planejador de missões no sistema embarcado 
Quando o dirigível executa uma missão composta de várias tarefas diferentes que devem 
ser executadas em uma determinada seqüência, passa a ser necessário uma camada de 
software acima dos algoritmos de controle e navegação para coordenar a transição entre 
estes algoritmos. Uma missão pode ser composta, por exemplo, pela seguinte seqüência de 
tarefas: realizar decolagem, seguir uma série de pontos de passagem, ir para um 
determinado ponto e, por fim, realizar o pouso; isso é conhecido como comportamento 
deliberativo do sistema robótico. Contudo, no caso de algo inesperado acontecer, como a 
presença de um obstáculo ou vento excessivo, a rota executada pode ser alterada e torna-se 
necessário um replanejamento. Nesse caso é preciso um mecanismo que permita realizar o 
tratamento de contingências, o que é conhecido como comportamento reativo, e a partir 
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disso efetuar o necessário replanejamento da missão. Portanto, é fácil de observar que no 
processo de evolução do software embarcado deve ser implementado um mecanismo de 
supervisão e planejamento de missões contemplando os aspectos deliberativo e reativo. 
A forma como este sistema de supervisão e planejamento pode ser integrado ao 
software embarcado varia de acordo com a implementação a ser adotada. Existem duas 
possíveis formas de se implementar esse sistema: como um módulo RTLinux ou como um 
aplicativo que se comunica com o software embarcado. 
Caso o sistema supervisor seja implementado como um módulo RTLinux, este pode 
ser feito agregado ao restante do sistema embarcado ou então como um módulo separado. 
No caso de ser agregado ao restante do software embarcado este pode facilmente receber ou 
obter os dados diretamente dos outros módulos de software através da chamada de seus 
métodos. Se o sistema supervisor for implementado com um módulo separado, será 
necessário definir um conjunto de métodos externos no software embarcado para tornar 
possível a recepção/escrita de dados. 
Se o sistema supervisor for implementado como um aplicativo de usuário, a forma 
mais adequada para se fazer a comunicação com software embarcado é através do uso de 
RTFIFOs. O software embarcado, através de uma FIFO, envia dados sensoriais e estados 
gerais do dirigível para o supervisor. Este analisa o conteúdo dos mesmos, realiza a tomada 
de decisão e gera a seqüência de ações que devem ser executadas. Essas ações são 
repassadas para o software embarcado através de uma outra FIFO. 
8.2.3 Utilização de CORBA no Projeto AURORA 
Uma tendência observada em alguns UAVs é a utilização do CORBA Tempo Real 
[OMG][Schmidt] em seus sistemas embarcados e nas estações de terra para realizar a 
conexão dos diversos elementos. Um exemplo da aplicação de CORBA tempo real em um 
UAV pode ser visto em [Kannan]. Outra tendência observada é o crescente número de 
aplicações que fazem uso de diversos robôs, ás vezes possuindo características bem 
distintas, trabalhando de forma cooperativa, de forma a cumprir um determinado tipo de 
missão. 
Através da utilização de CORBA torna-se possível implementar uma arquitetura 
distribuída onde diversos dirigíveis compartilham informações e funcionalidades de forma 
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a cumprir uma missão de elevado grau de complexidade (por exemplo, o mapeamento e a 
vigilância de uma grande região) e, podem ser coordenados através de uma ou várias 
estações de terra. Mais do que isso, é possível pensar em realizar a integração e a 
coordenação de diversos tipos de veículos autônomos diferentes, tanto no ar quanto em 
terra, sendo que todos estes podem compartilhar suas informações uns com os outros. 
Em estágios mais avançados de desenvolvimento pode-se pensar em disponibilizar 
tais informações em tempo real através da Internet. Isto permitiria que as missões, ou certos 
aspectos das mesmas, pudessem ser alterados através de um operador localizado em um 
ponto qualquer da rede. 
O fato do software embarcado ter sido desenvolvido em uma linguagem orientada a 
objeto e a sua estrutura (agente de software), podem auxiliar em muito no processo de 
adaptação para a utilização de CORBA. 
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Apêndice 1 
Procedimentos Utilizados no AURORA 
A seguir são apresentados uma série de procedimentos que são aplicados na operação do 
dirigível do Projeto AURORA. A maioria desses procedimentos foram desenvolvidos no 
decorrer dos trabalhos realizados pelo mestrando e servem como um documento inicial para 
aqueles que venham a trabalhar com a operação do dirigível. 
Os procedimentos de operação são descritos passo a passo e envolvem uma série de 
componentes que foram apresentados anteriormente no texto desta dissertação de mestrado. 
Al.l Montagem do Sistema 
Montagem do dirigível 
1) Deve-se prender o envelope na gôndola através dos 4 pontos de fixação com os 
parafusos e em seguida prender os velcros presentes no envelope nas bordas do 
gôndola. DICAS: 
• não encher o envelope totalmente, pois quando o envelope está totalmente cheio 
torna-se bastante dificil prender os parafusos. Quando o envelope não estiver mais 
encostado no chão é um bom momento para se começar a prendê-lo na gôndola. 
• procurar manter o envelope sempre preso a algo pesado no chão (utilizar lastros de 
concreto). 
!57 
2) Prender as superficies aerodinâmicas através dos fios de nylon, presilhas e velcros. 
Sempre fixar as superficies com o envelope cheio e utilizar uma escada para prender as 
superficies superiores. 
3) Prender a ponta de atracamento do dirigível ao mastro de fixação e colocar as varetas de 
suporte (que dão rigidez ao bico do envelope). Esta operação também deve ser feito 
com o envelope cheio. 
Montagem do Sistema Embarcado 
I) Inserir a CPU (caixa de alumínio) na gôndola, acomodando-a com as espumas. 
Observação: é mais fácil realizar a montagem do sistema embarcado enquanto a 
gôndola ainda não foi presa ao envelope, por este motivo, se a gôndola não tiver sido 
presa ainda, é aconselhável montar o sistema embarcado antes. 
2) Conectar os cabos DB9 dos servos ao comutador de modo de operação (um cabo 
proveniente do envelope e o outro da gôndola). 
3) Conectar a bateria dos servos no comutador de modo de operação (manter o comutador 
desligado). 
4) Acomodar a bateria de 12V do sistema embarcado e conectar o cabo de alimentação 
proveniente da CPU embarcada (manter desligada). 
5) Fixar o rádio-modem em seu suporte na parte frontal da gôndola. Conectar o cabo serial 
(DB9) ligando o rádio-modem a CPU embarcada. Conectar o cabo de alimentação do 
rádio-modem proveniente da CPU embarcada. 
6) Conectar módulos CAN ao barramento ( conectores do tipo DB9). 
7) Fixar câmera (ou então, câmera + pan-tilt). Realizar a conexão com a alimentação se 
não tiver bateria própria. Conectar ao link de vídeo se este estiver presente. 
8) Fixar a antena do GPS no topo do dirigível. Prender o cabo da antena de forma que esta 
não fique balançando. Ligar a antena ao sistema embarcado (caixa de alumínio). 
9) Fixar a sonda de vento na ponta do dirigível. Ligar o cabo de alimentação+sinal entre a 
sonda de vento e o sistema embarcado. 
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Montagem da estação de terra 
1) Preparar o computador da estação de terra ligando-o à rede de energia. Utilizar um no-
break ou um estabilizador por questões de segurança. 
2) Conectar o rádio modem a estação de terra e ligar sua alimentação. Conectar a antena 
ao rádio modem (antena grande). 
3) Conectar o GPS diferencial à estação de terra e ligar sua alimentação (bateria de 12V). 
Verificar se está funcionando corretamente (o sinal do GPS diferencial está sendo 
recebido pela estação de terra). 
Al.2 Realização de Vôo 
Procedimentos Pré-vôo 
1) Deve-se levar o mastro de atracamento do vôo para o local onde será realizada a 
decolagem/pouso. Também deve ser transportado um carpete (para facilitar os trabalhos 
na gôndola), um tubo de Hélio (para permitir calibrar a pressão do envelope antes do 
vôo) e as caixas de ferramentas e do starter do motor. 
2) Ligar a alimentação da sonda de vento cerca de meia hora antes da realização do vôo 
(tempo necessário para que os sensores da sonda entrem no regime de funcionamento). 
3) Verificar o equilíbrio do dirigível e colocar lastros de forma a equilibrá-lo: 
• Levantar o dirigível pelo eixo vertical do centro de massa (ponto logo abaixo 
dos motores) 
• se estiver pendendo para a frente colocar lastro na parte posterior 
• se pender para trás, colocar lastro na parte frontal (bico do dirigível ou na parte 
frontal da gôndola). 
OBS: ideal é deixar o dirigível pendendo ligeiramente para a frente. Isso melhora a 
controlabilidade do dirigível para o piloto em terra. Desta forma fica mais fácil para 
o piloto conseguir realizar as manobras para fazer com que o dirigível perca altitude 
e desça (processo de pouso). 
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5) Verificar o peso total pois o dirigível deve voar cerca de 4 kg pesado. Existe uma certa 
tolerância nesse peso mas é recomendável não passar dos 5 kg (necessário fazer testes 
para verificar isso). Se o dirigível estiver mais leve procura-se aumentar seu peso 
colocando-se lastro na gôndola o mais próximo possível do eixo vertical que passa pelo 
centro de massa do dirigível. 
6) Testar servos com o rádio controle: 
• verificar os servos das superfícies aerodinâmicas: funcionamento correto e seu curso 
adequado; 
• verificar os servos dos motores e checar se o curso de abertura do carburador está 
correto; 
• verificar vetorização, checando o seu curso e esforço desprendido pelo servo para 
realizar o movimento; 
• verificar a válvula de controle de saída de hélio: manter sempre fechada. 
OBS: lembrar que existe a chave no rádio controle que controla o comutador do 
modo de operação (ON/OFF). Se este estiver desligado nenhum comando gerado 
pelo rádio controle será recebido pelos servos. Apenas os comandos gerados pela 
CPU serão recebidos. 
7) Ligar os motores e fazer um teste rápido para verificar seu funcionamento. 
• checar a velocidade de rotação dos motores (processo de aumentar e reduzir a 
rotação dos motores); 
• procedimento que facilita a ignição dos motores no instante do vôo. 
8) A visar o pessoal do modelismo sobre a freqüência de rádio que estará sendo utilizada e 
o intervalo de duração dos vôos. Também notificar Viracopos sobre o vôo (NOTAM). 
9) Levar o dirigível ao local de decolagem. Necessário pelo menos 3 pessoas nesse 
processo (se o dia estiver sem vento duas pessoas conseguem realizar esse transporte). 
1 O) Ligar a estação de terra e executar os programas de telemetria, configuração de missão 
e envio de comandos para o sistema embarcado. Operador da estação de terra deve 
informar quando todo o sistema estiver ativo. 
11) Ligar o sistema embarcado e verificar o funcionamento dos instrumentos (GPS + 
sensores inerciais + link de comunicação). Operador da estação de terra deve confirmar 
o funcionamento do sistema embarcado. 
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12) Confirmado o funcionamento correto dos instrumentos, pode-se ligar os motores e 
realizar a decolagem. 
• se existir câmera embarcada este é o momento de se ligá-la para iniciar a 
gravação. 
• coordenar o momento de decolagem com o operador da estação de terra para 
realizar o monitoramento I gravação dos dados de telemetria. 
OBS: sempre monitorar a situação do vento e verificar sua direção para se realizar a 
decolagem contra o vento (maior sustentação e controlabilidade ). 
Procedimentos de Decolagem 
1) Carregar o dirigível até o local de decolagem desejado já com os motores ligados (2 
pessoas carregando o dirigível - uma segurando a gôndola e outra orientando o bico do 
dirigível para alinhá-lo contra o vento). O piloto deve indicar a posição mais adequada 
para a decolagem. 
2) O piloto aumenta a velocidade de rotação dos motores até o máximo e vetoriza os 
mesmos de forma a impelir o dirigível para cima. 
3) Quando o piloto estiver pronto e o assistente perceber que o dirigível está com uma 
tendência de subida o mesmo deve ser solto e este deve ganhar altitude rapidamente. 
4) O piloto aos poucos altera o ângulo de vetorização gradualmente de forma que o 
dirigível ganhe cada vez mais propulsão para a frente. O velocidade de rotação é 
reduzida para a velocidade de cruzeiro. 
OBS: A decolagem utilizando a vetorização é a mais simples, contudo é possível 
realizá-Ia sem utilizar a mesma: 
• No caso sem vetorização é necessário fazer com que o dirigível ganhe velocidade 
horizontal suficiente para gerar sustentação aerodinâmica suficiente para que ele 
suba. 
• Nesse caso os motores devem ser postos na rotação máxima e o assistente deve 
correr segurando o dirigível, fornecendo o impulso inicial necessário para que swja 
a sustentação aerodinâmica. 
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• Quando for notada a tendência de subida o assistente deve soltar o dirigível. 
• Inicialmente o dirigível apresenta uma pequena tendência de descida mas em 
seguida ele deve começar a ganhar altitude. 
Procedimentos Durante Vôo 
I) Operador em terra deve monitorar o funcionamento adequado dos sensores e se possível 
verificar o funcionamento dos motores e servos do sistema. Qualquer anormalidade 
deve ser reportada imediatamente ao restante da equipe. Ordem de prioridade dos 
sistemas: 
a) motores e servos (assim como o rádio controle e seu receptor) 
b) link de comunicação (rádio modem e vídeo) 
c) GPS e GPS diferencial 
d) sensores inerciais 
e) demais sistemas 
2) Piloto em terra deve ficar observando o correto funcionamento dos sistemas de 
propulsão e superficies aerodinâmicas. Problemas sérios em algum sistema deve-se 
procurar fazer um pouso num local seguro. Se necessário for um pouso forçado. 
OBS: o Apêndice 2 apresenta os tipos de falhas que podem ocorrer. 
3) Pessoal de apoio deve monitorar as condições climáticas para evitar que rajadas de 
vento provoquem a perda de controlabilidade do dirigível. Caso se perceba que as 
condições meteorológicas estão piorando deve-se procurar trazer o dirigível para 
próximo do local de pouso o mais rápido possível. Em casos graves o piloto deve 
assumir o controle total. 
Procedimentos de Pouso 
I) Piloto deve ser informado da direção e da intensidade do vento para saber por qual lado 
será realizada a aproximação para pouso. 
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2) O piloto irá procurar alinhar o dirigível contra o vento ganhando assim maiOr 
controlabilidade. O piloto em geral reduz a velocidade do dirigível e procura perder 
altitude também. 
3) Uma pessoa de apoio fica próximo do local de pouso esperando que o piloto consiga 
fazer com que o dirigível realize uma aproximação lenta e a baixa altitude. 
4) Quando a condição anterior é atingida procura-se reduzir ao máximo a velocidade e no 
momento e que o dirigível estiver bem próximo da pessoa de apoio os motores devem 
ser desligados por segurança. 
5) O pessoal de apoio leva o dirigível para o mastro de atracamento e a carriola, fixando o 
dirigível. 
6) O sistema de segurança e o sistema embarcado devem ser desligados (questão de 
economia de baterias). 
Procedimentos Pós-vôo 
1) Se for realizado um novo vôo é necessário verificar: 
• nível do combustível dentro dos tanques (OBS: o consumo de cada motor é 
diferente) 
• nível de carga das baterias: dos servos, do sistema embarcado e da câmera + link 
de vídeo 
• pressão do envelope (observar se ele esvaziou durante o vôo) 
• danos na estrutura (gôndola, envelope e superficies aerodinâmicas) 
2) Enquanto o dirigível estiver em solo, manter uma pessoa próximo do mesmo para evitar 
que ele vire ou se incline bruscamente devido à alguma rajada de vento. 
3) Se não for realizado mais nenhum vôo realizar os procedimentos para guardar o 
dirigível: 
• queimar o restante do combustível (ver próximas seções - cuidados com os 
motores) 
• na garagem: 
• remova as superficies aerodinâmicas; 
163 
• prenda o envelope do dirigível no mastro e na carriola e coloque lastros 
para impedir que ele se mova; 
• prenda as cordas de sustentação tanto na parte superior (evitar que ele 
caia se vier a esvaziar e encoste no chão) quanto na parte inferior 
(impede que ele suba se alguma das fixações soltar). 
4) Retire o computador embarcado de dentro da gôndola: 
• desligue todos os cabos de alimentação e remova as baterias; 
• desligue os cabos de ligação com os outros elementos externos a CPU (rádio 
modem, servos, módulos CAN, cabo de GPS); 
• retire a CPU e os outros elementos externos (rádio modem, módulos CAN e 
antena do GPS). 
A1.3 Procedimentos de Emergência 
Procedimentos para Pouso de Emergência 
I) Numa situação de emergência (vento excessivo, perda de controlabilidade por perda de 
capacidade de atuação, falha de um dos motores, etc.), o piloto tenta realizar o pouso 
forçado. Nesses casos deve-se privilegiar os seguintes fatores na ordem dada a seguir: 
• Desviar de obstáculos como árvores, construções, linhas de transmissão, etc. 
• Levar o dirigível para um local seguro para pouso, plano e com pouco cobertura 
vegetal. Uma região com grama mais alta pode ser vantajosa pois pode reduzir a 
força de impacto com o solo. Se possível trazer o dirigível para um local 
próximo da equipe em terra (local utilizado para a decolagem). 
• Fazer o dirigível perder altitude o mais rápido possível (utilizar as superficies 
aerodinâmicas, o sistema de vetorização, desligar os motores e, em último caso, 
liberação de gás Hélio através da válvula de escape). Se o dirigível estiver a uma 
certa altitude e uma rajada de vento o capturar, ele pode ser levado para longe 
do local esperado para o pouso. 
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• Reduzir a velocidade do dirigível através da redução da velocidade de rotação 
dos motores ou colocando o dirigível contra o vento. Procura-se evitar, desta 
forma, um impacto muito forte durante o pouso. 
2) Deve-se sempre ter um automóvel próximo do local de decolagem/operação do 
dirigível. No caso do dirigível pousar em um local mais distante será necessário 
transportar equipamentos e pessoal para o local. Não deve-se esquecer de levar as 
ferramentas pois podem ser necessários realizar uma série de reparos no dirigível no 
próprio local do pouso forçado. 
3) A medida adotada varia muito com o tipo de problema que pode ocorrer. A seguir serão 
apresentados alguns dos problemas que podem ocorrer e algumas das medidas que 
podem ser tomadas para evitar acidentes sérios. 
Perda de atuação sobre as superficies aerodinâmicas: se for possível controlar o 
sistema de vetorização e os motores, ainda é possível desviar de obstáculos fazendo o 
dirigível ganhar altitude. Contudo, ganhos de altitude podem ser perigosos pois rajadas 
de vento são capazes de levar o dirigível para longe do local onde a equipe em terra se 
encontra. Deve-se forçar a descida através da redução da velocidade (perda de 
sustentação aerodinâmica) ou através do sistema de vetorização (gera empuxo para 
baixo). 
Falha em um dos motores: se for possível controlar o dirigível colocando o motor que 
funciona no máximo da rotação, compensando assim a falta do outro, pode-se tentar 
trazer o dirigível para um local seguro e realizar um pouso convencional. Caso não seja 
possível, tenta-se fazer com que o dirigível perca altitude (controla a altitude com o 
sistema de vetorização e o motor) e desça no local mais favorável possível (local 
descampado e próximo da equipe em terra). 
Falha nos dois motores: a única coisa possível é fazer com que o dirigível perca altitude 
para descer. Nesse caso não é possível controlar para que direção ele irá (segue a 
direção do vento naquele instante). Mesmo uma brisa fraca consegue levar o dirigível à 
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uma distância razoável em espaço curto de tempo. Se o dirigível não perder altitude 
com os motores desligados, será preciso abrir as válvulas de escape de Hélio. 
Falha do sistema de vetorizacão: o sistema fica travado em uma determinada posição. 
Se estiver sendo gerada força de subida somente, é preciso desligar ou reduzir a 
velocidade de rotação para que o dirigível não suba excessivamente. Com os motores 
desligados o dirigível deve perder sustentação e começar a perder altitude. No caso de 
força de descida somente, procurar forçar a perda de altitude próximo de local seguro. 
Se o sistema de vetorização parar na posição horizontal pode-se controlar o dirigível 
quase que normalmente. Faz-se o mesmo voar em círculos, perdendo altitude e 
velocidade gradualmente até se aproximar do local desejado. Realiza-se assim um 
pouso contra o vento com um membro da equipe esperando em terra para agarrar o 
dirigível. 
Falha no rádio controle: esse caso significa perda total de controle através do piloto em 
terra e também pode significar perda de controle pelo sistema embarcado. É necessário 
que o sistema fail-safe do rádio controle tenha sido implementado de forma adequada. 
Assim é possível fazer com que o dirigível realize um processo automático de perda 
gradual de altitude até realizar o pouso, ou então, controle pelo sistema embarcado. 
4) Sempre que o dirigível estiver se aproximando do solo (certeza de que o dirigível irá 
para o solo) deve-se desligar os motores sempre que possível. Essa é uma atitude 
importante que deve ser sempre tomada para evitar que pessoas sejam feridas e que 
ocorram danos nas hélices e motores quando o dirigível se chocar com o solo. 
Procedimentos Pós-Pouso de Emergência 
I) Deve-se inicialmente, desligar os motores caso estejam funcionando ainda. Se não for 
possível desligá-los através do rádio controle, deve-se estrangular (ou desconectar) as 
mangueiras que levam combustível para os motores, ou mesmo forçar o servo que para 
que a entrada de ar do carburador se feche. 
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2) Em seguida, deve-se desligar a CPU embarcada e o receptor de rádio controle. 
3) Deve-se procurar por avarias na gôndola e principalmente no envelope. Se existirem 
avarias no envelope, deve-se tentar consertá-las no local, evitando assim a perda de 
Hélio. Posteriormente pode ser feito um reparo mais cuidadoso. 
4) Recolher o dirigível para o local de armazenamento. Pode-se carregá-lo (pelo menos 2 
pessoas) ou então fazer uso da carriola para realizar o transporte. 
5) No local de armazenamento deve-se procurar por avarias na gôndola, envelope, 
superfícies aerodinâmicas e equipamentos embarcados. 
Os pontos onde há maior ocorrência de danos devido a um pouso forçado são: 
• Gôndola: parte frontal, trem de pouso, proteções de hélice e as próprias hélices. 
• Superfícies Aerodinâmicas: principalmente as inferiores, mais próximas do solo. 
• Envelope: região inferior frontal, entre o bico de atracamento e a gôndola - nos 
casos de pouso forçado onde o dirigível cai com o bico voltado para o solo. Outra 
região suscetível de avarias é na região próxima dos motores (estilhaços podem 
rasgar o material do envelope). 
OBS: Se for necessário esvaziar o envelope no local do pouso será necessário um aspirador 
de pó (ou algo semelhante) para retirar o Hélio do envelope. Deve-se nesse caso remover as 
superfícies, a gôndola e a sonda de vento antes de começar a esvaziar o envelope. Maiores 
detalhes sobre como esvaziar o envelope são apresentados em Al.4- Procedimento para 
guardar o envelope: esvaziar e dobrar. 
A1.4 Procedimentos de Manutenção 
Motores 
Procedimento para ligar os motores 
1) Verificar inicialmente nível do combustível existente no tanque do motor. 
2) Verificar bateria da bomba de combustível, starter e do glow-plug (caixa de 
ferramentas adaptada). 
3) Verificar a fixação da hélice: ver se o cone que prende a hélice ao eixo do motor está 
sem folga. Se estiver com alguma folga, retire o cone e aperte os parafusos (porca e a 
contra-porca). 
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4) Verificar as proteções de hélice: se houver alguma parte quebrada ou danificada, a 
proteção pode, devido a vibração, tocar a hélice, espalhando estilhaços que podem 
causar ferimentos ou furar o envelope. 
5) Injetar combustível no carburador assoprando pela mangueira de pressurização do 
tanque. 
DICA: Antes de injetar o combustível: retire a mangueira do carburador, assopre e 
deixe um pouco de combustível escorrer. Isso elimina o combustível velho que estava 
na mangueira e que fica espesso com o passar do tempo (dificultando a ignição do 
motor) 
6) Ligar o glow-plug à 'vela' do motor e ajustar uma corrente de aproximadamente 2 
Amperes (filamento da vela fica incandescente). 
7) No controle remoto ajustar a abertura do carburador na metade. 
8) Encaixe o starter no cone da hélice e dê a ignição. O motor deve começar a girar. 
9) Mantenha o comando no controle remoto por um tempo (para esquentar o motor) e 
depois pode-se reduzir a rotação. 
Resolvendo Problemas: o motor não quer funcionar 
I) Confira se o plug (elemento que é ligado à vela do motor) está bem conectado e se está 
passando corrente pelo filamento (olhar o indicador). 
A) Pode ser necessário segurar o glow-plug, pressionando contra o motor para que ele 
tenha contato. 
B) Pode ser que a vela esteja com o filamento rompido. Retire a vela e ligue o plug 
nela vendo se fica incandescente. 
C) Pode ser necessário trocar de bateria (carga da bateria pode estar no final) 
2) O motor pode afogar depois de algumas tentativas ao se tentar ligá-lo. Retire a vela, 
desconecte a mangueira de combustível do carburador e use o starter para fazer o 
excesso de combustível ser eliminado pelo orifício da vela. Recoloque o vela e a 
mangueira e tente ligar o motor novamente. 
3) Verifique se a mangueira de combustível não está com bolhas de ar no seu interior. Isso 
pode dificultar o fluxo de combustível e dificultar a ignição. 
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Desligando os motores: procedimento pós-vôo 
1) Queime o resto de combustível que fica dentro dos motores (evitar a formação de 
depósitos): 
A) Desconecte as mangueiras de combustível e de pressurização. 
B) Ligue o glow-plug como se fosse ligar o motor normalmente. 
C) No controle remoto coloque o motor na máxima rotação (abertura máxima do 
carburador). 
D) Usando o starter dê a ignição. O motor deve ligar e funcionar por alguns instantes. 
E) Repita esse procedimento mais 2 vezes. 
2) Lubrifique o interior dos motores (evitar a corrosão causada pelo combustível e também 
o acúmulo de resíduos): 
A) Remova a vela e injete pelo orificio um anticorrosivo em spray (WD-40, MaxLub ). 
B) Gire a hélice algumas vezes e injete novamente o anticorrosivo. 
C) Injete o anticorrosivo no carburador também. Faça o movimento de abrir e fechar o 
carburador através do controle remoto. 
D) Recoloque a vela de volta no motor. 
Envelope 
Procedimento para encher o envelope 
O envelope do dirigível deve ser enchido em um lugar que possua o chão coberto por algo 
macio e limpo (tapete, lona). Deve estar protegido contra o vento e a altura do teto deve ser 
suficiente para comportá-lo (em tomo de 3,5 metros de altura). 
O processo para encher o envelope é bem simples: 
1) Desdobre o envelope e estique-o sobre o chão coberto. 
2) Antes de iniciar o enchimento do envelope prenda as duas extremidades do envelope 
(dianteira e traseira). Isso vai impedir que uma dessas duas extremidades suba quando o 
hélio começar a ser injetado. 
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3) A medida que o envelope for sendo preenchido com hélio, deve-se prender lastros 
extras para evitar que o mesmo suba e encoste no teto. 
OBS: Se for preciso prender a gôndola ao envelope, é melhor não encher o envelope 
completamente. É melhor encher o suficiente para mantê-lo fora de contato com o solo 
e prender a gôndola. É dificil fixar a gôndola ao envelope quando o mesmo se encontra 
totalmente cheio pois a força de empuxo do Hélio complica o processo de encaixe dos 
parafusos de fixação. Depois da gôndola ter sido fixada corretamente pode-se terminar 
de encher o envelope. 
Procedimento para guardar o envelope: esvaziar e dobrar 
O processo para esvaziar o envelope é composto das seguintes etapas: 
1) Antes de iniciar o esvaziamento do envelope retirar todos os apêndices conectados ao 
envelope: gôndola, superficies aerodinâmicas, etc. O dirigível deve ser esvaziado sobre 
uma superficies limpa e macia (tapete, lona) fora do contato direto com o chão. 
2) Utilizar um aspirador de pó para realizar o processo de esvaziamento do envelope. 
Utilizar a válvula com rosca (pois esta é a maior e a que oferece a maior vazão). 
3) Enquanto o envelope estiver cheio de hélio é necessário mantê-lo fixo ao solo através 
de cordas. Assim que uma boa parte do gás é removida, as cordas de fixação deixam de 
ser necessárias pois o próprio peso do envelope o mantém no chão. 
4) Durante o esvaziamento manter o envelope o mais esticado possível evitando assim a 
formação de rugas excessivas. Manter o envelope bem esticado também facilita que o 
gás contido no mesmo seja removido de forma bastante efetiva. 
5) Após o envelope estar vazio fechar a válvula o mais rápido possível (evitar a entrada de 
ar dentro do envelope). 
Todo esse procedimento deve ser realizado sobre um carpete limpo de forma a evitar 
danos sobre o envelope. 
Para dobrar o envelope deve-se seguir as seguintes etapas: 
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1) Deve-se dobrar o envelope duas vezes no sentido longitudinal (de acordo com a figura) 
2) Em seguida dobrar (começando por cada uma das pontas) quantas vezes forem 
necessárias para gerar um pacote de cerca de 1,5 x 1,5 m (novamente observar a figura) . 
• • •o 
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Figura Al.l -Dobrando o envelope do dirigível 
Procedimento para fechar buracos no envelope 
Para fechar buracos no envelope existem diversas técnicas, sendo que estas dependem do 
tamanho do furo com que se está trabalhando (geralmente ocorrem pequenos furos ou então 
rasgos bem visíveis). Vamos dividir os furos pelo tamanho dos mesmos: 
• furos: geralmente não ultrapassam mais de 1 centímetro (geralmente bem menores que 
isso, da ordem de milímetros). 
• rasgos pequenos: até cerca de 5 em de comprimento. 
• rasgos médios: cerca de 20-30 em de comprimento. 
• rasgos grandes: mais de 50 em de comprimento. 
Antes de iniciar o processo de reparo, certificar-se de que a superficie a ser reparada 
está limpa (sem resíduos de óleo, poeira, etc). Limpar com água e sabão de for necessário. 
Se estiver suja, o reparo não poderá ser feito de maneira apropriada. 
Fechando Furos 
Utiliza-se fita adesiva (a que apresentou melhores resultados foi a fita isolante comum) para 
fechar o furo. Para garantir que a fita não irá se soltar, aconselha-se a passar algum adesivo 
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nas bordas da fita adesiva. Para o nylon aconselha-se utilizar urna cola plástica utilizada 
para se realizar reparos em piscinas de lona. 
A figura abaixo mostra esse processo. 
Para conseguir um acabamento melhor pode-se cobrir esse furo com um pedaço do 
material do envelope utilizando-se a mesma cola usada para vedar as bordas da fita adesiva. 
São os mais dificeis de se detectar mas os mais simples de se fechar. 
"" furo pequeno isolante c plástica (vedante) 
Figura AI.2- Fechando um furo pequeno 
Fechando Rasgos Pequenos 
Para fechar esse tipo de rasgo pode-se proceder de forma semelhante ao utilizado para 
fechar furos. Usa-se fita adesiva com a cola plástica para se vedar as bordas e fàz-se o 
acabamento com o mesmo material do envelope. 
Fechando Rasgos Médios 
São complicados de se arrumar pois são grandes demais para se fechar com fita adesiva e 
pequenos quando se quer fechá-los com calor utilizando o mesmo material do envelope. 
O grande problema de se fechar furos grandes com fita adesiva é a falta de 
confiabilidade do reparo e também a dificuldade de se alinhar as duas bordas do rasgo para 
realizar uma emenda de boa qualidade. A fita adesiva dificulta o alinhamento das duas 
bordas. 
Se for possível aconselha-se a fechar o furo utilizando uma fonte de calor (ferro de 
passar roupa) e o material do próprio envelope cortado em tiras de uma polegada de 
largura. 
O problema de se fechar os furos dessa forma é que é necessário ter um 
anteparo/suporte dentro do envelope para apoiar o ferro de passar. Por este motivo é bom 
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para ser aplicado para furos grandes (onde é possível colocar algo dentro do envelope para 
realizar o reparo). 
Para evitar que o plástico grude no ferro de passar, use um pedaço de tecido de 
algodão entre as superficies do ferro e do plástico. 
Se for possível improvisar um anteparo pequeno, assim pode-se fechar o rasgo com 
o ferro de passar até um tamanho mínimo que permita retirar o anteparo e em seguida 
fechar o furo com a fita adesiva (um furo bem menor e mais :fãcil de se reparar com a fita). 
procurar encaixar os 
dois lauos do rasgo 
da melhor forma 
~ possível 
~/ 
rasgo grande ~ papel 
colocar um suporte do lado de dentro do envelope 
(não deve derreter com calor) 
Figura Al.3 -Fechando um rasgo no envelope 
Fechando Rasgos Grandes 
A melhor forma de se fechar rasgos grandes é utilizando a técnica do ferro de passar roupa. 
Fecha-se os rasgos grandes deixando-se por último um rasgo através do qual se possa 
retirar a base utilizada para fechar os furos anteriores. No final irá sobrar somente esse 
rasgo de tamanho médio que pode ser fechado utilizando-se ou calor ou fita adesiva. 
Se existir um rasgo grande deve-se deixar este por último pois pode-se utilizar este 
como ponto de acesso ao interior do envelope para realizar o reparo dos rasgos menores. 




Fontes de Falha no AURORA 
A2.1 Falhas que podem ocorrer durante um vôo 
Um estudo inicial dos tipos de falhas que podem ocorrer no dirigível é importante pois 
permite determinar quais são os pontos críticos para a operação do dirigível, formas de se 
detectar e se possível contornar tais problemas, além de permitir o estabelecimento de 
estratégias que minimizem perdas sobre o sistema. 
As falhas podem ocorrer em qualquer um dos componentes apresentados a seguir 
(SNS, ACT, CNT, COM, POW e EXT). A seguir também são explicitados as partes que 
compõem cada um dos componentes maiores, sendo que falhas sobre cada uma dessas 
partes podem afetar o funcionamento de todo o dirigível. 
SNS - Sensores 
SNS.l - GPS +Diferencial: fornece dados de posição absoluta e velocidade absoluta 
SNS.2 - TCM: inclinômetros (pitch e roll), bússola e temperatura 
SNS.3- DMU: giroscópios, acelerômetros, magnetômetros 
SNS.4 - Sonda de vento: altitude, velocidade relativa, ângulos de ataque 
SNS.S - Microcontroladores: tacômetros, nível de combustível, pressão do envelope 
Falhas que podem ocorrer nos sensores: análise e possíveis soluções 
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SNS.l) Falha no GPS - pode-se utilizar os sensores inerciais por um período de tempo até 
que o GPS volte a funcionar. Nesse caso é importante que o sistema de fusão sensorial 
esteja operacional. Se o GPS não voltar a funcionar, pode-se tentar abortar o vôo 
realizando-se um pouso forçado. 
Falha no GPS Diferencial - utiliza-se o GPS esperando que o diferencial volte a 
funcionar. Se não voltar, pode-se fazer o dirigível abortar a missão e voltar para a base, ou 
então, pode-se prosseguir com a missão (desde que a falta de precisão não interfira nela). 
Para alguns tipos de missão a precisão dos dados do GPS pode ter uma importância não 
muito elevada. 
SNS.2) Falha no TCM: perda de inclinômetro e da bússola- o maior problema existente é 
o dirigível sem bússola. Nesse caso ainda existe uma redundância que são os dados 
fornecidos pela unidade inercial DMU. 
SNS.3) Falha no DMU- pode-se controlar o dirigível sem o DMU. É preciso inserir 
controladores que não façam uso dos dados do DMU. Enquanto o DMU está funcionando 
utiliza-se controladores que fazem uso destes dados. No caso do DMU falhar e a falha 
puder ser detectada procura-se utilizar outro sistema de controle. 
SNS.4) Falha na sonda de vento- perde-se a precisão de altitude e a noção da direção e da 
intensidade do vento. Nesse caso pode-se utilizar a altitude dada pelo GPS para manter uma 
altitude considerada segura (desde que a precisão do GPS seja boa o suficiente). 
SNS.S) Falha dos microcontroladores: 
• os tacômetros param de funcionar: neste caso não e possível saber se os motores estão 
funcionando corretamente nem saber suas rotações. Pode-se controlar o dirigível mas 
não existe nenhumfeedback dos motores. Se um motor parar ou os dois pararem não é 
possível detectar essa falha. 
• sensor de nível de combustível: não é possível acompanhar o consumo de combustível. 
Se uma medida errada estiver sendo apresentada, pode significar uma impressão falsa a 
respeito do consumo real. 
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ACT - Atuadores 
ACT.l - Superficies aerodinâmicas 
ACT.2 - Servos de controle de rotação de motores+ motores 
ACT.3- Vetorização 
ACT.4 - Microcontroladores: controle dos servos (geração de sinal PWM) 
Falhas que podem ocorrer nos atuadores: análise e possíveis soluções 
ACT.l) Falha nas superficies aerodinâmicas - ocorre uma perda de controle sobre o 
dirigível. É necessário realizar pouso forçado. Procura-se utilizar a vetorização para reduzir 
danos ao dirigível através da realização de pouso vertical. 
Caso ocorra falha em apenas um conjunto de superficies aerodinâmicas, a 
conseqüência seria que o dirigível perderia manobrabilidade. Os movimentos possíveis 
seriam: (direita/cima e esquerda/baixo) ou (direita/baixo e esquerda/cima). Se existir 
controle diferencial dos motores é possível tentar realizar um controle parcial do dirigível. 
ACT.2) Falha nos motores- temos os seguintes casos possíveis: 
• falha um servo: há 3 possíveis casos: 
• motor pára: tenta-se utilizar o outro motor para controlar o dirigível 
• motor fica em rotação constante: (idem ao anterior) 
• motor fica em rotação máxima: (idem ao anterior) pode-se controlar o outro motor 
de forma a evitar o consumo excessivo de combustível. Assim quando um motor 
parar por falta de combustível o outro ainda terá o suficiente para andar mais um 
pouco. 
• falham os dois servos: há 3 casos possíveis: 
• motores param: dirigível irá descer por perda de sustentação aerodinâmica - não há 
muito o que fazer nesse caso a não ser tentar atuar sobre as superficies. 
• motores em rotação constante: dependendo da velocidade pode-se controlar o 
dirigível para que ele retorne para a base. Próximo da base o dirigível pode ficar 
voando em círculos até que o combustível seja completamente consumido, os 
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motores apaguem e ele possa descer em segurança. Ou então, pode-se tentar reduzir 
a velocidade do dirigível vetorizando os motores e realizando um pouso vertical. 
• motores em rotação máxima: retomar para a base e voar em círculos ate o 
combustível seja consumido. Tentar pousar vetorizado se possível (semelhante ao 
anterior). 
• um motor apaga: tenta-se controlar o dirigível e fazê-lo retomar a base se possível. Em 
emergência realiza-se um pouso forçado. 
• os dois motores apagam: não há o que fazer- realiza-se um pouso forçado. 
ACT.3) Falha na vetorização: há 3 casos possíveis: 
• motor fica na posição horizontal: não influi muito na missão. É possível controlar o 
dirigível sem a vetorização. Apenas a decolagem/pouso e algumas manobras que 
necessitam de maior propulsão na vertical ficam comprometidas. 
• motor fica na posição vertical: perde-se a velocidade horizontal. Pode-se tentar 
controlar a altitude do dirigível e realizar um pouso suave controlando a rotação dos 
motores. Observar que o dirigível deve estar pesado para que a sua descida ocorra. 
• motor com componente vertical e horizontal: ainda possui componente horizontal de 
propulsão - pode-se realizar algum controle sobre o dirigível. Procura-se um lugar 
seguro para descer. A componente vertical precisa ser compensada pelos lemes pois 
senão o dirigível vai possuir tendência para perder/ganhar altitude. 
ACT.4) Falha microcontroladores- pode levar a falha geral no controle de todos os demais 
subcomponentes de ACT pois não se controlam mais os servos. Se estiver sobre o alcance 
do rádio controle realiza-se chaveamento para modo de segurança e o piloto em terra 
assume. Se não for possível ocorre a perda de controle sobre o sistema. 
CNT - Sistema de Controle 
CNT.l - Computador embarcado 
CNT.l.l - Hardware: CPU, memórias, periféricos 
CNT.1.2 - Software: sistema operacional, algoritmos de controle 
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Uma falha em hardware afeta todo o sistema. Nesse caso o piloto em terra precisa 
assumir o comando se possível. Já uma falha em software pode ser parcial, degradando 
algumas das funções do sistema. 
COM - Sistema de comunicação 
COM.! - Radio Modem: bidirecional (ar B terra) 
COM.2- Link de vídeo: unidirecional (ar~ terra) 
COM.3 -Rádio controle: unidirecional (terra~ ar) 
Falha no link de vídeo (COM.2) não é grave se não existir nenhum controlador que 
dependa dos dados fornecidos por ele (caso de obtenção de imagens somente). 
Se COM.3 falha pode-se tentar controlar o dirigível por COM.!. Nesse caso a estação de 
terra envia comandos para o dirigível de forma a traze-lo de volta em segurança. 
Se COM.! falha pode-se controlar o dirigível por COM.3. 
Observar que COM. I possui um alcance e confiabilidade muito maiores do que COM.3. 
Num caso extremo onde não se pode controlar o dirigível de forma alguma (COM.! e 
COMJ falham), é necessário implementar um mecanismo que permita detectar essa perda 
de comunicação e realize um procedimento de emergência que permita realizar a 
recuperação do dirigível. Os tipos de procedimentos que podem ser tomados: 
• fazer o dirigível retornar ao local de decolagem e assim que atingir o local deve-se 
realizar uma descida lenta. Quando o dirigível estiver bem próximo da altitude de 
decolagem os motores devem ser desligados. Neste instante a equipe de terra já deve 
estar preparada para recolher o dirigível. 
• o dirigível pode ficar sobrevoando uma determinada área esperando que a equipe de 
terra chegue ao local onde o mesmo se encontra. Nesse intervalo o canal de 
comunicação entre terra e dirigível pode ser restabelecido e pode-se realizar a 
recuperação do sistema. Caso não seja restabelecido o dirigível pode ficar sobrevoando 
o local até que todo o combustível seja consumido e o dirigível desça. Nesse meio 
tempo a equipe pode se preparar para recuperar o dirigível. 
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POW - Fontes de energia do dirigível 
Fontes de energia são elementos críticos pois o sistema como um todo depende deles para 
funcionar apropriadamente. 
POW.l) Bateria do sistema embarcado: CPU + sensores + link de vídeo+ rádio modem. 
POW.2) Bateria dos servos e receptor de rádio controle. 
POW.3) Combustível dos motores: 2 tanques separados, 1 para cada motor. 
No caso de falhas das baterias também pode-se imaginar o caso em que os cabos de 
alimentação das baterias sofram algum tipo de problema (curto-circuito, rompimento de um 
fio fragilizado, corrosão). 
Esgotar [POW.l] significa perder telemetria e capacidade de controle automático. 
Nesse caso o piloto em terra deve acionar o sistema de segurança e assumir o controle. 
Esgotar (POW.2] significa perder completamente o controle sobre o dirigível. 
Quando um dos tanques de combustível acaba, não significa necessariamente que o 
outro também chegou ao fim. Cada motor possui sua própria curva de consumo. Quando 
um dos motores pára, o combustível desse motor não serve mais para nada . 
EXT - Perturbações externas 
EXT.l -Eventos Meteorológicos: 
• Vento: ventos fortes podem ocasionar a perda de controle sobre o dirigível e sua deriva. 
Por isso é importante verificar as condições atmosféricas antes e durante o vôo de forma 
a não surpreendido. Rajadas de vento podem ocasionar em perda de controle temporária 
e possíveis danos estruturais, principalmente sobre o envelope e superficies 
aerodinâmicas. 
• Chuva: pode causar danos sobre os equipamentos embarcados e aumento do peso 
(apesar do envelope ser impermeável a quantidade de água que pode ficar retida na sua 
superficie pode ser considerável). A umidade também pode danificar suportes e as 
superficies aerodinâmicas. 
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A2.2 Detecção de Falhas 
A partir dos elementos que estão sujeitos a algum tipo de falha (ou falhas) pode-se gerar um 
conjunto de métodos que permitem detectá-los e se possível tratá-los. No texto que se segue 
são abordados principalmente o processo de detecção de falhas. A implementação dos 
mecanismos de detecção e de tratamento é uma atividade que poderá ser desenvolvida em 
trabalhos futuros. 
SNS - Sensores 
Os sensores enviam mensagens periodicamente ao computador embarcado e este fato pode 
ser utilizado como um mecanismo de detecção de erros. Se um sensor pára de enviar dados 
isso pode ser percebido facilmente. Se um sensor envia mensagens dentro um período T, se 
depois de 2T ele não enviar nenhuma mensagem, podemos caracterizar essa situação como 
uma situação de falha de funcionamento. Se este voltar a enviar dados podemos retirá-lo 
dessa situação. 
Outro fator que pode ser entendido como uma situação de falha é a aparição de 
mensagens incorretas, ou seja, mensagens que não podem ser interpretadas/decodificadas 
pelo software responsável pelo seu tratamento. Esse fato também pode ser caracterizado 
como uma falha do sistema e pode ser gerado um alarme diante de uma situação deste tipo. 
Mesmo que a mensagem esteja correta, esta pode possuir um conteúdo inválido. 
Nesse caso deve existir um mecanismo um pouco mais elaborado para detectar esse tipo de 
falha. 
Portanto os sensores do software embarcado tem que estar preparados para tratar os 
seguintes tipos de falha por ordem de importância e também simplicidade de 
implementação: 
A) Parada no envio de dados sensoriais 
B) Detecção de mensagens inválidas (não podem ser interpretadas pelo software) 
C) Detecção de mensagens com conteúdo inválido 
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ACT - Atuadores 
Comandos são enviados do computador embarcado para um microcontrolador que gera os 
sinais PWM que comandam os servos. Os servos por sua vez atuam sobre outros sistemas 
fazendo o dirigível realizar as manobras desejadas. O microcontrolador também é 
responsável por capturar os sinais PWM do receptor de rádio controle e enviar os mesmos 
para o computador embarcado. 
A detecção de falhas pode ser feita nos seguintes elementos: 
A) Tacômetros: a rotação dos motores pode dar um indício do funcionamento dos servos. 
Se estes não estiverem funcionando de forma apropriada os tacômetros podem acusar 
essa falha facilmente. Mas deve existir uma certa confiança acerca do correto 
funcionamento dos tacômetros. É necessário cruzar esta informação com o dado PWM 
do rádio controle. 
B) Sensor de ângulo de vetorização: dá um indício do ângulo de vetorização do servo. 
C) Cruzar as informações do PWM do rádio controle com os movimentos realizados pelo 
dirigível. Caso para verificar se as superficies aerodinâmicas estão funcionando 
corretamente. Neste caso pode ser complicado detectar tal defeito através do uso de um 
software. Esse tipo de falha pode ser mais facilmente detectada pela pessoa que 
acompanha a realização do vôo. 
COM - Sistema de comunicação 
Para que um mecanismo de detecção de falha no sistema de comunicação possa ser 
implementada é preciso que haja um esquema que realize o envio periódico de mensagens 
da estação de terra para o sistema embarcado. 
Com isso é possível detectar se o link de comunicação continua ativo. Se for 
percebido que o link de comunicação não está mais funcionando é preciso que o dirigível 
seja capaz de tomar alguma atitude de forma a manter a integridade do sistema. Se possível 
o dirigível deve ser capaz de se dirigir a algum lugar que seja considerado seguro para que 
possa realizar um pouso de emergência. 
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Apêndice 3 
Integração da sonda de vento ao 
sistema embarcado 
A sonda de vento [ Azinheira-99] funciona através de uma série de sensores piezoelétricos 
que medem a diferença de pressão criada quando um fluxo de ar percorre o corpo da sonda. 
Existe um conjunto de furos dispostos simetricamente sobre o corpo da sonda que 
permitem obter diferenças de pressão através do princípio do tubo de Pitot. É possível obter 
os seguintes dados da sonda: 
a) ângulo de ataque vertical 
b) ângulo de ataque horizontal 
c) velocidade do vento (em rnmHg) 
d) altitude barométrica (em rnmHg) 
Figura A3.1 -Sonda de vento na configuração atual 
183 
A sonda é composta por duas partes principais: corpo da sonda (feito em latão) onde 
se encontram os pontos de tomada de pressão, e uma caixa contendo os sensores 
piezoelétricos mais o circuito para condicionamento dos sinais analógicos. Essas duas 
partes são ligadas através de um conjunto de seis tubos plásticos flexíveis. 
O circuito da sonda é alimentado por uma entrada de 12 Volts e em seu interior 
existe um DC-DC Converter que fornece uma tensão regulada para alimentar os circuitos 
dos sensores piezoelétricos e dos amplificadores. 
Como dados de saída a sonda fornece uma série de sinais analógicos que devem ser 
tratados para gerar os dados desejados (a, b, c e d). É necessário utilizar um conversor A/D 
para realizar a medida desses sinais e em seguida processar esses valores para obter os 
resultados desejados. [Azinheira-99] apresenta o conjunto de equações que devem ser 
aplicadas sobre esses sinais. 
A integração da sonda de vento ao sistema embarcado foi um processo bastante 
complicado e consistiu de três fases distintas (até se obter uma solução definitiva): 
• Fase I: utilização de microcontrolador Siemens 80C517 junto a uma placa com filtros 
anti-alising com adaptação de nível de tensão de saída. 
• Fase 2: utilização de uma placa PCI04 com um conversor ND com 16 bits de 
resolução. 
• Fase 3: utilização de microcontrolador Siemens 80C515C mais um placa de adaptação 
de nível de tensão de saída com esquema de offiet adaptativo e ganho elevado. 
Durante essas fases foi necessário superar uma série de problemas: 
• baixa precisão dos conversores A/D existentes nos microcontroladores (lO bits) 
• peso excessivo das soluções encontradas. 
• ruído devido a interferência eletromagnética gerada pela CPU embarcada sobre as 
placas PCI04. 
• ruído devido a interferência eletromagnética gerada pelo rádio modem. 
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A3.1 Desenvolvimento da solução para a sonda de 
vento 
A seguir são apresentadas as três tentativas realizadas até se encontrar a solução mais 
adequada para a sonda de vento. 
Fase 1: 
Solução adotada: utilizar um filtro anti-aliasing de 3• ordem com adaptação do nível de 
tensão acoplado ao conversor AID do microcontrolador Siemens 80C517 (I O bits de 
resolução numa faixa de O a 5,0 V). 
Problemas com a solucão: a resolução do conversor AID utilizado não era suficiente para 
captar as diferenças de pressão do sensor barométrico. A diferença de tensão que teria de 
ser medida para se obter uma precisão de cerca de I metro de altitude, deveria ser de I m V. 
Contudo lO bits numa faixa de O a 5,0 V faz com que tenhamos uma precisão máxima de 
4,88 m V. Somando-se a isso um ruído de cerca de 2 bits, ao final tínhamos uma precisão de 
cerca de 20 metros o que inviabilizava seu uso como sensor de altitude. 
Contudo as medidas fornecidas para os ângulos de ataque e velocidade do vento 
possuíam uma precisão muito boa, indicando que uma resolução de I O bits seria o 
suficiente para se realizar a medida de tais dados. 
Possibilidades para a resolução do problema: adoção de uma solução que possuísse um 
conversor AID com uma resolução maior para que fosse possível medir as pequenas 
diferenças de tensão fornecidas pelo sensor barométrico. Providenciou-se a compra de uma 
placa PC104 com um conversor AID com 16 bits de resolução para se resolver esse 
problema. 
Fase 2: 
Solução adotada (varte 11: como o problema de resolução era somente com o medida do 
sinal barométrico, adquiriu-se uma placa PCI04 com um AID de 16 bits de resolução numa 
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faixa de O a 5 V (precisão de 76 micro Volts). A placa utilizada foi a PCM-A/D-16 com DC-
DC Converter da WinSystems [PCM-AID]. 
Problemas com a solução: após a placa ter sido montado no sistema embarcado e o 
software ter sido adaptado para realizar a aquisição dos dados do AID, observou-se que a 
qua;;Jade dos dados obtidos era muito baixa. A variação observada nas medidas realizadas 
era bastante elevada (cerca de 6-7 bits) o que inviabilizava a utilização desses valores. 
Surgiu a hipótese de que a variação observada fosse causada pelos seguintes 
motivos: 
- interferência eletromagnética gerada pela CPU embarcada sobre a placa com o AID. 
- o cabo utilizado também estaria sofrendo interferência eletromagnética. 
-variação da tensão de referência utilizada pelo conversor AD. 
Solução adotada (parte 2): partiu-se para a solução dos três problemas apresentados 
anteriormente. Rapidamente foi descartada a possibilidade de variação da tensão de 
referência através do acompanhamento do seu valor através de um multímetro digital. 
Em seguida construiu-se uma blindagem para a placa de AID e o aterramento dessa 
blindagem no terra analógico do sistema. Com essa mudança a conseguiu-se um ganho 
considerável na precisão da medida (agora a variação observada estava em tomo de 4-5 
bits). 
Contudo a variação observada ainda era bastante elevada por isso procurou-se 
alterar o cabo que levava o sinal da sonda de vento ao A/D. Foram testados fios de diversas 
bitolas, pares trançados e diversos tipos de cabos blindados. O cabo que apresentou o 
melhor desempenho foi um cabo blindado (a variação caiu para menos de 3 bits). A solução 
encontrada gerava um resultado que permitia obter a precisão desejada de I metro de 
altitude. 
Problemas com a solução: Esta solução apresentava um problema sério pois a utilização de 
um cabo blindado introduz um peso extra de cerca de 0,5 Kg (cabo com 5 metros de 
comprimento). Este peso extra representa uma perda considerável de carga útil no dirigível. 
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Possibilidade para a resolucão do problema: para evitar as interferências eletromagnéticas 
da CPU e do rádio modem, o ideal seria instalar o conversor AID e os demais circuitos de 
condicionamento dos sinais analógicos próximos do sonda de vento (a cerca de 4 metros de 
distância das fontes de perturbação). Porém, o problema seria conseguir a precisão 
desejada utilizando o conversor AID de um microcontrolador. 
Seguindo os conselhos dados pelos projetistas da sonda de vento, desenvolveu-se 
um circuito que gerasse um ganho elevado sobre o sinal de saída. Para isso seria necessário 
antes subtrair um offiet desse sinal. Uma explicação detalhada de como esse circuito 
funciona e as considerações realizadas são apresentadas a seguir. 
Fase 3 (sistema atual): 
Solução final: agora o circuito do conversor AID (presente no mM515C) fica junto da 
sonda de vento para evitar as interferências eletromagnéticas. Como este conversor possui 
uma resolução baixa (comparado ao AID utilizado anteriormente na placa PC/104), é 
necessário condicionar a tensão da pressão estática (barométrica) para este conversor. 
Portanto subtraindo-se um offiet dessa tensão, e aplicando-se um ganho elevado sobre essa 
diferença, toma-se possível realizar essa medida com um conversor que possui menor 
resolução. O offiet deve ser variável pois a pressão varia muito com a altitude e é 
necessário manter o resultado após o ganho dentro de uma faixa de O a 5V (que é a faixa de 
operação do conversor AID). Esse offiet é gerado por um conversor DIA com 10 bits de 
resolução (também trabalhando entre O e 5V). Seguindo esse esquema obtemos a seguinte 
equação: 
Onde: 
V PE : tensão da pressão estática 
VPEG: tensão da pressão estática com o ganho 
V DAc: tensão gerada pelo conversor D/ A 
K:ganho 
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[O- 2,5 V] 
[O- 5,0 V] 
[O- 5,0 V] 
Para V PE não estamos considerando a possibilidade do sinal se tornar negativo pois 
a altitude nesse caso seria muito elevada (fora dos limites atuais de operação do dirigível). 
Para obter VpEG dentro de um intervalo de tensão adequado, é necessário gerar um 
VoAc próximo do valor de VPE· Assim, num primeiro momento, o microcontrolador 
determina a tensão aproximada de VPE· Em seguida um valor de VoAc é gerado de forma 
que o resultado de (VoAc - VpE ) seja positivo e pequeno. Após multiplicar o sinal pelo 
ganho temos o sinal amplificado VPEG que pode ser medido sem problemas de precisão pelo 
microcontrolador. 
A Figura A3.2 apresenta um diagrama esquemático do circuito projetado para gerar 
o ganho da pressão estática. Nesse mesmo diagrama pode-se observar o bloco responsável 
pela geração do offset V DAC, e o acondicionamento dos demais sinais fornecidos pela sonda 
(alfa, beta e pressão dinâmica - V A, V a e V o respectivamente). 
A tensão de referência que é somada a V A, V8 e V0 é de 2,5 V, garantindo que todos 
os sinais medidos pelo conversor AID do microcontrolador estejam dentro do intervalo de O 
aSV. 
O microcontrolador gera os sinas de controle para o DAC e realiza a aquisição dos 
seguintes valores analógicos: V Ao, V ao, Voo, VPE, e VPEG· Ao lado da Figura A3.2 estão 
descritas as equações para a obtenção desses valores. 
A3.2 Resultados obtidos com a sonda de vento em um 
vôo real 
Observando as figuras seguintes (Figura A3.4 e Figura A3.5) pode-se observar claramente a 
maior resolução de altitude dada pela sonda de vento se comparada com a informação 
fornecida pelo GPS. A velocidade com que as informações dadas pelo GPS são atualizadas 
não consegue acompanhar a dinâmica do dirigível. Além da taxa de amostragem do GPS 
ser baixa (I Hz para dados de posição) ainda existe um atraso de resposta do mesmo. A 
sonda de vento no entanto possui uma taxa de amostragem elevada (10 Hz, sendo que é 
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Figura A3.2- Diagrama do circuito de tratamento 
dos sinais analógicos da sonda de vento 
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Figura A3.4- Altitude dada pelo GPS durante um vôo experimental 




Figura A3.5- Variação de tensão dada pela sonda vento durante o mesmo vôo da figura anterior 
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Apêndice 4 
Dificuldades enfrentadas no Projeto 
AURORA 
A4.1 Definição de local seguro para vôos experimentais 
Um dos grandes problemas de se operar um dirigível é o seu tamanho, o que exige um área 
para armazenamento e uma área para a realização de vôos bastante grandes. Por questões 
de segurança essa área também deve ser afastada de regiões residenciais, ou que possuam 
cobertura vegetal ou linhas de energia elétrica. Esses fatores restringem bastante os locais 
possíveis para a realização de vôos experimentais. 
Apesar do ITI possuir uma área de armazenamento adequado e espaço suficientes 
para realização vôos, o seguintes fatos impedem que esse local seja utilizado para tal fim: 
• o terreno do ITI fica entre uma rodovia (D. Pedro I) e uma estrada bastante 
movimentada (Estrada dos Amarais ). Se o dirigível cair nesses locais, ou próximo a 
eles, a chance de ocorrer um acidente é muito elevada. 
• o espaço aéreo acima do ITI está uma área do aeroporto dos Amarais (Aeroclube de 
Campinas) que é utilizada para manobra de helicópteros (voam a baixa altitude). 
Portanto o dirigível é uma ameaça para o vôo dessas aeronaves. 
• muitas árvores cercam a propriedade do ITI, o que aumenta a possibilidade de um 
choque com as mesmas. 
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A solução encontrada para esse problema foi transferir o dirigível para a z• 
CIACOM (Companhia de Comunicações Blindadas), dentro do círculo militar de 
Campinas. Este local apresenta urna série de vantagens se comparadas com o ITI: o espaço 
disponível para vôo é muito maior, a movimentação de veículos próximo a CIACOM é 
reduzida, e um número menor de árvores cercam a região utilizada para vôos. Contudo esta 
região também apresenta alguns problemas: 
• essa região também está próxima da Aeroporto dos Amarais e por esta razão é 
necessário de uma autorização especial de vôo - NOTAM - que limita a região que 
pode ser sobrevoada e também estabelece urna altitude máxima para operação. Antes 
dos vôos é necessário notificar o Aeroporto de Viracopos. 
• o local de vôo do dirigível se encontra num ponto onde há visada direta com um campo 
de modelismo. Nesse caso os rádios de modelisrno podem gerar interferência sobre o 
rádio do dirigível (no caso de estarem utilizando cristais osciladores de mesma 
freqüência). 
• a região sobrevoada ainda continua próxima de regiões povoadas (bairros residenciais 
nas proximidades da CIACOM). 
Mesmo com esses problemas essa região continua sendo a melhor opção para local 
de realização de vôos. 
A4.2 Problemas climáticos: vento 
Os ventos constantes na região de Campinas são um obstáculo para a realização de vôos 
com o dirigível. Os ventos nessa região normalmente ultrapassam os 20 Kmlh, o que 
inviabiliza a realização de vôos. 
Sempre que um vôo é realizado é necessário observar as previsões de tempo e 
verificar qual será a tendência do vento no momento em que o vôo será realizado. Como a 
preparação para a realização de vôo é custosa em tempo e trabalho, deve-se optar por 
sistemas que forneçam uma previsão com cerca de um dia de antecedência. Poucas horas 
antes de se realizar o vôo é necessário verificar se as previsões estão corretas. 
O clima também consegue afetar o dirigível mesmo quando ele se encontra 
protegido. No final da tarde do dia 4 de Maio de 2001, uma rajada de vento muito forte 
atingiu a região de Campinas (velocidade máxima registrada de 300 Kmlh) que destruiu 
parcialmente o abrigo do dirigível. Parte do telhado da garagem utilizado pelo dirigível foi 
arrancado e o envelope foi sugado pelo vento, rasgando-se em vários pontos. Pedaços 
pontiagudos de telha abriram diversos furos no envelope e a chuva encharcou o seu interior. 
Totalizou-se cerca de 9 metros lineares de rasgos e furos, espalhados principalmente pela 
parte superior do envelope. 
Todos os rasgos e a maioria dos furos foram reparados. Contudo ainda há pequenos 
furos que não foram detectados e que estão causando pequenas perdas de gás e a 
possibilidade de contaminação do gás Hélio no interior do envelope. 
A4.3 Vazamento e contaminação do gás do envelope 
Além do Hélio vazar através dos furos que surgem no envelope devido à fragilização do 
material ou pequenos acidentes, ele também vaza através da própria superficie do material 
pois o Hélio, por ser monomolecular, é muito permeável. 
Furos pequenos na superficie do envelope (2 furos de 5 milímetros cada um) podem 
significar perdas de 3 metros cúbicos (ou mais) de gás por semana (dependendo da 
temperatura). Quando ocorre uma redução significativa do volume de Hélio dentro do 
envelope e, consequentemente a diminuição da diferença de pressão entre ambiente e o 
interior do mesmo, a taxa de vazamento também se reduz consideravelmente. 
Pequenos vazamentos do gás Hélio são até toleráveis, porém o maior problema 
presente é a ocorrência de contaminação do gás dentro do envelope. Quando a diferença de 
pressão entre o interior e o exterior do envelope se armla, ocorre a possibilidade de ar entrar 
dentro do envelope através dos mesmos furos que permitiram a fuga do Hélio. Se o gás 
simplesmente sai do envelope, basta repor a quantidade que se perdeu antes de realizar um 
vôo. Contudo se o gás é contaminado, ou seja, entra ar dentro do envelope ocupando o 
lugar do Hélio, ocorre uma redução da capacidade de carga do dirigível. Nesse caso não 
adianta simplesmente reabastecer o dirigível com Hélio. Se o grau de contaminação for 
muito elevado (impossibilitando a realização de vôos por redução de capacidade de carga), 
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toma-se necessário esvaziar o envelope (jogando todo o Hélio fora), sendo necessário 
enchê-lo novamente com o gás. Se não for encontrada a causa da contaminação, o gás que 
foi injetado no envelope será contaminado novamente. Por este motivo a contaminação é 
um problema mais sério que os próprios vazamentos. 
Apesar de várias técnicas diferentes terem sido empregadas para se encontrar furos 
no envelope, ainda é muito dificil detectar os pequenos furos. A única forma para se 
detectá-los de forma precisa provavelmente é a utilização de um aparelho detector de Hélio. 
A4.4 Falta de potência de propulsão 
Outro problema recorrente dentro do AURORA é a necessidade de aumentar a potência de 
propulsão do dirigível. Inicialmente essa necessidade surgiu devido a falta de 
manobrabilidade do dirigível e pouca capacidade de realizar vôos em dias com vento (entre 
10 e 15 Km!h). Posteriormente a motorização teve de ser aumentada para permitir que o 
dirigível fosse capaz de realizar vôos pairados. Atualmente, a necessidade de aumento de 
potência de propulsão se deve ao aumento do momento de inércia e arrasto gerado pela 
utilização de um novo envelope maior em tamanho e em volume. 
Para obter o rendimento máximo de cada motor é necessário casar perfeitamente a 
hélice com a potência e a rotação máximas permitidas para o motor. Quando se escolhe um 
motor leva-se em conta a potência gerada e sua velocidade máxima de rotação. Mas é 
preciso observar que quanto mais potente o motor, maior será a seu peso e maior será a 
quantidade de combustível consumida pelo mesmo. Isto pode significar em um aumento da 
carga do dirigível e uma redução de sua autonomia de vôo. 
No caso da hélice é necessário, inicialmente, escolher o diâmetro e o passo da 
mesma e com isso verificar se é possível utilizá-la com o motor selecionado. Quanto 
maiores forem o diâmetro e o passo, menor será a velocidade de rotação. Contudo, um 
diâmetro maior e um passo maior significam maior quantidade de ar arrastado e, portanto, 
maior força de propulsão sob uma mesma rotação. Outro fator que deve ser levado em 
conta é o perfil da hélice. Alguns perfis modernos (scimitar, bolly) apresentam um 
desempenho superior quando comparado a outros modelos clássicos. Estes perfis permitem 
um ganho na velocidade de rotação e com isso um ganho na propulsão. 
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A4.5 Problemas com o sistema de vetorização 
O sistema de vetorização permite que os motores possam ser rotacionados em torno de seu 
eixo de fixação, tornando possível controlar a direção da propulsão. Isto permite que o 
dirigível possa realizar decolagens e aterrissagens verticais, vôos pairados, redução de 
velocidade e perda acelerada de altitude. Contudo este sistema sofreu com diversos tipos de 
problema: 
• Falta de robustez diante de vibrações: as engrenagens da caixa de redução do servo 
utilizado sofriam avarias graves diante do esforço transmitido de forma desigual e 
vibração excessivas (causada pelos motores a combustão). Na montagem original do 
fabricante, o torque era transmitido através de um braço rígido articulado. Isto tornava 
necessária uma solução que permitisse isolar as vibrações sobre o servo e também 
distribuir o torque de forma homogênea sobre o curso do servo. 
• Torque insuficiente no servo: devido à substituição dos motores por um conjunto mais 
com maior potência, o servo da vetorização passou a não possuir torque suficiente para 
acionar o sistema de vetorização. A provável causa desse problema foi o aumento do 
atrito nos mancais e do momento de inércia (motores e proteções de hélices mais 
pesados). 
• Curso insuficiente: o ângulo de vetorização era insuficiente para permitir a realização 
de manobras variadas, ou seja, quando se privilegiava um tipo de manobra, outras 
acabavam sendo prejudicadas (privilegiava-se a decolagem e o pouso verticais em 
detrimento da possibilidade de se realizar uma descida forçada). 
Diante destes problemas tomou-se necessário implementar um novo sistema de 
vetorização (ver Figura A4.1 ). A solução encontrada foi adquirir um servo mais potente e 
construir um sistema que transmitisse o torque do servo para o eixo da vetorização através 
de uma conjunto de polias e correia sincronizadora. Utilizar esse esquema possui uma série 
de vantagens: 
• a correia sincronizadora permite isolar boa parte da vibração proveniente dos motores, 
aumentando a vida útil do servo; 
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• a utilização de polias ao invés de um braço articulado permite que o torque do servo 
seja transmitido de fonna igual sobre todo o curso do servo, reduzindo o esforço sobre o 
mesmo; 
• possibilidade de aumentar/reduzir o curso da vetorização através da alteração da relação 
das polias. 
Porém, o aumento no curso da vetorização representa uma redução no torque 
transmitido, por este motivo é importante escolher a relação adequada entre as polias de 
fonna a não prejudicar excessivamente o torque. 
Outro fàtor importante constatado em testes reais foi a necessidade de reduzir o 
atrito nos mancais. Para reduzir esse atrito foram utilizados rolamentos, lubrificantes 
(graxa) e grafite nos mancais secos. 
Atualmente, o sistema de vetorização possui um conjunto de polias que geram urna 
redução e um curso de aproximadamente 180° ( -60° a 120° ) , mais que o suficiente para a 
operação do dirigível. 
Figura A4.1 - Novo sistema de vetorização 
(A) Original (B) Superfície aumentada 
Figura A4.2 -Alteração do tamanho da superfície de atuação 
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A4.6 Falta de atuação das superfícies aerodinâmicas 
Outro problema constatado em diversos vôos experimentais foi a falta de atuação nas 
superficies aerodinâmicas, ou seja, o curso gerado pelas superficies era insuficiente. Isso 
acarretava um problema sério para a operação do dirigível pois tornava-se muito difícil 
manobrar o dirigível, principalmente durante vôos nos quais o dirigível estava voando a 
favor do vento. 
Num momento inicial, a simples reprogramação do rádio foi suficiente para 
aumentar o curso dos servos e assim melhorar a sua manobrabilidade. 
Contudo, com a aquisição de um novo envelope, tornou-se aparente a necessidade 
de se realizar uma série de alterações, tanto no tamanho da superfície de atuação, quanto no 
seu curso e posição de fixação no próprio envelope. 
A primeira alteração realizada foi a mudança da posição de fixação das superfícies. 
As posições indicadas pelo fabricante do envelope estavam muito deslocadas para a parte 
posterior do envelope. Nessa posição, o vento gerado pelos motores não realizava 
praticamente nenhum efeito sobre as superfícies e, portanto, o dirigível não era capaz de 
realizar curvas em situações de pouco vento relativo. Nessas situações de pouco vento, a 
única forma de se comandar o dirigível é através do vento gerado pelo sistema de 
propulsão. Para melhorar a influência do sistema de propulsão sobre as superfícies, estas 
foram deslocadas cerca de 1,1 m a frente da posição original, melhorando muito a 
controlabilidade do dirigível. Não se pode colocar as superfícies muito deslocadas para o 
centro do corpo do envelope, pois assim o torque gerado pelas mesmas se reduz muito, 
reduzindo a manobrabilidade. 
Em seguida notou-se a necessidade de se aumentar o tamanho da superfícies de 
atuação (ver Figura A4.2). As aletas tiveram seu tamanho praticamente dobrado, 
permitindo um aumento da capacidade de atuação das mesmas. Contudo, o aumento 
excessivo do tamanho da aleta implica em um maior esforço do servo, podendo danificá-lo. 
Pode-se comprovar, através de testes, que em velocidades um pouco elevadas (cerca de 25 
km/h), o servo já não era capaz de manter a posição da aleta. Porém, em baixas 
velocidades, houve um aumento significativo da manobrabilidade do dirigível. 
Foram feitas experiências alterando o curso da aleta através da regulagem do 
tamanho do braço do servo. Reduzindo o curso do servo consegue-se um aumento 
considerável da força de atuação. Porém, a redução do curso não é muito interessante pois, 
o dirigível perde manobrabilidade em baixas velocidades. Através de uma série de testes, 
selecionou-se a melhor relação curso e força de atuação. 
A4.7 Deterioração da gôndola 
A gôndola do dirigível era inadequada para a operação do mesmo sob diversos aspectos: 
• dificuldade de inserir o hardware do sistema embarcado na gôndola; 
• falta de acessibilidade dos componentes embarcados (tanques de combustível, sistema 
de vetorização) dificultando a sua manutenção; 
• dificuldade de adaptação e fixação nos momentos em que era necessário embarcar um 
novo dispositivo (câmera de vídeo, por exemplo); 
• volume interno da gôndola mal distribuído e portanto mal aproveitado. 
Para tornar a gôndola mais apropriada para a realização de vôos experimentais 
foram realizadas diversas alterações em sua estrutura. Contudo, o constante manuseio da 
gôndola e a realização de pousos forçados causaram a deterioração de sua estrutura, 
enfraquecendo-a. Como conseqüência desse enfraquecimento há uma necessidade 
freqüente de se realizar reparos, o que acaba consumindo tempo e atrasando a realização 
dos vôos. 
Com o objetivo de resolver os problemas de fragilidade foram feitas várias 
alterações na gôndola tais como: 
• substituição do antigo trem de pouso do dirigível por uma estrutura reforçada em 
alumínio; 
• colocação de reforços de material plástico em substituição a elementos estruturais feitos 
em madeira balsa. 
Contudo, essas alterações acabaram sendo apenas paliativos para tornar possível a 
realização de vôos. Essas alterações também acrescentaram peso à gôndola, reduzindo, 
consequentemente, a capacidade de carga do dirigível. 
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Diante de tantos problemas surgiu a iniciativa de se construir uma nova gôndola 
que, além de sanar os problemas descritos anteriormente, também deve possuir um peso 
menor e permitir a redução da vibração transmitida dos motores para o sistema embarcado. 
Essa nova gôndola está sendo desenvolvida pelo bolsista de iniciação científica e estudante 
de engenharia mecânica da Unicamp Rodrigo Paniago Peixoto. A nova gôndola combina 
um módulo estrutural construído em aluminio com um módulo mecânico (agrupa motores, 
tanques de combustível e sistema de vetorização) desenvolvido em prototipagem rápida 
[RP]. A Figura A4.3 apresenta o resultado do desenvolvimento dessa nova gôndola. 
(A) Projeto da nova gôndola para acondicionar 
melhor os componentes embarcados 
(B) Módulo mecânico feito através da prototipagem 
rápida 
Figura A4.3 - Nova gôndola do dirigível 
A4.8 Aquisição de novo envelope: problemas 
aerodinâmicos 
Em Janeiro de 2001 houve a substituição do antigo envelope de mylar por um novo de 
nylon. Apesar do mylar ser mais leve em comparação ao nylon, o último apresenta uma 
resistência muito superior. Para compensar o peso extra de um envelope feito de nylon, este 
deve possuir uma capacidade volumétrica maior e, como conseqüência, dimensões maiores. 
Contudo o aumento das dimensões do envelope causou uma série de alterações em 
suas caracteristicas aerodinâmicas detectadas quando foi realizado os primeiros vôos de 
teste: 
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• Aumento do arrasto devido ao aumento do diâmetro do dirigível. Este fato pode ser 
observado pela dificuldade de se ganhar velocidade e também por uma redução da 
velocidade final obtida. 
• Aumento do momento do inércia devido ao aumento do volume interno e da massa do 
dirigível. Isto pode ser constatado pela dificuldade que o dirigível passou a ter para 
realizar curvas e também perder velocidade quando a velocidade dos motores era 
reduzida. 
Outro problema detectado foi a redução na capacidade de atuação das superficies 
aerodinâmicas causado principalmente pela posição em que estas foram instaladas. Este 
fato permitiu comprovar a grande influência do vento gerado pelos motores sobre a 
capacidade de realização de curvas pelo dirigível. 
Esses problemas somados impediram a realização de vôos pois não era possível 
comandar o dirigível de forma apropriada. 
Para melhorar a performance do dirigível foi necessário realizar o seguinte conjunto 
de alterações: 
• Aumentar a propulsão gerada pelos motores. Isso foi conseguido instalando-se hélices 
com um perfil mais moderno (scimitar), o que permitiu um ganho na velocidade de 
rotação, e com um diâmetro maior (maior volume de ar arrastado). 
• Alteração da posição, do curso e do tamanho das superficies aerodinâmicas. As 
superficies foram instaladas em um nova posição, mais próxima dos motores, que 
permite utilizar com maior eficiência o vento gerado pelos propulsores. Houve um 
aumento das aletas das superficie e também um aumento do curso das mesmas, 
permitindo um aumento da quantidade de ar deslocado e, com isso, um aumento da 
mano brabilidade. 
Essas alterações permitem que o dirigível seja comandado de urna forma segura. 
Contudo ainda é necessário um aumento na capacidade de propulsão para que o mesmo 
possa realizar vôos com segurança em dias com vento moderado. Esse aumento só pode ser 
conseguido com a substituição dos motores atuais por um conjunto mais potente. 
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