The supplementary material provides technical details. Section S1 provides useful lemmas to establish the theorems. Section S2 presents the detail to prove Proposition 1. Section S3-S5 establish Theorem 1, Corollary 1, and Theorem 2 respectively. Section S6 gives a discussion about how to select tuning parameter.
x } and by the result of Lemma 1, (S1.2) can be readily obtained.
Lemma 3. Assume X = (X 1 , · · · , X n ) ∈ R n×p , where X i = (X i1 , · · · , X ip ) ∈ R p independently follows sub-Gaussian distribution with E(X i ) = 0 p with Cov(X i ) = Σ x = (σ j 1 j 2 ,x ) ∈ R p×p . In addition, assume that Y ∈ R n follows multivariate sub-Gaussian distribution with mean 0 n , and
where c x and c y are finite positive constants. Then we have
where σ (n) j,xy = n −1 E(X j Y ), and C 1 and C 2 are non-zero positive constants, which are only related to c x and c y .
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Then we have
where δ 1 = 2/3δ and σ (n) y = n −1 tr(Σ y ). We then derive an upper bound for the right hand side of (S1.4). It should be noted that X j X j , Y Y , and Z j Z j in the right hand side of (S1.4) are all in quadratic form and thus the proofs are similar. For the sake of simplicity, we take Y Y for an example and derive the upper bound for P {|n
The same result could be proved similarly for the other two terms in the right hand side of (S1.4).
First we have
eigenvalues of Σ y . Since Σ y is a non-negative definite matrix, we could have the eigenvalue decomposition as Σ y = U ΛU , where U = (U 1 , · · · , U n ) ∈ R n×n is an orthogonal matrix and Λ = diag{λ 1 , · · · , λ n }. 
jj,x nδ 2 1 ) and
max (Σ y )} 2 by the Cauchy's inequality. Lastly, by condition (C4), condition λ max (Σ x ) ≤ c x < ∞, and λ max (Σ y ) ≤ c y < ∞, the desired result (S1.3) can be obtained by using (S1.4).
S2. Proof of Proposition 1
In the proof of proposition 1, for convenience, we define R
Due to the similarity of the proof, we only prove the first one.
By the maximum inequality, it could be concluded
for 1 ≤ j ≤ p and finite constants C 1 , C 2 > 0, where δ 0 = (δ/6) 1/3 . To achieve this, we first derive the inequality as
To derive the upper bound for each term of (S2.2), we apply Lemma 3. It can
By the conditions (C1)-(C4) and then applying Lemma 3, we could have and c 2 > 0 are finite constants only related to κ j (1 ≤ j ≤ 5) and τ max .
Therefore, (S2.1) can be proved by letting C 1 = 5c 1 and C 2 = c 2 . Consequently, the conclusion follows by the condition (C2) that log p = O(n ξ )
with 0 ≤ ξ < 1.
S3. Proof of Theorem 1
With the definition of R Step
Huang, X. Zhu, R. Li, and H. Wang Σ and λ min (Σ) ≥ τ min by condition (C4), then it can be further derived that τ 2 min /σ 2 β 2 ≤ 1. Consequently, it can be concluded β 2 ≤ C β by letting
Step 2. (
≤ C κ for some positive constant C κ . As a consequence, by
Step 1 and condition (C4), one can conclude that there exist a finite constant C b such that Step 3.
The result can be guaranteed by Proposition 1.
Step 
By similar technique as in Step 3, we have
quently, by Lemma 3, we have P (|z n −1| > ) ≤ 3c 1 exp(−c 2 n 2 0 ) → 0. Next,
Step 5. We next verify that the size of M R could be uniformly bounded.
First, by
Step 2, we have
which can be equivalent spelled as M * = {j : R 2 j > γ min /4}. Then we have
where m max = c β τ
Step 2 we have
Then we have,
Consequently, by the similar technique in the previous step, P (|z n − 1| > 
2c γ , we then have
It implies that we are still able to have a compact model size m 
S5. Proof of Theorem 2
In this part we aim to establish the parameter consistency. For convenience we define s = |M| in the following. Following Fan and Li (2001) , it is sufficient to show that for any ε > 0, there exists a constant C > 0 such 
Then, by (S5.1), with probability at least 1− , there exists a local optimizer ρ in the ball {ρ + N −1/2 uC : |u| ≤ 1}. As a result, we have
To show (S5.1), we applies Taylor's expansion to obtain that
We next show that (S5.2) is negative asymptotically with probability tending to 1. To this end, we consider 1 (ρ) and 1 (ρ) separately in the following two steps. For convenience, define α = E(ε
Step 1. (Proof of |n
. First it can be proved,
where
S5. PROOF OF THEOREM 2
Step 1.1 ( σ 2 → p σ 2 ) First it can be derived σ 2 = E (I n − P X )E. One could verify that E( σ 2 ) = (1 − s/n)σ 2 → σ 2 by the condition in Theorem 2. Next we have var( σ 2 ) ≤ n −2 σ 4 var{tr(I n − P X )} + n −2 σ 4 2c 2 E{tr(I n − P X ) 2 } = 2σ 4 c 2 n −2 (n − s) → 0 by condition (C1) and (S1.2) of Lemma 2.
This completes the proof of Step 1.1.
Step 1.
Define the first part to be S 11 and the second to be S 12 . Without loss of generality, we assume σ 2 = 1. Next we prove n −1/2 (S 11 − s 1 ) = O p (1) and n −1/2 S 12 = o p (1). For the first result, one could verify that E(S 11 −s 1 ) = 0 and n
By the trace inequality, we have, Then it leads to show n
Next, by Lemma (S1.1) in 2, var
tr(M M )} by condition (C1) and (S1.1) of Lemma 2. Further we have
by the (5.3) of Lemma 2 in Zhu et al. (2017) . As a consequence, we have n −3 V 1 → 0 by conditions in Theorem 2. By similar techniques, one could have n −3 V 2 → 0. Next, it can be derived by Cauchy's inequality,
As a result, by (S1.1) of Lemma 2, we have
Similarly, by condition (C4) and (5.3) of Lemma 2 in Zhu et al.
(2017), we have n −3 V 3 → 0. Therefore, it can be concluded that n −1/2 S 12 → p 0.
Step 2. (Proof of −n −1
By the previous step, we have n −1 S 1 − s 1 = o p (1). Next, let the second term
By similar techniques in Step 1, one could verify that n
and
By the results of Step 1 and Step 2, it can be concluded that the quadratic term will dominate the linear term in (S5.2) as long as a suf-D. Huang, X. Zhu, R. Li, and H. Wang ficiently large C is chosen. Then with probability tending to 1, we have 1 (ρ + n −1/2 u) < 1 (ρ) as n → ∞. This completes the proof of (S5.2).
S6. Selection of Tuning Parameter
For practical implementation, the selection of the tuning parameter c γ is important. Different c γ may lead to different selected model. Under a classical regression setup with p < n, this problem has been extensively studied.
A number of selection criterions, such as AIC (Akaike, 1973) , BIC (Schwarz, 1978) , and EBIC (Chen and Chen, 2008; Wang, 2009) , are proposed and carefully investigated. Practically, we could set the maximum number of features to be selected as p , with p < n. For example, p = [n/ log(n)], where [m] is the maximum integer, which is no larger than m.
Thus, in this case, the tuning parameter could be selected in the following steps. First, the features are sorted according to the value of R 2 j .
Second, M j could be defined containing the first j features with the largest R 2 j s. Third, the model could be selected via AIC, BIC, or EBIC methods.
For example, for EBIC method, we define for 1 ≤ j ≤ p , EBIC j τ = −2 j ( θ j ) + j log(n) + 2τ log{P ( M j )}, (S6.1)
S6. SELECTION OF TUNING PARAMETER
where j (θ) is the log likelihood of the model M j , θ j is the maximum likelihood estimator of θ j = (ρ, β similarly. In this way, we do not need to obtain the maximum likelihood estimator for the SAR model with different js. We illustrate the performance of the method by numerical studies.
