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1. Introduction
In the higher rank paper [17], we reduced Dwork’s conjecture from higher rank
case over any smooth affine variety X to the rank one case over the simplest affine
space An. In the present paper, we finish our proof by proving the rank one case
of Dwork’s conjecture over the affine space An, which is called the key lemma in
[17]. The key lemma had already been proved in [16] in the special case when the
Frobenius lifting σ is the simplest q-th power map σ(x) = xq. Thus, the aim of
the present paper is to treat the general Frobenius lifting case. Our method here
is an improvement of the limiting method in [16]. It allows us to move one step
further and obtain some explicit information about the zeros and poles of the unit
root L-function. As in [16], to handle the rank one case, we are forced to work in
the more difficult infinite rank setting, see section 2 for precise definitions of the
various basic infinite rank notions. Let Fq denote the finite field of characteristic
p > 0. Our main result of this paper is the following theorem.
Theorem 1.1. Let φ be a nuclear overconvergent σ-module over the affine n-space
An/Fq, ordinary at the slope zero side. Let φunit be the unit root (slope zero) part
of φ. Assume that φunit has rank one. Let ψ be another nuclear overconvergent
σ-module over An/Fq. Then for each integer k, the L-function L(ψ ⊗ φ
⊗k
unit, T )
is p-adic meromorphic. Furthermore, the family L(ψ ⊗ φ⊗kunit, T ) of L-functions
parametrized by integers k in each residue class modulo (q − 1) is a strong family
of meromorphic functions with respect to the p-adic topology of k.
A finite rank σ-module is automatically nuclear. Thus, Theorem 1.1 includes
the key lemma of [17] over An as a special case. The basic ideas of the present
paper are the same as the limiting approach in [16]. The details are, however, quite
different. In the simplest q-th power Frobenius lifting case, one has the fundamental
Dwork trace formula available, which is completely explicit for uniform estimates.
This makes it easy to extend the Dwork trace formula to infinite rank setting. It
also makes it possible to see the various analytic subtleties involved in a concrete
case. As a result, we were able to prove analytically optimal results in [16]. For a
general Frobenius lifting (even over the simplest affine n-space An as we shall work
in this paper), one has to use the much more difficult Monsky trace formula which
is a generalization of Dwork’s trace formula. Thus, the first task of this paper is to
extend the Monsky trace formula to infinite rank setting and to make it sufficiently
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explicit so that our previous explicit limiting approach can be carried out. As
indicated in [16], there are two versions of the limiting approach. The first version
is to stay in finite rank setting but to take the limit of an essentially continuous
(not continuous) family of functions. This is the version adapted in [16]. The
second version, briefly outlined in [16] but without giving a detailed proof there,
is to work directly with infinite rank setting and continuous family of functions.
Here, we shall follow the second version of the limiting approach and work out all
the details. This version gives more transparent and conceptual results, such as an
explicit formula (see Theorem 1.9 below) for the unit root L-function L(ψ⊗φ⊗kunit, T )
in terms of nuclear overconvergent σ-modules. This explicit formula is important
to gain further information about the distribution of the zeros and poles of the unit
root L-function L(ψ ⊗ φ⊗kunit, T ). In this direction, we have the following result.
Theorem 1.2. Let φ be an overconvergent σ-module of some finite rank r over the
affine n-space An/Fq, ordinary at the slope zero side. Let φunit be the unit root
(slope zero) part of φ. Assume that φunit has rank one. Let ψ be another finite rank
overconvergent σ-module over An/Fq. Then, for all integers k, we can write
L(ψ ⊗ φ⊗kunit, T ) =
f1(k, T )
f2(k, T )
, f1(k, 0) = f2(k, 0) = 1,
where f1(k, T ) (resp. f2(k, T )) is a family of uniformly continuous and uniformly
entire functions whose Newton polygons lies above the graph of the function
Q(x) = c1x
1+ 1
n+r−1 − c2x
for some positive constants {c1, c2} independent of k.
As an application of Theorem 1.2, we obtain explicit information about the
degree of each pure slope piece of the L-function L(ψ ⊗ φ⊗kunit, T ). Recall that the
degree (resp. the total degree) of a rational function means the degree of the
numerator minus (resp. plus) the degree of the denominator. For a non-negative
rational number s, let ds(k) (resp. Ds(k)) denote the degree (resp. the total degree)
of the slope s part of the meromorphic function L(ψ ⊗ φ⊗kunit, T ). Although Ds(k)
is a non-negative integer, the integer ds(k) can be negative. The p-adic Riemann
hypothesis in this situation is then to understand the two degree functions ds(k)
and Ds(k) for each given integer k. Theorem 1.2 implies the following uniform
upper bound for ds(k) and Ds(k).
Theorem 1.3. In the situation of Theorem 1.2, there is a positive constant c such
that for all rational numbers s ≥ 0 and all integers k, the number of reciprocal zeros
and reciprocal poles of L(ψ ⊗ φ⊗kunit, T ) with slopes at most s is bounded by∑
t∈[0,s]
Dt(k) ≤ c(s+ 1)
n+r−1.
In particular, we have the uniform polynomial bound
|ds(k)| ≤ Ds(k) ≤ c(s+ 1)
n+r−1.
As another application of Theorem 1.2, we derive, with the help of a continuity
result and the method of [15], the following information about the variation of the
degree function ds(k) for fixed slope s when k varies.
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Theorem 1.4. In the situation of Theorem 1.2, there is a positive integer c such
that whenever k1 and k2 are two integers satisfying the congruence
k1 ≡ k2 (mod(q − 1)p
c[s+1]n+r),
we have the equality
dt(k1) = dt(k2),
for all 0 ≤ t ≤ s.
Remark 1.5. It is probably unreasonable to expect a similar result for the total
degree function Ds(k) due to possible cancellation of zeros and poles.
Theorem 1.4 generalizes a weak version of the Gouveˆa-Mazur conjecture from the
universal family of elliptic curves to an arbitrary family of algebraic varieties with
one unit root fibre by fibre. An interesting higher dimensional geometric example
is a good family of Calabi-Yau hypersurfaces where it is known that the middle di-
mensional relative crystalline cohomology (taken to be our φ) has exactly one unit
root fibre by fibre. In this case, it seems that the unit root L-function L(φ⊗kunit, T )
can be globally constructed from the mirror map. It would be interesting to un-
derstand further connections between the two topics. Here, the crystal structure
(the differential equation) of the relative crystalline cohomology would play an im-
portant role. Another interesting topic is to explore the possibility of using the
special values L(φ⊗kunit, 1) parametrized by integer k to construct the conjectural
p-adic L-function attached to an algebraic variety defined over a number field. This
relationship is not completely well understood even in the case of an elliptic curve,
although some positive evidences are available. The bounds in Theorems 1.2-1.4 are
probably asymptotically best possible in general. They can, however, be improved
in some special cases, see the end of section 8 for a brief discussion of possible such
improvements. In another direction, Coleman has shown that in the rank one case,
the strong family assertion of L(ψ ⊗ φkunit, T ) in Theorem 1.1 can be significantly
strengthened by extending the domain of the p-adic parameter k and by using the
theory of rigid analysis. This raises a host of new interesting questions, greatly
generalizing the study of the eigencurve problem as initiated by Coleman-Mazur in
[3] for the elliptic family.
If the unit root part φunit is of rank greater than one, our result shows that the
L-function L(ψ ⊗ φ⊗kunit, T ) is still meromorphic for each fixed integer k, but the
corresponding statements in Theorems 1.2-4 are all false. In fact, in this higher
rank situation, no non-trivial uniform bounds are possible due to the simple reason
that the sequence xk as k varies is unbounded for any fixed real number x > 1.
The simplest counter-example is to take φ = φunit to be the direct sum of r (r > 1)
copies of the identity σ-module. If one replaces the k-th tensor power φ⊗kunit by the
k-th iterate φkunit, then there are a number of open questions in higher rank case,
see section 8 in [17].
We now give a brief description of the content of the paper and the main steps
in our proof. Section 2 contains a brief discussion of the foundational material
and the infinite rank setup. It extends the easier finite rank setting of [17] to the
more difficult infinite rank setting, improving the exposition in [16]. The concepts
introduced are Banach modules over certain rings, topological basis, formal basis,
orthonormal basis, σ-modules, nuclear σ-modules, overconvergent σ-modules, nu-
clear overconvergent σ-modules and the various tensor operations. The L-function
is then defined for a nuclear σ-module. Section 3 discusses the uniform family
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version of overconvergent σ-modules and reviews several notions from [16] about a
uniform family of entire (resp. meromorphic) functions.
Section 4 is devoted to Dwork operators and related explicit estimates. The
main notion here is that of a contracting overconvergent Dwork operator. The
main result of this section is the following theorem.
Theorem 1.6. Let Θ be a contracting overconvergent Dwork operator. Then, its
Fredholm determinant det(I−TΘ) is well defined and entire. More generally, for a
uniform and continuous family Θ(k) of contracting overconvergent Dwork operators,
the Fredholm determinant det(I − TΘ(k)) is a uniform and continuous family of
entire functions.
In section 5, we extend the Monsky trace formula from finite rank case over An
to infinite rank case over An. The idea is to use the finite rank version as shown
in [17] and to take a suitable limit. That is, we prove
Theorem 1.7. Let φ be an overconvergent nuclear σ-module over An/Fq. Then,
there are n+ 1 contracting overconvergent Dwork operators Θi(φ) such that
L(φ, T ) =
n∏
i=0
det(I − TΘi(φ))
(−1)i−1 .(1.1)
Putting Theorem 1.6 and Theorem 1.7 together, we deduce
Theorem 1.8. Let φ be an overconvergent nuclear σ-module over An/Fq. Then,
the L-function L(φ, T ) is p-adic meromorphic. More generally, for a uniform
and continuous family φ(k) of nuclear overconvergent σ-modules, the family of L-
functions L(φ(k), T ) parametrized by integers k is a strong family of meromorphic
functions with respect to the p-adic topology of k.
In section 6, we review the definitions of the Newton polygon, basis polygon,
ordinariness of nuclear σ-modules. In order to prove Theorem 1.1, it is sufficient to
assume that φ is normalized in the sense that a suitable overconvergent matrix B
of φ is of the block form,
B =
(
1 + πb00 πB01
πB10 πB11
)
,
where π is the uniformizer and 1 + πb00 is an overconvergent 1× 1 matrix.
In section 7, we begin the proof of Theorem 1.1. Without loss of generality, we
assume that φ is normalized. Using the infinite rank version of the decomposition
formula (1.5) in [17], we derive the following limiting formula:
L(ψ ⊗ φkunit, T ) = limm→∞
∏
i≥1
L(ψ ⊗ Symk+p
m−iφ⊗ ∧iφ, T )(−1)
i−1i.(1.2)
To prove that the limit exists and is meromorphic, the key is to construct a new
overconvergent nuclear σ-module (M∞,k, φ∞,k) called the limiting σ-module of the
sequence Symk+p
m
φ (m = 1, 2, · · · ) such that
lim
m→∞
L(ψ ⊗ Symk+p
m−iφ⊗ ∧iφ, T ) = L(ψ ⊗ φ∞,k−i ⊗ ∧
iφ, T ).(1.3)
The tensor product of two nuclear overconvergent σ-modules is still nuclear and
overconvergent. Thus, the right side of (1.3) is the L-function of a nuclear over-
convergent σ-module and hence is meromorphic by Theorem 1.8. This implies that
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the unit root L-function L(ψ ⊗ φkunit, T ) is also meromorphic. Furthermore, as a
by-product, our proof gives the following stronger explicit formula.
Theorem 1.9. Assume that we are in the situation of Theorem 1.1. Assume fur-
ther that φ is normalized. Then, we have the following formula:
L(ψ ⊗ φkunit, T ) =
∏
i≥1
L(ψ ⊗ φ∞,k−i ⊗ ∧
iφ, T )(−1)
i−1i.(1.4)
Note that the product in (1.4) is essentially finite if we restrict to a finite disk.
This is because φ is nuclear and thus ∧iφ is divisible by higher and higher power of
the uniformizer π as i grows. Thus, there is a crucial shifting factor of π in (1.4).
The product in (1.4) is automatically finite if φ has finite rank since ∧iφ = 0 for
large i.
Using the explicit estimates in section 4, we derive in section 8, a uniform lower
bound for the Newton polygon of the various Fredholm determinants arising from
the family of L-functions L(ψ ⊗ φkunit, T ) parametrized by k. This together with
Theorem 1.9 then implies explicit information about the distribution of the zeros
and poles of the L-function L(φkunit, T ) as stated in Theorems 1.2-4.
We would like to point out that the results of this paper do not include the
results in [16] as a special case. In terms of the Frobenius lifting σ, this paper is
more general and allows us to complete our proof of the rank case case of Dwork’s
conjecture over the affine n-space. However, from analytic point of view, the re-
sults of the present paper are not optimal and thus somewhat weaker than the
results in [16]. The reason is that the ambient σ-module φ is only assumed to be
c log-convergent in [16] which is the weakest possible condition for the study of
L-functions. In contrast, the present paper assumes that the ambient σ-module is
overconvergent which is an analytically stronger condition, although it is enough for
our immediate application to Dwork’s conjecture. The overconvergent condition on
φ simplifies some of the analytic arguments but our proof here is still quite analytic
due to the nature of the problem.
Acknowledgement. The author would like to thank the referee for his careful
reading and for sketching out some important foundational material on p-adic Ba-
nach modules which significantly clarified some of the basic concepts. Part of the
material in this paper was worked out when the author was visiting the University
of Rennes in the summer of 1998. He would like to thank the algebraic geometric
group at Rennes for their warm hospitality.
2. Nuclear σ-modules and L-functions
Let Fq be the finite field of q elements of characteristic p. Let R be a complete
discrete valuation ring with uniformizer π and with residue field Fq. Let K be the
quotient field of R. Thus, the ring R consists of those elements a ∈ K such that
ordπa ≥ 0. We assume that K has characteristic zero (the characteristic p case is
actually somewhat easier). One can then think of K as a finite extension of the
field Qp of p-adic rational numbers with residue field Fq. We normalize the p-adic
(π-adic) absolute value on K by defining |π|π = 1/p. Let n be a fixed positive
integer. We shall consider various nuclear σ-modules over the affine n-space An,
which are certain Banach modules with a nuclear action of a semi-linear operator.
Throughout the paper, our base space will be An.
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First, we define various coefficient rings. Let
A0 = {
∑
u∈Zn
≥0
auX
u|au ∈ R, lim
|u|→∞
|au|π = 0}
be the ring of convergent power series over R, where for a lattice point u =
(u1, · · · , un) ∈ Z
n
≥0, we define X
u = Xu11 · · ·X
un
n and |u| = u1 + · · · + un. The
overconvergent subring A of A0 is defined by
A = {
∑
u∈Zn
≥0
auX
u|au ∈ R, lim
|u|→∞
inf
ordπau
|u|
> 0}.
Thus, the ring A consists of those power series f(X1, · · · , Xn) in A0 which converge
in the polydisk |Xi|π < r for some real number r > 1, where r depends on f . Both
A0 and A are Noetherian. Let σ be a fixed R-algebra endomorphism of A which
lifts the q-th power Frobenius map of the polynomial ring Fq[X ]. Thus, there are
unique elements fi ∈ A (1 ≤ i ≤ n) such that
σ(Xi) = X
q
i + πfi.
These relations also define an R-algebra endomorphism of A0 by continuity. Al-
though σ acts on the bigger ring A0. We remind the reader that our σ is always
originally defined over A. That is, the elements σ(Xi) are always overconvergent.
The full ring A0 is complete. This fact makes all algebraic definitions simpler.
But it is too large in the sense that not much can be proved about the L-functions
that we will define. The smaller overconvergent subring A is important for us but it
is not complete. This makes all algebraic definitions more complicated and one has
to use analytic ideas. On the positive side, the ring A is weakly complete in some
sense. In nice situations, we can replace A by a dense R-submodule which is not a
ring any more but is complete. Such a complete R-submodule makes the analysis
simpler. We will get to these submodules in later sections when dealing with finer
properties. For now, we define our basic notions in terms of the big complete ring
A0. The ring A0 serves as our ground ring or coefficient ring.
The ring A0 is a complete normed R-algebra under the Gauss norm:
‖
∑
u
auX
u‖ = max
u
|au|π .
Thus, the ring A0 becomes a Banach algebra over R and the monomials {X
u} form
an orthonormal basis of A0 over R. We need to consider certain Banach modules
over A0 with certain nuclear σ-linear endomorphisms. A closely related theory of
Banach modules over a ring (Banach algebra) with completely continuous maps
is given in Coleman [2], generalizing the p-adic spectral theory of Serre [11] over
the field K and of Monsky [10] over the complete discrete valuation ring R. These
theories, however, mostly restrict to Banach modules with an orthonormal basis and
with linear maps, although some of the results may hold for more general Banach
modules with certain semi-linear endomorphisms. The treatment below of the
foundational material on Banach modules, influenced by the referee’s comments,
is an improvement of those given in [16]. Again, we only briefly touch on those
properties which are relevant to our immediate applications. It may be interesting
to give a full systematic development of the following foundational material which
would be useful in some further study of L-functions.
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Definition 2.1. An A0-module M is called a Banach module over A0 if the fol-
lowing three properties are satisfied.
1. M is a complete topological continuous A0-module with a basis of open neigh-
borhoods of the origin consisting of A0-submodules.
2. M has a norm ‖?‖ satisfying the relations
‖m‖ = 0 if and only if m = 0, m ∈M,
‖am‖ = ‖a‖ · ‖m‖, for a ∈ A0, m ∈M,
‖m1 +m2‖ ≤ max(‖m1‖, ‖m2‖), for m1,m2 ∈M.
3. If {mi} is a sequence in M such that
lim
i
‖mi‖ = 0,
then the sequence {mi} converges to zero in M .
Note that in addition to the given topology on M , the norm on M induces
another topology on M , called the norm topology. The norm topology on M may
be different from the original topology onM . Condition (iii) in the above definition
refers to a relationship between the two topologies on M . One can replace the
ground ring A0 by any Banach algebra and hence get a more general notion. Since,
the ring A0 is all we use in this paper, we will stick with this ground ring A0. The
simplest examples of Banach A0-modules are A0 itself and its quotient by a closed
ideal. In particular, the ring R is also a Banach A0-module. We now examine two
more examples.
Example 2.2. Let I be a set. Let
b(I) = {{ai}i∈I |ai ∈ A0}
be the set of all sequences {ai}i∈I of elements in A0 indexed by I. If I is the empty
set, then b(I) is defined to be the trivial zero module. Clearly, b(I) is an A0-module
under componentwise addition and scalar multiplication. Define the norm on b(I)
by
‖a‖ = max
i∈I
‖ai‖.
Define the topology on b(I) by requiring the submodules
MS = {{ai}i∈I : ‖ai‖ < ǫ for i ∈ S},
where S is a finite subset of I and ǫ is a positive real number, to be a basis of
open neighborhoods of the origin. One checks that b(I) is a Banach module over
A0. Furthermore, if I is infinite, the topology on b(I) is different from the norm
topology on b(I).
Example 2.3. Let b(I) be the Banach A0-module in the previous example. Let
c(I) be the A0-submodule
c(I) = {{ai}i∈I |ai ∈ A0, lim
i
‖ai‖ = 0},
which is the set of all convergent sequences of elements in A0 indexed by I. The
norm ‖?‖ on c(I) is the same as the one on b(I). But we define the topology on
c(I) by requiring the submodules
Mǫ = {{ai}i∈I ∈ c(I) : ‖ai‖ < ǫ for i ∈ I},
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where ǫ is a positive real number, to be a basis of open neighborhoods of the origin.
In this way, the space c(I) becomes a Banach A0-module. One checks that the
topology on c(I) agrees with the norm topology on c(I).
Let M be a Banach module over A0. A topological basis for M is a subset
~e = {{ei}i∈I |ei ∈ M} indexed by some set I such that for every element m ∈ M ,
there exists a unique collection {ai ∈ A0}i∈I such that the net∑
i∈S
aiei
where S ranges over finite subsets of I, converges tom inM (in term of the topology
of M) and moreover,
‖m‖ = max
i∈I
‖ai‖.
In this case, we call the series
m =
∑
i∈I
aiei(2.1)
the expansion of m with respect to ~e. The cardinality of I is called the rank of M .
The rank is clearly independent of the choice of basis if it is finite. Otherwise, it
is always infinite. In this paper, we always assume that the index set I is at most
countable. Thus, the rank is always independent of the choice of basis. The basis
~e is called a formal basis for M if for every collection {ai ∈ A0}i∈I , there exists
a unique element m ∈ M with the expansion (2.1). A typical such example is the
module b(I) given in Example 2.2. The basis ~e is called an orthonormal basis
for M if for every element m ∈M , the expansion in (2.1) satisfies limi ‖ai‖ = 0. A
typical such example is the module c(I) given in Example 2.3.
For a finite rank free A0-module M , all the above three notions on basis are the
same concept. Any free A0-module M of finite rank can be viewed as a Banach
module over A0 of finite rank by suitably extending the norm from A0 to M . If the
rank is infinite, then all three notions on basis are different in general. A simple
topological argument shows that the module b(I) in Example 2.2 has a formal basis
but does not have an orthonormal basis. Similarly, the module c(I) in Example
2.3 has an orthonormal basis but does not have a formal basis. If one takes the
direct sum of the modules b(I) and c(I), then one gets a Banach module over A0
with a topological basis but without formal and orthonormal bases. By completing
a Banach A0-module in some way, one sees that any Banach A0-module with a
topological basis can be embedded as a submodule of a Banach A0-module with
a formal basis. Thus, the module b(I) in Example 2.2 provides the largest type
of Banach A0-modules with a topological basis. In this paper, unless otherwise
stated, we shall only consider Banach A0-module of type b(I). Although c(I) is
a submodule of b(I), a continuous endomorphism of c(I) cannot in general be
extended to a continuous endomorphism of b(I) because the topologies on c(I) and
b(I) are different (they do have the same norm topology).
From now on, we assume thatM is a Banach A0-module with a formal basis ~e =
{ei|i ∈ I} indexed by some set I of at most countable cardinality. For convenience,
the set I will often be identified with a subset of the positive integers. In particular,
we often identify our index set I with the full set of positive integers whenever M
is of infinite rank over A0. The following lemma shows which transition matrices
give a new formal basis for M over A0, see Lemma 2.1 in [16] for a proof.
RANK ONE CASE OF DWORK’S CONJECTURE 9
Lemma 2.4. Let M be a Banach A0-module with a formal basis ~e indexed by
some set I of at most countable cardinality. Let ~f = ~eU be a set of elements in M
indexed by I, where U is a matrix with entries in A0 whose rows and columns are
both indexed by I. Then, ~f is also a formal basis of M over A0 if and only if U is
invertible over A0 and the row vectors of both U and U
−1 are in c(I).
We can now define the notion of σ-modules and nuclear σ-modules. Recall that
M has two different topologies in the infinite rank case.
Definition 2.5. (i). A σ-module over A0 is a pair (M,φ), where M is a Banach
A0-module with a formal basis ~e = {ei}i∈I indexed by I of at most countable
cardinality such that φ is a continuous σ-linear endomorphism of M . (ii). The
σ-module (M,φ) is called nuclear if in addition, φ is also continuous when we put
the norm topology on the range (this condition is called the nuclear condition).
(iii). The norm of φ is defined to be ‖φ‖ = p−ordπ(φ), where ordπ(φ) is the smallest
non-negative integer k such that
φ(M) ⊂ πkM.
Since φ is continuous and σ-linear, we deduce the infinite σ-linearity of φ:
φ(
∑
i∈I
aiei) =
∑
i∈I
σ(ai)φ(ei), ai ∈ A0.(2.2)
By our definition, the nuclear condition of φ means that whenever {mi} is a se-
quence tending to zero in the topology of M , then we have
lim
i→∞
‖φ(mi)‖ = 0.
From this, it is easy to check that φ is nuclear if and only if
lim
i→∞
‖φ(ei)‖ = 0.(2.3)
The condition in (2.3) is easier to check in practice and will also be called the
nuclear condition. Since the nuclear condition is a topological condition, the limit
in (2.3) holds for every formal basis ~e of M .
We emphasize that our Banach A0-module M has a formal basis but does not
have an orthonormal basis in the infinite rank case. Thus, specifying the image of φ
at the basis elements {ei} is not enough to define a continuous σ-linear map. This
is because the infinite sum φ(
∑
aiei) =
∑
i σ(ai)φ(ei) may not be defined when we
write out φ(ei). In the nuclear case, our condition limi ‖φ(ei)‖ = 0 insures that the
infinite sum
∑
i σ(ai)φ(ei) is always well defined.
Intuitively, one can think of our nuclear map φ as a “family” of completely
continuous linear endomorphisms of a fixed Banach space with a formal basis,
parametrized by the value x of X at various closed points of the variety An, see
later definition of L-functions in this section. If one really wants to use the more
familiar notion of a Banach space with an orthonormal basis, then one can think of
our nuclear map φ as the continuous dual of a “family” of completely continuous
linear endomorphisms of a fixed Banach space with an orthonormal basis. The word
“family” is not in the usual algebraic sense, because the fibre φx of φ at a closed
point x is not a linear map but only a σ-linear map. However, a suitable power
(iterate) of φx is linear, see the definition of L-functions in this section. In the
classical case when the ground ring is R or K, the terminology “nuclear operator”
has been used (by Serre and Monsky) to denote a linear operator with certain good
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spectral properties. It is known that a completely continuous linear endomorphism
is nuclear. Thus, we have borrowed the terminology “nuclear” for our map φ
because our nuclear condition (2.3) obviously implies that φ has some good spectral
properties, although we do not discuss the spectral aspect here since our map is
not linear. Also, the word “nuclear” is shorter than “completely continuous”.
A morphism between two σ-modules (M,φ) and (N,ψ) is a continuous A0-linear
map of A0-modules
θ : M −→ N
such that θ ◦ φ = ψ ◦ θ. In this way, the category of σ-modules is defined. In
particular, it makes sense to talk about isomorphic σ-modules. It is easy to check
that the usual direct sum of two σ-modules
(M,φ) ⊕ (N,ψ) = (M ⊕N,φ⊕ ψ)
is again a σ-module. If both φ and ψ are nuclear, so is the direct sum φ ⊕ ψ. To
extend the usual tensor operations to nuclear σ-modules, we need to introduce the
concepts of formal tensor product, formal symmetric powers and formal exterior
powers.
Definition 2.6. Let M and N be two Banach A0-modules. Their formal tensor
product, denoted by M⊗N , is the completion of the usual tensor product with
respect to the topology induced by requiring the usual tensor product P ⊗Q, where
P is an open neighborhood of the origin in M and Q is an open neighborhood of
the origin in N , to be a basis of open neighborhoods of the origin. The norm on
the formal tensor product M ⊗ N is defined as follows. If c is an element of the
usual algebraic tensor product, then
‖c‖ = min
c=Σjmj⊗nj
max
j
{‖mj‖ · ‖nj‖},
where the sum runs over all ways that c can be written as a finite sum c =
∑
j mj⊗
nj. For a general element c in the formal tensor product M ⊗N , we define
‖c‖ = min
{ci}
lim
i
inf ‖ci‖,
where {ci} runs over all sequences approaching to c such that each ci is in the usual
algebraic tensor product of M and N .
Note that we are using the same tensor notation to denote the formal tensor
product. This should not cause confusion, since all tensor products in this paper
are formal tensor products. If ~e = {ei}i∈I is a formal basis of M and ~f = {fj}j∈J
is a formal basis of N , then one checks that ~e ⊗ ~f = {ei ⊗ fj : i ∈ I, j ∈ J} is a
formal basis of M⊗N . Formal symmetric products and formal exterior products
can be defined and dealt with similarly.
Definition 2.7. Let (M,φ) be a σ-module with a formal basis ~e. Let (N,ψ) be a
σ-module with a formal basis ~f . Let
φ(ei) =
∑
k
akiei, ψ(fj) =
∑
k
bkjfj .
The formal tensor product of (M,φ) and (N,ψ) is the σ-module (M⊗N,φ⊗ψ),
where M ⊗N is the formal tensor product of the two Banach A0-modules M and
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N , the map φ⊗ ψ is determined by the relation
φ⊗ ψ(ei ⊗ fj) = φ(ei)⊗ ψ(fj)
= (
∑
k1
ak1iek1)⊗ (
∑
k2j
bk2jfk2)
=
∑
k1,k2
ak1ibk2j(ek1 ⊗ fk2).
If both φ and ψ are nuclear, it is easy to check that
lim
i+j→∞
‖φ⊗ ψ(ei ⊗ fj)‖ = 0.
Thus, the formal tensor product (M ⊗N,φ⊗ ψ) is also a nuclear σ-module.
Let (M,φ) be a σ-module with a formal basis ~e. In a similar way, one can define
formal exterior powers and formal symmetric powers. Let 1 ≤ i < ∞. The i-th
formal exterior power (∧iM,∧iφ) is the σ-module with the formal basis
∧i~e = {· · · , ek1∧ · · · ∧eki , · · · }, k1 < k2 < · · · < ki
and with the continuous σ-linear endomorphism ∧iφ defined by
∧i(φ)(ek1∧ · · · ∧eki) = φ(ek1)∧ · · · ∧φ(eki ).
For i = 0, we define (∧0M,∧0φ) to be the trivial rank one σ-module (A0, σ).
Similarly, the i-th formal symmetric power (SymiM, Symiφ) is the σ-module with
the formal basis
Symi~e = {· · · , ek1ek2 · · · eki , · · · }, k1 ≤ k2 ≤ · · · ≤ ki
and with the continuous σ-linear endomorphism Symiφ defined by
Symi(φ)(ek1 · · · eki) = φ(ek1 ) · · ·φ(eki).
We shall use the convention that Symkφ = 0 for all negative integers k < 0. If φ
is nuclear, one checks that its formal symmetric powers and formal exterior powers
are also nuclear. We obtain
Lemma 2.8. The category of σ-modules over A0 (resp. nuclear σ-modules over
A0) is closed under direct sums, formal tensor product, formal symmetric powers
and formal exterior powers.
Another useful construction is the formal symmetric algebra. LetM be a Banach
A0-module. We define the formal symmetric algebra ofM , denoted by A0[[M ]],
to be the completion of the ring ⊕i≥0Sym
iM with respect to the ideal ⊕i≥1Sym
iM ,
where SymiM is the i-th formal symmetric power of M . An element m ∈ A0[[M ]]
can be written uniquely as a series
m =
∑
i≥0
mi, mi ∈ Sym
iM.
The ring A0[[M ]] is also a Banach A0-module with respect to the norm defined by
‖m‖ = max
i
‖mi‖.
If ~e = {e1, e2, · · · } is a formal basis of M , then
{eℓ1eℓ2 · · · eℓi ; i ≥ 0}
is a formal basis for A0[[M ]]. If φ is a continuous σ-linear map onM , then φ induces
a continuous σ-linear map Sym(φ) on A0[[M ]]. It should be remarked that if φ is
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nuclear on M , then Sym(φ) is in general not nuclear. The easiest counter-example
is to take the identity σ-module (M,φ) = (A0, σ).
The continuous σ-linear map φ in a σ-module (M,φ) can also be viewed as a
continuous A0-linear map φ : M
σ → M of Banach A0-modules, where M
σ is the
continuous pull back of M by σ : A0 → A0. That is,
Mσ = {
∑
i
bi ⊗ ei | bi ∈ A0}
with the formal basis {1⊗ ei}i∈I . For ai ∈ A0, we have the relation∑
σ(ai)⊗ ei =
∑
i
aiei.
The map φ is called the Frobenius map of the σ-module M . We shall sometimes
just writeM or φ for the pair (M,φ). A σ-module φ is called a unit root σ-module
if the A0-linear map φ : M
σ → M is an isomorphism of A0-modules. The nuclear
condition (2.3) implies that any unit root nuclear σ-module φ must be of finite
rank. If M is of finite rank, the two topologies on M agrees and hence the nuclear
condition (2.3) is automatically satisfied. Thus, in finite rank case, we may drop
the word “nuclear” and simply say a σ-module.
Given a σ-module (M,φ), we define its dual A0-module by
M∨ = HomcontA0 (M,A0).
This is the set of continuous A0-linear maps f from M to A0, i.e., A0-linear maps
satisfying
f(
∑
i
aiei) =
∑
i
aif(ei), ai ∈ A0.
A given A0-linear map f from M to A0 is continuous if and only if f has the
property
lim
i
f(ei) = 0.
The module M∨ is a Banach A0-module if we define the norm on it by
‖f‖ = max
m∈M
‖f(m)‖.
Let ~e∨ = {e∨1 , e
∨
2 , · · · } be the dual basis
e∨j (ei) =
{
1, if j = i,
0. if j 6= i,
Then, one checks that
M∨ = {
∑
i
aie
∨
i |ai ∈ A0, lim
i
‖ai‖ = 0}
is the Banach A0-module with orthonormal basis ~e
∨. The dual map
φ∨ :M∨ −→Mσ∨, φ∨(f) = f ◦ φ, f ∈M∨
is then continuous and A0-linear, where
Mσ∨ = {
∑
ai ⊗ e
∨
i |ai ∈ A0, lim
i
‖ai‖ = 0, σ(ai)⊗ e
∨
i = aie
∨
i }.
If φ is nuclear, then as an A0-linear map between two different spaces, φ
∨ is com-
pletely continuous as defined in Coleman [2] where the case of completely continuous
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linear endomorphisms (between the same space, not two different spaces) was stud-
ied in detail. The above dual (M∨, φ∨) is not a σ-module yet by our definition
since the arrow direction for the map φ∨ is not the right one and furthermore M∨
does not have a formal basis. In the case that φ is invertible, the contragradient
(the inverse of φ∨) of φ can be used to define a σ-module on the completion of M∨.
We shall not need this construction. All we need in this paper is the completely
continuous property of φ∨.
We now turn to discussing some “convergence” conditions of φ as a “power
series” in terms of X , generalizing the convergent and overconvergent conditions
for an element in A0. Finer explicit description about the nuclear condition of φ
will be discussed in section 6 in connection with the Hodge-Newton decomposition.
Let B(X) be the matrix of a σ-module (M,φ) under a formal basis ~e. We can
always write
B(X) =
∑
u∈Zn
≥0
BuX
u,
where the coefficients Bu are matrices with entries in R.
Definition 2.9. We say that (M,φ) is convergent if there is a formal basis ~e such
that the matrix B(X) with respect to ~e is convergent, that is, B(X) satisfies the
condition
lim
|u|→∞
ordπBu =∞.(2.4)
Similarly, we say that (M,φ) is overconvergent if there is a formal basis ~e such
that the matrix B(X) with respect to ~e is overconvergent. Namely, B(X) satisfies
the condition
lim
|u|→∞
inf
ordπBu
|u|
> 0.(2.5)
Note that our definition of the above convergence properties depends on the
choice of the formal basis ~e. It may happen that the matrix B(X) under one
formal basis is overconvergent but the matrix under a new formal basis is NOT
overconvergent. Our definition is that as long as there is one formal basis for which
the matrix is overconvergent, then the σ-module (M,φ) is called overconvergent.
When we say a formal basis ~e of a convergent (resp. overconvergent) φ, we always
assume that the matrix of φ with respect to ~e is convergent (resp. overconvergent).
Alternatively, we may say that the basis ~e is convergent (resp. overconvergent) for
(M,φ) if the matrix of φ with respect to ~e is convergent (resp. overconvergent). In
the case of finite rank, every σ-module is convergent; an overconvergent σ-module
is a σ-module which can be defined over A and then by base extension A → A0.
In the case of infinite rank, not every σ-module is convergent. It may happen that
the matrix B(X) = (bi,j(X)) has all of its entries bi,j(X) in A0 without satisfying
the uniformity requirement (2.4). Similar remarks apply to the overconvergent
situation. It may happen that the matrix B(X) = (bi,j(X)) has all of its entries
bi,j(X) in A without satisfying the uniformity requirement (2.5).
The matrix B(X) of a σ-module with respect to a formal basis can be further
written in the form
B(X) =
∑
u∈Zn
≥0
BuX
u, Bu = (bw1,w2(u)),
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where w1 denotes the row index and w2 denotes the column index of the constant
matrix Bu. Conversely, such a matrix power series B(X) is the matrix of some
overconvergent nuclear σ-module under some formal basis if and only if B(X) sat-
isfies the following two conditions. First, we have the overconvergent condition for
B(X) as a power series in X :
lim
|u|→∞
inf
ordπBu
|u|
> 0.
Second, we have the nuclear condition for B(X) to be the matrix of φ under a formal
basis. This nuclear condition can be rephrased as follow: For any positive number
C > 0, there is an integer NC > 0 such that for all column indices w2 > NC , we
have
ordπbw1,w2(u) ≥ C,
uniformly for all u and all w1.
As stated in Lemma 2.8, the category of σ-modules (resp. nuclear σ-modules)
is closed under direct sum, formal tensor product, formal symmetric product and
formal exterior product. The same statement holds for the subcategory of con-
vergent (resp. overconvergent) nuclear σ-modules. The category of convergent
nuclear σ-modules includes all σ-modules of finite rank. In the case that the finite
rank map φ : Mσ → M is an isogeny, namely when φ : Mσ ⊗ Q → M ⊗ Q is
an isomorphism of finite rank A0 ⊗Q-modules, the σ-module (M,φ) more or less
corresponds to an F-crystal on the affine n-space An. If, in addition, the finite
rank map φ : Mσ → M is an isomorphism of A0-modules, the σ-module (M,φ)
corresponds exactly to a unit root F-crystal on An. However, the category of finite
rank overconvergent unit root σ-modules is much larger than the category of finite
rank overconvergent unit root F-crystals. The notion of overconvergent nuclear σ-
modules of finite rank arises naturally from various relative p-adic (but not p-adic
e´tale) cohomology groups of a family of varieties over finite fields. The notion of
overconvergent nuclear σ-modules of infinite rank already arises if one works on the
chain level of p-adic cohomology groups of a family of varieties over a finite field.
From now on, in order to define L-function, we shall only work with a nuclear σ-
module (M,φ) and sometimes identify it with its matrix B(X) under a formal basis.
One can attach an L-function to any nuclear σ-module φ. For this purpose, we need
to recall the notion of the Techmu¨ller lifting of a geometric point x ∈ An(F¯q) defined
with respect to σ. Let x¯ ∈ An be a geometric point of degree d over Fq. That is,
the point x¯ is a surjective Fq-algebra homomorphism in HomFq (Fq[X ],Fqd). By
a theorem of Monsky-Tate, there is a unique surjective R-algebra homomorphism
x ∈ HomR(A0, Rd) whose reduction mod π is x¯ such that x ◦ σ
d = x, where Rd
denotes the unramified extension of R with residue field Fqd . The element x is
called the Teichmu¨ller lifting of x¯ defined with respect to σ. The map σ on A0
specializes to an action on Rd via the element x ∈ HomR(A0, Rd). This action on
Rd coincides with the standard Frobenius action on Rd.
The fibreMx of M at x is a Banach module with a formal basis over R[x], where
R[x] (= Rd) is the ring obtained from R by adjoining the coordinates (x1, · · · , xn)
of the point x defined by xi = x(Xi). That is, via the map x, R[x] becomes a
Banach A0-algebra and
Mx =M ⊗R[x]
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is the formal tensor product ofM and R[x] via x. It has a formal basis as a Banach
R[x]-module but has no topological basis as a Banach A0-module. The fibre map
φx :Mx −→Mx
is σ-linear (not linear in general). But its d-th iterate φdx is R[x]-linear (since
σd(x) = x) and can be defined over R. Furthermore, φdx is the dual of a completely
continuous operator in the sense of Serre [11]. This implies that the characteristic
series det(I − φdxT ) (or the Fredholm determinant) of φ
d
x acting on Mx (which can
be descended from R[x] to R) is well defined with coefficients in R. It is a p-adic
entire function and is independent of the choice of the geometric point x¯ associated
to the closed point over Fq containing x¯. Thus, it makes sense to talk about the
characteristic power series of φ at a closed point.
Definition 2.10. Let (M,φ) be a nuclear σ-module over A0. The L-function of
(M,φ) is defined by the Euler product
L(φ, T ) =
∏
x¯∈An/Fq
1
det(I − φ
deg(x¯)
x T deg(x¯))
,
where x¯ runs over the closed points of An/Fq and x is the Teichmu¨ller lifting of x¯
defined with respect to σ.
Note that each of our Euler factors is the reciprocal of an entire power series,
not necessarily a polynomial. If B(X) is the matrix of φ with respect to a formal
basis, then one checks that
L(φ, T ) = L(B(X), T )
=
∏
x¯∈An/Fq
1
det(I −B(x)B(xσ) · · ·B(xσdeg(x¯)−1)T deg(x¯))
,
where the notation xσ
i
denotes σi(x). This shows that the L-function is a power
series with coefficients in R. Thus, it is trivially meromorphic in the open unit disk
|T |π < 1. If φ is convergent (which is always the case if M is of finite rank), it
can be shown that the L-function is meromorphic on the closed unit disk |T |π ≤ 1.
The generalized Monsky trace formula shows that the L-function L(φ, T ) is p-adic
meromorphic if φ is overconvergent and of finite rank. Our first task in this paper
is then to further extend the Monsky trace formula from finite rank case to infinite
rank case. This will be done in section 5. In particular, it implies
Theorem 2.11. Let (M,φ) be an overconvergent nuclear σ-module. Then, the
L-function L(φ, T ) is p-adic meromorphic.
Actually, what we will need in this paper is a stronger family version of Theorem
2.11 as given later in section 5. In fact, we will go further and work out the effective
estimates involved.
In order to fully describe Dwork’s conjecture in our language, we need to define
a slightly more general L-function, which could be called higher power L-function.
If φ is a nuclear σ-module and k is a positive integer, we define the k-th power φk
to be φ iterated k-times. The pair (M,φk) can be viewed as a σk-module but it is
not a σ-module as φk is σk-linear not σ-linear in general. The L-function of the
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k-th power φk is defined to be
L(φk, T ) =
∏
x¯∈An/Fq
1
det(I − φ
kdeg(x¯)
x T deg(x¯))
.
If B(X) is the matrix of φ with respect to a formal basis, then one checks that
L(φk, T ) =
∏
x¯∈An/Fq
1
det(I −B(x)B(xσ) · · ·B(xσkdeg(x¯)−1)T deg(x¯))
=
∏
x¯∈An/Fq
1
det(I − (B(x)B(xσ) · · ·B(xσdeg(x¯)−1))kT deg(x¯))
.
In other words, L(φk, T ) is obtained from L(φ, T ) by raising each reciprocal root α
of the Euler factors to its k-th power αk.
Let (M1, φ1) and (M2, φ2) be two nuclear σ-modules. Let k1 and k2 be two
positive integers. Although their powers φk11 and φ
k2
2 do not have a σ-module
structure in general, we can define the L-function of the “tensor product” of these
powers as follows:
L(φk11 ⊗ φ
k2
2 , T ) =
∏
x¯∈An/Fq
1
det(I − φ
k1deg(x¯)
1x ⊗ φ
k2deg(x¯)
2x T
deg(x¯))
.
Namely, the Euler factor at x of L(φk11 ⊗ φ
k2
2 , T ) is the “tensor product” of the
corrosponding Euler factors at x of L(φk11 , T ) and L(φ
k2
2 , T ). The above definition
works for negative integer k as well provided that φ is injective fibre by fibre and of
finite rank. If (M,φ) is of rank one, then L(φk, T ) is just the L-function L(φ⊗k, T )
of the k-th tensor (or symmetric) power of (M,φ). If (M,φ) is of rank greater
than one, then the k-th power φk (k > 1) does not have a σ-module interpretation
as matrix multiplication is non-commutative in general. Nevertheless, φk can be
viewed as a virtual σ-module, namely, an integral combination of σ-modules with
both positive and negative coefficients. In fact, we have the following simple but
basic decomposition formula for L-functions, see equality (4.4) in [16].
Lemma 2.12. Let φ be a nuclear σ-module. Let k be a positive integer. Then,
L(φk, T ) =
∏
i≥1
L(Symk−iφ⊗ ∧iφ, T )(−1)
i−1i.
Since Symk−iφ = 0 for i > k, Lemma 2.12 implies that L(φk, T ) can be written
as an finite alternating product of L-functions of various σ-modules. It is known
that the L-function L(φk, T ) is not meromorphic in general if φ is not overcon-
vergent. Dwork’s conjecture concerns the meromorphic continuation of L(φkunit, T )
for certain unit root σ-modules φunit which are not overconvergent but arise in a
natural way from the Hodge-Newton decomposition of an overconvergent σ-module
φ. Since φunit is not overconvergent, meromorphic continuation in this case is much
deeper than Theorem 2.11. To describe and prove the full strength of our results,
we need more preparations.
3. Uniform and strong families
Since it is also our objective to understand how the arithmetic family of L-
functions L(φk, T ) varies when the integer parameter k varies, we first review some
notions from [16] about the variation of meromorphic functions.
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Let S be a subset of a complete topological space. Let S¯ denote the closure
of S. Namely, S¯ is the union of S and its limit points. In our applications, the
space S will be an infinite subset of the integers Z, sometimes with the induced
p-adic topology, and sometimes with the sequence topology with ∞ as its unique
limit point not in it. Recall that the sequence topology of an infinite subset S ⊂ Z
means that the open sets of S are the finite subsets of S as well as compliments of
finite subsets of S. One checks that for the sequence topology, a Cauchy sequence
of S is the same as a continuous sequence of S. The set S will be our parameter
space for which our parameter k varies. We shall consider a family of power series
in R[[T ]] of the following form:
f(k, T ) =
∑
m≥0
fm(k)T
m, f0(k) = 1, fm(k) ∈ R,
where each coefficient fm(k) is a function from S to R. Note that the constant term
is always 1. Furthermore, the ring R is always complete and compact with respect
to the p-adic topology of R. The power series ring R[[T ]] is a Banach R-algebra
under the Gauss norm
‖
∑
amT
m‖ = max
m
‖am‖.
It has the formal basis {T i : i ≥ 0}. The family f(k, T ) is called uniformly
continuous in k if the norm ‖f(k1, T )− f(k2, T )‖ is uniformly small whenever k1
is close to k2. The family of functions f(k, T ) is called uniformly entire if
lim
m→∞
inf
infk ordπfm(k)
m
= +∞.(3.1)
The family f(k, T ) is called uniformly meromorphic if f(k, T ) can be written
as a quotient
f(k, T ) =
f1(k, T )
f2(k, T )
of two families, where both f1(k, T ) and f2(k, T ) are uniformly entire. It is clear
that the product and quotient (if the denominator is not the zero family) of two
uniformly meromorphic families (parameterized by the same parameter k) are still
uniformly meromorphic.
If the set S consists of a sequence of elements {ki}, we shall call the family
f(ki, T ) a sequence of functions. The following result is an immediate consequence
of the above defining inequality in (3.1).
Lemma 3.1. Let f(ki, T ) be a uniformly continuous sequence of power series. As-
sume that the sequence f(ki, T ) is uniformly entire. If k = limi ki exists in S¯, then
the limit function
f(k, T ) = lim
i
f(ki, T )
exists and it is also entire.
Corollary 3.2. If f(k, T ) is a uniformly continuous family of uniformly entire
functions for k ∈ S, then f(k, T ) extends uniquely to a uniformly continuous family
of uniformly entire functions for k ∈ S¯ (the closure of S).
To obtain similar result for meromorphic families, we need to introduce another
notion about families of functions.
Definition 3.3. A family f(k, T ) is called a strong family if f(k, T ) is the quo-
tient of two uniformly continuous families of uniformly entire functions.
18 DAQING WAN
There is probably a better choice of terminology for the notion of a strong fam-
ily. We have tried to avoid the weaker notion of a uniformly continuous family
of uniformly meromorphic functions, which simply means a uniformly continuous
family which is also uniformly meromorphic. In such a family, it is not immediately
obvious (although probably true) that the limit function is still a meromorphic
function. In our stronger definition, this property is built in because of Corollary
3.2. Thus, we have
Corollary 3.4. If f(k, T ) is a strong family for k ∈ S, then f(k, T ) extends
uniquely to a strong family for k ∈ S¯ (the closure of S).
It is clear that the product and quotient (if denominator is not the zero family)
of two strong families for k ∈ S are again a strong family.
Our main concern will be the family of L-functions arising from a family of nu-
clear σ-modules. We want to know when such a family of L-functions are uniformly
meromorphic and when it is a strong family. Before doing so, we need to define the
notion of a uniform family of σ-modules. Let B(k,X) be the matrix of a family
of nuclear σ-modules (Mk, φk) parametrized by a parameter k. There may be no
relations among the φk for different k. In particular, the rank of (Mk, φk) could be
totally different (some finite and other infinite, for instance) as k varies. Write
B(k,X) =
∑
u∈Zn
≥0
Bu(k)X
u,
where each coefficient matrix Bu(k) has entries in R:
Bu(k) = (bw1,w2(u, k)), bw1,w2(u, k) ∈ R,
where w1 is the row index of Bu(k) and w2 is the column index of Bu(k).
Definition 3.5. A family (Mk, φk) is called a family of uniformly overconvergent
nuclear σ-modules if it has a family of matrices B(k,X) satisfying the following
two conditions. First, we have the uniform overconvergent condition:
lim
|u|→∞
inf
infk ordπBu(k)
|u|
> 0.
Second, we have the uniform nuclear condition. That is, for any positive number
C > 0, there is an integer NC > 0 such that for all column number w2 > NC , we
have
ordπbw1,w2(u, k) ≥ C,
uniformly for all u, k, w1.
Note that the uniform nuclear condition is automatically satisfied if the rank of
(Mk, φk) is uniformly bounded. This is the case if each σ-module Mk has the same
finite rank for every k. On the other hand, the uniform overconvergent condition
is not automatic even if Mk has the same finite rank for every k.
Definition 3.6. A family (Mk, φk) of nuclear σ-modules with the same underlying
module Mk = M for k ∈ S is called uniformly continuous in k if ||φk1 − φk2 || is
uniformly small whenever k1 is uniformly close to k2.
In applications, the underlying module Mk for each k may be different. In
this case, it is often useful to extend each nuclear σ-module (Mk, φk) to a single
underlying module M independent of k so that we have
Mk ⊕Nk = M.
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The map φk extends to M by requiring φk(α) = 0 for α ∈ Nk. This will not change
the L-function. That is, L(φk, T ) is the same whether we view φk as acting on the
bigger module M or on the smaller submodule Mk. In this way, we can talk about
the uniform continuity as defined in Definition 3.6. The following uniform result is
of basic importance to our investigation.
Theorem 3.7. Let φk be a family of nuclear σ-modules parameterized by k. As-
sume that the family φk is uniformly overconvergent. Then, the family of L-
functions L(φk, T ) is uniformly meromorphic. If, in addition, the family φk is
uniformly continuous, then the family L(φk, T ) of L-functions parametrized by k is
a strong family.
This result is an extension of Theorem 2.11 from a single nuclear overconvergent
σ-module to a uniform family of nuclear overconvergent σ-modules. In the special
case when σ(x) = xq, Theorem 3.7 was already proved using the extended Dwork
trace formula, see Theorem 5.7 in [16]. We shall prove Theorem 3.7 in the general
case in next two sections, after we establish the extended Monsky trace formula.
4. Explicit estimates on Dwork operators
Recall that A is the overconvergent subring of A0 and σ is a fixed R-algebra
endomorphism of A0 lifting the q-th power Frobenius map, where R is a complete
discrete valuation ring of characteristic zero with uniformizer π and residue field
Fq. As we assumed throughout, the map σ is defined over A. That is, σ(Xi)
is overconvergent. It is clear that σ(A0) is a subring of A0 and σ is an injective
map. For a lattice point u ∈ Zn≥0, we use ui to denote its i-th coordinate. That is,
u = (u1, · · · , un). In this section, we make explicit the various estimates involving
a Dwork operator.
Definition 4.1. A Dwork operator Θ on A0 is an R-linear endomorphism of the
ring A0 which is σ
−1-linear in the sense that
Θ(σ(a1)a2) = a1Θ(a2), a1, a2 ∈ A0.
The operator Θ is called overconvergent if Θ is stable on the overconvergent subring
A, that is, if
Θ(A) ⊂ A.
Our main concern will be the class of overconvergent Dwork operators. To
construct some examples of Dwork operators, we need the following result whose
proof is straightforward.
Lemma 4.2. The ring A0 is a free σ(A0)-module of rank q
n with a set of generators
{Xu}, where 0 ≤ ui < q.
For any given f ∈ A0, Lemma 4.2 shows that there are well defined elements
Θu(f) in A0 for 0 ≤ ui < q such that
f =
∑
0≤ui<q
Θu(f)
σXu.
For each u with 0 ≤ ui < q, the map Θu(f) then defines a Dwork operator on A0.
These Θu are called the basic Dwork operators of A0. We will show that they are in
fact overconvergent. That is, Θu takes A to A. One can get more Dwork operators
by composing Θu with an A0-linear endomorphism of A0.
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Definition 4.3. For rational numbers b > 0 and c, we define a subspace of A0 by
L(b, c) = {
∑
v∈Zn
≥0
avX
v|av ∈ R, ordπ(av) ≥ b|v|+ c}.
The space L(b, c) is simply the R-submodule ofA0 consisting of those power series
f(X) which converge on the polydisk ordπ(Xi) > −b and satisfy ordπ(f(X)) ≥ c
there. Since b > 0, the space L(b, c) is an R-submodule of the overconvergent
subring A. Although A itself is not complete, each L(b, c) is easily seen to be
complete with respect to the π-adic topology. The space L(b, c) is closed in A0.
Furthermore, we have the following simple properties:
A =
⋃
b>0,c
L(b, c),
L(b, c1) · L(b, c2) ⊂ L(b, c1 + c2).
In particular, L(b, 0) is a ring and each L(b, c) is an L(b, 0)-module. The space
L(b, 0)⊗K = L(b, c)⊗K
is a p-adic Banach space over the field K with the formal basis {π[b|u|]Xu}. The
above definition works for real numbers b > 0 and c as well, not just for rational
numbers. We choose rational numbers because by going to a totally ramified finite
extension of R if necessary, we may assume that b is a positive integer. This will
allow us to replace the integer part [b|u|] by b|u| and to use the simpler looking
orthonormal basis {πb|u|Xu}.
We shall show that any overconvergent Dwork operator Θ acting on A0 induces a
completely continuous operator on L(b, c)⊗K for sufficiently small b. This implies
that the Fredholm determinant
det(I − TΘ|A0) = det(I − TΘ|L(b, c)⊗K)
is well defined and is p-adically entire. It is independent of the choice of b and c.
Since σ(Xi) ∈ A, we can write
σ(Xi) = X
q
i + πfi, fi ∈ A.
Choose and fix a positive rational number bσ > 0 depending on σ such that
πfi ∈ L(bσ, 0)
for all 1 ≤ i ≤ n. If b is a rational number with 0 < b ≤ bσ, then
πfi ∈ L(bσ, 0) ⊂ L(b, 0) ⊂ L(b,−qb)
and trivially
Xq ∈ L(b,−qb).
This proves the following
Lemma 4.4. For all rational numbers 0 < b ≤ bσ and all 1 ≤ i ≤ n, we have
σ(Xi) ∈ L(b,−qb).
Theorem 4.5. Let b and c be rational numbers with 0 < b ≤ bσ. For each u with
0 ≤ ui < q, we have
Θu(L(b, c)) ⊆ L(qb, c).
In particular, each Θu is overconvergent.
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Proof. First, we assume that f is the monomial Xv. We can write v = qs+ u with
0 ≤ ui < q. Then
Xv = σ(Xs)Xu +Xu(Xqs − σ(Xs)).
Since
σ(Xi) ⊂ L(b,−qb),
we deduce
σ(Xs) ⊂ L(b,−qb|s|).
On the other hand,
σ(Xs) ≡ Xqs (mod π), Xqs ∈ L(b,−qb|s|).
It follows that
Xqs − σ(Xs) ∈ πA ∩ L(b,−qb|s|)
⊆ πL(b,−qb|s| − 1).
This shows that
Xv ∈ σ(Xs)Xu + πXuL(b,−qb|s| − 1)
⊆ σ(Xs)Xu + πL(b,−b|v| − 1),
where we used the relation |v| = q|s|+ |u|. Thus, we can write
Xv = σ(Xs)Xu + πgv, gv ∈ L(b,−b|v| − 1).
Now, we consider a general element
f =
∑
v∈Zn
≥0
avX
v ∈ L(b, c), ordπav ≥ b|v|+ c.
By above, we can write
f =
∑
0≤ui<q
σ(
∑
v
avX
[v/q])Xu + π
∑
v
avgv
=
∑
0≤ui<q
σ(
∑
v
avX
[v/q])Xu + πg,
where [v/q] = ([v1/q], · · · , [vn/q]) denotes the integer part of the vector v/q and
avgv ∈ L(b,−b|v| − 1 + b|v|+ c) = L(b, c− 1).
Thus, the limit
lim
|v|→∞
avgv = 0
holds in A0 and the sum
πg =
∑
v
πavgv ∈ L(b, c)
converges in L(b, c) because this subspace of A0 is closed. Since
b|v|+ c ≥ qb|[v/q]|+ c,
we deduce ∑
v
avX
[v/q] ∈ L(qb, c).
Thus, we can write
f =
∑
0≤ui<q
σ(hu)X
u + πg,
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where
πg ∈ L(b, c), hu ∈ L(qb, c).
Iterating the above construction, we can then write
f =
∑
0≤ui<q
σ(
∞∑
j=0
πjhuj)X
u,
where
πjhuj ∈ L(qb, c),
∞∑
j=0
πjhuj ∈ L(qb, c).
This proves that
Θu(f) =
∞∑
j=0
πjhuj ∈ L(qb, c).
The proof is complete.
For an arbitrary overconvergent Dwork operator on A0, the situation can be
reduced to the case of basic Dwork operators. We have
Theorem 4.6. Let Θ be any fixed overconvergent Dwork operator on A0. Choose
rational numbers b and c1 with 0 < b ≤ bσ such that for all 0 ≤ ui < q,
Θ(Xu) ∈ L(qb, c1).
Then, for all real number c, we have
Θ(L(b, c)) ⊂ L(qb, c+ c1).
Proof. For f ∈ L(b, c), write
f =
∑
0≤ui<q
Θu(f)
σXu.
By the σ−1-linearity of a Dwork operator, we deduce
Θ(f) =
∑
0≤ui<q
Θu(f) ·Θ(X
u).
Since
Θu(f) ∈ L(qb, c), Θ(X
u) ∈ L(qb, c1),
we conclude that
Θ(f) ∈ L(qb, c+ c1).
The proof is complete.
Thus, an overconvergent Dwork operator Θ on A0 improves the rate of overcon-
vergence. It takes an overconvergent element f ∈ L(b, c) to a more overconvergent
element Θ(f) ∈ L(qb, c+ c1). Theorem 4.6 shows that
Θ(L(b, 0)⊗K) ⊂ L(qb, 0)⊗K →֒ L(b, 0)⊗K.
The last inclusion implies that Θ induces a completely continuous operator on the
Banach space L(b, 0)⊗K, that is, the matrix of Θ is completely continuous in the
sense of Serre [11]. Thus, the Fredholm determinant det(I − TΘ) is well defined
and p-adic entire. It is independent of the choice of b satisfying 0 < b ≤ bσ. On the
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other hand, the Frobenius map σ on A0 is far from being completely continuous.
It decreases the rate of overconvergence. One has
σ : L(b, c) −→ L(b/q, c).
For our applications, we need to generalize the above construction from the trivial
rank one overconvergent σ-module (A0, σ) to an infinite rank nuclear overconvergent
σ-module (M,φ).
Let M be the Banach A0-module with the formal basis ~e = {e1, e2, · · · }. That
is, we have
M = {
∑
j
ajej|aj ∈ A0}.
Let
M∗ = HomcontA0 (M,Ω
nA0)
be the set of continuous A0-linear homomorphisms from M to Ω
nA0, where Ω
nA0
is the module of differential n-forms on A0. As an abstract A0-module, Ω
nA0 is
isomorphic to A0. Thus, M
∗ is isomorphic to the continuous dual M∨ defined in
section 2. However, we shall us M∗ later in the Monsky trace formula. The module
M∗ is the Banach A0-module with the orthonormal dual basis ~e
∗ = {e∗1, e
∗
2, · · · },
where
e∗j1(ej2) =
{
dX1 ∧ · · · ∧ dXn, ifj1 = j2,
0, ifj1 6= j2.
That is, we have
M∗ = {
∑
j
aje
∗
j |aj ∈ A0, lim
j
‖aj‖ = 0}.
The spaces M and M∗ are too big for us. We often need to work with certain
smaller subspaces when handling overconvergent σ-modules. For this purpose, we
define the overconvergent subspaces of M and M∗ by
M † = {
∑
j
ajej|aj ∈ A},
M∗† = {
∑
j
aje
∗
j |aj ∈ A, lim
j
‖aj‖ = 0}.
These overconvergent spaces are, however, not complete. They are still a little
big. What we also need to work on are some even smaller but complete subspaces
of M † and M∗†, with explicit growth conditions. These spaces are defined by
M(b, c) = {
∑
j
ajej ∈M
†|aj ∈ L(b, c)},
M∗(b, c) = {
∑
j
aje
∗
j ∈M
∗†|aj ∈ L(b, c), lim
j
‖aj‖ = 0},
where b > 0 and c are rational numbers. Like L(b, c), the spaces M(b, c) and
M∗(b, c) are also complete with respect to the π-adic topology. One checks that
M(b, c) and M∗(b, c) are L(b, 0)-modules. More generally, we have the relations
L(b, c1)M(b, c) ⊂M(b, c1 + c),
L(b, c1)M
∗(b, c) ⊂M∗(b, c1 + c).
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It is easy to check that M∗(b, 0) is isomorphic to the continuous L(b, 0)-linear dual
of M(b, 0):
M∗(b, 0) = HomcontL(b,0)(M(b, 0), L(b, 0)).
Conversely, M(b, 0) is isomorphic to the continuous L(b, 0)-linear dual of M∗(b, 0):
M(b, 0) = HomcontL(b,0)(M
∗(b, 0), L(b, 0)).
The subspace M(b, 0) can be used to give an equivalent reformulation of the
overconvergence of φ for a nuclear σ-module (M,φ). In fact, the following result is
immediate from our definitions.
Proposition 4.7. Let (M,φ) be a nuclear σ-module. Then, φ is overconvergent
with respect to the formal basis ~e if and only if there are rational numbers b > 0
and c such that all the entries of the matrix B(X) of φ are in the space L(b, c).
Equivalently, we have φ(ej) ∈M(b, c) for all j.
Note that the map φ itself is still not stable on M(b, c) or M(b, c) ⊗ K. The
problem is caused by the σ-linearity acting on the coefficients. We have only the
weaker inclusion
φ(M(b, c)⊗K) ⊂M(b/q, c)⊗K.
This is because
σ(L(b, c)⊗K) ⊂ L(b/q, c)⊗K.
A similar result holds for a family.
Proposition 4.8. Let (M,φk) be a family of nuclear σ-modules parametrized by
k with the same underlying module M . Then, the family φk is uniformly overcon-
vergent with respect to the formal basis ~e if and only if there are rational numbers
b > 0 and c independent of k such that φk(ej) ⊂M(b, c) for all j and all k.
We now return to the definition of Dwork operators in the infinite rank setting.
The extended Monsky trace formula expresses the L-function L(φ, T ) of a nuclear
overconvergent σ-module φ in terms of certain infinite rank Dwork operators acting
on M∗. These Dwork operators are thus important in our investigation.
Definition 4.9. A Dwork operator Θ on M∗ is a continuous R-linear endomor-
phism of M∗ which is σ−1-linear in the sense that
Θ(σ(a)f) = aΘ(f), a ∈ A0, f ∈M
∗.
The Dwork operator Θ is called overconvergent if Θ is stable on the overconvergent
subspace M∗†, that is,
Θ(M∗†) ⊂M∗†.
The Dwork operator Θ is called nuclear if it satisfies the following nuclear condition:
If we write
Θ(Xve∗j2) =
∑
u,j1
G∗{u,j1},{v,j2}X
ue∗j1 , G
∗
{u,j1},{v,j2}
∈ R,
then for each fixed u and each fixed v, we have
lim
j1→∞
inf
j2
ordπG
∗
{u,j1},{v,j2}
=∞.
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If M∗ is of finite rank, then there are only finitely many j1 and thus the nuclear
condition in Definition 4.9 is automatically satisfied. In general, the nuclear condi-
tion can be viewed as a uniform condition. The σ−1-linearity and the continuity of
Θ imply the infinite σ−1-linearity of Θ, namely,
Θ(
∑
j
σ(aj)αje
∗
j ) =
∑
j
ajΘ(αje
∗
j )
for all elements aj ∈ A0 with limj ‖aj‖ = 0 and all elements αj ∈ A0. The norm of
Θ is defined to be
‖Θ‖ = p−ordπΘ,
where ordπΘ is the smallest non-negative integer i such that
Θ(M∗) ⊂ πiM∗.
Since Θ is integral, we have ‖Θ‖ ≤ 1.
Definition 4.10. A Dwork operator Θ on M∗ is called contracting if there are
rational numbers b > 0, c and c1 such that
Θ(M∗(b, c)) ⊂M∗(qb, c+ c1).
Equivalently, for all j, we have
Θ(L(b, c)e∗j) ⊂M
∗(qb, c+ c1).
It is easy to check that a contracting Dwork operator is automatically overconver-
gent. Conversely, if M∗ is of finite rank, then any overconvergent Dwork operator
on M∗ is automatically contracting by a simple application of Theorem 4.6. In
the infinite rank case, the contracting condition in Definition 4.10 can be viewed
as another uniform condition. It is stronger than the overconvergent condition in
Definition 4.9. We now show that the Fredholm determinant det(I − TΘ) is well
defined and p-adic entire for a nuclear contracting Dwork operator Θ on M∗.
Let Θ be a nuclear contracting Dwork operator on M∗ with 0 < b ≤ bσ, c and
c1 satisfying the requirements of Definition 4.10. For simplicity of notations, we
shall now assume that b is a positive integer. As indicated before, this can always
be achieved by going to a totally ramified finite extension of R if necessary. The
space M∗(b, c) ⊗ K is a K-Banach space with the topological basis {πb|u|Xue∗j}.
The contracting condition
Θ(M∗(b, c)) ⊂M∗(qb, c+ c1)
shows that the map Θ induces a continuous K-linear endomorphism of the Banach
space M∗(b, c) ⊗K. We now show that the matrix of Θ is completely continuous
in the sense of Serre.
Let G = (G{u,j1},{v,j2}) be the infinite matrix of the K-linear map Θ acting
on M∗(b, c) ⊗ K defined with respect to the topological basis {πb|u|Xue∗j}. The
subscripts {u, j1} denote the row index of G. The subscripts {v, j2} denote the
column index of G. By our definition of the matrix G, we have
Θ(πb|v|Xve∗j2) =
∑
u,j1
G{u,j1},{v,j2}π
b|u|Xue∗j1 .
In terms of the notation in Definition 4.9, we have
G{u,j1},{v,j2} = π
b|v|−b|u|G∗{u,j1},{v,j2}.
We want to show that the matrix G is completely continuous. Namely,
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Lemma 4.11. Let Θ be a nuclear contracting Dwork operator on M∗. For any
constant C > 0, except for finitely many row indices {u, j1}, we always have the
bound
ordπG{u,j1},{v,j2} ≥ C.
Proof. From the contracting condition (one can take c = 0)
Θ(M∗(b, 0)) ⊂M∗(qb, c1),
we deduce that
ordπG{u,j1},{v,j2} ≥ qb|u|+ c1 − b|u|
≥ (q − 1)b|u|+ c1.
The right side is uniformly large as long as |u| is large. Thus, we may restrict our
attention to the finitely many u with small |u|. Since Θ is integral (mapping M∗
to M∗), we deduce that
ordπG{u,j1},{v,j2} = b(|v| − |u|) + ordπG
∗
{u,j1},{v,j2}
≥ b(|v| − |u|).
The right side is again uniformly large for fixed |u| as long as |v| is large. Thus, we
may assume that both |u| and |v| are small or fixed. Now, the nuclear condition of
Θ is
lim
j1→∞
inf
j2
ordπG
∗
{u,j1},{v,j2}
=∞.
It implies that
lim
j1→∞
inf
j2
ordπG{u,j1},{v,j2} =∞.
Thus,
ordπG{u,j1},{v,j2} ≥ C
uniformly for fixed |u|, fixed |v|, all j2 and all large j1. There are thus only finitely
many row indices {u, j1} which may fail to satisfy the above inequality. The proof
is complete.
Lemma 4.11 shows that the the Fredholm determinant
det(I − TΘ|M∗(b, 0)⊗K) = det(I − TG)
is a p-adic entire function. This determinant is independent of our choice of suffi-
ciently small positive number b as the matrices G for different b are conjugate.
Definition 4.12. Let Θ be a nuclear contracting Dwork operator on M∗. Define
the Fredholm determinant det(I − TΘ|M∗) of Θ on M∗ to be the following entire
function
det(I − TΘ|M∗) = det(I − TΘ|M∗(b, 0)⊗K) = det(I − TG),
where b is any positive number satisfying 0 < b ≤ bσ and the requirements of
Definition 4.10.
Instead of using the matrix G = (G{u,j1},{v,j2}) in the definition of the Fredholm
determinant, we could also use the matrix G∗ = (G∗{u,j1},{v,j2}) from Definition 4.9.
The result is the same. That is,
det(I − TG∗) = det(I − TG)
The advantage for using G is to be able to see the completely continuous shape
of the matrix G right away. It makes later explicit estimates of Newton polygon
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more transparent. It has, however, one drawback. Namely, the entries in G are
not integral although they are indeed bounded. On the other hand, the entries in
G∗ are always integral. This is useful to prove explicit continuity result. We state
a simple result here, whose proof follows immediately from the use of the integral
matrix G∗ in the Fredholm determinant.
Lemma 4.13. Let Θ1 and Θ2 be two nuclear contracting Dwork operators on M
∗.
Assume that
Θ1 ≡ Θ2 (modπ
i)
for some non-negative integer i. Then, we have the congruence
det(I − TΘ1|M
∗) ≡ det(I − TΘ2|M
∗) (modπi).
We now turn to the family version of the above results.
Definition 4.14. Let Θk be a family of nuclear contracting Dwork operators on
the same underlying space M∗, parameterized by k. We say that the family Θk
is uniform if the following two conditions hold. First, the Θk satisfy the uniform
nuclear condition: if we write
Θk(X
ve∗j2) =
∑
u,j1
G∗{u,j1},{v,j2}(k)X
ue∗j1 ,
then for fixed u and fixed v, we have
lim
j1→∞
inf
j2,k
ordπG
∗
{u,j1},{v,j2}
(k) =∞.
Second, the Θk satisfy the uniform contracting condition
Θk(M
∗(b, c)) ⊂M∗(qb, c+ c1),
where the constants b > 0, c and c1 are independent of the parameter k.
Definition 4.15. We say that the family Θk is uniformly continuous in k if
‖Θk1 −Θk2‖ is uniformly small whenever k1 is close to k2.
Let
G(k) = (G{u,j1},{v,j2}(k))
be the matrix of Θk with respect to the topological basis {π
b|v|Xue∗j} of the Banach
space M∗(b, c)⊗K. Then, we have
Lemma 4.16. Let Θk be a uniform family of nuclear contracting Dwork operators
on M∗. For any constant C > 0, except for finitely many fixed row indices {u, j1}
depending on C, we have the bound
ordπG{u,j1},{v,j2}(k) ≥ C
uniformly for all k.
The proof is the same as the proof of Lemma 4.11. Our uniform condition on
Θk guarantees that the proof goes through in a uniform way.
Corollary 4.17. Let Θk be a uniform family of nuclear contracting Dwork opera-
tors on M∗. Then the family of Fredholm determinants
det(I − TΘk|M
∗) = det(I − TG(k))
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is a family of uniformly entire functions. If, in addition, the family Θk is uni-
formly continuous in k, then det(I −TΘk|M
∗) is a uniformly continuous family of
uniformly entire functions and we have
‖ det(I − TΘk1 |M
∗)− det(I − TΘk2 |M
∗)‖ ≤ ‖Θk1 −Θk2‖.
5. The extended Monsky trace formula
In this section, we extend the Monsky trace formula from finite rank case to
infinite rank case. One way to achieve this would be to extend the whole proof and
setup of the original Monsky trace formula to infinite rank setting. This should
be possible in principal but would be very long. Instead of reproving it in a more
complicated situation, we shall take a much shorter limiting approach which simply
uses the finite rank version of the Monsky trace formula. The reader is referred
to [17] for an explicit description and a proof of the Monsky trace formula in the
finite rank case. Here we give a summary of the description in the affine n-space
case An.
For each integer 0 ≤ i ≤ n, let ΩiA be the finite free A-module of differential
i-forms on A over R. In particular, ΩnA is the free rank one A-module with the
generator dX1 ∧ · · · ∧ dXn. The Frobenius map σ extends to an injective R-linear
endomorphism σi of Ω
iA. It satisfies
σi(af) = σ(a)σi(f), a ∈ A, f ∈ Ω
iA.
Thus, the pair (ΩiA, σi) becomes a finite rank overconvergent σ-module. There is
a trace map
Tri : Ω
iA −→ σi(Ω
iA)
such that for a ∈ A, f ∈ ΩiA, we have
Tri(σ(a)f) = σ(a)Tri(f).
Furthermore, as endomorphisms of ΩiA, we have
σ−1i ◦ Tri ◦ σi = [A¯ : σ(A¯)] = q
n,(5.1)
where A¯ means the reduction modulo π of A. Thus, the map σi acting on Ω
iA has
a one-sided left inverse when tensored with Q. The map σ−1i ◦ Tri acting on Ω
iA
is σ−1-linear in the sense that
(σ−1i ◦ Tri)(σ(a)f) = a(σ
−1
i ◦ Tri)(f), a ∈ A, f ∈ Ω
iA.
Both σi and the trace map Tri extend to Ω
iA0 = ΩA ⊗ A0 by continuity. In
particular, the map σ−1i ◦Tri acting on Ω
iA0 is an overconvergent Dwork operator.
This construction corresponds to the trivial rank one overconvergent σ-module
(A0, σ). We need to extend it to an infinite rank overconvergent nuclear σ-module.
Let (M,φ) be an overconvergent nuclear σ-module with the formal basis ~e. Recall
that in section 4, we defined a new dual M∗ by
M∗ = HomcontA0 (M,Ω
nA0) = {
∑
j
aje
∗
j |aj ∈ A0, lim
j
‖aj‖ = 0}.
where e∗ = {e∗1, e
∗
2, · · · , } denotes the dual basis of ~e defined by:
e∗j1(ej2) =
{
dX1 ∧ · · · ∧ dXn, ifj1 = j2,
0, ifj1 6= j2.
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The A0-linear map
φ :Mσ −→M
induces an A0-linear map on their duals:
φ∗ : M∗ −→M∗σ =Mσ∗, φ∗(f) = f ◦ φ, f ∈M∗,
where
Mσ∗ = {
∑
aj ⊗ e
∗
j |aj ∈ A0, lim
j
‖aj‖ = 0}, σ(aj)⊗ e
∗
j = aje
∗
j .}
The matrix of φ∗ is just the transpose of the matrix of φ.
Definition 5.1. Let (M,φ) be an overconvergent nuclear σ-module. The associ-
ated Dwork operator Θ on M∗ is the R-linear endomorphism defined by
Θ(f)(m) = (σ−1n ◦ Trn)(f(φ(m))), f ∈M
∗, m ∈M,
where φ is viewed as a σ-linear map from M to itself.
One checks that Θ(f) is in M∗. Furthermore, the map Θ is σ−1-linear. That is,
for a ∈ A0 and f ∈M
∗, we have
Θ(σ(a)f) = aΘ(f).
This map Θ is nuclear and contracting as we shall show now.
Lemma 5.2. Let (M,φ) be an overconvergent nuclear σ-module. Then, the as-
sociated Dwork operator Θ on M∗ is a nuclear contracting Dwork operator. In
particular, the Fredholm determinant det(I−TΘ|M∗) is well defined and p-adically
entire.
Proof. Let B = (Bj1,j2) be the matrix of φ with respect to the formal basis ~e, where
the entries Bj1,j2 are in A. That is,
φ(ej2 ) =
∑
j1
Bj1,j2ej1 .
Let
m =
∑
j
ajej , aj ∈ A0
be a typical element of M . For a ∈ A0, one checks that
Θ(ae∗j )(m) = (σ
−1
n ◦ Trn)(ae
∗
j (φ(m)))
= (σ−1n ◦ Trn)(ae
∗
j (
∑
j2
σ(aj2)φ(ej2 )))
= (σ−1n ◦ Trn)(ae
∗
j (
∑
j2,j1
σ(aj2 )Bj1,j2ej1))
=
∑
j2
aj2(σ
−1
n ◦ Trn)(aBj,j2dX1 ∧ · · · ∧ dXn)
=
∑
j2
Dj,j2(a)aj2dX1 ∧ · · · ∧ dXn
=
∑
j2
Dj,j2(a)e
∗
j2(m),
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where the elements Dj,j2(a) ∈ A0 are defined by
Dj,j2(a) =
(σ−1n ◦ Trn)(aBj,j2dX1 ∧ · · · ∧ dXn)
dX1 ∧ · · · ∧ dXn
.
Changing the notation, we obtain the relation in M∗:
Θ(ae∗j1) =
∑
j2
Dj1,j2(a)e
∗
j2 .
To prove that Θ is indeed a nuclear Dwork operator on M∗, it suffices to check
lim
j2→∞
inf
j1
ordπDj1,j2(X
v) =∞.
But this holds since
lim
j2→∞
inf
j1
ordπ(X
vBj1,j2) = lim
j2→∞
inf
j1
ordπ(Bj1,j2) =∞.
This last limit follows from the condition that φ is a nuclear σ-module. Thus, the
nuclear condition of Θ is satisfied.
We now prove that Θ is contracting. For this purpose, we choose rational num-
bers b > 0 and c such that
Bj1,j2 ∈ L(b, c)
uniformly for all j1 and j2. This is possible since φ is overconvergent. Choosing
smaller b and larger c if necessary, we may assume that
(σ−1n ◦ Trn)(L(b, 2c)dX1 ∧ · · · ∧ dXn) ⊂ L(qb, c+ c1)dX1 ∧ · · · ∧ dXn.
This is again possible since σ−1n ◦ Trn is an overconvergent Dwork operator on the
rank one A0-module Ω
nA0 and we can use Theorem 4.6. With such a choice of
b > 0, c and c1, we deduce that
Dj2,j1(L(b, c)) ⊂ L(qb, c+ c1)
uniformly for all j1 and j2. This gives the desired contracting property
Θ(M∗(b, c)) ⊂M∗(qb, c+ c1).
The proof of Lemma 5.2 is complete.
For later applications, we derive an explicit estimate for the entries of the matrix
of the Dwork operator Θ in a special case.
Lemma 5.3. Assume that there is a sequence of non-negative integers o(j) such
that
φ(ej) ∈ π
o(j)M(b, c1)
for all j. Then, there is a constant c independent of j1 and j2 such that
Dj1,j2(L(b, 0)) ⊂ π
o(j2)L(qb, c).
Proof. By our assumption, we can write
Bj1,j2 = π
o(j2)Cj1,j2 , Cj1,j2 ∈ L(b, c1).
Then, for a ∈ L(b, 0), we deduce from Theorem 4.6 the following estimate:
Dj1,j2(a) = π
o(j2)
(σ−1n ◦ Trn)(aCj1,j2dX1 ∧ · · · ∧ dXn)
dX1 ∧ · · · ∧ dXn
∈ πo(j2)L(qb, c).
The lemma is proved.
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Lemma 5.4. Assume that there is a sequence of non-negative integers o(j) such
that
φ(ej) ∈ π
o(j)M(b, c1)
for all j. Write
Θ(πb|v|Xve∗j2) =
∑
u,j1
G{u,j1},{v,j2}π
b|u|Xue∗j1 .
Then, there is a constant c such that
ordπG{u,j1},{v,j2} ≥ (q − 1)b|u|+ o(j1) + c.
Proof. Taking a = πb|v|Xv ∈ L(b, 0), we obtain from Lemma 5.3 that
Dj2,j1(π
b|v|Xv) ∈ πo(j1)L(qb, c).
But we also have the relation
Θ(πb|v|Xve∗j2) =
∑
j1
Dj2,j1(π
b|v|Xv)e∗j1 .
Thus, ∑
u
G{u,j1},{v,j2}π
b|u|Xu = Dj2,j1(π
b|v|Xv) ∈ πo(j1)L(qb, c).
It follows that
ordπG{u,j1},{v,j2} ≥ o(j1) + qb|u|+ c− b|u|
≥ (q − 1)b|u|+ o(j1) + c.
The Lemma is proved.
In our later applications, the sequence o(j) will go to infinity when j goes to
infinity.
To get the extended Monsky trace formula, we have to generalize the above
results to differential i-forms. For each non-negative integer 0 ≤ i ≤ n, let
ΩiM = M ⊗A0 Ω
iA0 = {
∑
j
ajej |aj ∈ Ω
iA0},
where the tensor product denotes the formal tensor product. This is again a Banach
A0-module with the formal basis
~e⊗ ∧i = {ej ⊗ (dXℓ1 ∧ · · · ∧ dXℓi)|j ≥ 1, 1 ≤ ℓ1 < ℓ2 < · · · < ℓi ≤ n}.
That is,
ΩiM = {
∑
j
∑
1≤ℓ1<ℓ2<···<ℓi≤n
aj(ℓ1, · · · , ℓi)ej(ℓ1, · · · , ℓi) | aj(ℓ1, · · · , ℓi) ∈ A0},
where
ej(ℓ1, · · · , ℓi) = ej ⊗ (dXℓ1 ∧ · · · ∧ dXℓi).
Let
φi = φ⊗ σi,
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where (ΩiA0, σi) is the previously mentioned finite rank overconvergent σ-module
given by the action of σi on Ω
iA0. Then, the pair (Ω
iM,φi) becomes an overcon-
vergent nuclear σ-module. As above, we define a new dual A0-module by
M∗i = Hom
cont
A0 (Ω
iM,ΩnA0)
= {
∑
j
aje
∗
j |aj ∈ HomA0(Ω
iA0,Ω
nA0), lim
j
‖aj‖ = 0}.
This is the set of continuous A0-linear maps from Ω
iM to ΩnA0. It is a Banach
A0-module with the orthonormal basis
~e∗ ⊗ ∧i = {e∗j ⊗ (dXℓ1 ∧ · · · ∧ dXℓi)|j ≥ 1, 1 ≤ ℓ1 < ℓ2 < · · · < ℓi ≤ n}.
That is,
M∗i = {
∑
j
∑
1≤ℓ1<ℓ2<···<ℓi≤n
aj(ℓ1, · · · , ℓi)e
∗
j (ℓ1, · · · , ℓi)|aj ∈ A0, lim
j
‖aj‖ = 0},
where
e∗j (ℓ1, · · · , ℓi) = e
∗
j ⊗ (dXℓ1 ∧ · · · ∧ dXℓi).
The overconvergent subspace of M∗i is defined to be
M∗†i = {
∑
j
aje
∗
j |aj ∈ HomA(Ω
iA,ΩnA), lim
j
‖aj‖ = 0}.
In terms of the basis ~e∗∧i, we have the description
M∗†i = {
∑
j
∑
1≤ℓ1<ℓ2<···<ℓi≤n
aj(ℓ1, · · · , ℓi)e
∗
j (ℓ1, · · · , ℓi)|aj ∈ A, lim
j
‖aj‖ = 0}.
For rational numbers b > 0 and c, we similarly define
M∗i (b, c) = {
∑
j
∑
ℓ1,··· ,ℓi
aj(ℓ1, · · · , ℓi)e
∗
j (ℓ1, · · · , ℓi)|aj ∈ L(b, c), lim
j
‖aj‖ = 0},
where the ℓj satisfy
1 ≤ ℓ1 < ℓ2 < · · · < ℓi ≤ n.
The module M∗i (resp. M
∗
i (b, c)) is just
(
n
i
)
copies of M∗ (resp. M∗(b, c)).
Definition 5.5. For each integer 0 ≤ i ≤ n, the i-th Dwork operator Θi on M
∗
i
associated to φ is defined by
Θi(f)(m) = (σ
−1
n ◦ Trn)(f(φi(m))), m ∈ Ω
iM, f ∈M∗i .
This is again a σ−1-linear operator.
Similarly to Lemma 5.2, we have
Lemma 5.6. Let (M,φ) be an overconvergent nuclear σ-modules. Then for each
integer 0 ≤ i ≤ n, the i-th associated Dwork operator Θi on M
∗
i is nuclear and con-
tracting. In particular, the Fredholm determinant det(I − TΘi|M
∗
i ) is well defined
and p-adically entire.
Similar results hold for a family.
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Lemma 5.7. Let (M,φ(k)) be a family of uniformly overconvergent nuclear σ-
modules. Then for each 0 ≤ i ≤ n, the i-th associated Dwork operator Θi(k) is
a uniform family of nuclear contracting Dwork operators on M∗i parametrized by
k. In particular, the Fredholm determinant det(I − TΘi(k)|M
∗
i ) is a family of
uniformly entire functions. If, in addition, the family φ(k) is uniformly continuous
in k, then for each 0 ≤ i ≤ n, the corresponding family of Dwork operators Θi(k)
is also uniformly continuous in k:
‖Θi(k1)−Θi(k2)‖ ≤ ‖φ(k1)− φ(k2)‖.
In this case, the Fredholm determinant det(I − TΘi(k)|M
∗
i ) forms a family of uni-
formly continuous and uniformly entire functions. Furthermore,
‖ det(I − TΘi(k1)|M
∗
i )− det(I − TΘi(k2)|M
∗
i )‖ ≤ ‖φ(k1)− φ(k2)‖.
The only thing that needs to be checked is the explicit continuity result. By
Corollary 4.17, we only need to check that
‖Θi(k1)−Θi(k2)‖ ≤ ‖φ(k1)− φ(k2)‖.
But this follows from our definition of the Dwork operator which is integral.
We can now state and prove the infinite rank version of the Monsky trace formula.
Theorem 5.8. Let (M,φ) be a nuclear overconvergent σ-module. Then, we have
the formula for the L-function:
L(φ, T ) =
n∏
i=0
det(I − TΘi|M
∗
i )
(−1)i−1 .
In particular, the L-function L(φ, T ) is a p-adic meromorphic function.
Proof. If φ is of finite rank, this is proved in the appendix of [17]. We now show
that it holds in infinite rank case as well, using a limiting argument.
For each positive integer k including ∞, we define a new nuclear overconvergent
σ-module φk on M by
φk(ej) =
{
φ(ej), ifj ≤ k,
0, ifj > k.
Thus, φ = φ∞. Let the parameter k vary in the set of positive integers including
∞ with the sequence topology. It is clear that the family (M,φk) is uniformly
overconvergent and uniformly continuous. For 0 ≤ i ≤ n, let Θi(k) be the i-
th Dwork operator associated to (M,φk). Thus, Lemma 5.7 shows that for each
0 ≤ i ≤ n, the Fredholm determinant det(I−TΘi(k)|M
∗
i ) is a uniformly continuous
family of uniformly entire functions. In particular,
lim
k→∞
det(I − TΘi(k)|M
∗
i ) = det(I − TΘi(∞)|M
∗
i )
= det(I − TΘi|M
∗
i ).
Let now k be a finite positive integer. Let Mk be the Banach A0-submodule of
M defined by
Mk = {
∑
j>k
A0ej}.
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It has the formal basis {ek+1, ek+2, · · · , }. The map φk becomes the zero map on
the submodule Mk and hence stable on Mk. The quotient (M/Mk, φk) is a finite
rank overconvergent σ-module, where
M/Mk ∼= {
k∑
j=1
A0ej}.
Denote the finite rank overconvergent σ-module (M/Mk, φk) by (Nk, ψk). Thus,
we have an exact sequence of nuclear overconvergent σ-modules:
0→ (Mk, φk)→ (M,φk)→ (Nk, ψk)→ 0.
The family (Nk, ψk) is uniformly overconvergent but not necessarily continuous in
k since the underlying module Nk varies with k. The dual A0-module of the finite
rank A0-module Ω
iNk is given by
(Nk)
∗
i = HomA0(Ω
iNk,Ω
nA0) = {
k∑
j=1
HomA0(Ω
iA0,Ω
nA0)e
∗
j}.
Let Λi(k) be the i-th Dwork operator associated to the finite rank overconvergent
σ-module (Nk, ψk). Since φk is the zero map on the submoduleMk ofM , we deduce
that Θi(k) is the zero map on the submodule M
∗
i,k of M
∗
i , where
M∗i,k = {
∑
j>k
HomA0(Ω
iA0,Ω
nA0)e
∗
j}.
The restriction of Θi(k) to the quotient M
∗
i /M
∗
i,k = (Nk)
∗
i becomes the operator
Λi(k) on (Nk)
∗
i . Namely, we have the exact sequence of Dwork operators:
0→ ((Nk)
∗
i ,Λi(k))→ (M
∗
i ,Θi(k))→ (M
∗
i,k, 0)→ 0.
Thus implies that
det(I − TΘi(k)|M
∗
i ) = det(I − TΛi(k)|(Nk)
∗
i ).
Now, since ψk is of finite rank, we can apply the finite rank Monsky trace formula
and deduce that for each finite k,
L(ψk, T ) =
n∏
i=0
det(I − TΛi(k)|(Nk)
∗
i )
(−1)i−1 .
On the other hand, one checks directly from the Euler product definition of L-
functions that we have
L(φk, T ) = L(ψk, T ).
Since φk is uniformly continuous in k, the Euler product definition shows that
lim
k→∞
L(φk, T ) = L(φ, T ).
Combining with the previous equation, we deduce
lim
k→∞
L(ψk, T ) = L(φ, T ).
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Putting these together, we obtain
L(φ, T ) = lim
k→∞
L(ψk, T )
= lim
k→∞
n∏
i=0
det(I − TΛi(k)|(Nk)
∗
i )
(−1)i−1
= lim
k→∞
n∏
i=0
det(I − TΘi(k)|M
∗
i )
(−1)i−1
=
n∏
i=0
lim
k→∞
det(I − TΘi(k)|M
∗
i )
(−1)i−1
=
n∏
i=0
det(I − TΘi|M
∗
i )
(−1)i−1 .
The proof is complete.
As an application, we obtain the following result for a family.
Corollary 5.9. Let φk be a family of uniformly overconvergent nuclear σ-modules.
Then the L-functions L(φk, T ) form a family of uniformly meromorphic functions.
If, in addition, the family φk is uniformly continuous in k, then the family of L-
functions L(φk, T ) parameterized by k is a strong family of meromorphic functions.
For later applications, we need to generalize the above result to the product of
a suitable infinite families of L-functions. The precise result is as follows.
Lemma 5.10. Assume that for each non-negative integer i ≥ 0, we are given a
family of uniformly continuous and uniformly overconvergent nuclear σ-modules
φk,i parametrized by k. Let
L(k, T ) =
∞∏
i=0
L(φk,i, π
iT ).
Then, the family of functions L(k, T ) parameterized by k is a strong family of
meromorphic functions.
Proof. By Lemma 5.7 and Corollary 5.9, we can write
L(φk,i, T ) =
fk,i(T )
gk,i(T )
,
where for each fixed integer i ≥ 0, both fk,i(T ) and gk,i(T ) form a family of uni-
formly continuous and uniformly entire functions parametrized by k. Furthermore,
both fk,i(T ) and gk,i(T ) are power series with coefficients in R and with constant
term 1. They are a finite product of the Fredholm determinants as given in Lemma
5.7. Thus, by our definition of L(k, T ), we can write
L(k, T ) =
f(k, T )
g(k, T )
,
where
f(k, T ) =
∞∏
i=0
fk,i(π
iT )
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and
g(k, T ) =
∞∏
i=0
gk,i(π
iT ).
It suffices to prove that the family f(k, T ) (resp. the family g(k, T )) is a family of
uniformly continuous and uniformly entire functions. We shall work with f(k, T )
as the proof for g(k, T ) is completely similar.
For a positive integer j, let
fj(k, T ) =
j−1∏
i=0
fk,i(π
iT ).
Since this is a finite product, we deduce that for each j, the family fj(k, T )
parametrized by k is a uniformly continuous family of uniformly entire functions.
We first prove the uniform continuous part of f(k, T ). Since∏
i≥j
fk,i(π
iT ) ≡ 1 (mod πj),
we deduce that
f(k, T ) ≡ fj(k, T ) (mod π
j).
This implies that
‖f(k1, T )− f(k2, T )‖ ≤ max(‖fj(k1, T )− fj(k2, T )‖, p
−j).(5.2)
Since the family fj(k, T ) parametrized by k is uniformly continuous, there is a
positive number δ(j) such that whenever
‖k1 − k2‖ < δ(j),(5.3)
we have the inequality
‖fj(k1, T )− fj(k2, T )‖ < p
−j .
By (5.2), we conclude that whenever k1 and k2 satisfy (5.3), we have the bound
‖f(k1, T )− f(k2, T )‖ ≤ p
−j .
As the number p−j can be arbitrarily small, this proves that the family f(k, T ) is
uniformly continuous.
Next, we prove the uniform entire part of f(k, T ). Write
f(k, T ) =
∑
m≥0
fm(k)T
m,
fj(k, T ) =
∑
m≥0
fm,j(k)T
m,
∏
i≥j
fk,i(π
iT ) =
∑
m≥0
am,j(k)π
jmTm,
where am,j(k) ∈ R. From the product formula
f(k, T ) = fj(k, T )
∏
i≥j
fk,i(π
iT ),
we deduce the relations
fm(k) =
m∑
r=0
fr,j(k)am−r,j(k)π
j(m−r), m = 0, 1, 2, · · · .(5.4)
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For any given positive constant C, we claim that
lim
m→∞
inf
infk ordπfm(k)
m
≥ C.
In fact, take and fix a positive integer j such that j ≥ 2C. Since the family fj(k, T )
parametrized by k is uniformly entire, there is a positive integer m1 such that for
all m > m1, we have the inequality
ordπfm,j(k) ≥ 2Cm,(5.5)
uniformly for all k. By (5.4), we deduce that for all m > 2m1,
ordπfm(k) ≥ min
0≤r≤m
(ordπfr,j(k) + j(m− r)).(5.6)
Assume now that m > 2m1. If r ≤ m/2, then
j(m− r) ≥ j
m
2
≥ Cm.(5.7)
If r ≥ m/2 ≥ m1, then, by (5.5), we have
ordπfr,j(k) ≥ 2Cr ≥ Cm.(5.8)
The inequalities in (5.6)-(5.8) show that the claim is true. Since C can be taken to
be arbitrarily large, we deduce that
lim
m→∞
inf
infk ordπfm(k)
m
=∞.
This means that the family f(k, T ) parametrized by k is uniformly entire. The
proof is complete.
6. Hodge-Newton decomposition
We now turn to describing Dwork’s conjecture in the ordinary case. First, we
discuss in more explicit detail the nuclear condition of the nuclear map φ with
respect to a formal basis ~e of M . We shall introduce several notions attached to a
given formal basis.
Definition 6.1. Let (M,φ) be a nuclear σ-module with a formal basis ~e. For each
integer 1 ≤ i <∞, let di be the smallest positive integer d such that for all j > d,
we have
φ(ej) ≡ 0 (mod π
i).
This is a finite integer for each i since
lim
j
‖φ(ej)‖ = 0.
For 0 ≤ i <∞, define
hi = di+1 − di, d0 = 0.
The sequence h = h(~e) = {h0, h1, · · · } is called the basis sequence of φ with
respect to the formal basis ~e. Let M(i) be the Banach A0-module with the formal
basis {edi+1, edi+2, · · · }. Then we have a decreasing basis filtration of Banach
A0-submodules:
M = M(0) ⊃M(1) ⊃ · · · ⊃M(j) ⊃ · · · ⊃ 0, ∩jM(j) = 0,
where each M(i) has a formal basis, each quotient M(i)/M(i+1) is a finite free A0-
module and
φ(M(i)) ⊆ π
iM, rank(M(i)/M(i+1)) = hi.
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Equivalently, the matrix B of φ with respect to the formal basis ~e (defined by
φ(~e) = ~eB) is of the form
B = (B0, πB1, π
2B2, · · · , π
iBi, · · · ),
where each block matrix Bi is a matrix over A0 with hi (finitely many) columns
and the last column of the Bi is not divisible by π.
Next, we introduce the basis polygon and Newton polygon of a nuclear σ-module
(M,φ) with a formal basis ~e. Denote by ord(φ) to be the greatest integer i such
that
φ ≡ 0 (modπi).
We say that (M,φ) is divisible by π if φ is divisible by π. If φ is divisible by π,
then we can write φ = πφ1. In this case, one checks that
L(φ, T ) = L(φ1, πT ).
Thus, for our purpose of studying L-functions, we may assume that (M,φ) is not
divisible by π.
Definition 6.2. Let (M,φ) be a nuclear σ-module with a formal basis ~e. Let
h = h(~e) = (h0, h1, · · · ) be the basis sequence of φ with respect to the formal basis
~e. We define the basis polygon P (~e) of (M,φ) with respect to ~e to be the convex
closure in the plane of the following lattice points:
(0, 0), (d0, 0), (d1, h1), (d2, h1 + 2h2), · · · , (di, h1 + 2h2 + · · ·+ ihi), · · · .
Namely, the basis polygon P (~e) is the polygon with a side of slope i and horizontal
length hi for every integer 0 ≤ i <∞.
Note that our definition of the basis polygon P (~e) and the basis sequence h(~e)
depends on the given formal basis ~e. The basis polygon and the basis sequence
are somewhat similar to the Hodge polygon and the Hodge numbers. But they are
different in general, even in the finite rank case. The same σ-module with different
formal bases will give rise to different basis polygons and different basis sequences.
Definition 6.3. For each closed point x¯ ∈ An over Fq, the Newton polygon of the
nuclear σ-module (M,φ) at x¯ is the Newton polygon of the entire characteristic
series det(I − φ
deg(x¯)
x T ) defined with respect to the valuation ordπdeg(x¯) .
A standard argument shows that the Newton polygon at each x¯ lies on or above
any basis polygon P (~e). This is known to be true in the finite rank case. In the
infinite rank case, the proof is similar.
Definition 6.4. Let ~e be a formal basis of a nuclear σ-module (M,φ). The basis
~e is called ordinary if the basis polygon P (~e) of (M,φ) coincides with the Newton
polygon of each fibre (M,φ)x, where x is the Teichmu¨ller lifting of the closed point
x¯ ∈ An/Fq. The basis filtration attached to ~e is called ordinary if ~e is ordinary.
Similarly, the basis ~e is called ordinary up to slope j side if the basis polygon P (~e)
coincides with the Newton polygon of each fibre for all sides up to slope j. In
particular, ~e is said to be ordinary at the slope zero side if the horizontal side of
the Newton polygon at each fibre is of length h0(~e). We say that (M,φ) is ordinary
(resp. ordinary up to slope j side, resp. ordinary at the slope zero side) if it has a
formal basis which is ordinary (resp. ordinary up to slope j side, resp. ordinary at
the slope zero side).
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An important property is that the category of ordinary nuclear σ-modules is
closed under direct sum, formal tensor product, formal symmetric power and formal
exterior power. This property is not hard to prove. It follows from the proof of
the Hodge-Newton decomposition. Alternatively, one could check directly. For
example, let (M1, φ1) be a nuclear σ-module with a formal basis ~e and with its
associated basis sequence h = (h0, h1, · · · ). Let (M2, φ2) be a nuclear σ-module
with a formal basis ~f and with its associated basis sequence g = (g0, g1, · · · ). Then
the direct sum (M1⊕M2, φ1⊕φ2) is a nuclear σ-module with the formal basis ~e⊕ ~f .
Its associated basis sequence is given by
h⊕ g = (h0 + g0, h1 + g1, · · · ).
The formal tensor product (M1⊗M2, φ1⊗φ2) is a nuclear σ-module with the formal
basis ~e ⊗ ~f . Its associated basis sequence is given by
h⊗ g = (h0g0, h0g1 + h1g0, h0g2 + h1g1 + h2g0, · · · ).
The formal symmetric square (Sym2M1, Sym
2φ1) is a nuclear σ-module with the
formal basis Sym2~e. Its associated basis sequence is given by
Sym2h = (
h20 + h0
2
, h0h1, h0h2+
h21 + h1
2
, h0h3+h1h2, h0h4+h1h3+
h22 + h2
2
, · · · ).
The formal exterior square (∧2M1,∧
2φ1) is a nuclear σ-module with the formal
basis ∧2~e. Its associated basis sequence is given by
∧2h = (
h20 − h0
2
, h0h1, h0h2 +
h21 − h1
2
, h0h3 + h1h2, h0h4 + h1h3 +
h22 − h2
2
, · · · ).
If ~e is an ordinary basis of (M1, φ1) and if ~f is an ordinary basis of (M2, φ2),
one checks that ~e ⊕ ~f,~e ⊗ ~f, Sym2~e and ∧2~e is, respectively, an ordinary basis of
(M1⊕M2, φ1⊕φ2), (M1⊗M2, φ1⊗φ2), (Sym
2M1, Sym
2φ1) and (∧
2M1,∧
2φ1). The
associated basis sequence is respectively h⊕g, h⊗g, Sym2h and ∧2h. A systematic
study of the Newton polygons and the Hodge polygons in finite rank case is given
in [9].
Since A0 is complete, any contraction mapping from A0 into itself has a fixed
point. This fact is all one needs to prove the following extension of the Hodge-
Newton decomposition, first proved by Dwork [5] in the finite rank case. The infinite
rank case was already considered and used in Theorem 2.4 of [12] to study the
Newton polygon of Fredholm determinants arising from L-functions of exponential
sums.
Lemma 6.5. Let (M,φ) be a nuclear σ-module ordinary at the slope zero side.
Then there is a finite free A0-submodule M0 of rank h0 transversal to the ordinary
basis filtration:
M =M0 ⊕M(1),
such that φ is stable on M0 and (M0, φ) is a unit root σ-module of rank h0.
In the situation of Lemma 6.5, we shall denote the sub σ-module (M0, φ) by
(U, φunit). We say that the unit root σ-module (U, φunit) is embedded in the ambient
ordinary σ-module (M,φ). Alternatively, we shall say that (U, φunit) is the unit root
part (or the slope zero part) of (M,φ). The generalized form of Dwork’s unit root
conjecture in our current setting is then the following
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Conjecture 6.6. Let (M,φ) be an overconvergent nuclear σ-module ordinary at
the slope zero side. Let (U, φunit) be the unit root part of (M,φ). Then for every
integer k, the unit root zeta function L(φkunit, T ) is p-adic meromorphic.
Even though the ambient σ-module (M,φ) is assumed to be overconvergent, its
unit root part φunit (obtained by solving the fixed point of a contraction map) will
no longer be overconvergent in general. Our main result of this paper says that
Conjecture 6.6 is true if φunit has rank one. More precisely, we have
Theorem 6.7. Let (M,φ) be an overconvergent nuclear σ-module ordinary at
the slope zero side. Let (U, φunit) be the unit root part of (M,φ). Assume that φunit
has rank one. Let ϕ be another overconvergent nuclear σ-module. Then the family
of L-functions L(φkunit⊗ϕ, T ) parametrized by integers k in any given residue class
modulo (q − 1) is a strong family of p-adic meromorphic functions.
This result together with the result in [17] shows that Conjecture 6.6 is also true
in higher rank case if φ is either of finite rank, or ordinary at every slope. However,
the general form of Conjecture 6.6 for non-ordinary infinite rank φ is not proved
yet. One needs to extend the method of [17] to infinite rank setup and handle some
additional difficulties in the non-ordinary case for which we hope to overcome in a
later paper.
Returning to Theorem 6.7. Let now (M,φ) be an overconvergent nuclear σ-
module ordinary at the slope zero side. Assume that the unit root part φunit of φ
has rank one. Let ~e be a formal overconvergent row basis of M over A0 which is
ordinary at the slope zero side. This means that the matrix B of φ with respect to
~e is overconvergent and the matrix B has the shape
B =
(
B00 πB01
B10 πB11
)
,(6.1)
where B00 is an invertible element of A, and the other Bij are matrices over A.
Note that by our convention, the whole matrix B (not just each of its entries) is
also overconvergent.
Definition 6.8. We shall say that φ is in normalized form with respect to the
formal overconvergent basis ~e, if for all i > 1, we have
φ(ei) ≡ 0(mod π),
and for i = 1 we have
φ(e1) ≡ e1(mod π).
In terms of the overconvergent matrix B in (6.1), this means that B00 is a 1-unit
in A and B10 is divisible by π.
Since our base space is An, under the assumption of Theorem 6.7, we can easily
write
φ = ζ ⊗ η,
where ζ is a constant (can be taken to be a root of unity) rank one σ-module
and η is a normalized overconvergent nuclear σ-module. This decomposition shows
that in proving Theorem 6.7, we can assume that φ is already in normalized form.
Theorem 6.7 will be proved in next section.
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7. Limiting σ-modules
We now turn to constructing the limiting σ-module which will give us an explicit
formula for the unit root L-function L(φunit, T ) in terms of overconvergent nuclear
σ-modules. Theorem 6.7 then follows immediately.
Let φunit be the slope zero part of φ. A simple limiting argument applying to
each Euler factor shows that
L(φkunit, T ) = limm→∞
L(φk+(q
m!−1)pm , T ).
Combining with the decomposition formula in Lemma 2.12, we obtain a limiting
formula for the unit root L-function
L(φkunit, T ) = lim
m→∞
∏
i≥1
L(Symk+(q
m!−1)pm−iφ⊗ ∧iφ, T )(−1)
i−1i.
At this point, of course, we do not know if each L-factor of the right side has a
limit when m→∞. Even if it has a limit, we do not know if the limit would be a
meromorphic function. The purpose of this section is to answer all these questions
in the affirmative in the case that φunit is of rank one.
From now on in this section, our standing assumption is that (M,φ) is a nuclear
overconvergent σ-module which is normalized as in Definition 6.8. Since φunit is of
rank one, we can replace the sequence k + (qm! − 1)pm by a notationally simpler
sequence such as the sequence km = k + p
m. The above limiting formula then
becomes
Lemma 7.1. Let φ be normalized as in Definition 6.8. Then,
L(φkunit, T ) = limm→∞
∏
i≥1
L(Symk+p
m−iφ⊗ ∧iφ, T )(−1)
i−1i.
Thus, the key is to understand the limit function of the sequence of L-functions
L(Symk+p
m
φ, T ) as m varies. In this section, we show that there is an overconver-
gent nuclear σ-module (M∞,k, φ∞,k) called the limiting σ-module of the sequence
(Symk+p
m
M, Symk+p
m
φ) such that
lim
m→∞
L(Symk+p
m
φ, T ) = L(φ∞,k, T ).(7.1)
This shows that the limit on the left side not only exists, but is also the L-function
of a nuclear overconvergent σ-module and hence a meromorphic function. We shall
show that the family (M∞,k, φ∞,k) parametrized by k is a family of uniformly
overconvergent nuclear σ-modules. Furthermore, as k varies p-adically, the family
of L-functions L(φ∞,k, T ) parametrized by k turns out to be uniformly continuous
in k. This gives the stronger uniform assertion stated in Theorem 6.7.
Let k be a positive integer. We want to identify the k-th formal symmetric power
(SymkM, Symkφ) with another nuclear overconvergent σ-module (Mk, φk) which is
easier to take the limit as the integer k varies p-adically. Let ~e = {e1, e2, · · · } be
a formal overconvergent basis of (M,φ) ordinary at the slope zero side such that
its matrix satisfies the condition in (6.1). Define Mk to be the Banach A0-module
with the formal basis ~f(k):
{fi1fi2 · · · fir |2 ≤ i1 ≤ i2 ≤ · · · ≤ ir, 0 ≤ r ≤ k},
where we think of 1 (corresponding to the case r = 0) as the first basis element of
~f(k). There is an isomorphism of Banach A0-modules between Sym
kM and Mk.
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This isomorphism is given by the map:
Υ : ek−r1 ei1 · · · eir −→ fi1 · · · fir , 0 ≤ r ≤ k.
Thus,
Υ(e1) = 1, Υ(ei) = fi (i > 1).
We can give a nuclear overconvergent σ-module structure on Mk. The semi-linear
map φk acting on Mk is given by the pull back Υ ◦ Sym
kφ ◦Υ−1 of Symkφ acting
on SymkM . Namely,
φk(fi1 · · · fir ) = Υ(φ(e
k−r
1 )φ(ei1 ) · · ·φ(eir )).(7.2)
Under the identification of Υ, the map Symkφ becomes φk. Thus, the k-th sym-
metric power (SymkM, Symkφ) is identified with (Mk, φk). It follows that
L(Symkφ, T ) = L(φk, T ).
In order to take the limit of the sequence of modules Mk, we need to create a bigger
space M∞ which contains each Mk as a sub-module.
Let A0[[M ]] be the formal symmetric algebra as constructed in section 2. The
big space M∞ is defined to be the formal power series ring over A0 in the variables
{f2, f3, · · · , }:
M∞ = A0[[f2, f3, · · · ]].
Alternatively, as the referee noted, the big ring M∞ is the quotient ring of A0[[M ]]
by the principal (hence closed) ideal generated by e1 − 1. That is,
M∞ = A0[[M ]]/(e1 − 1).
This is naturally a Banach A0-module with respect to the norm
‖C‖ = min
c∈C
‖c‖,
where C is a coset in M∞. The module M∞ has the countable formal basis given
by ~f :
{fi1fi2 · · · fir |2 ≤ i1 ≤ i2 ≤ · · · ≤ ir, 0 ≤ r},(7.3)
where, again, we think of 1 (corresponding to the case r = 0) as the first basis
element of ~f . Note that there is no upper bound on r in the definition of the basis
~f . Each Mk is a submodule of M∞. We have the inclusion
0 ⊂M1 ⊂M2 ⊂ · · · ⊂M∞.
The map Υ on SymkM for various k fits together to give the natural reduction
map
Υ : A0[[M ]] −→M∞
denoted by the same notation. Precisely,
Υ : ek−r1 ei1 · · · eir −→ fi1 · · · fir , 2 ≤ i1 ≤ · · · ≤ ir,
where we set ek−r1 = 0 if k < r. Note that the σ-linear map Sym(φ) acting on the
formal symmetric algebra A0[[M ]] is not nuclear. For each positive integer k, we
extend the map φk on Mk to a σ-linear map on M∞ by
φk(fi1 · · · fir ) = ρ(Sym(φ)(e
k−r
1 ei1 · · · eir)),
where we set ek−r1 = 0 if k < r. Since (Mk, φk) is a nuclear overconvergent σ-
module and φk induces the zero map on the quotient module M∞/Mk, it is easy to
check that (M∞, φk) is also nuclear and overconvergent for every positive integer
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k. The L-function is the same whether we view φk as acting on the submodule Mk
or on the big module M∞. We shall view φk as acting on M∞.
To get the limiting σ-module, we need to define another nuclear σ-linear map
φ∞,k on M∞ for each integer k. For this purpose, we take a sequence of positive
integers km (for instance km = k + p
m) such that limm km = ∞ as integers and
limm km = k as p-adic integers. Define φ∞,k by the following limiting formula:
φ∞,k(fi1 · · · fir ) = lim
m→∞
Υ(Sym(φ)(ekm−r1 ei1 · · · eir ))
=
(
lim
m→∞
Υ(φ(e1)
km−r))Υ(φ(ei1 ) · · ·φ(eir )).
To show that this is well defined, we need to show that the above first limiting
factor exists. Write
φ(e1) = e1 + πe,(7.4)
where e is an element of M . By the binomial theorem, for each positive integer j,
we have
φ(ej1) = (e1 + πe)
j
= ej1 +
(
j
1
)
πej−11 e+
(
j
2
)
π2ej−21 e
2 + · · · .
This identity implies that
lim
m→∞
Υ(φ(e1)
km−r) = 1 +
(
k − r
1
)
πΥ(e) +
(
k − r
2
)
π2Υ(e)2 + · · · .(7.5)
Thus,
φ∞,k(fi1 · · · fir ) = (1 + πΥ(e))
k−rΥ(φ(ei1) · · ·φ(eir )).(7.6)
It follows that the map φ∞,k is well defined for every integer k and it is independent
of the choice of our chosen sequence km. Furthermore, using (7.6), we see that
φ∞,k makes sense for any p-adic integer k, not necessarily usual positive integers.
The map φ∞,k is a σ-linear ring endomorphism of M∞. Our construction of the
limiting σ-modules (M∞, φ∞,k) depends on the choice of the basis ~e. As Coleman
has observed, the limiting σ-module can in fact be constructed in a functorial way
in some sense.
The relation between φ∞,k and φk will be discussed later. First, we try to
understand the limiting σ-module φ∞,k. We have the following basic result.
Theorem 7.2. Let (M,φ) be a nuclear overconvergent σ-module which is ordinary
at the slope zero side. Assume that φunit has rank one and φ is in normalized
situation as in (6.1). Then, the family (M∞, φ∞,k) parametrized by p-adic integer
k is a uniformly continuous family of uniformly overconvergent nuclear σ-modules.
In particular, by Corollary 5.9, the family of L-functions L(φ∞,k, T ) parametrized
by p-adic integer k ∈ Zp is a strong family of meromorphic functions.
Proof. First, we check that the family of L-functions L(φ∞,k, T ) is uniformly con-
tinuous in k with respect to the p-adic topology. By our definition of φ∞,k in (7.6),
it suffices to show that
‖(1 + πΥ(e))k1−r − (1 + πΥ(e))k2−r‖ ≤ c‖k1 − k2‖
uniformly for all integers k1 and k2, where c is some positive constant depending
only on π. But this follows from the binomial theorem. The uniform continuity
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is established. The following two lemmas show that the family φ∞,k is uniformly
nuclear and uniformly overconvergent. The theorem is then proved.
Lemma 7.3. The family φ∞,k is uniformly nuclear. That is, for any given positive
integer C, there is another positive integer C1 > 0 such that the inequality
ordπφ∞,k(fi1 · · · fir ) ≥ C
holds uniformly for all k and all 2 ≤ i1 ≤ i2 ≤ · · · ≤ ir with i1 + · · ·+ ir > C1.
Proof. Because φ is nuclear, there is a finite integer d depending on the given
positive integer C such that
ordπφ(ei) ≥ C
holds for all i > d. Thus, by equation (7.6), we may restrict our attention of the
indices {i1, · · · , ir} to the range
2 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ d.
Since φ is normalized with respect to ~e, φ(ei) is divisible by π for every i ≥ 2. This
shows that the product φ(ei1)φ(ei2 ) · · ·φ(eir ) is divisible by π
C if r ≥ C. By (7.6)
again, we may assume that r ≤ C. Now, there are only finitely many integer tuples
{i1, · · · , ir} satisfying the conditions
0 ≤ r ≤ C, 2 ≤ i1 ≤ i2 ≤ · · · ≤ ir ≤ d.
It is clear that if
i1 + · · ·+ ir > dC,
then either r > C or ir > d. In either case, we have the inequality
ordπφ∞,k(fi1 · · · fir ) ≥ C
uniformly for all k. The Lemma holds with C1 = dC.
To finish the proof of Theorem 7.2, we need to prove
Lemma 7.4. The family (M∞, φ∞,k) is uniformly overconvergent.
Proof. For rational numbers b > 0 and c, we define
M∞(b, c) = {
∑
2≤i1≤i2≤···≤ir
ai1,··· ,irfi1 · · · fir |ai1,··· ,ir ∈ L(b, c)}.
This is a complete submodule of the ring M∞. Since L(b, 0) is a ring, it follows
that M(b, 0) is also a ring containing L(b, 0) as a subring. In fact, M∞(b, 0) is an
infinite dimensional commutative L(b, 0)-algebra. More generally,
M∞(b, c1)M∞(b, c2) ⊂M∞(b, c1 + c2).
Now, since φ is overconvergent with respect to the basis ~e, there are rational num-
bers b > 0 and c such that for all j ≥ 1,
φ(ej) ∈M(b, c).
Since φ(ej) is divisible by π for each j ≥ 2, a simple geometric argument in the
plane R2 shows that we can choose b sufficiently small that
φ(ej) ∈M(b, 0), j ≥ 2.
This implies that
Υ(φ(ej)) ∈M∞(b, 0), j ≥ 2.(7.7)
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For j = 1, we have
φ(e1) = e1 + πe,
for some e ∈M . We can choose our b smaller if necessary so that
πe ∈M(b, 0).
This implies that
Υ(πe) ∈M∞(b, 0).
Since M∞(b, 0) is a ring, we deduce that for all positive integers j,
Υ(πe)j ∈M∞(b, 0).
The binomial theorem shows that for any p-adic integer k ∈ Zp, we have
(1 + Υ(πe))k = 1 +
(
k
1
)
Υ(πe) +
(
k
2
)
Υ(πe)2 + · · · ∈M∞(b, 0).(7.8)
By (7.6)-(7.8), we conclude that for all 2 ≤ i1 ≤ i2 ≤ · · · ≤ ir, we always have
φ∞,k(fi1 · · · fir ) ∈M∞(b, 0),
uniformly for all p-adic integers k. The Lemma is proved.
We have finished the proof of Theorem 7.2. It remains to connect the L-function
L(φ∞,k, T ) in Theorem 7.2 with the desired unit root L-function L(φ
k
unit, T ). This
is done by a simple limiting argument.
Lemma 7.5. Let k be an integer and let km = k+p
m > 0. Then as endomorphisms
on M∞, we have the congruence
φkm ≡ φ∞,k (mod π
min(km,m)).
Proof. We need to show that for all indices 2 ≤ i1 ≤ i2 ≤ · · · ≤ ir,
φkm(fi1 · · · fir ) ≡ φ∞,k(fi1 · · · fir ) (mod π
min(km,m)).
If r > km, the left side is zero and the right side satisfies
ordπ(φ∞,k(fi1 · · · fir )) ≥ ordπ(φ(ei1 ) + · · ·+ ordπ(φ(eir ))
≥ r ≥ km.
The congruence is indeed true. Assume now that r ≤ km. By (7.6), it suffices to
check that
Υ(φ(ekm−r1 )) ≡ lim
ℓ
Υ(φ(ek+p
ℓ−r
1 )) (mod π
m).
Equivalently, one needs to check
(1 + πΥ(e))k−r+p
m
≡ (1 + πΥ(e))k−r (mod πm).(7.9)
But (7.9) is a consequence of the binomial theorem. The Lemma is proved.
Corollary 7.6. Let k be an integer and let km = k + p
m. Then, we have the
limiting formula
lim
m→∞
L(Symkmφ, T ) = lim
m→∞
L(φkm , T )
= L(φ∞,k, T ).
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More generally, for each integer i ≥ 0, we have the limiting formula
lim
m→∞
L(Symkmφ⊗ ∧iφ, T ) = lim
m→∞
L(φkm ⊗ ∧
iφ, T )
= L(φ∞,k ⊗ ∧
iφ, T ).
Using these results, we obtain the following explicit formula for the unit root
L-function.
Theorem 7.7. Let (M,φ) be an overconvergent nuclear σ-module, ordinary at
the slope zero side. Let (U, φunit) be the unit root part of (M,φ). Assume that φunit
is of rank one and in normalized situation. Denote by φ∞,k the limiting nuclear
σ-module of the sequence Symk+p
m
φ. Then for all integers k, we have the following
explicit formula
L(φkunit, T ) =
∏
i≥1
L(φ∞,k−i ⊗ ∧
iφ, T )(−1)
i−1i.(7.10)
In particular, the family L(φkunit, T ) of unit root L-functions parametrized by p-adic
integer k is a strong family of meromorphic functions with respect to the p-adic
topology of k.
It should be noted that the product in (7.10) is a finite product if φ is of finite
rank, since we have ∧iφ = 0 for i greater than the rank of φ. If φ is of infinite
rank, then the product in (7.10) is an infinite product. In this case, the strong
family assertion about L(φkunit, T ) follows from Lemma 5.10. This is because φ is
nuclear and thus ∧iφ is more and more divisible by π as i grows. We can then
apply Lemma 5.10 to the even indexed product and the odd indexed product in
(7.10), respectively.
To get the full Theorem 6.7, we need to twist the unit root family φkunit by a
fixed nuclear overconvergent σ-module ϕ. We state this generalization here. The
proof is the same as the proof of Theorem 7.7. One simply twists the whole proof
by the harmless overconvergent ϕ. The twisted basic decomposition formula is
L(φk ⊗ ϕ, T ) =
∞∏
i=1
L(Symk−iφ⊗ ∧iφ⊗ ϕ, T )(−1)
i−1i.
The required uniform overconvergent nuclear result is already given in Theorem
7.2.
Theorem 7.8. Let (M,ψ) and (N,ϕ) be two overconvergent nuclear σ-modules.
Assume that the first one ψ is ordinary at the slope zero side whose unit root part
ψunit is of rank one. Write ψ = a ⊗ φ, where a is a p-adic unit in R, and φ is
in normalized situation as in (6.1). Denote by φ∞,k the limiting nuclear σ-module
of the sequence Symk+p
m
φ. Then for all integers k, we have the following explicit
formula
L(ψkunit ⊗ ϕ, T ) =
∏
i≥1
L(ak ⊗ φ∞,k−i ⊗ ∧
iφ⊗ ϕ, T )(−1)
i−1i.
In particular, the family L(ψkunit⊗ϕ, T ) of twisted unit root L-functions parametrized
by integers k in any residue class modulo (q− 1) is a strong family of meromorphic
functions with respect to the p-adic topology of k.
This completes our proof of Theorem 6.7.
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8. Distribution of zeros and poles
First, we assume that φ is in normalized situation as in Theorem 7.7. We want to
get some explicit information about the zeros and poles of the unit root L-function
L(φkunit, T ). For this purpose, we need to get a non-trivial uniform lower bound
for the Newton polygon of the numerator and denominator of L(φkunit, T ). By
Theorem 7.7, it suffices to get a non-trivial uniform lower bound for the L-function
L(φ∞,k ⊗ ϕ, T ), where ϕ is any fixed overconvergent nuclear σ-module. This can
indeed be done, since our proof of Theorem 7.7 is completely explicit.
To get cleaner estimates, we shall assume that both φ and ϕ are of finite rank.
This is enough for most of the immediate applications we have in mind. Thus,
we shall assume that φ is of some finite rank r ≥ 1 and in normalized situation.
One could further assume that r ≥ 2 as the case r = 1 reduces to the classical
overconvergent case. We shall however include the trivial case r = 1 as well, since
all of our results are also true for the exceptional case r = 1. This provides a
useful comparison of results between the old overconvergent case and the new non-
overconvergent case.
We first consider the L-function L(φ∞,k, T ). This is the essential case. By the
construction of the limiting σ-module in section 7, we know that the underlying
module M∞ of φ∞,k is the formal power series ring over A0 in the (r− 1)-variables
{f2, · · · , fr}:
M∞ = A0[[f2, · · · , fr]]
= {
∑
i2,··· ,ir
ai2,··· ,irf
i2
2 · · · f
ir
r |ai2,··· ,ir ∈ A0},
where the iℓ run over the set of non-negative integers. The corresponding continuous
dual A0-module is the convergent power series ring
M∗∞ = A0{{f
∗
2 , · · · , f
∗
r }}
= {
∑
i2,··· ,ir
ai2,··· ,irf
∗i2
2 · · · f
∗ir
r |ai2,··· ,ir ∈ A0, lim ‖ai2,··· ,ir‖ = 0}.
Note that in the exceptional case r = 1, both M∞ and M
∗
∞ are rank one (not rank
zero) A0-module, corresponding to the constant term i2 = · · · = ir = 0. In this
exceptional case, one checks that the limiting σ-module is simply given by
φ∞,k = lim
m→∞
Symk+p
m
φ = φk
which is a rank one overconvergent σ-module.
Since φ is normalized with respect to ~e, we have the congruence
φ(e1) ≡ e1 (mod π), φ(ei) ≡ 0 (mod π), 2 ≤ i ≤ r.
We may thus choose a smaller b and go to a totally ramified finite extension of R
if necessary such that
φ(e1) ∈M(b, 0), φ(ei) ∈ πM(b, 0), 2 ≤ i ≤ r.
From the construction in (7.6) of the limiting σ-module, we deduce
φ∞,k(fi) ∈ πM∞(b, 0), 2 ≤ i ≤ r.
Since L(b, 0) is a ring, we obtain
φ∞,k(f
i2
2 · · · f
ir
r ) ∈ π
i2+···+irM∞(b, 0).
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Let Θ(k) be the Dwork operator on M∗∞ associated to φ∞,k. Write
Θ(k)(πb|v|Xvf∗j22 · · · f
∗jr
r ) =
∑
u,i2,··· ,ir
G{u,i},{v,j}(k)π
b|u|Xuf∗i22 · · · f
∗ir
r ,
where
i = {i2, · · · , ir}, j = {j2, · · · , jr}.
Applying Lemma 5.4 to Θ(k) acting on M∗∞, we derive the uniform estimate
ordπG{u,i},{v,j}(k) ≥ (q − 1)b|u|+ |i|+ c, |i| = i2 + · · ·+ ir.
This shows that for the positive constant c1 = min((q − 1)b, 1), we have the bound
ordπG{u,i},{v,j}(k) ≥ c1(|u|+ |i|) + c,
uniformly for all i = (i2, · · · , ir), j = (j2, · · · , jr) and k, where c is a constant.
Consider the Newton polygon whose ℓ-th vertex (0 ≤ ℓ <∞) is given by( ∑
u1,··· ,un,i2,··· ,ir
1,
∑
u1,··· ,un,i2,··· ,ir
c1(u1 + · · ·+ un + i2 + · · ·+ ir) + c
)
,(8.1)
where the uj and ik run over non-negative integers satisfying the inequality
u1 + · · ·+ un + i2 + · · ·+ ir ≤ ℓ.
Let P (x) be the real valued function on the non-negative real numbers R≥0 whose
graph is the Newton polygon in (8.1). A standard determinant argument then
shows that the Newton polygon of the Fredholm determinant det(I −Θ(k)T |M∗∞)
lies on or above the Newton polygon P (x). Thus, we need to estimate the growth
of the function P (x).
Now, the first coordinate in (8.1) is just the coefficient of tℓ in the power series
expansion of the function (1−t)−(n+r). This coefficient is, by the binomial theorem,(
n+ r + ℓ− 1
n+ r − 1
)
∼ c2(n+ r + ℓ− 1)
n+r−1
for large ℓ and some positive constant c2. Similarly, an easy argument shows that
the second coordinate of (8.1) is bounded from below by
c3(n+ r + ℓ− 1)
∑
u1+···+un+i2+···+in≤ℓ
1 ≥ c4(n+ r + ℓ− 1)
n+r
for large ℓ and some positive constants {c3, c4}. This together with the concavity
of the smooth function xn+r implies that the Newton polygon P (x) satisfies the
lower bound
P (xn+r−1) ≥ c5x
n+r
for all large x and some positive constant c5. Thus, we deduce for all large x,
P (x) ≥ c5x
1+ 1
n+r−1 .
Since P (0) = 0, we can choose c6 to be a sufficiently large integer such that the
following result holds.
Lemma 8.1. There are positive constants c5 and c6 such that for all real numbers
x ≥ 0, we have
P (x) ≥ c5x
1+ 1
n+r−1 − c6x.
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In this lemma, we used the linear error term c6x for simplicity. If one wishes,
one could replace the linear term c6x in Lemma 8.1 by any positive function which
grows slower than x1+1/(n+r−1).
The lower bound in Lemma 8.1 provides a uniform lower bound for the Newton
polygon of the family of Fredholm determinants det(I −TΘ(k)|M∗∞) parametrized
by k. To handle the L-function L(φ∞,k, T ), we also need to do the same for the
i-th Dwork operator Θi(k) associated to φ∞,k, corresponding to differential i-forms.
Thus, let i be any integer between 0 and n. As before, we define the continuous
dual A0-module of Ω
iM∞ by
M∗∞,i = Hom
cont
A0 (Ω
iM∞,Ω
nA0)
= {
∑
j2,··· ,jr
aj2,··· ,jrf
∗j2
2 · · · f
∗jr
r | lim
j
‖aj‖ = 0},
where
aj2,··· ,jr ∈ HomA0(Ω
iA0,Ω
nA0).
That is, M∗∞,i consists of continuous A0-linear maps from Ω
iM∞ to Ω
nA0. Let
Θi(k) be the i-th Dwork operator onM
∗
∞,i associated to φ∞,k. The same argument
as above shows that we have
Lemma 8.2. There are positive constants c5 and c6 such that the Newton polygon
of det(I − TΘi(k)|M
∗
∞,i) lies above the graph of the function
Q(x) = c5x
1+ 1
n+r−1 − c6x
uniformly for every integer 0 ≤ i ≤ n and every p-adic integer k.
So far, we only considered the essential case when φ is in normalized situation.
The general case can be done in the same way, except that we have to twist the
whole proof by a fixed overconvergent finite rank σ-module. The resulting bounds
are the same except that we may need to use a smaller constant c5 and a larger
constant c6. We state the result here.
Lemma 8.3. Let ϕ be a finite rank overconvergent σ-module. Let Θi(k, ϕ) be the
i-th Dwork operator associated to the nuclear σ-module φ∞,k⊗ϕ. There are positive
constants c5 and c6 such that the Newton polygon of det(I − TΘi(k, ϕ)) lies above
the graph of the function
Q(x) = c5x
1+ 1
n+r−1 − c6x
uniformly for every integer 0 ≤ i ≤ n and every p-adic integer k.
Our main result in this section is
Theorem 8.4. Let (M,ψ) and (N,ϕ) be two overconvergent finite rank σ-modules.
Assume that the first one ψ is of rank r, ordinary at the slope zero side whose unit
root part ψunit is of rank one. Then, for any integer k, we can write
L(ψkunit ⊗ ϕ, T ) =
f1(k, T )
f2(k, T )
,
where f1(k, T ) (resp. f2(k, T )) is a family of uniformly entire functions whose
Newton polygons lies above the graph of the function
Q(x) = c5x
1+ 1
n+r−1 − c6x
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for some positive constants {c5, c6} independent of k. Furthermore, if k1 and k2
are two integers in the same residue class modulo (q − 1), then we have
‖f1(k1, T )− f1(k2, T )‖ ≤ c‖k1 − k2‖, ‖f2(k1, T )− f2(k2, T )‖ ≤ c‖k1 − k2‖,
for some positive constant c depending only on π.
Proof. Write ψ = a ⊗ φ, where a is a p-adic unit in R, and φ is in normalized
situation as in (6.1). Denote by φ∞,k the limiting nuclear σ-module of the sequence
Symk+p
m
φ. Let Θi(k− j, a
k∧jφ⊗ϕ) denote the i-th Dwork operator associated to
the nuclear σ-module φ∞,k−j ⊗ a
k ⊗∧jφ⊗ ϕ. Then for all integers k, by Theorem
7.8 and Theorem 5.8, we deduce the following explicit formula
L(ψkunit ⊗ ϕ, T ) =
r∏
j=1
L(φ∞,k−j ⊗ a
k ⊗ ∧jφ⊗ ϕ, T )(−1)
j−1j
=
r∏
j=1
n∏
i=0
det(I − TΘi(k − j, a
k∧jφ⊗ ϕ))(−1)
i+jj .
Let
f1(k, T ) =
∏
j+i even
det(I − TΘi(k − j, a
k∧jφ⊗ ϕ))j
and
f2(k, T ) =
∏
j+i odd
det(I − TΘi(k − j, a
k∧jφ⊗ ϕ))j .
Then, we have
L(ψkunit ⊗ ϕ, T ) =
f1(k, T )
f2(k, T )
.
The rest of the properties follows from Lemma 8.3 and Corollary 4.17. We only
need to note that if k1 and k2 are two integers in the same residue class modulo
(q − 1), then
‖φ∞,k1 ⊗ a
k1 ⊗ ∧jφ⊗ ϕ− φ∞,k2 ⊗ a
k2 ⊗ ∧jφ⊗ ϕ‖ ≤ c‖k1 − k2‖
for some positive constant depending only on π. The theorem is proved.
Now, we turn to the Gouveˆa-Mazur type conjecture for the unit root L-function.
Assume that we are in the situation of Theorem 8.4. By the p-adic Weierstrass
factorization theorem, we can write
L(ψkunit ⊗ ϕ, T ) =
∏
j≥1
(1− zj(k)T )
±,
where zj(k) denotes a typical reciprocal zeros or poles. For a given rational non-
negative rational number s, let
Ls(k, T ) =
∏
ordπzj(k)=s
(1− zj(k)T )
±
denote the slope s part of the above L-function. This is a rational function with
coefficients in R. Let ds(k) (resp. Ds(k)) denote the degree (resp. the total degree)
of the rational function Ls(k, T ). The function ds(k) (resp. Ds(k)) of two variables
is called the degree (resp. the total degree) function of the meromorphic L-function
L(ψkunit ⊗ ϕ, T ). We would like to understand these two variable functions ds(k)
and Ds(k).
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Similarly, we can define a degree function for each of the Fredholm determinant
in the above formula for the L-function. For 0 ≤ i ≤ n and 1 ≤ j ≤ r, we define
Ds,i(k − j, a
k∧jφ ⊗ ϕ) to be the degree of the slope s part of the entire Fredholm
determinant det(I−TΘi(k−j, a
k∧jφ⊗ϕ)). We would also like to understand these
two variable functions for each fixed i and j. They are related to ds(k) and Ds(k)
by the following relations:
ds(k) =
∑
j+i even
jDs,i(k − j, a
k∧jφ⊗ ϕ)−
∑
j+i odd
jDs,i(k − j, a
k∧jφ⊗ ϕ)
and
Ds(k) ≤
r∑
j=1
n∑
i=0
jDs,i(k − j, a
k∧jφ⊗ ϕ).
Theorem 8.5. Assume that we are in the situation of Theorem 8.4. There is
a positive constant c independent of k such that for all real numbers s ≥ 1, the
inequality
1
s
∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ) ≤ c(s+ 1)n+r−2
holds uniformly for all integers k, all integers 0 ≤ i ≤ n and all integers 1 ≤ j ≤ r.
Proof. Lemma 8.3 implies that there are two positive constants c5 and c6 indepen-
dent of k such that
s
( ∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ)
)
≥
∑
t∈[0,s]
tDt,i(k − j, a
k∧jφ⊗ ϕ)
≥ c5
( ∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ)
)1+ 1
n+r−1
−c6
∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ).
Cancel the factor ∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ)
from the above inequality (we may assume that it is non-zero, otherwise the result
is trivial), we deduce
s ≥ c5
( ∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ)
) 1
n+r−1
− c6.
This implies that ∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ) ≤ c(s+ 1)n+r−1
uniformly. The theorem is proved.
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Corollary 8.6. Assume that we are in the situation of Theorem 8.4. There is
a positive constant c independent of k such that for all real numbers s ≥ 1, the
inequality
1
s
∑
t∈[0,s]
|dt(k)| ≤
1
s
∑
t∈[0,s]
Dt(k) ≤ c(s+ 1)
n+r−2
holds uniformly for all k.
Corollary 8.7. Assume that we are in the situation of Theorem 8.4. There is a
positive constant c such that for all s ≥ 0, we have the uniform polynomial bounds
Ds,i(k − j, a
k∧jφ⊗ ϕ) ≤
∑
t∈[0,s]
Dt,i(k − j, a
k∧jφ⊗ ϕ) ≤ c(s+ 1)n+r−1,
∑
t∈[0,s]
|dt(k)| ≤
∑
t∈[0,s]
Dt(k) ≤ c(s+ 1)
n+r−1,
|ds(k)| ≤ Ds(k) ≤ c(s+ 1)
n+r−1
for all integers k, all integers 0 ≤ i ≤ n and all integers 1 ≤ j ≤ r.
The Gouveˆa-Mazur type question in our situation is how the integer ds(k) varies
with the parameter k for a fixed slope s. We now turn to this question. We have
the following result.
Proposition 8.8. Assume that we are in the situation of Theorem 8.4. There is
a positive constant c such that whenever k1 and k2 are two integers satisfying the
congruence
k1 ≡ k2 (mod(q − 1)p
c[s+1]n+r),
we have the equality
Dt,i(k1 − j, a
k∧jφ⊗ ϕ) = Dt,i(k2 − j, a
k∧jφ⊗ ϕ)
for all rational numbers 0 ≤ t ≤ s, all integers 0 ≤ i ≤ n and all integers 1 ≤ j ≤ r.
Proof. First, we do have the continuity result for det(I − TΘi(k − j,∧
jφ ⊗ ϕ)).
That is,
‖ det(I −TΘi(k1− j, a
k1∧jφ⊗ϕ))− det(I −TΘi(k2− j, a
k2∧jφ⊗ϕ))‖ ≤ c|k1− k2|
as long as k1 and k2 are in the same residue class modulo (q − 1), where c is a
positive constant depending only on π. Second, we have the uniform lower bound
for the Newton polygon of det(I − TΘi(k − j, a
k∧jφ ⊗ ϕ)). This uniform lower
bound is given by the function
Q(x) = c5x
1+ 1
n+r−1 − c6x.
Taking ν(x) = (c5x
1
n+r−1 − c6) in the following lemma (Lemma 4.1 in [15]), we see
that the proposition is proved.
Lemma 8.9. Let g1(T ) and g2(T ) be two elements in R[[T ]] with g1(0) = g2(0) =
1. Let Ni(x) be the function on R≥0 whose graph is the Newton polygon of gi(T )
(1 ≤ i ≤ 2). Assume that ν(x) is a strictly increasing continuous function on R≥0
such that
ν(0) ≤ 0, Ni(x) ≥ xν(x) (1 ≤ i ≤ 2, x ≥ 1), lim
x→∞
ν(x) =∞.
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Assume further that the function xν−1(x) is increasing on R≥0, where ν
−1(x) de-
notes the inverse function of ν(x) defined at least on R≥0 as ν(0) ≤ 0. For x ≥ 0,
we define the integer valued increasing function
mν(x) = [xν
−1(x)].
If the formal power series congruence
g1(T ) ≡ g2(T ) (mod π
mν(s)+1)
holds for some s ≥ 0, then the two Newton polygons Ni(x) coincide for all the sides
with slopes at most s.
Corollary 8.10. Assume that we are in the situation of Theorem 8.4. There is
a positive integer c such that whenever k1 and k2 are two integers satisfying the
congruence
k1 ≡ k2 (mod(q − 1)p
c[s+1]n+r),
we have the equality
dt(k1) = dt(k2)
for all 0 ≤ t ≤ s.
In our current generality, Theorem 8.4 and Corollary 8.10 are probably asymp-
totically best possible. Of course, they could be improved in various special cases.
In the special case that the unit root σ-module ψunit is already overconvergent (for
instance, the unit root σ-module arising from the geometric case of an ordinary
family of elliptic curves), both Theorem 8.4 and Corollary 8.10 can be improved.
We state this improvement here for comparison purpose. It follows directly from
Theorem 8.4 by taking ψ = ψunit and thus r = 1.
Corollary 8.11. Let ψunit be an overconvergent rank one unit root σ-module. Let
ϕ be a fixed overconvergent finite rank σ-modules. Then, for any integer k, we can
write
L(ψkunit ⊗ ϕ, T ) =
f1(k, T )
f2(k, T )
,
where f1(k, T ) (resp. f2(k, T )) is a family of uniformly entire functions whose
Newton polygons lies above the graph of the function
Q(x) = c5x
1+ 1
n − c6x
for some positive constants {c5, c6} independent of k. Furthermore, there is a pos-
itive integer c such that whenever k1 and k2 are two integers satisfying the congru-
ence
k1 ≡ k2 (mod(q − 1)p
c[s+1]n+1),
we have the equality
dt(k1) = dt(k2)
for all 0 ≤ t ≤ s.
This corollary generalizes the quadratic bound in [15] which corresponds to the
special case n = r = 1. Corollary 8.11 can be further and greatly improved if
we assume the much stronger condition that both ψunit and ϕ are overconvergent
F-crystals in Berthelot’s sense, as the L-function in this case is conjectured to be a
rational function. Similarly, it seems plausible to expect that in some cases, The-
orem 8.4 and Corollary 8.10 could be improved to the same bounds of Corollary
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8.11, if we assume that the ambient ψ and ϕ are overconvergent F-crystals in Berth-
elot’s sense regardless ψunit is overconvergent or not as a σ-module. It would be of
great interest to prove such an improvement, which would involve the study of a
cohomological formula for the L-function of a nuclear (infinite rank) overconvergent
F-crystal.
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