The key limiting factor in graphical model inference and learning is the complexity of the partition function. We thus ask the question: what are the most general conditions under which the partition function is tractable? The answer leads to a new kind of deep architecture, which we call sumproduct networks (SPNs) and will present in this abstract.
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The key idea of SPNs is to compactly represent the partition function by introducing multiple layers of hidden variables. An SPN is a rooted directed acyclic graph with variables as leaves, sums and products as internal nodes, and weighted edges. 1 Figure 1 shows two examples of SPNs, withx i being the negation of x i . The root values S(x) for all x ∈ X define an unnormalized probability distribution over X . The unnormalized probability of evidence e is Φ S (e) = ∑ x∈e S(x) for all x consistent with e. To ensure tractable inference, we want to replace the summation with S(e), which is the root value when the input indicators consistent with e are set to 1 and 0 otherwise. We thus define that an SPN S is valid iff S(e) = Φ S (e) for all evidence e. A valid SPN computes the probability of evidence in time linear in its size. In particular, the partition function is Z S = ∑ x∈X S(x) and can be computed by S( * ) with all input indicators set to 1. We proved that S is valid if it is complete and consistent, where completeness means that all children of the same sum node are over the same set of variables, and consistency means that no variable can appear negated in one child of a product node and non-negated in another. Intuitively, completeness ensures that S(e) does not undercount the summation whereas consistency ensures that it does not overcount. Completeness and consistency allow us to design deep architectures where inference is guaranteed to be efficient. This in turn makes learning them much easier.
Essentially all tractable graphical models can be cast as SPNs, but SPNs are also strictly more general. For example, SPNs can be exponentially more compact than hierarchi- cal mixture models [12] because they allow mixtures over subsets of variables and their reuse; SPNs can be exponentially more compact than junction trees [1] when contextspecific independence and determinism are present, since they exploit these and junction trees do not. This holds even when junction trees are formed from Bayesian networks with context-specific independence in the form of decision trees at the nodes, because decision trees suffer from the replication problem [7] and can be exponentially larger than a DAG representation of the same function. SPNs can also compactly represent some classes of distributions in which no conditional independences hold, and whose graphical models are therefore completely connected graphs [8] .
SPNs lend themselves naturally to efficient computation of the likelihood gradient by backpropagation [9] . Let n i be an arbitrary node in SPN S, S i (x) be its value on input instance x, and P a i be its parents. If n i is a product node, its parents (by assumption) are sum nodes, and ∂S(x)/∂S i (x) = ∑ k∈P ai w ki · ∂S(x)/∂S k (x).
If n i is a sum node, its parents (by assumption) are product nodes, and ∂S(x)
where Ch −i (k) are the children of the kth parent of n i excluding n i .
If n j is a child of sum node n i ,
Maximumlikelihood weights can then be computed by stochastic gradient descent or other methods. SPNs can also be learned using EM [6] by viewing sum nodes as implicit hidden variables. Specifically, we can view a sum node with c children as the result of summing out an implicit hidden variable Y i with c values y ij , whose prior distribution is P (Y i = y ij ) ∝ w ij . The marginal distribution of the hidden variables Y given a training instance x can be computed by a downward pass through the SPN similar to backpropagation [2] . Alternatively, we can use hard EM, computing the MAP state of Y given x using a similar upward and downward pass in a network with sums replaced by maxes. The downward pass simply selects the most probable child of each sum node, starting at the root. The M step then increments the count of the winning child and renormalizes to obtain the new weights. The structure of SPNs can be learned by starting with a generic architecture and learning the weights with a sparse prior, with zero weights signifying the absence of connections in the learned structure.
In experiments, we found that standard backpropagation worked poorly for the usual reason in deep networks: the gradient rapidly becomes diluted as more layers are added. Soft EM suffers from a similar problem. But hard EM does not have this problem, because it always produces updates of unit size, and it worked quite well. We evaluated SPNs by applying them to to the problem of completing faces. This is a good test for a deep architecture, because it is an extremely difficult task, where detecting deep structure is key. To our knowledge, no previous learner has done well on this problem. We used two well known datasets: Caltech-101 [3] and Olivetti [11] . The SPNs learned in our experiments contained up to 46 layers. Compared to state-ofthe-art deep architectures such as DBNs [4, 5] and DBMs [10] , SPNs are simple and require much less engineering, and are at least an order of magnitude faster in inference and learning. Visual inspection shows the SPNs completes images quite well, including non-symmetric and other difficult cases, while DBNs and DBMs performed substantially worse. The mean squared errors of completed pixels confirm the advantage of SPNs over DBNs and DBMs: 942 vs. 2386 and 1866 on Olivetti and 3551 vs. 4778 and 9043 on Caltech. SPNs also substantially outperform nearestneighbor and PCA.
Much remains to be explored about SPNs, including the extension of SPNs to sequential domains, design principles for SPN architectures, other learning methods for SPNs, and further applications. While graphical models can compactly represent more distributions than SPNs, this potential is hampered by the need of approximate inference. Proper comparison between the two model classes is a fascinating question both theoretically and empirically.
