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Resumo
A classificac¸a˜o de cenas e´ um campo bastante popular na a´rea de visa˜o computacional
e encontra diversas aplicac¸o˜es tais como: organizac¸a˜o e recuperac¸a˜o de imagem baseada
em conteu´do, localizac¸a˜o e navegac¸a˜o de roboˆs. No entanto, a classificac¸a˜o automa´tica de
cenas e´ uma tarefa desafiadora devido a diversos fatores, tais como, ocorreˆncia de oclusa˜o,
sombras, reflexo˜es e variac¸o˜es nas condic¸o˜es de iluminac¸a˜o e escala.
Dentre os trabalhos que objetivam solucionar o problema da classificac¸a˜o automa´tica de
cenas, esta˜o aqueles que utilizam transformadas na˜o-parame´tricas e aqueles que teˆm obtido
melhora no desempenho de classificac¸a˜o atrave´s da explorac¸a˜o da informac¸a˜o contextual.
Desse modo, esse trabalho propo˜e dois descritores de imagens que associam informac¸a˜o
contextual, ou seja, informac¸a˜o advinda de regio˜es vizinhas, a um tipo de transformada
na˜o-parame´trica. O objetivo e´ propor uma abordagem que na˜o eleve demasiadamente
a dimensa˜o do vetor de caracter´ısticas e que na˜o utilize a te´cnica de representac¸a˜o
intermedia´ria bag-of-features, diminuindo, assim, o custo computacional e extinguindo a
necessidade de informac¸a˜o de paraˆmetros, o que possibilita a sua utilizac¸a˜o por usua´rios
que na˜o possuem conhecimento na a´rea de reconhecimento de padro˜es.
Assim, sa˜o propostos os descritores CMCT (Transformada Census Modificada Contextual)
e ECMCT (CMCT Estendido) e seus desempenhos sa˜o avaliados em quatro bases de dados
pu´blicas. Sa˜o propostas tambe´m cinco variac¸o˜es destes descritores (GistCMCT, GECMCT,
GistCMCT-SM, ECMCT-SM e GECMCT-SM), obtidas atrave´s da associac¸a˜o de cada um
deles com outros descritores. Os resultados obtidos nas quatro bases de dados mostram
que as representac¸o˜es propostas sa˜o competitivas, e que provocam um aumento nas taxas
de classificac¸a˜o, quando comparados com outros descritores.
Abstract
Scene classification is a very popular topic in the field of computer vision and it has many
applications, such as, content-based image organization and retrieval and robot navigation.
However, scene classification is quite a challenging task, due to the occurrence of occlusion,
shadows and reflections, illumination changes and scale variability.
Among the approaches to solve the scene classification problems are those that use non-
parametric transform and those that improve classification results by using contextual
information. Thus, this work proposes two image descriptors that associate contextual
information, from neighboring regions, with a non-parametric transforms. The aim is to
propose an approach that does not increase excessively the feature vector dimension and
that does not use the bag-of-feature method. In this way, the proposals descrease the
computational costs and eliminate the dependence parameters, which allows the use of
those descriptors in applications for non-experts in the pattern recognition field.
The CMCT and ECMCT descriptors are presented and their performances are evalu-
ated, using four public datasets. Five variations of those descriptors are also proposed
(GistCMCT, GECMCT, GistCMCT-SM, ECMCT-SM e GECMCT-SM), obtained through
their association with other approaches. The results achieved on four public datasets show
that the proposed image representations are competitive and lead to an increase in the
classification rates when compared to others descriptors.
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1 Introduc¸a˜o
Classificar uma cena consiste em associar automaticamente uma imagem a um
ro´tulo considerando o seu conteu´do visual. Assim, neste contexto, uma classe ou categoria
e´ definida como um grupo ou uma divisa˜o que apresenta caracter´ısticas semelhantes. A
classificac¸a˜o de cenas e´ um campo bastante popular na a´rea de visa˜o computacional e
encontra diversas aplicac¸o˜es tais como: organizac¸a˜o e recuperac¸a˜o de imagem baseada em
conteu´do, tratamento de imagens e navegac¸a˜o de roboˆs.
Com a popularizac¸a˜o das caˆmeras digitais, as bibliotecas visuais teˆm crescido
rapidamente, fazendo com que a organizac¸a˜o e recuperac¸a˜o manual desse tipo de informac¸a˜o
se torne mais dif´ıcil a cada dia. Desse modo, conhecer a categoria semaˆntica de uma cena
pode ser muito u´til para organizar e acessar essa grande quantidade de dados tanto na
Internet quanto nos computadores pessoais, tablets ou smartphones. Desse modo, quando
se tem, por exemplo, o conhecimento de como se constitui uma cena de floresta, fica mais
fa´cil encontrar as fotos “caminhada na floresta”.
Me´todos tradicionais de recuperac¸a˜o indexam imagens atrave´s da associac¸a˜o manual
de ro´tulos, o que e´ bastante ineficiente para grandes bases de dados. Assim, se o dado
visual puder ser categorizado automaticamente de acordo com o seu conteu´do a eficieˆncia
da aplicac¸a˜o pode ser aumentada.
O conhecimento sobre a categoria de cena pode ajudar tambe´m no tratamento
de imagens (SZUMMER; PICARD, 1998). O balanceamento de cores em uma foto de
poˆr-do-sol, onde o excesso da cor amarela e´ bem-vindo, deve ser diferente do balanceamento
realizado na imagem de um quarto capturada sob uma luz incandescente e sem a utilizac¸a˜o
de flash, onde a reduc¸a˜o do aspecto amarelado melhora a foto. Dessa forma, conhecendo a
categoria da cena, o algoritmo pode realizar um tratamento diferenciado para cada classe,
ao inve´s de ajustar todas as imagens usando um u´nico padra˜o, obtendo assim resultados
mais satisfato´rios.
A identificac¸a˜o da categoria semaˆntica pode ainda oferecer novas capacidades
para aplicac¸o˜es de movimentac¸a˜o de roboˆs autoˆnomos (WU; REHG, 2008). Ser capaz de
classificar um ambiente em uma categoria torna poss´ıvel para um roboˆ determinar a sua
utilizac¸a˜o, ale´m de fornecer um forte indicativo de que objetos podera˜o ser encontrados
no mesmo. Assim, um roboˆ que executa servic¸os dome´sticos sera´ capaz de identificar
uma cozinha, mesmo sem conhecer a casa previamente, e pode prever que nesse ambiente
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encontrara´ pratos, por exemplo.
1.1 Dificuldades na Classificac¸a˜o de Cenas
Para o ser humano, o entendimento de uma cena do mundo real ocorre de forma
ra´pida e precisa. No´s podemos determinar rapidamente a classe de uma cena, mesmo
sem assimilar todos os detalhes presentes. Para os sistemas automa´ticos, no entanto, a
classificac¸a˜o de cenas e´ uma tarefa desafiadora devido a diversos fatores.
Ha´ a chance de ocorreˆncia de sombras e reflexo˜es. Na˜o ha´ uma certeza sobre a
presenc¸a e disposic¸a˜o dos elementos nas cenas de uma determinada categoria e, ainda ha´
a possibilidade de oclusa˜o parcial dos elementos presentes, fatos que geram uma grande
variedade intraclasse. Por exemplo, na Figura 1, sa˜o apresentadas duas cenas da classe
“Sala de Estar” e, apesar dos dois exemplos pertencerem a` mesma classe, a disposic¸a˜o dos
objetos neles presentes sa˜o distintas. Ale´m disso, nem todos os elementos que aparecem em
uma cena aparecem na outra. Ainda, a mesa de centro, que fornece uma pista forte sobre
o ambiente, esta´ oclusa na cena da esquerda sendo dif´ıcil identifica´-la. Um outro motivo
para o aumento da variabilidade intraclasse e´ a variac¸a˜o na perspectiva da foto, uma vez
que a possibilidade de retratar uma cena atrave´s de diversos pontos de vista influencia
nos elementos presentes e em suas disposic¸o˜es na cena. Existe tambe´m a variabilidade
interclasse, ja´ que existem classes que sa˜o bastante similares, podendo causar confusa˜o
entre cenas de categorias diferentes, como acontece na Figura 2, que pertence a` classe
“Autoestrada”, mas que poderia pertencer a` classe “Montanha”, por exemplo.
Adiciona-se a essas dificuldades o problema da variac¸a˜o nas condic¸o˜es de iluminac¸a˜o,
ja´ que a iluminac¸a˜o pode destacar alguns elementos enquanto esconde outros. E´ o caso
das imagens da classe “Costa” apresentadas na Figura 3, onde a iluminac¸a˜o na imagem a`
esquerda torna o ce´u preto e sem nenhum detalhe, mas destaca as nuvens na imagem a`
direita. A variac¸a˜o nas condic¸o˜es de escala tambe´m traz transtornos a` classificac¸a˜o, pois
altera a apresentac¸a˜o dos elementos em cena. A Figura 4 exemplifica essa situac¸a˜o exibindo
imagens da classe “Pre´dio Alto”. Na imagem a` esquerda, ha´ pre´dios ta˜o pro´ximos que na˜o
e´ poss´ıvel observar os seus topos, ja´ na imagem a` direita, retratada a uma distaˆncia maior,
e´ poss´ıvel visualizar os topos de todos os pre´dios. Um outro fator que tambe´m dificulta a
classificac¸a˜o de cenas e´ a rotac¸a˜o da caˆmera, uma vez que essa ac¸a˜o gera apresentac¸o˜es
diferentes dos elementos presentes nas cenas.
Ale´m dos problemas citados, ha´ ainda outros fatores relacionados com a percepc¸a˜o
humana: a ambiguidade e subjetividade do observador. A acura´cia do classificador depende
da consisteˆncia e da acura´cia da anotac¸a˜o manual. Todos esses fatores representam um
se´rio desafio mesmo para as estrate´gias de reconhecimento mais sofisticadas.
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Figura 1 – Cenas da classe “Sala de Estar” retirados da base de dados de 15 categorias de
cenas (LAZEBNIK; SCHMID; PONCE, 2006).
Figura 2 – Cena da classe “Autoestrada” retirada da base de dados de 15 categorias de
cenas (LAZEBNIK; SCHMID; PONCE, 2006).
Figura 3 – Imagens da classe “Costa” retiradas da base de dados de 15 categorias de cenas
(LAZEBNIK; SCHMID; PONCE, 2006).
1.2 Trabalhos Relacionados
Ao longo dos anos, va´rias te´cnicas foram propostas para resolver o problema de
classificac¸a˜o de cenas. As abordagens mais tradicionais utilizam caracter´ısticas de baixo
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Figura 4 – Imagens da classe “Pre´dio Alto” retiradas da base de dados de 15 categorias
de cenas (LAZEBNIK; SCHMID; PONCE, 2006).
n´ıvel, tais como cor e textura. Essas caracter´ısticas sa˜o extra´ıdas da imagem como um
todo e cada imagem e´ representada por elas. Tal abordagem e´ chamada de representac¸a˜o
global.
Em Gorkani e Picard (1994), as piraˆmides de orientac¸a˜o multiescalares, uma
representac¸a˜o de textura, sa˜o utilizadas para classificar imagens em duas classes: “Cidade”
e “Subu´rbio”. Para isso, as informac¸o˜es sobre orientac¸a˜o sa˜o extra´ıdas atrave´s de mu´ltiplas
escalas e, enta˜o, combinadas para encontrar a orientac¸a˜o perceptivelmente dominante.
Shen, Shepherd e Ngu (2005) propo˜em o framework CMVF (Combined Multi-Visual
Features), um me´todo h´ıbrido na˜o-linear para reduc¸a˜o da dimensa˜o de combinac¸o˜es de
caracter´ısticas, e considera quatro tipos de caracter´ısticas: cores, utilizando um histograma
de cores obtido no espac¸o de cor LUV (espac¸o de cor projetado para se aproximar de um
espac¸o de cor perceptualmente uniforme); textura, extra´ıda atrave´s de me´todos baseados
em filtros de Gabor para 6 frequeˆncias distintas; forma, representada atrave´s de um
histograma de direc¸a˜o de bordas, obtidas atrave´s do operador Canny, e layout de cor.
Vailaya et al. (1999) tratam da classificac¸a˜o hiera´rquica de imagens de fe´rias
e utilizam representac¸o˜es distintas para cada n´ıvel hiera´rquico. As caracter´ısticas por
eles utilizadas variam de acordo com as classes abordadas. Por exemplo, para classificar
uma cena como “Interna” ou “Externa”, eles utilizam sub-blocos de tamanho 10 x 10 de
momentos de cores no espac¸o LUV; ja´ para a classes “Paisagem” e “Cidade”, histograma
de direc¸o˜es de bordas e vetor de coereˆncia, que classifica cada pixel como coerente (parte
de um grande componente conectado) ou na˜o.
Chang et al. (2003) propo˜em um procedimento para atribuir ro´tulos semaˆnticos, o
CBSA (Content-Based Soft Annotation), e para representac¸a˜o de imagens utilizam cor e
textura. Os autores trabalham com multirresoluc¸a˜o e, para obter as caracter´ısticas de cor,
dividem as cores em 12 segmentos, 11 para as cores mais comuns em todas as culturas
(preto, branco, vermelho, verde, amarelo, azul, marrom, pu´rpura, rosa, laranja e cinza) e
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um para as demais. Nas resoluc¸o˜es mais grosseiras, as cores sa˜o caracterizadas por ma´scaras
de 12 bits. Nas resoluc¸o˜es mais finas, sa˜o consideradas oito caracter´ısticas de cor adicionais:
histograma de cores, me´dia das cores nos canais H, S e V (Hue, Saturation e Value -
matiz, saturac¸a˜o e valor), variaˆncia das cores nos canais H, S e V e duas caracter´ısticas de
forma, ambas baseadas em momento: alongamento da cor, que caracteriza a forma da cor,
e dispersa˜o, que indica o quanto a cor se espalha dentro da imagem. Para a representac¸a˜o
de textura, os autores optaram pela transformada discreta wavelet.
Ainda utilizando caracter´ısticas de baixo n´ıvel, alguns me´todos empregam abor-
dagens locais, onde a imagem e´ dividida em blocos que sa˜o representados por suas
caracter´ısticas. Cada bloco e´ enta˜o classificado em uma certa categoria e finalmente a
imagem e´ categorizada a partir das categorias de suas partes. Szummer e Picard (1998)
trabalham com treˆs tipos de caracter´ısticas: cor, textura e informac¸a˜o de frequeˆncia. As
imagens sa˜o classificadas em duas categorias: ambiente interno e externo. A caracter´ıstica
de cor e´ representada atrave´s de um histograma de cores e tem 32 diviso˜es por canal.
Cada canal e´ representado pelo espac¸o de cor Ohta (OHTA; KANADE; SAKAI, 1980). As
caracter´ısticas de textura sa˜o obtidas atrave´s do MSAR (Multiresolution Simultaneous Au-
toregressive model), extra´ıdas a partir das imagens em escalas de cinza em duas resoluc¸o˜es.
As caracter´ısticas de frequeˆncia sa˜o obtidas, primeiro, atrave´s do ca´lculo da magnitude
da transformada de Fourier Discreta 2D e, depois, obtendo a transformada discreta do
cosseno 2D. Todos os ca´lculos sa˜o feitos em blocos de tamanho 8 x 8 pixeis e, em cada
regia˜o, a me´dia dos resultados e´ calculada.
A grande desvantagem dos me´todos que utilizam caracter´ısticas de baixo-n´ıvel e´ que
eles oferecem uma representac¸a˜o de imagem muito simples. O principal inconveniente em
utilizar esse tipo de representac¸a˜o e´ que, quando ha´ uma grande variabilidade intraclasse,
ele na˜o e´ suficiente para discriminar as diferentes categorias. Desse modo, esses me´todos teˆm
sido utilizados apenas para classificar as imagens em um pequeno nu´mero de categorias.
Uma outra abordagem para representac¸a˜o de cenas e´ atrave´s do uso de concei-
tos intermedia´rios. Vogel e Schiele (2007) utilizam a modelagem semaˆntica local para
representac¸a˜o de cenas naturais. A abordagem proposta classifica regio˜es da imagem em
classes de conceitos semaˆnticos, tais como, a´gua, pedra e folhagem. A imagem e´ enta˜o
representada atrave´s da frequeˆncia de ocorreˆncia desses conceitos semaˆnticos locais. Os
conceitos sa˜o extra´ıdos de grids regulares de regio˜es 10 x 10 e sa˜o classificados atrave´s
do classificador SVM (Support Vector Machine). O melhor resultado de classificac¸a˜o de
conceitos e´ obtido com a concatenac¸a˜o do histograma de cores no espac¸o HSV, com 84
diviso˜es, do histograma de direc¸a˜o de bordas, com 72 diviso˜es, e 24 caracter´ısticas extra´ıdas
da matriz de coocorreˆncia de n´ıveis de cinza.
Em Fredembach, Schroder e Susstrunk (2004), a imagem e´ segmentada em diversas
regio˜es e, usando caracter´ısticas espec´ıficas, as regio˜es sa˜o classificadas em diversas classes
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semaˆnticas. O resultado da classificac¸a˜o das regio˜es e´ utilizado para obter a classificac¸a˜o
da imagem. Para a segmentac¸a˜o, os autores utilizam o algoritmo k-means e as regio˜es
sa˜o representadas pelos eigenregions obtidos atrave´s da aplicac¸a˜o do PCA (Principal
Component Analysis) nas regio˜es segmentadas.
Em Luo, Savakis e Singhal (2005), uma abordagem h´ıbrida foi proposta, atrave´s
da fusa˜o de caracter´ısticas de baixo n´ıvel e semaˆnticas. A Figura 5 exibe a estrutura
geral proposta. Dois conjuntos de caracter´ısticas sa˜o extra´ıdos da imagem: caracter´ısticas
de baixo-n´ıvel (por exemplo, cor, textura e bordas) e objetos semaˆnticos (como grama
e ce´u), que podem ser extra´ıdos automaticamente. Os vetores concatenados sa˜o, enta˜o,
apresentados a uma ma´quina de infereˆncia que produz predicados semaˆnticos, utilizados
na decisa˜o entre as classes, que, no caso sa˜o, “Ambiente Interno” e “Externo”.
Figura 5 – Estrutura geral para o entendimento semaˆntico da imagem (LUO; SAVAKIS;
SINGHAL, 2005).
Oliva e Torralba (2001) propuseram um modelo computacional de reconhecimento de
cenas do mundo real que utiliza um n´ıvel semaˆntico intermedia´rio, as dimenso˜es perceptuais,
para identificar o gist da cena, isto e´, a informac¸a˜o significativa que um observador pode
perceber a partir de uma visualizac¸a˜o ra´pida da cena (POTTER, 1975). Esse modelo
considera a cena como um objeto u´nico (abordagem hol´ıstica) e estima a sua estrutura
atrave´s de dimenso˜es perceptuais (naturalidade, abertura, irregularidade, expansa˜o e
rugosidade), gerando, assim, um espac¸o multidimensional no qual cenas pertencentes a
uma mesma classe sa˜o projetadas em a´reas pro´ximas. O conjunto de dimenso˜es perceptuais
e´ conhecido como Envelope Espacial. No entanto, como tenta construir o “gist da cena”,
esse me´todo e´ comumente referenciado como gist na literatura. As dimenso˜es perceptuais
podem ser estimadas atrave´s da representac¸a˜o espectral. Em Oliva e Torralba (2001), elas
foram estimadas a partir da estat´ıstica de segunda ordem (DST - Discriminant Spectral
Templates) e a partir do arranjo espacial das estruturas na cena (WDST - Windowed
Discriminant Spectral Template). Em Oliva e Torralba (2006), os autores afirmam que uma
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cena pode ser representada por uma combinac¸a˜o de caracter´ısticas globais e que uma opc¸a˜o
de representac¸a˜o e´ a combinac¸a˜o ponderada da sa´ıda de bancos de filtros multiescalares e
multiorientados, como os filtros de Gabor. Assim, as sa´ıdas dos filtros sa˜o divididas em
grids de tamanho N x N e, dentro de cada bloco, a intensidade me´dia e´ calculada para
representar a caracter´ıstica naquele bloco.
Em Liu, Kiranyaz e Gabbouj (2012), propoˆs-se uma melhoria nos resultados
do descritor gist utilizando o particionamento radial angular - ARP (Angular Radial
Partitioning). Dessa forma, ao inve´s de obterem a me´dia dentro de cada bloco no grid
N x N, como mencionado anteriormente, os autores particionam cada bloco dentro de A
diviso˜es utilizando o ARP. Como justificativa, os autores alegam que o algoritmo proposto
na˜o so´ delineia a estrutura de um bloco, como tambe´m oferece margem de manobra para
liberdade espacial.
Uma deficieˆncia na utilizac¸a˜o dos conceitos intermedia´rios e´ a necessidade de suas
anotac¸o˜es manuais, o que envolve va´rias horas de trabalho. Ale´m disso, na maioria das
abordagens, ha´ a necessidade da classificac¸a˜o de regio˜es em conceitos intermedia´rios, e,
como a classificac¸a˜o da imagem e´ baseada nas ocorreˆncias desses conceitos, a classificac¸a˜o
errada de regio˜es pode culminar na classificac¸a˜o errada da cena.
Evitando a anotac¸a˜o manual das imagens de treinamento, mas ainda adotando
os conceitos intermedia´rios, surgiram diversas abordagens que utilizam a te´cnica bag-
of-features (tambe´m conhecida como bag-of-visterms ou bag-of-words). Inspirada nas
te´cnicas de recuperac¸a˜o de informac¸a˜o, a abordagem bag-of-features, ilustrada na Figura
6, representa a imagem como uma colec¸a˜o de patches locais que podem ser amostrados
densamente ou a partir de pontos de interesse (patches salientes da imagem) detectados.
Da´ı, e´ feita a extrac¸a˜o de caracter´ısticas desses patches atrave´s de algum descritor. As
caracter´ısticas extra´ıdas sa˜o, enta˜o, quantizadas e geram as palavras visuais por meio de
um algoritmo de agrupamento. A representac¸a˜o final da imagem e´ dada atrave´s de um
histograma de palavras visuais. Um descritor bastante popular neste tipo de abordagem e´
o SIFT (Scale Invariant Feature Transform) (LOWE, 1999), que transforma a imagem em
uma grande colec¸a˜o de vetores locais, cada qual invariante a` translac¸a˜o, escala e rotac¸a˜o e
parcialmente invariante a mudanc¸as na iluminac¸a˜o.
Fei-Fei e Perona (2005) propuseram uma abordagem onde a imagem e´ representada
por uma colec¸a˜o de palavras visuais, e cada palavra visual e´ representada como parte
de um tema. A distribuic¸a˜o dos temas, bem como a distribuic¸a˜o das palavras visuais
dentro dos temas sa˜o aprendidas de maneira automa´tica (sem supervisa˜o) atrave´s de
uma modificac¸a˜o do modelo LDA (Latent Dirichlet Allocation), um modelo probabil´ıstico
generativo (isto e´, que explica um conjunto de dados observados atrave´s de paraˆmetros na˜o
observa´veis), proposto por Blei, Ng e Jordan (2003) para representar e aprender modelos
de documentos.
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Figura 6 – Abordagem bag-of-features.
Em Quelhas et al. (2005) e Quelhas et al. (2007), foi proposto o bag-of-visterms
(BOV). Nessa abordagem, primeiro, os descritores locais sa˜o quantizados em palavras
visuais, as quais sa˜o chamadas de termos visuais (visterms). Afim de fornecer informac¸a˜o do
layout espacial e tratar os sinoˆnimos (va´rias palavras visuais podem representar um mesmo
conteu´do de cena) e a polissemia (uma u´nica palavra visual pode representar diferentes
conteu´dos de cena), os autores utilizam o PLSA (Probabilistic Latent Semantic Analysis)
(HOFFMAN, 2001), um modelo probabil´ıstico generativo, e, tambe´m, modelaram imagens
como sendo uma mistura de to´picos aprendidos automaticamente.
A te´cnica de bag-of-features representa a imagem como uma colec¸a˜o desordenada de
caracter´ısticas locais e, portanto, na˜o considera a informac¸a˜o espacial. Para aproveitar esse
tipo de informac¸a˜o, Lazebnik, Schmid e Ponce (2006) propuseram o SPM (Spatial Pyramid
Matching) um me´todo que realiza particionamentos consecutivos da imagem em sub-regio˜es
cada vez mais finas e calcula o histograma dentro de cada uma delas. Os histogramas
sa˜o enta˜o ponderados utilizando-se o me´todo pyramid matching kernel (GRAUMAN;
DARRELL, 2007). Ergul e Arica (2010) propuseram um me´todo que combina o SPM e
o PLSA. O esquema, chamado de PLSA em Cascata, executa o PLSA em um sentido
hiera´rquico depois que o bag-of-features e´ extra´ıdo a partir de paches locais amostrados
densamente. A informac¸a˜o do layout espacial e´ associada atrave´s da divisa˜o da imagem em
regio˜es sobrepostas em diferentes n´ıveis de resoluc¸a˜o e da implementac¸a˜o de um modelo
PLSA para cada regia˜o individualmente.
Partindo da hipo´tese de que as caracter´ısticas da imagem em torno das regio˜es
de interesse podem oferecer uma informac¸a˜o u´til ou uma pista sobre a regia˜o, Qin e
Yung (2010) propuseram uma extensa˜o do bag-of-features. Baseado no aprendizado na˜o-
supervisionado, o me´todo introduz informac¸a˜o contextual nas regio˜es de interesse a partir
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de regio˜es vizinhas e de regio˜es em escalas de menor resoluc¸a˜o. A informac¸a˜o vinda das
regio˜es de fora da regia˜o de interesse sa˜o chamadas de contexto e as palavras visuais
representadas dessas maneira sa˜o chamadas de palavras visuais contextuais. O objetivo de
introduzir a informac¸a˜o contextual e´ reduzir a ambiguidade das palavras visuais utilizadas
para representar as regio˜es locais. A Figura 7 apresenta os pontos amostrados dos patches
em diferentes escalas e apresenta um exemplo de regia˜o de onde vem o contexto das escalas
mais grossas e exemplos das regio˜es de onde vem o contexto das regio˜es vizinhas. Os
patches sa˜o amostrados densamente em cada n´ıvel da escala.
Figura 7 – Os pontos de amostragem dos patches de imagem em diferentes escalas e a
localizac¸a˜o das regio˜es que formam o contexto a partir da escala mais grosseira
e da vizinhanc¸a (QIN; YUNG, 2010) .
Tambe´m utilizando a estrate´gia de inserir informac¸a˜o contextual, Liu, Xu e Feng
(2011) propuseram o me´todo Region Contextual Visual Words, que integra informac¸a˜o
contextual na abordagem bag-of-features, e, com esse fim, apresentaram o modelo Region
Conditional Random Fields, no qual o aprendizado de cada palavra visual depende das
demais palavras visuais existentes na regia˜o. O objetivo do me´todo e´ diferenciar patches
que possuem apareˆncia semelhante, mas conceitos semaˆnticos distintos, visto que esses
casos na˜o sa˜o captados pelo me´todo tradicional, pois as palavras visuais sa˜o constru´ıdas
de forma independente.
Li et al. (2011) apresentaram o bag-of-words contextual, CBoW (Contextual Bag-
of-Words), uma representac¸a˜o que modela dois tipos de relac¸o˜es contextuais t´ıpicas entre
patches locais: a relac¸a˜o semaˆntica conceitual e a relac¸a˜o da vizinhanc¸a espacial. Para
modelar a relac¸a˜o semaˆntica conceitual, as palavras visuais sa˜o agrupadas em va´rios n´ıveis
semaˆnticos de acordo com similaridade de distribuic¸a˜o de classe induzidas por elas, medida
pela divergeˆncia Kullback e Leibler (1951). Para explorar a relac¸a˜o espacial da vizinhanc¸a,
uma te´cnica de extrac¸a˜o automa´tica de termos e´ adotada para medir a certeza de que
as palavras visuais vizinhas sa˜o relevantes. Grupos de palavras com alta relevaˆncia sa˜o
usados e suas estat´ısticas sa˜o incorporadas na representac¸a˜o bag-of-features.
Bolovinou, Pratikakis e Perantonis (2013) propuseram o me´todo Bag of spatio-
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visual words para a infereˆncia de contexto na classificac¸a˜o de cenas. Nesse me´todo um
espac¸o de caracter´ısticas de palavras visuais e´ constru´ıdo e cada imagem e´ representada
por um histograma de palavras visuais e, em paralelo, e´ obtida a representac¸a˜o da imagem
atrave´s de um agrupamento ordenado de palavras visuais. Desse modo, um espac¸o de
caracter´ısticas de palavras visuais espaciais (spatio-visual words) e´ constru´ıdo contendo
conjuntos ordenados localmente de palavras visuais. Cada imagem e´ representada por um
histograma de palavras visuais espaciais.
Apesar de seus resultados inspiradores, a abordagem bag-of-features tem alguns
problemas. O primeiro deles diz respeito ao custo computacional, uma vez que e´ preciso
obter inicialmente os descritores locais, e os melhores desempenhos ocorrem quando estes
sa˜o amostrados densamente, e, depois, submeteˆ-los a um algoritmo de agrupamento, o que
gera um processamento considera´vel. Um outro problema e´ o nu´mero de palavras visuais
utilizadas. Esse paraˆmetro influencia no desempenho da classificac¸a˜o e varia de acordo
com o conjunto de dados. Esse problema e´ agravado nos modelos de aspecto latente como
o PLSA e o LDA onde o nu´mero de to´picos tambe´m deve ser especificado.
Recentemente, Wu e Rehg (2011) propuseram o CENTRIST (CENsus TRansform
hISTogram), que representa a imagem atrave´s de um histograma de valores obtidos atrave´s
da aplicac¸a˜o da transformada census (ZABIH; WOODFILL, 1994), uma transformada local
na˜o-parame´trica, em janelas de pixeis de tamanho 3 x 3. Nesse mesmo trabalho, tambe´m
foi proposto o spatial PACT (spatial Principal Component Analysis of Census Transform)
que utiliza o me´todo de piraˆmide espacial (SPM) combinado com o CENTRIST. Meng,
Wang e Wu (2012), por sua vez, propuseram uma versa˜o estendida do histograma de
transformada census, incluindo a diferenc¸a local de sinal e a informac¸a˜o de magnitude no
ca´lculo da transformada.
Como dito anteriormente, uma das necessidades a serem atendidas com a classi-
ficac¸a˜o automa´tica de cenas e´ a organizac¸a˜o de imagens, seja na internet ou em com-
putadores pessoais. Os me´todos propostos na literatura, visando o alcance de taxas de
reconhecimento cada vez mais altas, tornaram-se bastante complexos, exigindo que os
operadores dos sistemas de classificac¸a˜o tenham conhecimentos espec´ıficos, como o conceito
de palavras visuais ou to´picos. Esses me´todos, portanto, sa˜o invia´veis para o uso em
aplicac¸o˜es voltadas para computadores ou dispositivos pessoais, dos quais grande parte
dos usua´rios e´ totalmente leiga nos assuntos ligados ao reconhecimento de padro˜es. Ale´m
disso, ha´ um custo computacional relevante associado a tais me´todos. Os me´todos mais
simples, por sua vez, sa˜o capazes de classificar em poucas classes, o que tambe´m na˜o e´
via´vel diante do volume de imagens criadas a cada dia.
A utilizac¸a˜o de transformac¸o˜es locais na˜o-parame´tricas para a representac¸a˜o de
imagens, como proposto por Wu e Rehg (2011), leva a resultados de classificac¸a˜o com-
petitivos e diminui a necessidade de um conhecimento avanc¸ado por parte dos usua´rios
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do sistema de classificac¸a˜o, visto que a quantidade de paraˆmetros necessa´rios e´ pequena.
Ale´m disso, esse me´todo apresenta baixa complexidade computacional.
No entanto, o uso da abordagem de piraˆmide espacial realiza a aplicac¸a˜o do PCA,
que e´ uma te´cnica utilizada para diminuir a dimensionalidade dos dados enquanto rete´m a
variac¸a˜o presente nos dado originais. Essa estrate´gia na˜o leva em considerac¸a˜o os grupos
dentro dos dados, visto que e´ uma te´cnica na˜o supervisionada. Assim, apesar de ser poss´ıvel
que grupos separados, aparec¸am nos dados reduzidos, isso nem sempre e´ o caso, e a reduc¸a˜o
de dimensionalidade pode reduzir a existeˆncia de grupos separados, ou seja as escolhas
feitas pelo PCA nem sempre sera˜o as melhores para a discriminac¸a˜o (WEBB, 2002).
Diante do exposto, pode-se notar que a tendeˆncia atual dos trabalhos e´ classificac¸a˜o
por contexto (QIN; YUNG, 2010; LIU; XU; FENG, 2011; LI et al., 2011; BOLOVINOU;
PRATIKAKIS; PERANTONIS, 2013), o que melhora os resultados, mas implica em algo-
ritmos complexos de classificac¸a˜o, pois, ale´m de utilizarem representac¸o˜es intermedia´rias,
atrave´s da te´cnica de bag-of-features, demandam um esforc¸o para identificar as relac¸o˜es
contextuais.
Sendo assim, tem-se aqui um problema a ser tratado: como acrescentar informac¸a˜o
contextual utilizando uma te´cnica que na˜o utilize conceitos intermedia´rios sem elevar
demasiadamente a dimensa˜o do vetor de caracter´ısticas, o que acarretaria no uso de
te´cnicas de reduc¸a˜o de dimensionalidade?
1.3 Objetivos do Trabalho
O objetivo geral deste trabalho e´ propor um descritor eficiente de imagens de cenas
que possibilite a criac¸a˜o de sistemas de classificac¸a˜o em apenas uma classe, incorporando
a informac¸a˜o de contexto, sem ter que elevar demasiadamente a dimensa˜o do vetor
de caracter´ısticas. O dito descritor na˜o deve empregar representac¸o˜es intermedia´rias
como aquelas baseadas em bag-of-features, evitando assim um aumento da complexidade
computacional. Concomitantemente, a presente abordagem na˜o deve necessitar de ajustes
de paraˆmetros de dif´ıcil compreensa˜o por parte de usua´rios leigos na a´rea de reconhecimento
de padro˜es, o que favorece sua aplicabilidade.
Para atingir esse objetivo geral, os seguintes objetivos espec´ıficos sa˜o definidos:
• averiguar se e´ poss´ıvel encontrar, para o problema da classificac¸a˜o de cenas, descritores,
que, quando juntos, alcancem taxas maiores de acerto na classificac¸a˜o;
• o modelo proposto deve ser voltado aos usua´rios de computadores pessoais, ou seja,
deve-se propor um descritor que na˜o necessite que paraˆmetros complexos sejam
informados e que na˜o se exija um grande volume de processamento.
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Para atender o objetivo geral mencionado acima, duas hipo´teses precisam ser
avaliadas:
(i) se e´ poss´ıvel extrair a informac¸a˜o contextual da imagem sem que para isso tenha
que se apelar para o uso de te´cnicas que adotem representac¸o˜es intermedia´rias ou que
exijam entrada de paraˆmetros.
(ii) se a adic¸a˜o da informac¸a˜o contextual melhora a representac¸a˜o da imagem de
forma que resultados competitivos de classificac¸a˜o sejam alcanc¸ados, mesmo quando mais
de duas classes esta˜o envolvidas.
1.4 Contribuic¸o˜es
• Proposta de um descritor de imagens de baixa complexidade, por fazer uso de ca´lculos
simples, de melhor usabilidade, quando comparado com os me´todos existentes na
literatura, e que apresenta resultados de classificac¸a˜o competitivos;
• Aumento da informac¸a˜o sobre textura na representac¸a˜o de imagens atrave´s da
introduc¸a˜o de informac¸a˜o contextual;
• Explorac¸a˜o da informac¸a˜o de contraste associada a` informac¸a˜o espacial com intuito
de obter uma representac¸a˜o de imagem mais eficiente para a classificac¸a˜o;
• Obtenc¸a˜o de taxas de classificac¸a˜o competitivas atrave´s da combinac¸a˜o de te´cnicas
de representac¸a˜o de imagens distintas.
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1.6 Organizac¸a˜o do Trabalho
Este trabalho foi dividido em seis cap´ıtulos descritos a seguir.
No Cap´ıtulo 1, foi apresentado o problema, os trabalhos relacionados e o objetivo
do trabalho.
No Cap´ıtulo 2, e´ apresentado o descritor Transformada Census Modificada Con-
textual - CMCT (Contextual Modified Census Transform), um descritor que associa
informac¸o˜es sobre as estruturas locais com informac¸a˜o contextual.
O Cap´ıtulo 3 propo˜e a utilizac¸a˜o do descritor CMCT com outras duas abordagens,
apresentando assim, dois novos me´todos para representac¸a˜o da imagem: o GistCMCT e o
GistCMCT combinado com o spatial MCT.
O Cap´ıtulo 4 apresenta o descritor CMCT Estendido juntamente com a sua
combinac¸a˜o com outras abordagens.
No Cap´ıtulo 5, sa˜o apresentados os experimentos em quatro bases de dados pu´blicas
e os resultados sa˜o discutidos.
Finalmente, no Cap´ıtulo 6, esta˜o as concluso˜es e os trabalhos futuros.
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2 Transformada Census Modificada Contex-
tual (CMCT)
Neste cap´ıtulo, e´ proposto o descritor Transformada Census Modificada Contextual (CMCT
- Contextual Modified Census Transform). O CMCT e´ um descritor hol´ıstico (ou seja,
na˜o divide a imagem em objetos ou regio˜es) inspirado no CENTRIST (WU; REHG,
2011), que leva em considerac¸a˜o o contexto na representac¸a˜o das estruturas presentes nas
janelas utilizadas no ca´lculo da transformada na˜o-parame´trica. Por contexto, entende-se
as estruturas contidas em janelas vizinhas.
O CMCT captura as propriedades estruturais da imagem, assim como o CENTRIST.
Entretanto, diferentemente do CENTRIST, o CMCT adiciona informac¸a˜o sobre a regia˜o
em torno das estruturas locais, modelando as estruturas locais formadas por estruturas
locais vizinhas, atrave´s de uma abordagem recursiva. Assim, a informac¸a˜o de contexto
e´ introduzida a partir da comparac¸a˜o da estrutura contida na janela central com as
estruturas contidas nas janelas que a cercam.
Primeiro, sera˜o expostas as te´cnicas que foram utilizadas para a obtenc¸a˜o da Trans-
formada Census Modificada Contextual e, depois o descritor proposto sera´ apresentado.
2.1 A Transformada Census
A transformada census (CT - Census Transform) (ZABIH; WOODFILL, 1994) e´
uma transformada local na˜o-parame´trica proposta originalmente para estabelecer corres-
pondeˆncia entre patches de imagens. Transformadas na˜o-parame´tricas locais se baseiam na
ordem relativa das intensidades dos pixeis e na˜o nos valores da intensidade diretamente.
Assim, a transformada census, C(x), compara o valor da intensidade de um pixel com a
intensidade dos pixeis vizinhos. Se a intensidade do pixel central e´ maior ou igual a do seu
vizinho um bit 1 e´ colocado no local correspondente. Caso contra´rio, e´ colocado um bit
zero, como apresentado a seguir
C(x) = ⊗
y∈N (x)
ζ(I(x), I(y)), ζ(m,n) =
 1, m ≥ n0, c.c. (2.1)
onde I(x) e´ o valor da intensidade do pixel central na posic¸a˜o x, I(y) e´ o valor da
intensidade do pixel na posic¸a˜o y, ⊗ indica a operac¸a˜o de concatenac¸a˜o e N (x) define a
vizinhanc¸a local do pixel na posic¸a˜o x. Se uma vizinhanc¸a de tamanho 3 x 3 e´ utilizada,
considerando-se que x /∈ N (x), os 8 bits gerados pelas comparac¸o˜es de intensidade podem
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ser colocados em qualquer ordem (neste trabalho, eles foram selecionados da esquerda
para direita e de cima para baixo) e convertidos em um nu´mero na base decimal entre 0 e
255, chamado de valor CT.
Como o valor CT na˜o e´ um n´ıvel de intensidade e todos os bits em C(x) teˆm o mesmo
n´ıvel de significaˆncia, ele pode ser interpretado como um ı´ndice das estruturas definidas
em N (x) com o centro igual a zero. O processo como um todo pode ser pensado como um
filtro na˜o-linear onde a imagem de entrada e´ associada ao ı´ndice da melhor estrutura para
representar aquele pedac¸o da imagem (FROBA; ERNST, 2004). A Figura 8 apresenta
seis poss´ıveis estruturas de tamanho 3 x 3 pixeis. Como a comparac¸a˜o e´ feita com o pixel
central, e em todos os exemplos ele tem valor 0 (zero), as seguintes sequeˆncias de bits sa˜o
geradas: 11100000, 11100111, 11110100, 00101111, 01000110, 00101110, considerando as
estruturas da esquerda para direita e de cima para baixo. Assim, cada estrutura recebe um
valor CT diferente, ou seja, e´ associada a um ı´ndice diferente. Sendo, portanto, consideradas
como estruturas diferentes.
Figura 8 – Exemplos de padro˜es de pixeis que geram valores CT distintos. As seguin-
tes sequeˆncias sa˜o geradas (de cima para baixo e da esquerda para direita):
11100000, 11100111, 11110100, 00101111, 01000110, 00101110
Aproximadamente ao mesmo tempo que a transformada census foi introduzida por
Zabih e Woodfill (1994), o operador LBP (Local Binary Pattern) foi introduzido por Ojala,
Pietika¨inen e Harwood (1996), com o objetivo de descrever padro˜es bina´rios locais em
texturas. Esse operador tambe´m mapeia a vizinhanc¸a local de um pixel em uma sequeˆncia
de bits, a u´nica diferenc¸a em relac¸a˜o a` transformada census e´ a ordem dos bits (MARCEL;
RODRIGUEZ; HEUSCH, 2007).
2.2 CENTRIST
O CENsus TRansfrom hISTogram (CENTRIST) e´ um descritor visual proposto
por Wu e Rehg (2011) para reconhecer locais e cenas. O CENTRIST, H(ct), e´ uma
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representac¸a˜o hol´ıstica que captura propriedades estruturais atrave´s da modelagem de
estruturas locais e pode ser definido da seguinte forma
H(ct) = nct (2.2)
onde ct corresponde ao ct-e´simo valor CT no intervalo [0,255] e nct e´ o nu´mero de
ocorreˆncias do valor ct na imagem. Em outras palavras, o CENTRIST e´ um histograma
de valores CT.
A motivac¸a˜o dos autores ao proporem o CENTRIST foi a criac¸a˜o de um descritor
que capturasse as propriedades estruturais gerais da imagem, tais como formas retangulares,
superf´ıcies lisas, e suprimisse a informac¸a˜o sobre detalhes de textura, ja´ que consideram
que os detalhes da textura contribuem negativamente na etapa de classificac¸a˜o. Para
exemplificar a importaˆncia das propriedades estruturais no reconhecimento de cenas, os
autores aplicaram o filtro Sobel em uma imagem, pois esse filtro e´ utilizado na detecc¸a˜o de
contornos e elimina detalhes de textura. A Figura 9 exibe a imagem pertencente a` classe
“Cozinha” e seus respectivos gradientes Sobel. Observando a imagem apo´s a aplicac¸a˜o do
filtro, e´ poss´ıvel constatar que, apesar da auseˆncia dos detalhes de textura e da acentuac¸a˜o
das estruturas espaciais, um humano ainda e´ capaz de classifica´-la como pertencente a`
classe “Cozinha”.
(a) (b)
Figura 9 – (a) Imagem de uma cozinha. (b) A mesma imagem apo´s filtragem. Imagens
retiradas de Wu e Rehg (2011).
A transformada census utiliza o pixel central como limiar, o que faz com que
diversas estruturas que apresentam combinac¸o˜es distintas de n´ıveis de cinza, mas que
na˜o apresentam uma variac¸a˜o de n´ıveis de cinza muito intensa entre si, sejam mapeadas
em um mesmo padra˜o bina´rio. Assim, a diferenc¸a entre essas estruturas sa˜o ignoradas e,
como o ca´lculo do valor CT e´ feito localmente em janelas de tamanho 3 x 3, tem-se, como
consequeˆncia, a supressa˜o de informac¸o˜es sobre alguns detalhes de textura na representac¸a˜o
produzida pelo CENTRIST. A Figura 10 ilustra essa situac¸a˜o. Nela, sa˜o apresentadas
quatro estruturas de tamanho 3 x 3 pixeis e, apesar das diferentes combinac¸o˜es de n´ıveis
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de cinza, todas essas estruturas sa˜o mapeadas no padra˜o bina´rio “00010110”, ou seja, a
transformada census as considera como sendo iguais.
Figura 10 – Diferentes estruturas que sa˜o mapeadas em um mesmo padra˜o bina´rio pela
transformada census.
Uma vez que, na transformada census, o padra˜o bina´rio e´ o resultado da comparac¸a˜o
de cada pixel na janela com o pixel central e os bits sa˜o gerado de acordo com a posic¸a˜o
de cada pixel na janela, essa operac¸a˜o e´ capaz de detectar superf´ıcies lisas, pois nessa
situac¸a˜o ocorre um grande nu´mero de janela onde na˜o ha´ variac¸a˜o na intensidade dos
pixeis. Portanto, o CENTRIST herda da transformada census a capacidade de mapear
estruturas similares, caracter´ısticas locais da imagem, em um mesmo padra˜o bina´rio, o que
lhe confere certa robustez a iluminac¸a˜o. Isso se deve ao fato de que a transformada census
se vale da ordem relativa das intensidades dos pixeis e na˜o dos valores da intensidade. Ja´
o CENTRIST interpreta o valor CT como uma varia´vel aleato´ria uma vez que pequenos
desvios podem ocorrer em seus valores mas, em esseˆncia, sa˜o eles que definem a estrutura
local. Nesse sentido, seria poss´ıvel dizer que as diversas realizac¸o˜es de uma mesma estrutura
guardam uma certa relac¸a˜o entre si, o que poderia ser melhor capturado pela medic¸a˜o da
frequeˆncia relativa de quantas vezes ocorreu aquele padra˜o, capturado pela resposta da
transformada census.
De modo a ter um estimador simples e eficaz para representar a estrutura local, usa-
se enta˜o o histograma para caracteriza´-la. O histograma, como aproximador de uma func¸a˜o
de densidade de probabilidade, mede amostralmente a ocorreˆncia das estruturas locais
detectadas pelo CT na imagem. Ou seja, o histograma funciona como um caracterizador
de estruturas locais que constituem a cena em questa˜o. Ale´m disso, a comparac¸a˜o entre
os pixeis permite detectar as variac¸o˜es entre claro e escuro, o que indica a existeˆncia de
contornos e a posic¸a˜o dos bits no padra˜o bina´rio da´ pistas sobre a direc¸a˜o desses contornos.
A Figura 11 exemplifica a detecc¸a˜o de contornos, exibindo duas estruturas distintas em
janelas de tamanho 6 x 6 pixeis. Para cada uma dessas estruturas, e´ exibido o histograma
de valores CT, calculados em janelas de tamanho 3 x 3 pixeis, onde se verifica a ocorreˆncia
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do valor CT 68 na representac¸a˜o da primeira estrutura (linha vertical) e 24, na da segunda
(linha horizontal). Assim, apesar das duas figuras exibirem linhas, essas linhas apresentam
direc¸o˜es diferentes e essa diferenc¸a se reflete no valor CT obtido para cada uma delas.
Figura 11 – Linhas vertical e horizontal e seus respectivos histogramas CT.
Como vantagens do CENTRIST, pode-se citar:
• como calcula um histograma de valores, sua obtenc¸a˜o e´ feita de forma ra´pida;
• poucos paraˆmetros a serem informados;
• e´ menos sens´ıvel a` variac¸o˜es na iluminac¸a˜o, na correc¸a˜o gama e em ru´ıdos introduzidos
pela caˆmera.
Como limitac¸o˜es do CENTRIST, tem-se:
• na˜o e´ invariante a` rotac¸a˜o ou a` mudanc¸a de escalas;
• na˜o e´ um descritor preciso de formas;
• ignora a informac¸a˜o sobre cores.
2.3 Transformada Census Modificada
A transformada census tem se mostrado menos sens´ıvel a` variac¸o˜es na iluminac¸a˜o,
a` correc¸a˜o de gama e a ru´ıdos introduzidos pela caˆmera e e´ u´til na extrac¸a˜o das bordas
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nas imagens (BHAVANI et al., 2007). No entanto, a transformada census na˜o captura
informac¸o˜es sobre algumas estruturas (FROBA; ERNST, 2004). Para evitar essa perda de
informac¸a˜o, Froba e Ernst (2004) propuseram a Transformada Census Modificada (MCT -
Modified Census Transform), Γ(x). Para calcula´-la, uma janela de pixeis e´ considerada e a
me´dia, I(x), desses pixeis e´ calculada. Todos os pixeis pertencentes a` janela sa˜o comparados
com I(x). Se o valor da intensidade do pixel e´ maior ou igual a I(x), um bit 1 e´ gerado.




ζ(I(y), I(x)), ζ(m,n) =
 1, m ≥ n0, c.c. (2.3)
onde I(x) e´ a me´dia da intensidade dos pixeis na janela com o centro na posic¸a˜o x, I(y) e´ a
intensidade do pixel na posic¸a˜o y e N ′(x) e´ a vizinhanc¸a espacial local do pixel na posic¸a˜o
x, de forma que N ′(x) = N (x) ∪ x. Quando uma janela de tamanho 3 x 3 e´ utilizada,
a te´cnica MCT gera 9 bits. Estes bits sa˜o, enta˜o, convertidos em um nu´mero na base
decimal entre 0 e 511, chamado aqui de valor MCT. Neste trabalho, sera´ utilizado o MCT,
pore´m, na˜o sera´ feita a comparac¸a˜o da me´dia com o pixel central. Dessa forma, o MCT
aqui utilizado gerara´ apenas 8 bits e sera´ convertido para um valor entre 0 e 255. Essa
modificac¸a˜o tem como objetivo reduzir o valor do descritor proposto que sera´ apresentado
na Sec¸a˜o 2.4. Para diferenciar o MCT adotado, com 8 bits, do MCT original, o primeiro
sera´ referido como MCT8.
Na Figura 12, pode-se notar que o MCT8 e´ capaz de diferenciar algumas estruturas
que sa˜o consideradas iguais pela transformac¸a˜o census, pois, apesar das janelas apresenta-
rem estruturas diferentes, elas geram o mesmo valor CT, enquanto os valores MCT8 sa˜o
distintos. Isso acontece porque o CT compara a intensidade dos seus pixeis em uma janela
apenas com o pixel central, o que na˜o e´ suficiente para detectar algumas diferenc¸as entre
os n´ıveis de cinza. Por exemplo, quando o pixel central e´ o maior valor presente na janela,
o valor CT obtido e´ sempre 255, na˜o importa quais sejam os valores dos demais pixeis. O
MCT8, por sua vez, compara as intensidades com a me´dia das intensidades na janela e,
portanto, e´ mais sens´ıvel a`s variac¸o˜es nos n´ıveis de cinza. Esse fator permite que o MCT8
detecte mais estruturas do que a abordagem original. Por exemplo, a me´dia assume o
maior valor na janela, apenas quando todos os pixeis que a constituem forem iguais.
2.4 Transformada Census Modificada Contextual (CMCT)
Nesta sec¸a˜o, e´ proposta a Transformada Census Modificada Contextual (CMCT), um
descritor de imagens inspirado no CENTRIST, que integra a informac¸a˜o sobre estruturas
locais com informac¸a˜o contextual, com o intuito de diferenciar pedac¸os (ou janelas) de
imagens que possuam estruturas similares, mas que apresentam diferenc¸as significantes na




Figura 12 – Estruturas que sa˜o diferenciadas pelo MCT8, mas confundidas pelo CT. Em
(a), os valores CT e MCT8 sa˜o os mesmos. Em (b), o valor MCT8 identifica
os pixeis na cor preta, enquanto o CT, na˜o. Em (c), a situac¸a˜o se repete.
vizinhanc¸a. Para isso, essa te´cnica adota uma abordagem recursiva, atrave´s da criac¸a˜o de
novas estruturas locais formadas a partir de estruturas locais vizinhas, associando, assim,
a cada estrutura identificada, informac¸o˜es da sua vizinhanc¸a. Essa informac¸a˜o adicional
pode melhorar a representac¸a˜o da imagem e e´ chamada, aqui, de contexto.
Para entender melhor a relevaˆncia do contexto, pode-se fazer uma analogia com as
palavras em uma frase. Ha´ palavras que assumem diferentes significados de acordo com o
contexto, o que e´ chamado de polissemia. E´ o caso da palavra MANGA nas frases abaixo:
• na˜o posso sair com essa manga rasgada;
• na˜o gosto de suco de manga.
Enquanto a primeira frase trata de uma parte de uma pec¸a do vestua´rio, a segunda
se refere a uma fruta. A diferenc¸a so´ e´ identificada atrave´s das demais palavras utilizadas
em cada frase, ou seja, pelo contexto. O mesmo pode acontecer em uma imagem. Uma
regia˜o branca em torno de uma regia˜o azul, provavelmente, pertence a uma nuvem, mas se
essa mesma regia˜o estiver em uma regia˜o marrom, enta˜o, e´ prova´vel que se trate de neve.
A Figura 13 esquematiza o processo para a obtenc¸a˜o da Transformada Census
Modificada Contextual (CMCT). Primeiro, o valor MCT8 e´ calculado para cada pixel
da imagem a ser representada. Depois, e´ gerado um histograma para toda a imagem de
256 posic¸o˜es com os valores MCT8 encontrados, o histograma de MCT8. Neste ponto,
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portanto, e´ realizada a modelagem da distribuic¸a˜o das estruturas locais da imagem. Enta˜o,
uma nova imagem e´ criada, a imagem MCT8, com os pixeis da imagem original sendo
substitu´ıdos pelos seus respectivos valores MCT8, conforme mostra a Figura 14.
Na sequeˆncia, o valor MCT8 e´ calculado para cada pixel da nova imagem e e´ gerado,
para toda a imagem MCT8, um histograma de 256 posic¸o˜es a partir desses novos valores
MCT8 encontrados. Esse novo histograma e´ referenciado como histograma do contexto. O
ca´lculo do MCT8 da imagem MCT8 e´, portanto, uma abordagem recursiva e o histograma
obtido neste ponto modela a distribuic¸a˜o das estruturas formadas por estruturas locais
vizinhas. O contexto vem do fato dos valores obtidos nesta fase serem frutos da comparac¸a˜o
da estrutura local central com as estruturas locais vizinhas. O histograma de MCT8 e o
histograma do contexto sa˜o, enta˜o, concatenados, gerando, assim, um descritor para a
imagem com 512 posic¸o˜es.
Figura 13 – Processo de extrac¸a˜o do CMCT.
2.4.1 O Contexto
O MCT captura as estruturas locais da imagem e os valores por ele gerados agem
como um ı´ndice para essas estruturas. Quando se criar uma nova imagem substituindo o
valor do pixel pelo seu respectivo valor MCT8, como ilustrado na Figura 15, e se aplica o
MCT8 novamente, modela-se as relac¸o˜es existente entre as estruturas locais. Isso significa
que os valores obtidos atrave´s da aplicac¸a˜o do MCT8 na nova imagem sa˜o ı´ndices para
as estruturas formadas pelas estruturas da imagem original. Assim, estruturas parecidas
gerara˜o valores MCT8 iguais, mas podera˜o gerar valores MCT8 diferentes na nova imagem
se estiverem inseridas em regio˜es com estruturas locais distintas. Essa situac¸a˜o e´ ilustrada
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Figura 14 – O valor da intensidade do pixel e´ substitu´ıdo pelo seu respectivo valor MCT8.
na Figura 16. Nela ha´ uma janela de tamanho 9 x 9 pixeis contendo um padra˜o que
se repete e, como pode-se verificar nos resultados da aplicac¸a˜o do MCT8 utilizando-se
janelas de tamanho 3 x 3, os valores MCT8 para esse padra˜o tambe´m se repetem (ce´lulas
destacadas em cinza). Nos resultados da aplicac¸a˜o do MCT8 na imagem MCT8, no entanto,
essa repetic¸a˜o desaparece, pois, apesar das estruturas locais serem iguais (isto e´, as janelas
de tamanho 3 x 3 pixeis sa˜o iguais em cada ocorreˆncia do padra˜o), elas se encontram
cercadas por conjuntos de pixeis diferentes, ou seja, apresentam vizinhanc¸as diferentes,
gerando assim valores de contexto diferentes.
(a) Imagem original (b) Imagem MCT8
Figura 15 – Um exemplo de uma imagem com os valores da intensidade do pixel subs-
titu´ıdos pelos seus respectivos valores MCT8. Imagem retirada da base de
dados de 15 categorias (LAZEBNIK; SCHMID; PONCE, 2006).
Na Figura 17, ha´ a repetic¸a˜o do mesmo padra˜o em uma janela de tamanho 9 x 9
pixeis, pore´m com um deslocamento e, novamente, e´ poss´ıvel verificar a repetic¸a˜o nos
resultados da aplicac¸a˜o do MCT8 em janelas de tamanho 3 x 3 e, como no exemplo anterior,
essa repetic¸a˜o na˜o ocorre nos resultados da aplicac¸a˜o do MCT8 na imagem MCT8.
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Figura 16 – Figura com padro˜es que se repetem (esq.). Resultado da aplicac¸a˜o do MCT8
na figura original (meio). Resultado da aplicac¸a˜o do MCT8 na figura do meio
(dir.).
Figura 17 – Figura com padro˜es que se repetem com deslocamento (esq.). Resultado da
aplicac¸a˜o do MCT8 na figura original (meio). Resultado da aplicac¸a˜o do
MCT8 na figura do meio (dir.).
Ao se comparar os resultados da aplicac¸a˜o do MCT8 nas Figuras 16 e 17, encontra-
se diversos valores em comum e o mesmo ocorre quando se compara os valores obtidos
para a imagem MCT8, conforme ilustrado na Figura 18. Isso acontece porque as duas
figuras apresentam va´rias estruturas locais semelhantes e essas estruturas esta˜o em regio˜es
que tambe´m sa˜o similares.
Figura 18 – Comparac¸a˜o dos resultados da aplicac¸a˜o do MCT8 e do MCT8 da imagem
MCT8 nas figuras anteriores.
Assim, o histograma de valores MCT8 da imagem original indica a ocorreˆncia das
estruturas da imagem e contabiliza quantas sa˜o similares. Ja´ a informac¸a˜o de contexto
ressalta as diferenc¸as entre as estruturas existentes. Como a representac¸a˜o final da imagem
e´ um histograma, onde na˜o ha´ informac¸a˜o do arranjo espacial, a presenc¸a da informac¸a˜o
contextual, advinda da aplicac¸a˜o do MCT8 na imagem MCT8, da´ pistas relativas a esse
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arranjo.
Na Figura 19, ha´ duas imagens da classe “Costa” e uma da classe “Montanha”. As
duas primeiras imagens exibem uma faixa de areia, enquanto a imagem exibida em (c),
uma faixa de neve. Areia e neve sa˜o conceitos diferentes, mas teˆm apareˆncias bastante
similares. Para verificar se as diferenc¸as entre as imagens sa˜o ressaltadas atrave´s da inclusa˜o
do contexto, foi feito o ca´lculo da distaˆncia euclidiana entre os vetores que representam as
imagens. A Tabela 1 exibe os resultados tanto para os histogramas MCT8 quanto para
os histogramas CMCT. Quando se compara a distaˆncia entre as duas imagens da classe
“Costa”, a inclusa˜o do contexto eleva a distaˆncia entre os vetores que as representam em,
aproximadamente, 10%, enquanto, quando se compara os vetores de cada imagem da
classe “Costa” com os vetores que representam a imagem da classe “Montanha”, teˆm-se
um aumento de 27%, com imagem exibida em (a), e 29%, com a imagem exibida em (b).
Verificando-se, portanto, que a inclusa˜o do contexto ajudou a ressaltar as diferenc¸as entre
elementos de classes distintas.
(a) (b) (c)
Figura 19 – (a) e (b) Cenas da categoria “Costa” (c) Cena da categoria “Montanha” .
Imagens retiradas de Lazebnik, Schmid e Ponce (2006).
Tabela 1 – Distaˆncia euclidiana entre os descritores MCT8 e entre os descritores CMCT
para as imagens exibidas na Figura 19.
Figuras MCT8 CMCT
(a) e (b) 0,81 0,89
(a) e (c) 0,74 0,94
(b) e (c) 0,79 1,02
2.4.2 A Redundaˆncia
E´ importante notar que os valores MCT8 obtidos a partir da imagem original
tambe´m conteˆm informac¸o˜es sobre a vizinhanc¸a, pois, dizer que duas estruturas locais
semelhantes esta˜o embutidas em vizinhanc¸as diferentes, e´ o mesmo que dizer que as
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estruturas locais dos vizinhos sa˜o diferentes, logo os valores MCT8 para esses vizinhos
tambe´m sera˜o distintos. A Figura 20 ilustra essa situac¸a˜o. Nela, e´ poss´ıvel notar que,
apesar dos pixeis da primeira janela (linha so´lida) serem iguais nos dois exemplos, os
valores nas janelas seguintes (linha pontilha e trac¸o e ponto) sa˜o diferentes. Essa diferenc¸a
e´ refletida nos valores MCT8 gerados.
(a) a (b)
Figura 20 – Estruturas locais semelhantes com vizinhos diferentes e os seus respectivos
valores MCT8. Em (a), os valores MCT8 sa˜o 41, 106 e 181 e em (b), 41, 99 e
247
Como o MCT8 calculado sobre a imagem MCT8 apresenta novamente informac¸o˜es
sobre a vizinhanc¸a, ha´ uma redundaˆncia de informac¸a˜o. No entanto, neste segundo passo,
as informac¸o˜es sobre a vizinhanc¸a sa˜o associadas a um contexto, onde e´ sinalizada a
posic¸a˜o de cada estrutura dentro da vizinhanc¸a, fato que na˜o ocorre no primeiro passo,
ja´ que a sa´ıda do mesmo e´ um histograma. Assim, os valores MCT8 obtidos a partir da
imagem MCT8 sa˜o ı´ndices para um dos subconjuntos poss´ıveis de arranjos de estruturas
locais.
2.4.3 Resultados do CMCT na classificac¸a˜o
A aplicac¸a˜o do MCT8 na imagem MCT8 gera valores diferentes para estruturas
locais similares que esta˜o em regio˜es diferentes. Nesta sec¸a˜o, e´ verificado se essa informac¸a˜o
contribui para o aprimoramento do descritor das imagens, melhorando, portanto, os
resultados de suas classificac¸o˜es. Para isso, sa˜o analisadas as classificac¸o˜es realizadas
atrave´s do classificador K-NN (k-nearest neighbor) .
O K-NN e´ um algoritmo de classificac¸a˜o supervisionada (DUDA; HART, 2001).
Nele, as distaˆncias entre o elemento a ser classificado e as amostras do conjunto de
treinamento sa˜o calculadas e os K vizinhos mais pro´ximos sa˜o identificados. O elemento
e´, enta˜o, classificado na classe dos vizinhos mais pro´ximos, o que e´ decidido atrave´s da
maioria dos votos. O K-NN realiza a classificac¸a˜o medindo a similaridade entre o elemento
que se deseja classificar e todos os elementos de treino. Assim, como elementos classificados
em uma mesma classe apresentam uma representac¸a˜o similar, a representac¸a˜o dos dados
que mais aproxima elementos de uma mesma classe e que distancia elementos de classes
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distintas obte´m uma taxa de classificac¸a˜o melhor. Em geral, o K-NN e´ um procedimento
sub-o´timo uma vez que seu uso leva a uma taxa de erro maior que o mı´nimo poss´ıvel, na
hipo´tese de se ter um classificador bayesiano perfeitamente parametrizado. Entretanto,
com um nu´mero ilimitado de amostras e K=1, como resultado assinto´tico, a probabilidade
de erro do vizinho mais pro´ximo e´ limitada por duas vezes a probabilidade de erro de
Bayes (COVER; HART, 1967). Ale´m disso, o classificador K-NN lida com a natureza
multiclasse das cenas sem muito esforc¸o (ZHANG et al., 2006).




onde vp e´ o nu´mero de verdadeiros positivos, fp e´ o nu´mero de falsos positivos.
Nos experimentos, cada categoria na base de dados e´ dividida de forma aleato´ria
em um conjunto de dados de treino e outro de teste. Essa divisa˜o e´ repetida 5 vezes, e,
enta˜o, a me´dia das acura´cias, µa, e o desvio padra˜o, σ, sa˜o obtidos conforme adotado por











, N e´ o nu´mero de testes realizados e ai e´ a acura´cia obtida no i-e´simo
teste.
Aqui, sa˜o feitas comparac¸o˜es entres os resultados de classificac¸a˜o utilizando-se os
descritores MCT8, CMCT e MCT original na base de dados de 15 cenas (LAZEBNIK;
SCHMID; PONCE, 2006), que conte´m 4.486 imagens em tons de cinza, divididas em 15
categorias de cenas: costa (360 imagens), floresta (328 imagens), montanha (374 imagens),
campo aberto (410 imagens), autoestrada (260 imagens), dentro da cidade (308 imagens),
edif´ıcio alto (356 imagens), rua (292 imagens), quarto (216 imagens), cozinha (210 imagens),
sala de estar (289 imagens), escrito´rio (215 imagens), subu´rbio (241 imagens), indu´stria
(311 imagens) e loja (315 imagens). A distaˆncia utilizada na comparac¸a˜o e´ a euclidiana.
Todos os vetores foram normalizados antes da classificac¸a˜o e os valores apresentados sa˜o
obtidos atrave´s da me´dia dos resultados alcanc¸ados em 5 experimentos diferentes onde
100 imagens, selecionadas de forma aleato´rias, de cada classe foram utilizadas para treino
e as demais, para teste.
A Tabela 2 apresenta os resultados. Nela, e´ poss´ıvel constatar que o melhor
resultado de classificac¸a˜o obtido foi com o descritor CMCT e com o K igual a 5. Com esses
resultados, pode-se notar que a inclusa˜o da informac¸a˜o de contexto aprimora a capacidade
de representac¸a˜o do vetor de caracter´ısticas da imagem. A Tabela 3 apresenta a acura´cia
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de classificac¸a˜o por classe para os descritores MCT8 e para o CMCT em uma execuc¸a˜o
do experimento. Nela, e´ poss´ıvel notar que o CMCT apresenta melhor desempenho em
aproximadamente 73% das classes. E´ interessante ressaltar o aumento do desempenho da
classificac¸a˜o, quando o descritor CMCT e´ utilizado, dos elementos das classes “Quarto” e
“Sala”, que geram bastante confusa˜o.
Tabela 2 – Acura´cia % na classificac¸a˜o utilizando-se o algoritmo K-NN e os descritores
MCT8, CMCT e MCT. Em negrito, o melhor desempenho.
K MCT8 CMCT MCT
5 59,89 ± 0,80 62,39 ± 1,18 58,88 ±0,70
6 60,30 ± 0,74 62,29 ± 1,1 59,00 ± 0,90
7 59,86 ± 0,86 62,15 ± 0,88 58,77 ± 0,98
Tabela 3 – Acura´cia % na classificac¸a˜o por classe utilizando-se o algoritmo K-NN e os


















Neste cap´ıtulo, foi apresentado o CMCT, uma evoluc¸a˜o do CENTRIST. O CEN-
TRIST identifica as estruturas locais existentes na imagem e gera, como sa´ıda, um
histograma, que e´ uma representac¸a˜o desordenada dessas estruturas. Apesar das estruturas
estabelecerem relac¸o˜es entre pixeis vizinhos, essa informac¸a˜o e´ local e na˜o da´ uma visa˜o
da imagem como um todo. A introduc¸a˜o do contexto feita pelo CMCT ajuda a ampliar o
escopo dessas relac¸o˜es, dando um indicativo maior da organizac¸a˜o das estruturas encontra-
das na imagem, fornecendo, assim, mais subs´ıdios para a classificac¸a˜o sem a necessidade
de paraˆmetros adicionais.
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No pro´ximo cap´ıtulo, sera˜o apresentadas te´cnicas que exploram as informac¸o˜es
fornecidas pelo CMCT visando melhorar os resultados na classificac¸a˜o de cenas.
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3 GistCMCT
Neste cap´ıtulo, e´ proposta uma abordagem para melhorar a eficieˆncia do CMCT na
representac¸a˜o de imagens para a classificac¸a˜o de cenas. Assim, primeiro, e´ apresentado
um modelo computacional para o reconhecimento de cenas do mundo real que ignora
a segmentac¸a˜o e o processamento individual de objetos e regio˜es e tem como objetivo
representar o gist da cena, ou seja, as informac¸o˜es perceptual e semaˆntica que podem ser
capturadas com apenas um olhar para uma cena complexa do mundo real independente-
mente da desordem ou da variedade de detalhes, e, depois, um novo descritor e´ proposto:
o GistCMCT.
3.1 O Gist da Cena
Considerando a hipo´tese de que na˜o e´ necessa´rio determinar os objetos que consti-
tuem uma cena para identifica´-la, Oliva e Torralba (2001) propuseram uma abordagem
hol´ıstica cujo objetivo e´ satisfazer os requerimentos principais do gist - transmitir um
suma´rio estrutural que e´ significativo o suficiente para permitir a identificac¸a˜o da imagem
- o envelope espacial.
Essa abordagem leva em considerac¸a˜o o fato de que uma cena e´ um arranjo em
um espac¸o tridimensional e a representa atrave´s de propriedades que funcionam como
descritores do espac¸o que ela ocupa, as dimenso˜es perceptuais (naturalidade, abertura,
expansa˜o, aspereza, irregularidade). Os autores observaram que as dimenso˜es perceptuais
capturam a maioria das estruturas tridimensionais das cenas do mundo real. Ale´m disso,
cenas que compartilham a mesma categoria semaˆntica tendem a se aglomerar dentro
da mesma regia˜o de um espac¸o multidimensional em que os eixos sa˜o as propriedades
perceptuais, ou seja, possuem dimenso˜es perceptuais similares. O conjunto de dimenso˜es
espaciais perceptuais forma o envelope espacial de uma cena.
O envelope espacial constro´i uma representac¸a˜o significativa do gist da cena direta-
mente a partir de um conjunto de caracter´ısticas de baixo n´ıvel, sem ligar os contornos
para formar superf´ıcies, e superf´ıcies para formar objetos.
Cada propriedade do envelope espacial pode ser estimada a partir de uma colec¸a˜o
de templates de caracter´ısticas globais medindo o quanto natural ou aberta (ou seja, se ha´
a presenc¸a de uma linha no horizonte) e´ uma cena (OLIVA; TORRALBA, 2006). Assim,
uma cena pode ser representada por uma combinac¸a˜o de caracter´ısticas globais. Uma opc¸a˜o
de representac¸a˜o e´ a combinac¸a˜o ponderada da sa´ıda de bancos de filtros multiescalares
e multiorientados, como os filtros de Gabor, por exemplo. Devido a` alta dimensa˜o das
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imagens, a combinac¸a˜o de todas as sa´ıdas de todos os filtros se torna invia´vel, sendo
preciso, portanto, aplicar uma te´cnica de reduc¸a˜o de dimensa˜o. Uma abordagem poss´ıvel e´
amostragem da sa´ıda de cada filtro em um tamanho N x N, sendo que todas as sa´ıdas
sa˜o amostradas para o mesmo tamanho, independente da escala do filtro. Como resultado,
cada imagem e´ representada por um vetor do tamanho N x N x K, onde K e´ o nu´mero de
filtros.
A Figura 21 apresenta a me´dia das magnitudes de sa´ıdas de um filtro multiescalar
e multiorientado em um diagrama polar para imagens das classes “Quarto” e “Floresta”.
Nela, e´ poss´ıvel verificar uma grande diferenc¸a entre as sa´ıdas dos descritores das imagens
da classe “Quarto” e a da imagem da classe “Floresta”. Para o ca´lculo dos descritores,
foram utilizados 4 escalas e oito orientac¸o˜es distintas, ale´m de uma amostragem de 4 x 4,
gerando 16 sa´ıdas e um descritor de 512 dimenso˜es.
(a) (b) (c)
(d) (e) (f)
Figura 21 – Em (d), (e) e (f), observa-se o valor me´dio das magnitudes obtidas nas sa´ıdas
dos filtros de Gabor para entradas a partir de (a), (b) e (c), respectivamente.
Uma vez que a abordagem do envelope espacial gera uma representac¸a˜o hol´ıstica
de baixa dimensionalidade da estrutura da cena e que na˜o requer uma segmentac¸a˜o
expl´ıcita da imagem e dos objetos, ela solicita baixos recursos computacionais (OLIVA;
TORRALBA, 2006). Experimentos realizados em Wu e Rehg (2011) mostraram que o
gist definido nesta abordagem tem bom desempenho, comparado com outras te´cnicas da
literatura, quando ha´ a classificac¸a˜o de cenas externas, mas apresenta um resultado um
pouco pior quando cenas de ambientes internos sa˜o adicionadas.
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3.2 GistCMCT
Apesar do CMCT, apresentado no cap´ıtulo anterior, e da abordagem da obtenc¸a˜o do
gist atrave´s do envelope espacial serem ambas hol´ısticas, elas diferem entre si. Enquanto o
envelope espacial representa a forma da cena atrave´s de estruturas espaciais esta´veis dentro
da imagem que refletem a funcionalidade de sua locac¸a˜o, CMCT sumariza a informac¸a˜o
das formas locais.
A abordagem de obtenc¸a˜o do gist atrave´s do envelope espacial tem certas limitac¸o˜es
em reconhecimento de cenas em ambientes fechados, mas e´ bastante eficiente no reco-
nhecimento de cenas em ambientes abertos. O CMCT, como o CENTRIST, representa
as propriedades atrave´s da distribuic¸a˜o de estruturas locais (por exemplo, percentual de
estruturas que sa˜o linhas horizontais) (WU; REHG, 2011) o que ajuda na classificac¸a˜o de
ambientes feitos pelo homem, incluindo ambientes internos. Assim, um vetor composto pelo
descritores gist, obtido atrave´s do envelope espacial, e o CMCT ira´ reunir as qualidades de
ambos e podera´ obter um melhor desempenho na classificac¸a˜o de cenas.
Desse modo, e´ proposto o GistCMCT uma abordagem hol´ıstica que representa
uma cena atrave´s de um vetor de caracter´ısticas que e´ a composic¸a˜o do vetor gerado pelo
CMCT com o vetor gerado pela abordagem do envelope espacial, o gist. A Figura 22
esquematiza o processo de obtenc¸a˜o do GistCMCT. Nela e´ poss´ıvel observar os seguintes
passos na composic¸a˜o do descritor: obtenc¸a˜o do vetor de caracter´ısticas gist atrave´s da
aplicac¸a˜o de um banco de filtros de Gabor, obtenc¸a˜o do histograma dos valores MCT8 da
imagem original, criac¸a˜o da imagem MCT8, obtenc¸a˜o do histograma de valores MCT8
da imagem MCT8 e, por fim, concatenac¸a˜o dos 3 vetores em um u´nico vetor. Nenhum
esquema de ponderac¸a˜o e´ utilizado na concatenac¸a˜o dos vetores.
Figura 22 – Esquema para a obtenc¸a˜o do GistCMCT.
Cap´ıtulo 3. GistCMCT 49
Neste trabalho, os paraˆmetros empregados foram os mesmos apresentados na sec¸a˜o
3.1: filtros com 4 escalas e 8 orientac¸o˜es distintas e uma amostragem da imagem de 4 x
4, gerando um descritor gist de 512 dimenso˜es. Como o CMCT tambe´m apresenta 512
dimenso˜es, o descritor GistCMCT apresenta 1024 dimenso˜es.
3.2.1 Resultados do GistCMCT na classificac¸a˜o
A Tabela 4 apresenta os resultados da classificac¸a˜o das imagens da base de dados de
15 categorias (LAZEBNIK; SCHMID; PONCE, 2006), utilizando-se o K-NN. A distaˆncia
utilizada na comparac¸a˜o e´ a euclidiana. Todos os vetores foram normalizados antes da
classificac¸a˜o e os valores apresentados sa˜o a me´dia das acura´cias (Equac¸a˜o 2.4) e o desvio
padra˜o (Equac¸a˜o 2.5) obtidos em 5 experimentos diferentes onde 100 imagens, selecionadas
de forma aleato´rias, de cada classe foram utilizadas para treino e as demais, para teste.
E´ poss´ıvel notar que a unia˜o dos diferentes descritores contribui para uma melhor
separac¸a˜o das classes, ja´ que o desempenho da classificac¸a˜o aumenta em aproximadamente
14%.
Tabela 4 – Acura´cia % na classificac¸a˜o utilizando-se o algoritmo K-NN e os descritores
CMCT, gist e GistCMCT. Em negrito, o melhor desempenho.
K CMCT gist GistCMCT
5 62,39 ± 1,18 61,03 ±0,43 70,55 ±0,30
6 62,29 ± 1,1 62,39 ± 0,57 71,06 ±0,44
7 62,15 ± 0,88 62,45 ± 0,81 70,79 ±0,43
A Tabela 5 apresenta os resultados da classificac¸a˜o por classe para uma execuc¸a˜o
do K-NN na base de dados de 15 cenas para os descritores CMCT, gist e GistCMCT. Ha´
classes onde o desempenho do CMCT e´ superior ao do gist, como por exemplo na classe
“Escrito´rio”, onde a taxa de acerto do CMCT e´ maior do que o dobro da taxa de acerto
do gist, e classes onde o desempenho do gist e´ superior, como no caso da classe “Campo”
onde a taxa de acerto do gist e´ aproximadamente 40% maior do que a taxa de acerto do
CMCT. Quando se considera os resultados do GistCMCT, percebe-se que em 80% dos
casos o desempenho de classificac¸a˜o do GistCMCT e´ superior aos resultados do gist e do
CMCT, inclusive nos casos onde se pressupo˜e que a semelhanc¸a entre as imagens e´ grande,
como no caso das classes “Sala” e “Quarto”.
Desse modo, nota-se que a unia˜o desses dois descritores contribui para uma melhor
descric¸a˜o das imagens, permitindo uma classificac¸a˜o mais acurada das mesmas.
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Tabela 5 – Acura´cia % na classificac¸a˜o por classe utilizando-se o algoritmo K-NN e os
descritores CMCT, gist e GistCMCT. Em negrito, os melhores desempenhos.
Classe CMCT gist GistCMCT
Quarto 38,79 47,41 53,45
Sala 52,91 55,56 65,08
Subu´rbio 96,45 91,49 98,58
Industria 40,28 29,38 52,61
Cozinha 58,18 36,36 65,45
Costa 62,31 65,00 62,31
Floresta 89,91 94,30 94,74
Rodovia 75,62 79,37 78,75
Dentro da cidade 65,87 56,25 69,23
Montanha 63,87 50,36 57,30
Campo 50,65 70,97 76,77
Rua 75 72,92 77,60
Pre´dio 40,23 57,03 63,28
Escrito´rio 89,57 43,48 89,57
Loja 59,07 63,72 68,84
3.3 GistCMCT e MCT Espacial Combinados
Nesta sec¸a˜o, e´ apresentado um novo me´todo de classificac¸a˜o, o GistCMCT e MCT
Espacial combinados (GistCMCT-SM), que emprega a combinac¸a˜o de classificadores. Sa˜o
utilizados dois classificadores baseados em caracter´ısticas distintas: GistCMCT e spatial
MCT e os resultados gerados sa˜o utilizados na obtenc¸a˜o da classe final.
3.3.1 O MCT Espacial
Lazebnik, Schmid e Ponce (2006) mostraram que o arranjo espacial de caracter´ısticas
numa imagem fornece pistas poderosas para a tarefa de classificac¸a˜o de cenas.
Para explorar tais pistas, Wu e Rehg (2011) propuseram uma representac¸a˜o espacial
para o CENTRIST que possibilita a captura das estruturas presentes em uma escala maior.
Tal representac¸a˜o e´ baseada no esquema SPM (LAZEBNIK; SCHMID; PONCE, 2006). A
representac¸a˜o espacial proposta consiste em dividir uma imagem em sub-regio˜es, aplicar o
CENTRIST nestas regio˜es e reunir os resultados em um u´nico vetor, representando, assim,
a estrutura global aproximada da imagem, o que, normalmente, eleva os resultados de
classificac¸a˜o.
A Figura 23 apresenta uma representac¸a˜o espacial em piraˆmide com treˆs n´ıveis.
Em cada n´ıvel, a imagem e´ dividida em 2n × 2n blocos, onde n e´ o n´ıvel em questa˜o.
Ainda, e´ feito um deslocamento das diviso˜es da imagem (retratado pela linha pontilhada),
adicionando a` representac¸a˜o 2n−1 × 2n−1 blocos. Tal deslocamento e´ realizado para evitar
artefatos criados pelas diviso˜es sem intersec¸o˜es. Portanto, para cada n´ıvel n > 0, a imagem
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e´ dividida em 22n + 22(n−1) blocos. Ale´m disso, a imagem tem seu tamanho alterado em
cada n´ıvel. Desse modo, todos os blocos conteˆm o mesmo nu´mero de pixeis. O CENTRIST
de cada bloco e´ calculado e os histogramas resultantes sa˜o concatenados. Por fim, o PCA
e´ aplicado para reduzir as dimenso˜es do vetor final, que e´ chamado de spatial Principal
component Analysis of Census Transform (spatial PACT ou sPACT).
Figura 23 – Ilustrac¸a˜o da divisa˜o de uma imagem para a representac¸a˜o espacial.
A representac¸a˜o proposta em Wu e Rehg (2011) e´ adotada neste trabalho. Todavia,
ao inve´s do descritor CENTRIST, e´ utilizado o MCT (o original com 9 bits) (FROBA;
ERNST, 2004), ja´ que este u´ltimo diferencia estruturas que sa˜o consideradas iguais pelo
CENTRIST. Os vetores MCT obtidos em todos os blocos sa˜o concatenados para formar
um u´nico vetor de caracter´ısticas. Depois, e´ aplicada a abordagem ana´lise de componentes
principais (PCA) para reduzir a sua dimensionalidade, como foi feito em Wu e Rehg (2011).
Treˆs n´ıveis de informac¸a˜o espacial sa˜o adotados, o que gera 31 blocos, e o vetor de cada
bloco tem a sua dimensionalidade reduzida de 512 para 40. As informac¸o˜es extras (me´dia
e desvio padra˜o dos blocos de pixeis) tambe´m sa˜o utilizadas. A piraˆmide espacial de MCT
e´ chamada aqui de MCT Espacial.
3.3.2 Combinando Classificadores
Como visto na sec¸a˜o 3.2, o GistCMCT combina o vetor de caracter´ısticas do gist
com o CMCT em um novo vetor com o objetivo de melhorar os resultados da classificac¸a˜o
tanto para cenas internas quanto para cenas externas. Contudo, o GistCMCT na˜o considera
a informac¸a˜o do layout espacial das caracter´ısticas na imagem. O MCT Espacial, por
sua vez, se beneficia da informac¸a˜o espacial, o que fornece informac¸o˜es adicionais que
melhoram os resultados da classificac¸a˜o.
De acordo com Ho, Hull e Srihari (1994), a acura´cia na classificac¸a˜o pode ser
melhorada utilizando-se caracter´ısticas e classificadores de diferentes tipos simultaneamente,
atrave´s de classificadores mu´ltiplos. Foi observado que classificadores e caracter´ısticas
de tipos diferentes se complementam nos resultados da classificac¸a˜o, ou seja, os padro˜es
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classificados de forma incorreta por classificadores diferentes na˜o sa˜o necessariamente os
mesmos (KITTLER et al., 1998).
Assim, com o objetivo de tirar vantagem das qualidades do GistCMCT e do
MCT Espacial sem aumentar o tamanho final do vetor de caracter´ısticas, a estrate´gia de
combinac¸a˜o de classificadores e´ adotada. Dessa forma, cada uma dessas caracter´ısticas
treina um classificador diferente e os resultados por eles gerados sa˜o usados para a tomada
de decisa˜o atrave´s da combinac¸a˜o de suas opinio˜es individuais para se chegar a uma decisa˜o
consensual.
O classificador adotado para os dois descritores e´ o SVM, um padra˜o de classificac¸a˜o
introduzido por Vapnik (1998). Apesar do emprego do mesmo tipo de classificador, as
caracter´ısticas fornecidas para cada um sa˜o distintas, uma vez que cada classificador utiliza
a sua pro´pria representac¸a˜o da imagem (GistCMCT ou MCT Espacial). Dessa forma, os
diferentes tipos de caracter´ısticas sa˜o integrados fisicamente.
A implementac¸a˜o de sistemas de classificadores mu´ltiplos implica na definic¸a˜o de
uma regra de combinac¸a˜o para determinar a classe mais prova´vel, baseando-se na classe
atribu´ıda por cada classificador individualmente (FOGGIA et al., 2007). Para a combinac¸a˜o
das opinio˜es individuais de cada classificador, as seguintes regras de combinac¸a˜o foram
adotadas: Ma´ximo, Mediana e Produto, apresentadas em (KITTLER et al., 1998). Por
simplicidade, foi assumido que os resultados de cada classificador sa˜o estatisticamente
independentes. Para uma distribuic¸a˜o de classes equiprova´vel, a classe ω selecionada e´ a
classe que satisfaz as seguintes equac¸o˜es:
Ma´ximo
maxRi=1P (ωj|xi) = maxmk=1maxRi=1P (ωk|xi), (3.1)
Mediana
medRi=1P (ωj|xi) = maxmk=1medRi=1P (ωk|xi), (3.2)
Produto
prodRi=1P (ωj|xi) = maxmk=1prodRi=1P (ωk|xi), (3.3)
onde m e´ o nu´mero de classe4as ( ω1, ..., ωm), xi e´ o vetor de caracter´ısticas utilizado pelo
i-e´simo classificador, P (a|b) e´ a probabilidade de b dado a e R e´ o nu´mero de classificadores,
neste caso, R = 2.
3.4 Considerac¸o˜es Finais
Na classificac¸a˜o de cenas, e´ importante encontrar uma representac¸a˜o da imagem
que seja capaz de aproximar exemplos que pertenc¸am a uma mesma classe, enquanto
mante´m distantes exemplos de classes distintas. Com o intuito de encontrar uma forma
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de representac¸a˜o da imagem mais eficiente, foi feita a combinac¸a˜o de dois descritores que
representam diferentes tipos de informac¸a˜o da imagem, o gist e o CMCT. A intenc¸a˜o,
nesse caso, e´ reunir as qualidades dos dois descritores e representar melhor tanto imagens
de ambientes internos, como de ambientes externos.
Ja´ com o objetivo de melhorar os resultados gerados pelos classificadores, uma
segunda abordagem foi apresentada, onde optou-se pela combinac¸a˜o dos classificadores
dos descritores GistCMCT e MCT Espacial, pois o consenso entre as opinio˜es desses dois
classificadores pode levar a` classificac¸a˜o correta dos casos onde o erro de classificac¸a˜o e´
cometido por apenas um deles. Uma alternativa a essa abordagem seria a combinac¸a˜o
desses dois descritores em um u´nico vetor e a utilizac¸a˜o de um u´nico classificador. Pore´m,
essa estrate´gia acarretaria em um aumento da dimensa˜o do vetor final, podendo aumentar
a complexidade da etapa de classificac¸a˜o, devido a problemas como a “maldic¸a˜o da dimen-
sionalidade” (BAGGENSTOSS, 2004), que ocorre quando o aumento da dimensionalidade
do espac¸o de caracter´ısticas torna dif´ıcil a tarefa de encontrar os melhores limites entre as
classes para um conjunto fixo de dados de treinamento.
No pro´ximo cap´ıtulo, sera´ apresentada uma estrate´gia que aumenta a quantidade
de informac¸a˜o acerca do contexto na representac¸a˜o da imagem atrave´s da inclusa˜o de
informac¸a˜o no CMCT advinda de vizinhos na˜o muito pro´ximos das estruturas locais. Ale´m




Neste cap´ıtulo, e´ proposto o descritor CMCT Estendido (ECMCT - Extended CMCT),
uma evoluc¸a˜o do CMCT, que melhora a sua capacidade de representac¸a˜o atrave´s da
inclusa˜o de dois tipos de informac¸a˜o: contextual, adicionando conhecimento acerca de
pixeis pro´ximos a` janela de ca´lculo da transformada na˜o-parame´trica, mas que na˜o sa˜o
considerados diretamente na obtenc¸a˜o do CMCT; e sobre o arranjo espacial, adicionando
dados estat´ısticos obtidos em sub-regio˜es da imagem. Ale´m disso, abordagens combinando
o descritor ECMCT com o descritor gist e com o MCT Espacial tambe´m sa˜o propostas.
Primeiro, no entanto, sa˜o apresentadas duas novas abordagens: Transformada
Census dos Vizinhos Distantes (CTDN - Census Transform of Distant Neighbors) e Vetor
Estat´ıstico, que sa˜o utilizadas na composic¸a˜o do descritor proposto.
4.1 Vizinhos Distantes
Conforme exposto no Cap´ıtulo 2, a inserc¸a˜o na descric¸a˜o da imagem de dados
sobre as estruturas vizinhas das estruturas locais, identificadas pelo MCT8, aprimora a
representac¸a˜o da imagem e, consequentemente, leva a melhores resultados de classificac¸a˜o.
Esse aperfeic¸oamento e´ causado pela possibilidade de diferenciar estruturas similares
que esta˜o inseridas em regio˜es distintas. A partir deste conhecimento, sa˜o propostas
modificac¸o˜es no descritor CMCT com a intenc¸a˜o de identificar, de forma mais apurada,
as diferenc¸as entre as regio˜es em tornos das estruturas locais identificadas. Assim, com
o objetivo de ampliar a regia˜o de onde a informac¸a˜o local e´ extra´ıda, e´ considerada a
informac¸a˜o sobre os pixeis pro´ximos, mas na˜o limı´trofes das estruturas locais, pixeis esses
que na˜o sa˜o considerados diretamente durante o ca´lculo do CMCT.
A abordagem proposta cria uma nova estrutura formada pelos pixeis presentes na
janela 3 x 3 durante o ca´lculo do MCT8 e por pixeis que esta˜o posicionados em regio˜es
que esta˜o pro´ximas, mas que na˜o fazem fronteira com a referida janela. Uma maneira
direta de inserir esse tipo de informac¸a˜o e´ aumentar o tamanho da janela no ca´lculo
do MCT8, mas essa abordagem tambe´m aumenta o tamanho do vetor final de forma
sens´ıvel. Se, por exemplo, uma janela 5 x 5 pixeis e´ considerada, o tamanho do histograma
de valores MCT8 sera´ de 224 posic¸o˜es. Dessa forma, com o intuito de evitar o aumento
excessivo do vetor de caracter´ısticas, a estrate´gia proposta considera apenas 8 pixeis,
posicionados a um distaˆncia k a partir do pixel central da janela. A Figura 24 ilustra
os pixeis considerados nesta abordagem, exibidos em cinza, para k = 4. Ale´m dos oitos
pixeis, e´ utilizada, tambe´m, a me´dia dos pixeis da janela 3 x 3, Iw(x, y). Assim sendo,
os oito pixeis sa˜o comparados com a me´dia, I(x, y), calculada a partir dos valores do
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pixeis e de Iw(x, y). O valor da Transformada Census dos Vizinhos Distantes (CTDN -
Census Transform of Distant Neighbors) a uma distaˆncia k do pixel na posic¸a˜o (x, y),
CTDNk(x, y) e´ calculado da seguinte forma:
CTDNk(x, y) =
⊗p=7
p=0 ζ(Np, I(x, y)), ζ(m,n) =
 1, m ≥ n0, m < n (4.1)
onde ⊗ representa a concatenac¸a˜o, Np e´ o valor do pixel vizinho e assume um dos seguintes
valores: I(x− k, y− k), I(x− k, y), I(x− k, y+ k), I(x, y− k), I(x, y+ k), I(x+ k, y− k),
I(x + k, y), I(x + k, y + k). Ja´, I(x, y) = (∑70Np + Iw(x, y))/9, sendo Iw(x, y) a me´dia
dos valores dos pixeis na janela 3 x 3 com pixel central na posic¸a˜o (x, y). Os oito pixeis
gerados a partir das comparac¸o˜es sa˜o convertidos em um nu´mero na base decimal entre 0
e 255. Um histograma dos valores CTDN e´ obtido para representar a imagem.
Figura 24 – Vizinhos distantes considerados pelo CMCT Estendido (GAZOLLI; SALLES,
2014).
O valor de k indica que vizinhanc¸a sera´ considerada a partir do pixel central. Se
k e´ muito pequeno, a nova informac¸a˜o podera´ ser redundante, porque os pixeis muito
pro´ximos ja´ sa˜o associados atrave´s do ca´lculo do MCT8. Se, ao contra´rio, o k for muito
grande, sera´ estabelecida uma relac¸a˜o entre pixeis muito distantes e a informac¸a˜o deixara´
de ser local. Assim, o melhor valor para k, para uma janela n x n no ca´lculo do MCT8, e´
n + 1. Os pixeis a essa distaˆncia sa˜o os que esta˜o mais pro´ximos do pixel central sem estar
associados ao mesmo atrave´s do ca´lculo do MCT8, como ilustrado na Figura 25. Como,
nesse trabalho, sa˜o utilizadas janelas 3 x 3 no ca´lculo do MCT8, o valor adotado para k e´
4.
4.2 Informac¸a˜o Espacial
Um outro tipo de informac¸a˜o adicionada ao CMCT pelo novo descritor e´ o contraste.
Visto que o MCT8 e´ um bom descritor de estruturas locais, mas na˜o leva em conta
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Figura 25 – Vizinhos, para k=4, na˜o considerados diretamente pelo MCT8 com janelas de
tamanho 3 x 3 (GAZOLLI; SALLES, 2014).
a informac¸a˜o de contraste dos pixeis dentro da janela 3 x 3. Essa informac¸a˜o indica
a forc¸a da estrutura representada na janela e pode ajudar a diferenciar um grande







(Ip − µ)2, (4.2)
onde P e´ o nu´mero de pixeis na janela, µ = 1/P ∑P−1p=0 Ip e Ip o n´ıvel de intensidade
do p-e´simo pixel da imagem. Neste trabalho, VARP e´ calculado para todos os pixeis na
imagem atrave´s de janelas de pixeis de tamanho 3 x 3.
Como mencionado no Cap´ıtulo 3, a composic¸a˜o espacial das caracter´ısticas da
imagem permite tirar vantagem das regularidades na composic¸a˜o da imagem e oferece
pistas poderosas para a tarefa de classificac¸a˜o de cenas. Sendo assim, a informac¸a˜o de
contraste e´ associada a` informac¸a˜o espacial. Para isso, a imagem e´ dividida em sub-regio˜es
cada vez menores e, para cada sub-regia˜o, a me´dia dos contrastes e´ calculada. Ale´m disso,
a me´dia e a variaˆncia dos valores MCT8 tambe´m sa˜o calculadas. Os valores obtidos em
cada sub-regia˜o sa˜o, enta˜o, concatenados em um vetor chamado Vetor Estat´ıstico. Apenas
a me´dia dos contrantes (isto e´, o valor do contraste e´ desconsiderado no vetor) e´ utilizada
para evitar o aumento excessivo do vetor final de caracter´ısticas.
4.3 CMCT Estendido
Em seu trabalho, Wu e Rehg (2011) buscavam por uma representac¸a˜o que suprimisse
uma informac¸a˜o detalhada sobre textura e, assim, propuseram o CENTRIST. Esse descritor
considera apenas a informac¸a˜o das janelas de tamanho 3 x 3 durante o seu ca´lculo, uma
porc¸a˜o muito pequena da imagem, o que dificulta a identificac¸a˜o de um padra˜o de textura
mais grosseiro. Ale´m disso, como mencionado no Cap´ıtulo 2, a pro´pria transformada census
ignora algumas variac¸o˜es de n´ıveis de cinza, o que contribui para a na˜o identificac¸a˜o de
alguns detalhes de textura.
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Excesso de detalhes de informac¸a˜o sobre textura pode atrapalhar o reconhecimento
de cenas. Todavia, conforme apresentado no Cap´ıtulo 1, a representac¸a˜o de cenas sofre
de problemas, tais como, alta variabilidade intraclasse e baixa variabilidade interclasse, e
alguma informac¸a˜o sobre textura pode ajudar a definir de forma mais precisa os elementos
pertencentes a uma determinada classe. Sobretudo quando se trabalha com cenas compostas
por elementos na˜o produzidos pelo ser humano.
O descritor CMCT se difere do CENTRIST por utilizar a informac¸a˜o de contexto,
o que implica na considerac¸a˜o de informac¸o˜es de uma regia˜o maior do que a janela
3 x 3. Ademais, a adoc¸a˜o do MCT8 faz com que algumas variac¸o˜es de n´ıveis de cinza,
antes descartadas pelo CENTRIST, sejam consideradas. Assim, o CMCT considera mais
informac¸o˜es de textura do que o CENTRIST.
Um outro tipo de informac¸a˜o descartada tanto pelo CENTRIST quanto pelo CMCT
e´ a informac¸a˜o espacial. Esse tipo de informac¸a˜o ajuda na definic¸a˜o das classes, pois indica
o local de ocorreˆncia de uma determinada caracter´ıstica na imagem. Assim, dois conceitos
distintos que apresentem caracter´ısticas semelhantes podem ser diferenciados atrave´s das
posic¸o˜es dessas caracter´ısticas na imagem. Por exemplo, um conjunto de pixeis azuis no
topo da imagem pode indicar o ce´u, ja´ na parte inferior, mar.
Diante do exposto, e´ proposto o CMCT Estendido, descritor que amplia a informac¸a˜o
de contexto fornecida pelo CMCT, atrave´s da representac¸a˜o de vizinhos distantes da janela
3 x 3, o que consequentemente aumenta a a´rea analisada e agrega informac¸a˜o sobre textura.
Ale´m disso, esse descritor tambe´m proveˆ alguma informac¸a˜o espacial atrave´s da divisa˜o
subsequente da imagem, sem, no entanto, aumentar em demasiado o tamanho do vetor
final de caracter´ısticas. Para atingir tal objetivo, essa abordagem realiza a concatenac¸a˜o
do CMCT original com o histograma CTDN obtido a partir da imagem original, para
ampliar a informac¸a˜o contextual, e com o Vetor Estat´ıstico, para incluir a informac¸a˜o
espacial, conforme ilustrado na Figura 26. E´ poss´ıvel notar que o CMCT e o histograma
CTDN sa˜o extra´ıdos apenas globalmente, ou seja, da imagem como um todo, e que o
Vetor Estat´ıstico e´ extra´ıdo apenas das sub-regio˜es, isto e´, para esse descritor, a imagem
total e´ desconsiderada. Os resultados sa˜o, enta˜o, concatenados em um novo vetor.
O tamanho do vetor CMCT e´ 512 e o histograma CTDN tem 256 posic¸o˜es. Para
obter o Vetor Estat´ıstico, sa˜o utilizados apenas 2 n´ıveis de divisa˜o, resultando em um vetor
de 60 posic¸o˜es. Assim, o tamanho final do vetor de caracter´ısticas ECMCT apresenta 828
posic¸o˜es. Vale ressaltar que, do mesmo modo que o CMCT, o ECMCT mante´m o atributo
que possibilita a sua utilizac¸a˜o em sistemas voltados para usua´rios leigos, ou seja, na˜o ha´
a necessidade de especificar paraˆmetros pelo usua´rio.
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Figura 26 – Processo de obtenc¸a˜o do ECMCT (GAZOLLI; SALLES, 2014).
4.3.1 Resultados do ECMCT na Classificac¸a˜o
Nesta sec¸a˜o, e´ analisado o desempenho do descritor ECMCT na classificac¸a˜o, com
o classificador K-NN, em duas bases de dados: 15 categorias (LAZEBNIK; SCHMID;
PONCE, 2006) e base de dados de textura (LAZEBNIK; SCHMID; PONCE, 2005). A
distaˆncia utilizada na comparac¸a˜o e´ a euclidiana. Todos os vetores foram normalizados
antes da classificac¸a˜o e os valores apresentados sa˜o a me´dia das acura´cias (Equac¸a˜o 2.4) e
o desvio padra˜o (Equac¸a˜o 2.5) obtidos em 5 experimentos diferentes. Na base de dados
de 15 categorias, 100 imagens de cada classe foram selecionadas de forma aleato´rias para
treino e as demais foram utilizadas para teste. Ja´ para a base de dados de textura, foram
utilizadas, para cada classe, 20 amostras para treino e 20 para teste. Assim como na base
de dados de 15 cenas, foram executados 5 experimentos, onde os exemplos de treino e
teste foram selecionados de forma aleato´ria.
4.3.2 15 Categorias de Cenas
A Tabela 6 compara os resultados de classificac¸a˜o obtidos pelos descritores CMCT,
CMCT concatenado com o histograma CTDN (CMCT + CTDN), CMCT concatenado
com o Vetor Estat´ıstico (CMCT + VE) e ECMCT na base de dados de 15 categorias
(LAZEBNIK; SCHMID; PONCE, 2006). E´ poss´ıvel ver que tanto o CTDN quanto o
Vetor Estat´ıstico fornecem informac¸o˜es que melhoram os resultados de classificac¸a˜o do
CMCT. Ja´ que o melhor desempenho do CMCT nesta base e´ 62,39% e, quando ele e´
associado ao CTDN, esse desempenho sobe para 64,95% e aumenta ainda mais quando
associado ao vetor estat´ıstico, chegando a 65,88%. O ECMCT, no entanto, tem o melhor
resultado, indicando uma melhor representac¸a˜o da imagem quando ha´ a concatenac¸a˜o dos
treˆs vetores.
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Tabela 6 – Acura´cia % na classificac¸a˜o utilizando-se o algoritmo K-NN na base de dados
15 categorias. Em negrito, o melhor desempenho de cada te´cnica. Em negrito,
o melhor desempenho.
K CMCT CMCT + CTDN CMCT + VE ECMCT
5 62,39 ± 1,18 64,72 ± 0,73 65,56 ± 1,04 66,95 ±0,0,81
6 62,29 ± 1,1 64,95 ± 0,66 65,78 ± 0,95 67,09 ± 0,76
7 62,15 ± 0,88 64,65 ±0,82 65,88 ± 0,58 67,01 ± 0,81
A Tabela 7 apresenta os resultados da classificac¸a˜o por classe para uma execuc¸a˜o
do K-NN na base de dados de 15 categorias para os descritores CMCT e ECMCT. Nela e´
poss´ıvel verificar que o ECMCT alcanc¸a melhores resultados de classificac¸a˜o em aproxima-
damente 73% das classes quando comparado ao CMCT. O ECMCT apresenta o seu pior
desempenho na classe “Quarto”, quando o resultado de classificac¸a˜o do ECMCT corres-
ponde a 70% do resultado alcanc¸ado pelo CMCT. Ja´ o melhor desempenho ocorre na classe
“Campo”, quando o resultado de classificac¸a˜o obtido pelo ECMCT e´ aproximadamente
39% maior do que o obtido pelo CMCT.
Tabela 7 – Acura´cia % na classificac¸a˜o utilizando-se o algoritmo K-NN por classe na base


















Comumente, superf´ıcies naturais exibem padro˜es repetitivos ou variac¸a˜o de intensi-
dade que sa˜o geralmente chamados de texturas (OJANSIVU; HEIKKILA¨, 2008). Conforme
abordado na Sec¸a˜o 4.3, a inclusa˜o da informac¸a˜o das regio˜es vizinhas nos descritores CMCT
e ECMCT contribuem com informac¸o˜es sobre textura. Assim, nesta sec¸a˜o, e´ analisado
o desempenho dos descritores propostos na classificac¸a˜o deste tipo de imagem, sendo
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Figura 27 – Uma imagem de cada uma das 25 classe presentes na base de dados de textura.
feita uma comparac¸a˜o dos desempenhos de classificac¸a˜o de texturas representadas pelos
descritores CENTRIST, CMCT, CMCT + CTDN, CMCT + VE e ECMCT na base de
dados de textura. Essa base conte´m 25 classes de textura com 40 amostras cada. Todas as
imagens esta˜o em escala de cinza e teˆm tamanho 640 x 480 pixeis. A Figura 27 apresenta
alguns exemplos de texturas presentes nesta base de dados.
Os resultados de classificac¸a˜o sa˜o apresentados na Tabela 8, onde e´ poss´ıvel
verificar que o ECMCT apresenta um desempenho aproximadamente 38% maior do
que o CENTRIST e 11% maior do que o CMCT. Ale´m disso, e´ poss´ıvel constatar que a
concatanec¸a˜o do CMCT com o CTDN representa melhor as texturas do que a concatenac¸a˜o
do primeiro com o Vetor Estat´ıstico. A concatenac¸a˜o das treˆs te´cnicas, ou seja, o ECMCT
tem um ganho pequeno na classificac¸a˜o quando comparado com o CMCT + CTDN. Assim,
pode-se perceber que a inclusa˜o das informac¸o˜es acerca dos vizinhos distantes permite
uma melhor discriminac¸a˜o das texturas presentes na imagem, o que se deve a uma melhor
representac¸a˜o das estruturas presentes em regio˜es de pixeis. Ja´ que texturas na˜o podem
ser definidas atrave´s de um u´nico pixel, mas atrave´s de um conjunto desses elementos.
Tabela 8 – Acura´cia % na classificac¸a˜o utilizando o algoritmo K-NN na base de dados de
textura. Em negrito, o melhor desempenho.
K CENTRIST CMCT CMCT + VE CMCT + CTDN ECMCT
2 57,8 ± 2,2 72,3 ± 2,1 75,5 ± 1,9 79,3 ± 1,4 80,1 ± 1,3
3 55,6 ± 2,2 69,4 ± 1,7 70,9 ± 1,7 75,8 ± 1,5 77,6 ± 1,5
4 54,0 ± 1,0 68,1 ± 1,1 69,5 ± 2,0 74,5 ± 2,1 76,4 ± 1,3
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Figura 28 – Processo de obtenc¸a˜o do GECMCT.
4.4 Novos descritores baseados no ECMCT
No Cap´ıtulo 3, foram descritas melhorias no CMCT atrave´s da sua concatenac¸a˜o
com o descritor gist e, tambe´m, atrave´s do uso da estrate´gia de combinac¸a˜o de classificadores.
Nesta sec¸a˜o, os mesmos desenvolvimentos sa˜o feitos para o ECMCT. Assim, baseadas
no ECMCT, treˆs novas abordagem sa˜o expostas: GistCMCTEstendido (GECMCT -
Gist Extended CMCT ), CMCT Estendido e MCT Espacial combinados (ECMCT-SM) e
GistCMCTEstendido e MCT Espacial combinados (GECMCT-SM).
4.4.1 GistCMCTEstendido
Assim como o GistCMCT apresentado no Cap´ıtulo 3, o GistCMCTEstendido
(GECMCT) e´ proposto com o objetivo de reunir as qualidades dos descritores gist e do
CMCT Estendido, ja´ que, assim como o CMCT, o ECMCT na˜o captura as propriedades
perceptuais da imagem. A Figura 28 ilustra a obtenc¸a˜o desse novo descritor. A imagem
original e´ apresentada e os vetores dos descritores ECMCT e gist sa˜o extra´ıdos. Por fim,
os dois vetores sa˜o concatenados, gerando o descritor GECMCT.
Os paraˆmetros empregados para a obtenc¸a˜o do gist sa˜o os mesmos utilizados para o
GistCMCT na Sec¸a˜o 3.2, ou seja, filtros com 4 escalas e 8 orientac¸o˜es e uma amostragem da
imagem de 4 x 4, gerando um descritor gist de 512 dimenso˜es. Uma vez que o vetor gerado
pelo ECMCT tem 828 posic¸o˜es, o descritor GECMCT e´ um vetor com 1.340 dimenso˜es.
4.4.2 Descritores ECMCT-SM e GECMCT-SM
Na Sec¸a˜o 3.3.1, foi apresentado o descritor MCT Espacial, que tem como principal
caracter´ıstica a extrac¸a˜o de informac¸o˜es fornecidas pelo arranjo espacial na imagem.
Apesar do ECMCT explorar alguma informac¸a˜o espacial, ela na˜o e´ ta˜o completa como
a obtida pelo MCT Espacial, pois neste u´ltimo o vetor de cada subdivisa˜o da imagem
e´ considerado, enquanto no ECMCT, utiliza-se apenas a informac¸a˜o estat´ıstica. Assim,
com o propo´sito de complementar a informac¸a˜o espacial obtida pelo Vetor Estat´ıstico no
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Figura 29 – Processo de obtenc¸a˜o do GECMCT-SM.
ECMCT, as caracter´ısticas fornecidas pelo MCT Espacial sa˜o consideradas na classificac¸a˜o
das imagens.
Para evitar o aumento excessivo do tamanho do vetor, ao inve´s de se adotar a
concatenac¸a˜o dos vetores obtidos na extrac¸a˜o dos dois descritores, e´ utilizada a estrate´gia
de classificadores mu´ltiplos. O classificador adotado e´ o SVM. Ademais, para a combinac¸a˜o
dos resultados sa˜o adotadas as mesmas regras de combinac¸a˜o apresentadas na Sec¸a˜o 3.3.2:
Produto, Ma´ximo e Mediana. Essa nova estrate´gia de classificac¸a˜o e´ referenciada como
CMCT Estendido e MCT Espacial combinados (ECMCT-SM).
Assim, como o ECMCT, o GECMCT tambe´m pode ter a informac¸a˜o espacial
complementada atrave´s da inclusa˜o das informac¸o˜es extra´ıdas pelo MCT Espacial. Assim,
adotou-se a mesma estrate´gia de classificadores mu´ltiplos com o GECMCT e o MCT
Espacial, referenciado como GistCMCTEstendido e MCT Espacial combinados (GECMCT-
SM). As mesmas regras de combinac¸a˜o adotadas para o ECMCT-SM sa˜o utilizadas. A
Figura 29 ilustra a obtenc¸a˜o do GECMCT-SM. Primeiro, os vetores dos descritores
GECMCT e MCT Espacial sa˜o obtidos, depois, cada descritor e´ apresentado a um
classificador individual. Cada classificador retorna, para cada classe, a probabilidade de
que a imagem pertenc¸a a essa classe. Essas informac¸o˜es sa˜o, enta˜o, apresentadas a` regra
de combinac¸a˜o escolhida, quando a classe final e´ determinada.
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4.5 Considerac¸o˜es Finais
A introduc¸a˜o da informac¸a˜o da vizinhanc¸a em torno das estruturas locais de uma
imagem oferece um contexto para essas estruturas e faz com que a representac¸a˜o dessa
imagem contenha informac¸o˜es sobre regio˜es mais amplas, compostas por essas estruturas e
por seus vizinhos. Como visto no Cap´ıtulo 2, o CMCT inclui esse contexto. O ECMCT, por
sua vez, tem como propo´sito ampliar ainda mais a vizinhanc¸a considerada, aumentando,
desse modo, o tamanho das regio˜es identificadas. Ale´m disso, o ECMCT inclui a informac¸a˜o
de contraste, desconsiderada no CMCT, ale´m de introduzir uma noc¸a˜o do arranjo espacial.
As melhorias promovidas oferecem novas informac¸o˜es, tais como detalhes da textura, que
permitem uma melhor definic¸a˜o dos elementos pertencentes a uma determinada classe. A
nova abordagem mante´m ainda a possibilidade de ser utilizada em sistemas voltados para
usua´rios leigos, uma vez que na˜o ha´ necessidade de interac¸a˜o com o usua´rio.
As abordagens de combinac¸a˜o de descritores e combinac¸a˜o de classificadores tambe´m
sa˜o explorados utilizando-se o descritor proposto, com a intenc¸a˜o de se obter uma repre-
sentac¸a˜o mais acurada das imagens atrave´s do uso de te´cnicas distintas.
No pro´ximo cap´ıtulo, sera˜o apresentados os experimentos realizados para todos os
descritores propostos neste trabalho e o desempenho de cada um deles sera´ comparado
com trabalhos similares existentes na literatura.
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5 Experimentos Realizados
Este cap´ıtulo apresenta os resultados dos experimentos realizados utilizando-se as
te´cnicas propostas, CMCT, GistCMCT e GistCMCT-SM, ECMCT, GECMCT, ECMCT-
SM e GECMCT-SM em quatro bases de dados pu´blicas. Antes, pore´m, sa˜o apresentadas
informac¸o˜es sobre a implementac¸a˜o e sobre os me´todos adotados.
5.1 O Classificador
Nos Cap´ıtulos 2 e 3, foram apresentados os resultados dos experimentos realizados
utilizando-se o classificador K-NN, que apesar da sua simplicidade, exibiu resultados
competitivos. Como exposto na Sec¸a˜o 2.4.3, de um ponto de vista teo´rico, para K=1 e um
nu´mero ilimitado de amostras, a taxa de erro do K-NN nunca e´ pior do que duas vezes
a taxa de Bayes. No entanto, na configurac¸a˜o pra´tica, na˜o e´ poss´ıvel trabalhar com um
nu´mero ilimitado de amostras. Ale´m disso, o K-NN exige a determinac¸a˜o do nu´mero de
vizinhos, e o valor ideal e´ varia´vel de acordo com a base de dados.
Assim, nos experimentos relatados neste cap´ıtulo, foi utilizado o classificador SVM
(VAPNIK, 1998), que e´ a escolha padra˜o na literatura de classificac¸a˜o de cenas (LIU;
XU; FENG, 2011). Isso se deve a seu alto desempenho de classificac¸a˜o mesmo quando a
dimensa˜o do espac¸o de entrada e´ muito alta (CHAPELLE; HAFFNER; VAPNIK, 1999),
como e´ o caso das imagens.
Basicamente, o objetivo do SVM e´ encontrar um hiperplano que aja como um
separador de espac¸o de decisa˜o de forma que a margem de separac¸a˜o entre exemplos
positivos e negativos seja maximizada, o que e´ conhecido como hiperplano o´timo. A Figura
30 ilustra o hiperplano e as margens de separac¸a˜o. Caso os dados na˜o sejam linearmente
separa´veis, como ilustrado na Figura 31, pode ser necessa´rio mapear os dados do vetor de
treinamento em um novo espac¸o, geralmente, de dimensa˜o mais alta, chamado espac¸o de
caracter´ısticas. Apo´s o mapeamento, e´ preciso encontrar o hiperplano o´timo e implementar
a classificac¸a˜o no espac¸o de caracter´ısticas.
Para dados que ja´ possuem uma alta dimensa˜o, esse mapeamento pode ser um
problema, uma vez que a dimensa˜o do espac¸o de caracter´ısticas pode explodir exponen-
cialmente (BENNETT; CAMPBELL, 2000). No entanto, isso na˜o e´ um empecilho para
o SVM, ja´ que ele trabalha com a maximizac¸a˜o da margem, ou seja, ele maximiza a
distaˆncia entre o hiperplano de separac¸a˜o e os dados de treinamento. Ale´m disso, na˜o e´
pra´tico calcular a func¸a˜o que mapeia os dados em uma dimensa˜o mais alta, pore´m o SVM
contorna esse problema atrave´s da utilizac¸a˜o de kernels (BENNETT; CAMPBELL, 2000).
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Figura 30 – Um hiperplano com suas margens de separac¸a˜o maximizada.
Uma func¸a˜o kernel k recebe dois pontos xi e xj e calcula o produto escalar
Φ(xi) · Φ(xj) no espac¸o de caracter´ıstica, ou seja (BOSER; GUYON; VAPNIK, 1992),
k(xi, xj) = Φ(xi) · Φ(xj) (5.1)
Assim, e´ preciso apenas utilizar k no algoritmo e se torna desnecessa´rio explicar ou
conhecer a func¸a˜o Φ. As func¸o˜es Φ mapeiam para o espac¸o de Hilbert de reproduc¸a˜o, um
espac¸o onde e´ poss´ıvel realizar o produto interno.
Neste trabalho, sa˜o relatados os resultados da classificac¸a˜o utilizando-se dois tipos
de SVM: o linear, para os descritores CMCT e MCT8 e, para os demais descritores, o
com kernel HIK (Histogram Intersection kernel)(BARLA; ODONE; VERRI, 2003), que e´






onde x e y sa˜o histogramas com D dimenso˜es.
5.2 Selec¸a˜o de Caracter´ısticas
Em alguns experimentos, foi adotada a te´cnica de selec¸a˜o de caracter´ısticas para a
reduc¸a˜o da dimensionalidade. A te´cnica empregada foi a BIF - (Best Individual Features)
(JAIN; DUIN; MAO, 2000), que avalia as caracter´ısticas de acordo com algum crite´rio,
as ordena e seleciona as k melhores. Esse me´todo e´ ra´pido, eficiente e simples (NOVOVI-
COVA¨; MAL´ıK; PUDIL, 2004), o que o torna aplica´vel em problemas onde os vetores
de caracter´ısticas apresentam dimenso˜es muito altas. O valor adotado para k foi 1.500. A
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Figura 31 – Exemplo de dados que na˜o podem ser separados linearmente.
execuc¸a˜o deste algoritmo se deu atrave´s do PRTools4.1 (DUIN et al., 2007), desenvolvido
em Matlab.
5.3 Algoritmos e Implementac¸o˜es
Com excec¸a˜o do PCA que foi implementado em Matlab, todos os co´digos foram
implementados em C++ ou C. Ale´m disso, para a manipulac¸a˜o de imagens, o pacote
openCV (dispon´ıvel em 〈http://opencv.org/〉) foi utilizado. Para a utilizac¸a˜o do classificador
SVM, foi adotado o pacote LibSVM (CHANG; LIN, 2011) modificado por Wu e Rehg
(2009) e paraˆmetro de penalidade C = 1 (tal paraˆmetro controla o conflito entre os erros
do SVM nos dados de treinamento e a maximizac¸a˜o da margem). Para os descritores
CMCT e MCT8, o kernel empregado no SVM foi o linear, ja´ para os demais descritores, foi
utilizado o kernel HIK (Histogram Intersection kernel)(BARLA; ODONE; VERRI, 2003).
A escolha do kernel foi feita considerando-se os resultados obtidos atrave´s de diversos
testes. A classificac¸a˜o com o descritor CMCT obteve melhores resultados com o kernel
linear, enquanto a classificac¸a˜o com os demais descritores teve resultados melhores com o
kernel HIK. E´ importante destacar, que o foco deste trabalho esta´ em propor um descritor
de imagens que alcance resultados competitivos na classificac¸a˜o de cenas e na˜o em um
classificador. Sendo assim, a escolha do classificador foi baseada nas escolhas da literatura
e em testes exaustivos.
Para o gist, nos descritores GistCMCT e GECMCT, foi utilizado o co´digo de Lear
(Lear’s Gist implementation), uma reimplementac¸a˜o do co´digo fornecido por Torralba,
um dos autores do Envelope Espacial, e utilizado em Douze et al. (2009). No caso dos
descritores que adotam a estrate´gia de combinac¸a˜o de classificadores, o MCT Espacial foi
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obtido atrave´s de modificac¸o˜es do co´digo C++ fornecido por Wu e Rehg (2011). Ale´m
disso, para encontrar a classe final, as regras de combinac¸a˜o necessitam da probabilidade
que cada classificador atribui para uma imagem pertencer a uma classe, e o LibSVM
oferece a probabilidade multiclasse estimada como opc¸a˜o de sa´ıda (WU; LIN; WENG,
2004).
Para realizar a classificac¸a˜o multiclasses, e sendo SVM um classificador bina´rio,
o LibSVM adota a estrate´gia um-contra-um, proposta em Knerr, Personnaz e Dreyfus
(1990). Nesta estrate´gia, para k classes, sa˜o constru´ıdos k(k−1)2 classificadores, cada um
treina dados a partir de duas classes e a classificac¸a˜o final e´ encontrada atrave´s de votac¸a˜o
(CHANG; LIN, 2011).
5.4 Base de Dados
As te´cnicas propostas foram testadas em 4 bases de dados pu´blicas que incluem
cenas internas e externas. As descric¸o˜es dessas bases de dados sa˜o apresentadas abaixo e
resumidas na Tabela 9:
• 8 categorias de cenas criada por Oliva e Torralba (2001). Essa base de dados conte´m
2.688 imagens coloridas, divididas em 8 categorias, com o nu´mero de imagens
por classe variando entre 260 e 410. As categorias sa˜o as seguintes: costa (360
imagens), floresta (328 imagens), montanha (374 imagens), campo aberto (410
imagens), autoestrada (260 imagens), dentro da cidade (308 imagens), edif´ıcio alto
(356 imagens) e rua (292 imagens). O tamanho de cada imagem e´ 256 x 256;
• 15 categorias de cenas (LAZEBNIK; SCHMID; PONCE, 2006). Uma extensa˜o da
base de dados de 8 categorias proposta por Oliva e Torralba (2001), atrave´s da
adic¸a˜o das 7 classes seguintes: quarto (216 imagens), cozinha (210 imagens), sala de
estar (289 imagens), escrito´rio (215 imagens), subu´rbio (241 imagens), indu´stria (311
imagens) e loja (315 imagens). No total, essa base de dados conte´m 4.486 imagens
em tons de cinza. O tamanho de cada imagem e´ variado e em torno de 300 x 250. A
Figura 32 apresenta alguns exemplos dessa base de dados. As categorias sa˜o (de cima
para baixo e da esquerda para direita): costa, floresta, campo aberto, montanha,
dentro da cidade, edif´ıcios altos, autoestrada, quarto, rua, cozinha, sala de estar,
escrito´rio, loja, subu´rbio e indu´stria.;
• 8 classes de eventos de esporte (LI; FEI-FEI, 2007). Essa base de dados conte´m 1.579
imagens de 8 esportes: badminton (214 imagens), bocha (142 imagens), cr´ıquete (245
imagens), polo (184 imagens), escalada em rocha (215 imagens), remo (254 imagens),
navegac¸a˜o a` vela (201 imagens) e snowboard (217 imagens). A Figura 33 apresenta
alguns exemplos dessa base de dados. As categorias sa˜o (de cima para baixo e da
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esquerda para direita): badminton, bocha, cr´ıquete, polo, escalada em rocha, remo,
navegac¸a˜o a` vela, e snowboard;
• 67 classes de cenas internas (QUATTONI; TORRALBA, 2009). Essa base de dados
conte´m 15.620 imagens, divididas em 67 categorias, com o nu´mero de imagens por
categoria variando entre 101 e 734. As cenas variam de corredor a padaria. Essa base
de dados oferece um problema de classificac¸a˜o bastante desafiador (QUATTONI;
TORRALBA, 2009).
Apesar de algumas bases apresentarem imagens coloridas, todas as imagens utiliza-
das nos experimentos foram convertidas para tons de cinza.
Tabela 9 – Resumo das informac¸o˜es sobre as bases de dados utilizadas neste trabalho.
Base de dados Total de imagens Variac¸a˜o (entre)
8 categorias de cenas 2.688 260 e 410
15 categorias de cenas 4.485 215 e 410
8 classes de eventos de esporte 1.579 142 e 254
67 classes de cenas internas 15.620 101 e 734
Figura 32 – Treˆs imagens de cada uma das 15 categorias (LAZEBNIK; SCHMID; PONCE,
2006).
5.5 Procedimentos de Treino e Teste
A medida do desempenho do classificador e´ acura´cia, estimada conforme a Equac¸a˜o
2.4 apresentada no Cap´ıtulo 2. Nos experimentos, cada categoria na base de dados e´
dividida de forma aleato´ria em um conjunto de dados de treino e outro de teste. Essa
divisa˜o e´ repetida 5 vezes, e, enta˜o, a me´dia das acura´cias e o desvio padra˜o sa˜o obtidos
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Figura 33 – Duas imagens de cada uma das 8 classes de eventos de esporte (LI; FEI-FEI,
2007).
conforme adotado por Wu e Rehg (2011). O ca´lculo do desvio padra˜o e´ apresentado na
Equac¸a˜o 2.5.
Seguindo a literatura, para as bases de dados de 8 e 15 categorias, foram utilizadas
100 imagens de treino em cada categoria e o restante foi utilizado para teste. Na categoria
8 eventos de esporte, foi utilizada a divisa˜o adotada em Li e Fei-Fei (2007), na qual sa˜o
utilizadas 70 imagens para treino e 60 para teste em cada categoria. Acompanhando
Quattoni e Torralba (2009), na base de dados de 67 classes de cenas internas, foram
utilizadas 80 imagens para treino e 20 para teste em cada categoria.
Para alguns dos resultados encontrados, e´ apresentada a matriz de confusa˜o, uma
ferramenta para a visualizac¸a˜o de resultados de classificac¸a˜o, onde, em cada ce´lula, e´
exibida a taxa de exemplos, pertencentes a` classe exibida na linha, que foram classificadas
na classe exibida na coluna. Assim, os valores exibidos na diagonal da matriz indicam a
taxa de acertos para cada classe. Esse tipo de visualizac¸a˜o dos resultados ajuda a identificar
as “confuso˜es” feitas pelo algoritmo de classificac¸a˜o entre classes. Para facilitar a leitura
da matriz, somente as taxas de classificac¸a˜o maiores ou iguais a 0,1% foram exibidas. A
taxa de classificac¸a˜o, tci, de elementos pertencentes a` classe c classificados na classe i e´





onde ni e´ o nu´mero de elementos pertencentes a` classe c que foram classificados na classe
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i e nc e´ o total de elementos pertencentes a` classe c.
5.6 Normalizac¸a˜o dos Dados
A ponderac¸a˜o por log-frequeˆncia foi utilizada nos histogramas obtidos para o
descritor CMCT. Essa e´ uma te´cnica utilizada na a´rea de Recuperac¸a˜o de Informac¸a˜o
(SALTON; MCGILL, 1983) que considera que a relevaˆncia de um termo na˜o aumenta
proporcionalmente com a sua frequeˆncia. A ponderac¸a˜o por log-frequeˆncia de um termo t
em um documento d, Wt,d e´
Wt,d =
 1 + log(ft,d), ft,d > 0,0, c.c. (5.4)
onde ft,d e´ a frequeˆncia do termo t no documento d.
Um outro ca´lculo realizado e´ a normalizac¸a˜o do vetor final de caracter´ısticas de





onde Vtmax e´ o maior valor encontrado para o termo t no conjunto de treino e Vtmin,
o menor e Vt,i e´ o valor inicial do termo t na imagem i. Assim, os valores no vetor de
treinamento pertencem ao intervalo [0,1].
5.7 Resultados e Discusso˜es
Nesta sec¸a˜o, sa˜o apresentados os resultados obtidos atrave´s do uso dos descritores
CMCT, ECMCT, GistCMCT e GECMT e e´ feita uma comparac¸a˜o com os trabalhos
existentes na literatura.
5.7.1 Experimentos com o CMCT e o ECMCT
5.7.1.1 15 Categorias de Cenas
A primeira base de dados considerada e´ a de 15 categorias de cenas, onde a acura´cia
na classificac¸a˜o alcanc¸ada pelo CMCT e´ de 77,61 ± 0,42%. A Figura 34 apresenta a
matriz de confusa˜o para uma execuc¸a˜o nessa base de dados. Nela e´ poss´ıvel observar que o
melhor valor de acura´cia e´ de 97% e ocorre na classe “subu´rbio”. Essa classe exibe melhor
desempenho, porque apresenta uma baixa variac¸a˜o intraclasse, o que acarreta em uma
melhor representac¸a˜o dos seus elementos e uma boa taxa de acerto na classificac¸a˜o. As
maiores confuso˜es ocorrem entre as classes “sala de estar” e “quarto”, que apresentam
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objetos comuns, tais como: cadeiras, tv’s e lumina´rias; “escrito´rio” e “sala de estar”, que
tambe´m apresentam elementos comuns; “indu´stria” e “loja”, que sa˜o classes que exibem
uma grande variabilidade intraclasse e que, em, alguns casos, apresentam exemplos que
possuem arranjos espaciais similares, como na imagem apresentada na Figura 35, que
pertence a` classe “loja”, mas tem uma arranjo semelhante ao encontrado em alguns
exemplos da classe “indu´stria”; “campo aberto” e “costa”, que em algumas imagens
apresentam arranjos espaciais semelhantes, como as exibidas na Figura 36 e “campo aberto”
e “montanha”, que tambe´m apresentam imagens com arranjos espaciais similares.
Figura 34 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o na
base de dados de 15 cenas utilizando o descritor CMCT. Somente as taxas
(%) maiores ou iguais a 0,1% foram representadas.
Figura 35 – Imagem pertencente a` classe “loja” com estrutura espacial similar a de ele-
mentos da classe “indu´stria”. Imagem retirada de (LAZEBNIK; SCHMID;
PONCE, 2006)
A Tabela 10 compara os resultados da classificac¸a˜o dos me´todos propostos na base de
dados de 15 cenas com os resultados existentes na literatura e com o MCT8 mencionado no
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Figura 36 – Imagens pertencentes a classes distintas, mas com estruturas espaciais similares.
A da esquerda pertencente a` classe “costa” e a da direita, a` classe “campo
aberto”. Ambas retiradas de Lazebnik, Schmid e Ponce (2006).
Tabela 10 – Resultados de classificac¸a˜o na base de dados de 15 cenas com os descritores
CMCT, ECMCT e de trabalhos existentes na literatura. Em negrito, as
abordagens propostas.
Me´todo Acura´cia(%)
CENTRIST (WU; REHG, 2011) 73,29 ± 0,96
SPM (Caract. fracas) (LAZEBNIK; SCHMID; PONCE, 2006) 66,80 ± 0,6
SPM (200 centros)(LAZEBNIK; SCHMID; PONCE, 2006) 72,20 ± 0,6
SPM (400 centros) (LAZEBNIK; SCHMID; PONCE, 2006) 74,80 ± 0,3
gist (OLIVA; TORRALBA, 2001) 73,28 ± 0,67
RCVW (LIU; XU; FENG, 2011) 74,5
MCT8 (GAZOLLI; SALLES, 2012) 75,34 ± 0,76
CMCT (GAZOLLI; SALLES, 2012) 77,61 ± 0,42
ECMCT (GAZOLLI; SALLES, 2014) 81,33 ± 0,49
Cap´ıtulo 2. Todos os experimentos aqui referenciados utilizam o classificador SVM. Como
o objetivo e´ comparar a eficieˆncia dos descritores, somente os resultados de experimentos
que na˜o utilizaram a piraˆmide espacial (ou nu´mero de n´ıveis=0) foram considerados.
Em Lazebnik, Schmid e Ponce (2006), dois tipos de caracter´ısticas foram utilizados no
experimentos com o me´todo SPM, as caracter´ısticas fracas, pontos onde a magnitude do
gradiente em uma dada direc¸a˜o excede um limiar mı´nimo, e as fortes, descritores SIFT
computados em pedac¸os de 16 x 16 da imagem. As caracter´ısticas fortes apresentam maior
acura´cia em relac¸a˜o a`s fracas. O CMCT, por sua vez, superou tanto as caracter´ısticas
fracas como as fortes. O modelo RCVW Region Contextual Visual Words (LIU; XU; FENG,
2011), que introduz informac¸a˜o contextual na estrate´gia bag-of-words tambe´m foi superado
pelo CMCT. O CMCT tambe´m superou o CENTRIST e, em relac¸a˜o ao MCT8, e´ poss´ıvel
constatar que a inclusa˜o do contexto melhora o desempenho de classificac¸a˜o, uma vez que
o MCT8 alcanc¸ou 75,34 ± 0,30% de acura´cia.
Quando se observa os resultados obtidos pelo ECMCT, verifica-se que as informac¸o˜es
adicionadas ao descritor CMCT aumentam a sua capacidade de representac¸a˜o para classi-
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Figura 37 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o na
base de dados de 15 cenas utilizando o descritor ECMCT. Somente as taxas
(%) maiores ou iguais a 0,1% foram representadas.
ficac¸a˜o, pois o ECMCT obte´m, na base de 15 categorias, um aumento de, aproximadamente,
5% na taxa de classificac¸a˜o em relac¸a˜o ao descritor original. A Figura 37 apresenta a
matriz de confusa˜o para o ECMCT, onde e´ poss´ıvel perceber um aumento na taxa de
classificac¸a˜o para todas as classes, exceto para a classe “costa”, onde a taxa de acerto
permanceu a mesma, e para as classes “escrito´rio” e “dentro da cidade”, onde houve uma
reduc¸a˜o. Houve tambe´m uma reduc¸a˜o da confusa˜o (taxas de classificac¸a˜o incorretas acima
de 0,1%), exceto entre as classe “sala de estar” e “escrito´rio”.
5.7.1.2 8 Categorias de Cenas
A Figura 38 apresenta os resultados de classificac¸a˜o utilizando o CMCT para uma
execuc¸a˜o do experimento na base de dados de 8 categorias de cenas. E´ poss´ıvel notar que
as maiores confuso˜es ocorrem entre as classes “campo aberto” e “montanha”, com arranjos
espaciais similares, e “rua” e “dentro da cidade”, que possuem objetos em comuns, e o
melhor resultado ocorreu para a classe “floresta”, que apresenta pouca semelhanc¸a com as
imagens pertencentes a outras classes.
A Tabela 11 apresenta os resultados experimentais para essa base de dados. Nova-
mente, todos os experimentos aqui referenciados utilizam o classificador SVM. O descritor
gist obteve uma acura´cia na classificac¸a˜o de 82,60 ± 0,86%, que e´ maior do que a alcanc¸ada
pelo CMCT. Entretanto, na base de dados de 15 cenas que inclui muitas cenas de ambientes
internos, a acura´cia obtida pelo descritor gist cai para 73,28 ± 0,67%, que e´ menor do que
a alcanc¸ada pelo CMCT. Como na base de dados de 15 cenas, CMCT apresenta melhores
resultados do que o CENTRIST e o MCT8.
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Figura 38 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o na
base de dados de 8 categorias de cenas utilizando o descritor CMCT. Somente
as taxas (%) maiores ou iguais a 0,1% foram representadas.
O CMCT Estendido novamente obteve resultados melhores do que a sua versa˜o
original, elevando em, aproximadamente, 5% a taxa de acerto na classificac¸a˜o. A Figura 39,
apresenta a matriz de confusa˜o para esse descritor, onde e´ poss´ıvel perceber um aumento
na taxa de classficac¸a˜o para todas as classes. A confusa˜o foi reduzida, mas entre as classes
“rua” e “dentro da cidade”, que apresentam elementos comuns, ainda atingiu 0,1%. Ao
contra´rio do CMCT, o ECMCT obteve um desempenho superior ao obtido pelo gist. Assim,
a informac¸a˜o adicional, introduzida no CMCT, suprimiu a deficieˆncia na representac¸a˜o
das cenas externas presentes nesta base de dados.
Tabela 11 – Resultados alcanc¸ados nos experimentos realizados na base de dados de 8
categorias de cenas com os descritores CMCT e ECMCT e com outros me´todos
da literatura. Em negrito, as abordagens propostas.
Tipo de Caracter´ıstica Acura´cia (%)
gist 82,60 ± 0,86
CENTRIST 76,49 ± 0,84
MCT8 (GAZOLLI; SALLES, 2012) 78,97 ± 1,26
CMCT (GAZOLLI; SALLES, 2012) 81,23 ± 0,73
ECMCT (GAZOLLI; SALLES, 2014) 85,31 ± 0,74
5.7.1.3 8 Eventos de Esporte
A Tabela 12 apresenta os resultados dos experimentos realizados na base de dados
8 classes de eventos de esporte. O descritor CMCT alcanc¸ou nessa base 70,79 ± 1,86%,
enquanto o CENTRIST alcanc¸ou 63,91 ± 2,44%. Em Li e Fei-Fei (2007), que utiliza um
modelo generativo, e onde a classificac¸a˜o dos eventos e´ o resultado da combinac¸a˜o da
classificac¸a˜o do ambiente com a dos objetos, a acura´cia e´ de 73,4% e, portanto, maior
do que o CMCT. Entretanto, nessa abordagem ha´ a segmentac¸a˜o manual e os ro´tulos
dos objetos sa˜o usados como entradas adicionais, um procedimento que na˜o e´ adotado
no CMCT. O ECMCT, novamente, atingiu taxas de acertos melhores do que o CMCT,
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Figura 39 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o na base
de dados de 8 categorias de cenas utilizando o descritor ECMCT. Somente as
taxas (%) maiores ou iguais a 0,1% foram representadas.
chegando a 75,04 ± 2,35%, superando, inclusive, os resultados alcanc¸ados por Li e Fei-Fei
(2007).
Tabela 12 – Resultados alcanc¸ados nos experimentos realizados na base de dados de 8
categorias de eventos de esporte com os descritores CMCT, ECMCT e com
outros me´todos da literatura. Em negrito, as te´cnicas propostas.
Me´todo Acura´cia (%)
Ambiente + objeto 73,40
CENTRIST 63,91 ± 2,44
MCT8 69,33 ± 2,11
CMCT (GAZOLLI; SALLES, 2012) 70,79 ± 1,86
ECMCT (GAZOLLI; SALLES, 2014) 75,04 ± 2,35
5.7.1.4 67 Classes de Cenas Internas
Na base de dados 67 classes de cenas internas, os experimentos executados por
Quattoni e Torralba (2009) com o gist alcanc¸aram 21% de taxa de reconhecimento.
Com o uso de informac¸a˜o global e local (gist + histograma de palavras visuais) para a
representac¸a˜o de cenas, a acura´cia foi aumentada para 25%. Usando o CMCT, alcanc¸ou-se
25,82 ± 0,72%. Ja´ os experimentos executados com o CENTRIST alcanc¸aram 22,46 ±
0,84%. Assim, nesta base de dados desafiadora, CMCT apresentou melhores resultados do
que os me´todos apresentados. Ja´, o ECMCT obteve um aumento na taxa de classificac¸a˜o
de, aproximadamente, 22% em relac¸a˜o ao CMCT. A Tabela 13 apresenta os resultados
para os experimentos nessa base.
5.7.2 Experimentos com o GistCMCT e GECMCT
5.7.2.1 15 Categorias de Cenas
Na base de dados de 15 cenas, os experimentos realizados com o GistCMCT levaram
a 82,72 ± 0,55% de acura´cia, o que significa um aumento de, aproximadamente, 7% em
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Tabela 13 – Resultados alcanc¸ados nos experimentos realizados na base de 67 cenas de
ambientes internos com os descritores CMCT, ECMCT e com outros me´todos
da literatura. Em negrito, as abordagens propostas.
Me´todo Acura´cia (%)
gist 21
CENTRIST 22,46 ± 0,84
local + global 25
MCT8 24,32 ± 1,09
CMCT (GAZOLLI; SALLES, 2012) 27,67 ± 0,47
ECMCT (GAZOLLI; SALLES, 2014) 33,64 ± 0,75
relac¸a˜o ao descritor CMCT, conforme visto na Tabela 14. Os resultados obtidos pelo
GistCMCT tambe´m superaram os resultados do me´todo gist com ARP (LIU; KIRANYAZ;
GABBOUJ, 2012), uma te´cnica que melhora o gist atrave´s da modificac¸a˜o das diviso˜es
feitas na imagem durante o ca´lculo e que obteve 75,25 ± 0,67% de acura´cia utilizando 4
aˆngulos e um vetor de 2048 dimenso˜es.
Tabela 14 – Resumo dos resultados alcanc¸ados (acura´cia %) pelos descritores CMCT,
ECMCT, GistCMCT e GECMCT.
Base de Dados CMCT ECMCT GistCMCT GECMCT
15 categorias 77,61 ± 0,42 81,33 ± 0,49 82,72 ± 0,55 84,06 ± 0,19
8 categorias 81,23 ± 0,73 85,31 ± 0,74 85,72 ± 0,99 86,95 ± 0,81
8 eventos de esporte 70,99 ± 1,86 75,04 ± 2,35 74,37 ± 1,34 77 ± 1,63
67 categorias 27,67 ± 0,47 33,64 ± 0,75 33,60 ± 1,30 36,57 ± 1,23
Ao se comparar as matrizes de confusa˜o das Figura 34 e Figura 40, nota-se que, a
na˜o ser para classe “montanha”, as taxas de acerto em todas as classes, tanto de ambientes
internos como externos, aumentaram. Assim, e´ poss´ıvel verificar que as informac¸o˜es da
imagem presentes no gist ajudam a superar as deficieˆncias do CMCT no que tange o
reconhecimento de ambientes externos, ja´ que o gist superou o CMCT nos experimentos
realizados na base de dados de 8 cenas, a qual so´ apresenta cenas de ambientes externos.
Um outro ponto a se notar e´ que nem todas as confuso˜es que ocorrem no CMCT ocorrem
no GistCMCT, mas as confuso˜es entre as classes “sala de estar” e “quarto”, “campo aberto”
e “costa” e ‘indu´stria” e “loja” ainda permanecem acima de 0,1%.
Ja´, o GECMCT obteve melhores resultados que o ECMCT nesta base de dados,
alcanc¸ando uma taxa de acerto de 84,06 ± 0,19%, ou seja, aproximadamente, 3% maior do
que a taxa obtida pelo ECMCT e 2% maior do que a obtida pelo GistCMCT. A Figura 41
apresenta a matriz de confusa˜o para o GECMCT, onde e´ poss´ıvel verificar um aumento em
quase todas as classes (exceto para as classes “floresta”, “autoestrada” e “loja”), quando
comparado com o ECMCT (Figura 34). Merece destaque a classe “escrito´rio”, para a qual
obteve-se um aumento de 11% na taxa de classificac¸a˜o. A confusa˜o entre as classes “quarto”
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Figura 40 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o com o
descritor GistCMCT na base de dados 15 cenas. Somente as taxas (%) maiores
ou iguais a 0,1% foram representadas.
e “sala” e “loja” e “indu´stria” permanece.
Figura 41 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o com o
descritor GECMCT na base de dados 15 cenas. Somente as taxas (%) maiores
ou iguais a 0,1% foram representadas.
5.7.2.2 8 Categorias de Cenas
O GistCMCT tambe´m obteve melhores resultados que o CMCT na base de dados
de 8 categorias de cenas (Tabela 14), levando a um aumento de 6% no desempenho de
classificac¸a˜o, visto que o GistCMCT alcanc¸ou uma acura´cia de 85,72 ± 0,99% nessa base
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de dados. O me´todo gist com ARP (LIU; KIRANYAZ; GABBOUJ, 2012) que alcanc¸ou
uma acura´cia de 84,77 ± 0,71%, com 3 aˆngulos e um vetor de 1.536 dimenso˜es, tambe´m
foi superado. Ao contra´rio de CMCT, o GistCMCT supera o gist nessa base de dados.
A Figura 42 apresenta um gra´fico com as taxas de classificac¸a˜o para o gist, CMCT e
GistCMCT onde e´ poss´ıvel verificar que o GistCMCT melhora o desempenho para todas
as classes quando comparado com o gist ou com o CMCT isoladamente.
Figura 42 – Taxas de classificac¸a˜o por classe para os descritores gist, CMCT e GistCMCT
para uma execuc¸a˜o na base de dados de 8 cenas.
O GECMCT alcanc¸ou, nesta base de dados, uma taxa de acerto na classificac¸a˜o de
86,95 ± 0,81, obtendo, portanto, melhor desempenho que o ECMCT e o GistCMCT.
5.7.2.3 8 Cenas de Eventos de Esporte
Na base de dados de 8 cenas de eventos de esporte, o GistCMCT alcanc¸ou uma
acura´cia de 74,37 ± 1,34% e, portanto, superou o CMCT (Tabela 14) e os resultados
apresentados em Li e Fei-Fei (2007). O GECMCT, por sua vez, alcanc¸ou uma taxa de
acerto de 77 ± 1,63% e, novamente, obteve um desempenho superior ao obtido pelo
ECMCT e pelo GistCMCT.
5.7.2.4 67 Classes de Cenas Internas
Na base de dados de 67 classes de cenas internas, o GistCMCT alcanc¸ou uma
acura´cia de 33,60 ± 1,30% exibindo um resultado 30% superior ao CMCT, conforme visto
na Tabela 14. E´ interessante notar que mesmo com a auseˆncia de classes de ambiente
externos, a concatenac¸a˜o do gist com o CMCT melhora os desempenhos de classificac¸a˜o
nessa base de dados. A abordagem GECMCT tambe´m eleva os resultados nesta base de
dados, atingindo um desempenho de classificac¸a˜o de 36,57 ± 1,23% e, superando, mais
uma vez, os resultados do GistCMCT e do ECMCT.
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5.8 Experimentos com Estrate´gias de Combinac¸a˜o dos Classifica-
dores
Nesta sec¸a˜o sa˜o apresentados os resultados obtidos atrave´s do uso das estrate´gias
combinadas, GistCMCT-SM, ECMCT-SM e GECMCT-SM, que sa˜o comparados com
resultados existentes na literatura.
5.8.1 15 Categorias de Cenas
Na base de dados de 15 cenas, a abordagem GistCMCT-SM alcanc¸ou 86,25 ±
0,51%. A Figura 43 apresenta a matriz de confusa˜o para uma execuc¸a˜o na base de dados
de 15 cenas usando a regra do produto. Nela e´ poss´ıvel observar que a maior taxa de
reconhecimento ocorre na classe “subu´rbio”. A maior confusa˜o ocorre entre as classes “sala
de estar” e “quarto”. Como dito anteriormente, essas classes se confundem por apresentarem
elementos comuns. A Tabela 15 apresenta o desempenho de classificac¸a˜o das abordagens
combinadas propostas para a base de dados de 15 cenas comparados com me´todos existentes
na literatura. Todas as abordagem exibidas nesta sec¸a˜o utilizaram o classificador SVM.
Figura 43 – Matriz de confusa˜o para uma execuc¸a˜o do experimento de classificac¸a˜o uti-
lizando a estrate´gia gistCMCT-SM na base de dados de 15 categorias de
cenas.
Em Lazebnik, Schmid e Ponce (2006), o melhor desempenho ocorre com o tamanho
do vocabula´rio igual a 400 e com uma piraˆmide espacial de 3 n´ıveis (o que leva a um
vetor final de 34.000 dimenso˜es). No me´todo proposto por Ergul e Arica (2010), que
combina duas abordagens populares na literatura: SPM e PLSA, o PLSA em cascata, os
experimentos referenciados utilizam um vetor de 5.900 posic¸o˜es. Em Wu e Rehg (2011), o
spatial PACT (CENTRIST com n´ıveis) com 3 n´ıveis e 40 autovetores e 1.302 dimenso˜es
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Tabela 15 – Resultados dos experimentos realizados na base de dados de 15 cenas com as
estrate´gias combinadas e com me´todos existentes na literatura. Em negrito,
as abordagens propostas.
Me´todo Acura´cia(%)
SPM (LAZEBNIK; SCHMID; PONCE, 2006) 81,4 ± 0,5
PLSA em cascata (ERGUL; ARICA, 2010) 83,31
spatial Pact (3 n´ıveis) (WU; REHG, 2011) 83,88 ± 0,76
LDBP (MENG; WANG; WU, 2012) 84,10 ± 0,96
CBoW SL (LI et al., 2011) 85,1
LBP + Semantic (LI; DEWEN, 2011) 85,1
WaveLBP (SONG; LI, 2013) 81,5
GBPWHGO (ZHOU; ZHOU; HU, 2013) 85,2 ± 0,7
MCT Espacial (GAZOLLI; SALLES, 2013) 84,47 ± 0,63
GistCMCT-SM (BIF) 84,34 ± 0,36
GistCMCT-SM (Ma´ximo) (GAZOLLI; SALLES, 2013) 86,02 ± 0,46
GistCMCT-SM (Mediana) (GAZOLLI; SALLES, 2013) 86,30 ± 0,62
GistCMCT-SM (Produto) (GAZOLLI; SALLES, 2013) 86,25 ± 0,51
ECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 85,82 ± 0,62
ECMCT-SM (BIF) 85,08 ± 0,48
GECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 86,75 ± 0,41
e´ o que alcanc¸a melhores resultados. Em Meng, Wang e Wu (2012), as imagens sa˜o
representadas por histogramas de transformac¸o˜es locais, uma extensa˜o do histograma
de transformada census, atrave´s da Diferenc¸a Local de Padro˜es Bina´rios, LDBP (Local
Difference Binary Pattern). Ale´m disso, essa abordagem tambe´m utiliza a representac¸a˜o de
piraˆmide espacial e o descritor final tem 840 dimenso˜es. Em Liu, Xu e Feng (2011), onde
uma nova representac¸a˜o contextual de bag-of-words, CBoW (Contextual Bag-of-Words),
foi proposta para modelar duas relac¸o˜es contextuais t´ıpicas: relac¸a˜o semaˆntica conceitual e
relac¸a˜o espacial de vizinhanc¸a, o melhor desempenho alcanc¸ado utiliza um vetor de 2.250
dimenso˜es. Li e Dewen (2011) que combinam descritores de baixo n´ıvel, utilizando o LBP,
com estrate´gias de modelagem semaˆntica, extrac¸a˜o de caracter´ısticas locais e gerac¸a˜o de
codebook, na˜o informaram o tamanho do codebook utilizado. O LBP tambe´m e´ utilizado na
abordagem proposta por Song e Li (2013), que o combina com a transformada wavelet em
uma estrutura hiera´rquica, gerando um vetor de 5.360 dimenso˜es. Ja´ em Zhou, Zhou e Hu
(2013), e´ feita a combinac¸a˜o do GBP (Gradiente Binary Pattern) com o WHGO (Weighted
Histogram of Gradient Orientation). Como e´ poss´ıvel verificar, a estrate´gia GistCMCT-SM
proposta oferece melhores resultados do que os me´todos mencionados acima, incluindo o
GistCMCT e o MCT Espacial isoladamente. Com respeito a`s regras de combinac¸a˜o aqui
utilizadas, os resultados foram pro´ximos, mas a regra do ma´ximo obteve o pior resultado.
Em relac¸a˜o a`s combinac¸o˜es feitas utilizando-se o ECMCT, verifica-se que o
GistCMCT-SM apresenta melhor resultado do que o ECMCT-SM e um resultado muito
pro´ximo ao obtido pelo GECMCT-SM. Assim, para essa base de dados as informac¸o˜es
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adicionais introduzidas pelo ECMCT na˜o melhoram o desempenho da classificac¸a˜o. Quando
se compara o ECMCT com o ECMCT-SM e o GECMCT com o GECMCT-SM, no entanto,
e´ poss´ıvel verificar que a estrate´gia de combinac¸a˜o aumenta o desempenho na classificac¸a˜o
em relac¸a˜o aos descritores originais.
Ja´, a te´cnica de selec¸a˜o de carater´ısticas utilizando o BIF apresentou resultados
inferiores aos alcanc¸ados pela estrate´gia de combinac¸a˜o de caracter´ısticas tanto para
GistCMCT-SM como para o ECMCT-SM.
5.8.2 8 Categorias de Cenas
Na base de dados de 8 cenas, a estrate´gia GistCMCT-SM alcanc¸ou 88,95 ± 0,49%
com a regra do produto. A Tabela 16 apresenta os resultados dos experimentos realizados
nessa base de dados. Como e´ poss´ıvel observar, as abordagens propostas superam todos os
me´todos apresentados. O me´todo Novel Gist (MENG; WANG, 2010) e´ uma extensa˜o da
transformada census e tambe´m utiliza informac¸a˜o espacial. Nessa te´cnica, os histogramas
de padra˜o superior e inferior sa˜o calculados e concatenados. Os experimentos aqui relatados
com o Novel Gist utilizam o classificador SVM e um vetor de 1.610 dimenso˜es. Com relac¸a˜o
aos descritores GistCMCT e MCT Espacial, mais uma vez, o me´todo GistCMCT-SM
alcanc¸ou melhores resultados do que as estrate´gias isoladas. Com relac¸a˜o a` regra de
combinac¸a˜o, os resultados, novamente, foram pro´ximos, mas, como na base de dados de 15
cenas, a regra do Ma´ximo alcanc¸ou os piores resultados.
Tabela 16 – Resultados dos experimentos realizados na base de dados de 8 cenas com as
estrate´gias combinadas e com me´todos existentes na literatura. Em negrito,
as abordagens propostas.
Me´todo Acura´cia (%)
gist (OLIVA; TORRALBA, 2001) 82,60 ± 0,86
Novel Gist (MENG; WANG, 2010) 86,60 ± 0,53
GBPWHGO (ZHOU; ZHOU; HU, 2013) 87,1 ± 0,6
spatial PACT (3 n´ıveis) (WU; REHG, 2011) 86,2 ± 1,02
MCT Espacial (GAZOLLI; SALLES, 2013) 87,65 ± 0,24
GistCMCT-SM (BIF) 87,56 ± 1,03
GistCMCT-SM (Ma´ximo) (GAZOLLI; SALLES, 2013) 88,51 ± 0,33
GistCMCT-SM (Mediana) (GAZOLLI; SALLES, 2013) 88,83 ± 0,46
GistCMCT-SM (Produto) (GAZOLLI; SALLES, 2013) 88,95 ± 0,49
ECMCT-SM (BIF) 88,11 ± 0,44
ECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 88,60 ± 0,69
GECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 89,06 ± 0,47
A estrate´gia ECMCT-SM teve desempenho muito pro´ximo ao GistCMCT-SM e,
tambe´m, superou os resultados da abordagem isolada. Ja´ a abordagem GECMCT-SM
superou tanto o GistCMCT-SM, quanto as abordagens isoladas.
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A te´cnica de selec¸a˜o de carater´ısticas para o GistCMCT-SM apresentou resultados
inferiores aos alcanc¸ados pela estrate´gia de combinac¸a˜o de classificadores, mas obteve
resultados pro´ximos aos dessa abordagem, quando aplicada ao ECMCT-SM. A adoc¸a˜o da
selec¸a˜o de caracter´ısticas tem como vantagem a simplificac¸a˜o do processo de classificac¸a˜o,
ja´ que o classificador trabalha com um nu´mero menor de caracter´ısticas, mas necessita da
definic¸a˜o de paraˆmetros, crite´rio e nu´mero de caracter´ısticas, e, no caso da classificac¸a˜o
de cenas, nem sempre alcanc¸a resultados pro´ximos aos da estrate´gia de combinac¸a˜o de
classificadores.
5.8.3 8 Classes de Eventos de Esportes
A Tabela 17 apresenta os resultados alcanc¸ados na base de dados de 8 classes
de eventos de esporte. O me´todo GistCMCT-SM superou os resultados alcanc¸ados pelo
spatial PACT (com treˆs n´ıveis) e pelo GBPWHGO, mas obteve resultados pro´ximos ao do
MCT Espacial com uma diferenc¸a menor do que 1%.
A Figura 44 apresenta a comparac¸a˜o entre GistCMCT, MCT Espacial e o me´todo
combinado para uma execuc¸a˜o nessa base de dados. Nela e´ poss´ıvel observar que a taxa de
reconhecimento na abordagem combinada para as classes “navegac¸a˜o a` vela” e “bocha ”
sa˜o piores na abordagem combinada do que no MCT Espacial. Assim, para essas classes,
a informac¸a˜o introduzida pelo GistCMCT levou a` reduc¸a˜o da acura´cia da classificac¸a˜o.
Com relac¸a˜o a`s regras de combinac¸a˜o, os resultados foram muito pro´ximos, mas a regra
Ma´ximo foi a que obteve pior desempenho.
Quando se compara os resultados obtidos pelo GistCMCT-SM, ECMCT-SM e
GECMCT-SM, percebe-se resultados muito pro´ximos, mas, no caso do ECMCT-SM, a
diferenc¸a em relac¸a˜o ao MCT Espacial representa uma aumento de apenas 1,5%.
Tabela 17 – Comparac¸a˜o dos resultados dos experimentos realizados na base de dados de
8 classes de eventos de esporte com as estrate´gias combinadas e com me´todos
existentes na literatura. Em negrito, as abordagens propostas.
Me´todo Acura´cia (%)
spatial PACT (3 n´ıveis) (WU; REHG, 2011) 78,25 ± 1,27
GBPWHGO (ZHOU; ZHOU; HU, 2013) 79,3 ± 1,5
MCT Espacial (GAZOLLI; SALLES, 2013) 80,63 ± 1,17
GistCMCT-SM (Ma´ximo) (GAZOLLI; SALLES, 2013) 80,96 ± 0,86
GistCMCT-SM (Mediana) (GAZOLLI; SALLES, 2013) 81,33 ± 1,19
GistCMCT-SM (Produto) (GAZOLLI; SALLES, 2013) 81,54 ± 0,62
ECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 81,87 ± 1,81
GECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 81,46 ± 1,88
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Figura 44 – Taxa de acerto na classificac¸a˜o por classe para os descritores GistCMCT, MCT
Espacial e a estrate´gia combinada para uma execuc¸a˜o de um experimento na
base de dados de 8 classes de eventos de esporte.
5.8.4 67 Classes de Cenas Internas
Com relac¸a˜o a` base de dados 67 classes de cenas internas, GBPWHGO (NIU; ZHOU;
SHI, 2010), uma te´cnica que combina informac¸a˜o global com estruturas locais em um vetor
de 34.692 dimenso˜es, e spatial PACT (com 3 n´ıveis) obtiveram resultados de classificac¸a˜o
inferiores aos obtidos pelo GistCMCT-SM. Os resultados podem ser comparados na Tabela
18. O aumento do desempenho da abordagem GistCMCT-SM em relac¸a˜o ao MCT Espacial
foi de aproximadamente 9%. Com relac¸a˜o a`s regras de combinac¸a˜o, a regra do ma´ximo
atingiu o pior resultado novamente.
A abordagem ECMCT-SM foi superada pelo GistCMCT-SM, pore´m a abordagem
GECMCT-SM superou essa u´ltima nesta base de dados, que conte´m apenas cenas internas.
Tabela 18 – Comparac¸a˜o dos resultados dos experimentos realizados na base de dados de
67 classes de cenas internas com as estrate´gias combinadas e com me´todos
existentes na literatura. Em negrito, as abordagens propostas.
Me´todo Acura´cia (%)
global + local (NIU; ZHOU; SHI, 2010) 40,19
GBPWHGO (ZHOU; ZHOU; HU, 2013) 40,4 ± 0,7
spatial PACT (3 n´ıveis) (WU; REHG, 2011) 36,88 ± 1,10
MCT Espacial (GAZOLLI; SALLES, 2013) 38,58 ± 1,44
GistCMCT-SM (Ma´ximo) (GAZOLLI; SALLES, 2013) 40,45 ± 1,41
GistCMCT-SM (Mediana) (GAZOLLI; SALLES, 2013) 41,83 ± 1,22
GistCMCT-SM (Produto) (GAZOLLI; SALLES, 2013) 42,42 ± 1,32
ECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 41,98 ± 1,54
GECMCT-SM (Produto) (GAZOLLI; SALLES, 2014) 43,27 ± 1,38
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5.9 Considerac¸o˜es Finais
No Cap´ıtulo 2, levantou-se a hipo´tese de que a inclusa˜o da informac¸a˜o de contexto
no descritor MCT8 melhoraria a qualidade da representac¸a˜o da imagem. Os resultados
obtidos nos experimento realizados com o descritor CMCT sugerem a validade dessa ideia,
uma vez que, em todos as bases de dados, a classificac¸a˜o utilizando o CMCT superou
os resultados obtidos utilizando o descritor MCT8. O mesmo aconteceu com o descritor
ECMCT, que, associando novas informac¸o˜es ao CMCT, obteve melhores resultados que o
descritor original.
Outra proposta que se mostrou promissora foi a combinac¸a˜o dos descritores gist e
CMCT. Os resultados dos experimentos realizados em todas as bases foram melhores do
que os resultados obtidos por cada descritor individualmente. Pode-se argumentar que a
melhora nos resultados e´ causada pelo o aumento do tamanho do vetor de caracter´ısticas,
mas, como pode-se observar nos resultados relatados, a abordagem gist com ARP (LIU;
KIRANYAZ; GABBOUJ, 2012) utiliza um vetor com dimenso˜es maiores e nem por isso
alcanc¸a os melhores resultados. O GECMCT tambe´m obteve melhores resultados que cada
descritor individualmente, gist e o ECMCT, e superou, inclusive o GistCMCT, indicando
que as novas informac¸o˜es atribu´ıdas ao CMCT ajudam a diferenciar caracter´ısticas que
na˜o sa˜o contempladas nem pelo gist nem pelo ECMCT.
A combinac¸a˜o de classificadores implementada no GistCMCT-SM tambe´m en-
controu bons resultados e, mesmo havendo redundaˆncia nas informac¸o˜es trazidas pelos
dois descritores separadamente, a combinac¸a˜o dos mesmos obteve melhor desempenho.
E´ interessante notar que, nos experimentos realizados, o descritor MCT Espacial obteve
melhores resultados de classificac¸a˜o do que o spatial PACT. Esse fato na˜o surpreende, uma
vez que o spatial PACT utiliza a transformada census, que, como foi exposto na Sec¸a˜o 2.3,
na˜o e´ capaz de capturar informac¸o˜es sobre determinadas estruturas, enquanto o MCT o e´.
Tal fato pode ser percebido no seguinte cena´rio: considerando apenas 2 n´ıveis de cinza (0
e o 255, por exemplo), em uma janela 3 x 3, ha´ 512 arranjos poss´ıveis. O MCT mapeia 2
desses arranjos no valor 511, quando todos os pixeis sa˜o iguais a` media, isto e´, quando
todos os bits sa˜o iguais a zero ou todos os bits sa˜o iguais a 255. A transformada census,
por sua vez, mapeia 257 desses arranjos no valor 255, pois, quando o pixel central e´ igual
a 255, os 8 bits restantes sa˜o menores ou iguais a ele e recebem valor 1 na transformada
census. O mesmo acontece quando todos os pixeis sa˜o iguais a zero.
Os descritores ECMCT-SM e GECMCT-SM apresentam resultados melhores do
que cada descritor que os compo˜em individualmente, pore´m, quando comparados com o
descritor GistCMCT-SM os resultados, em alguns casos, sa˜o inferiores ou muito pro´ximos
aos obtidos por esse u´ltimo. Isso indica que, apesar do GECMCT ter um desempenho
melhor do que o GistCMCT, os acertos obtidos pelo primeiro coincidem com os acertos
obtidos pelo MCT Espacial, fazendo com que a combinac¸a˜o desses dois descritores na˜o
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eleve os resultados da classificac¸a˜o em relac¸a˜o ao GistCMCT-SM. Quanto ao ECMCT-SM,
os resultados inferiores sa˜o esperados, uma vez que o desempenho do ECMCT na˜o e´
melhor do que o do GistCMCT. No entanto, aquele descritor apresenta a vantagem de na˜o
utilizar os filtros de Gabor, adotados no gist, apresentando, desse modo, uma complexidade
computacional menor.
Vale ressaltar que, comparados com as demais te´cnicas, os resultados na˜o foram
muito maiores, exibindo, na maioria dos casos, um aumento inferior a 5%. Essa e´ uma
caracter´ıstica dos me´todos propostos nesta a´rea. Como a classificac¸a˜o de cenas e´ um
problema que tem sido explorado ha´ bastante tempo e que apresenta grandes dificuldades,
as melhorias propostas, normalmente, na˜o provocam grandes saltos nos resultados das
classificac¸o˜es. Contudo, apesar da pequena diferenc¸a nos resultados, o tamanho dos vetores
de caracter´ısticas empregados em algumas das te´cnicas existentes na literatura, tais como
SPM (LAZEBNIK; SCHMID; PONCE, 2006), PLSA em cascata (ERGUL; ARICA, 2010)
e CBoW (LI et al., 2011), e´ muito maior do que o tamanho de cada um dos vetores das
te´cnicas combinadas.
Com relac¸a˜o aos classificadores utilizados nos trabalhos existentes na literatura,
todos os resultados reportados, com excec¸a˜o de Quattoni e Torralba (2009) e Li e Fei-Fei
(2007), utilizam o SVM.
Em Li e Fei-Fei (2007), a novidade esta´ exatamente em inferir o tipo de evento
presente na imagem utilizando um modelo de grafo generativo, ou seja, um modelo
que explica um conjunto de dados observados atrave´s de paraˆmetros na˜o-observa´veis.
Eles utilizam essa estrate´gia porque, ale´m de associar um evento a uma imagem, eles
pretendem associar ro´tulos semaˆnticos aos objetos e cenas que compo˜em os eventos. Ja´ em
(QUATTONI; TORRALBA, 2009), os autores utilizam proto´tipos de imagens, obtidos
atrave´s da segmentac¸a˜o manual de objetos, para definir um mapeamento entre a imagem
e um ro´tulo de cena, considerando a hipo´tese de que imagens com objetos similares devem
ter ro´tulos similares e que alguns objetos na cena sa˜o mais importantes do que outros.
Assim, nesses dois casos, o foco na˜o esta´ na proposta de uma nova te´cnica de
representac¸a˜o de caracter´ısticas, mas no uso de modelos generativos na classificac¸a˜o
de cenas e, ainda assim, algumas das te´cnicas propostas superam os resultados desses
trabalhos, mesmo utilizando modelos discriminativos.
Nos outros casos, onde o classificador utilizado e´ o SVM, como o mesmo classificador
e´ utilizado para todos, as diferenc¸as sa˜o provenientes da forma como as imagens sa˜o repre-
sentadas, garantindo, assim, a comparac¸a˜o do desempenho dos me´todos de representac¸a˜o
de caracter´ısticas.
No Anexo A sa˜o exibidos os resultados de outras experimentos realizados com os
descritores propostos.
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Neste trabalho, foi proposto o Contextual Modified Census Transform (CMCT) um
descritor que modela a distribuic¸a˜o de estruturas locais e adiciona informac¸a˜o de contexto,
atrave´s da inclusa˜o de informac¸o˜es sobre as estruturas locais vizinhas. Esse descritor facilita
a utilizac¸a˜o dos sistemas de classificac¸a˜o de cenas por usua´rios comuns, visto que na˜o
necessita que nenhum paraˆmetro seja informado na construc¸a˜o da representac¸a˜o da imagem,
como ocorre nos trabalhos que utilizam a te´cnica de bag-of-features. Ale´m disso, o CMCT
faz uso de ca´lculos simples e na˜o exige nenhum me´todo de agrupamento e nem realiza
subdiviso˜es sequenciais da imagem como muitos dos me´todos existentes na literatura, tais
como, Lazebnik, Schmid e Ponce (2006), Liu, Xu e Feng (2011), Quattoni e Torralba (2009).
No entanto, apesar do CMCT superar outros me´todos computacionalmente mais intensos,
como exibido nas Tabelas 10, 11, 12, e 13, esse descritor apresenta resultados aque´m
dos me´todos mais elaborados, como os presentes nas Tabelas 15 e 16. O CMCT tambe´m
mante´m as desvantagens apontadas pelo CENTRIST, as mais relevantes: sensibilidade a`
rotac¸a˜o e a` mudanc¸a de escalas.
Para reduzir a desvantagem no desempenho da classificac¸a˜o em relac¸a˜o aos outros
me´todos, foi proposto o GistCMCT, que explora as qualidades do descritor gist e obte´m
melhor desempenho na classificac¸a˜o de cenas internas e externas quando comparada com
cada descritor individualmente. Nela a vantagem de na˜o informar paraˆmetro algum e´
mantida, ja´ que e´ utilizado um banco de filtros com pesos previamente estabelecidos.
Pore´m, o desempenho computacional fica dependente do custo associado aos filtros de
Gabor.
Assim, com o intuito de se obter uma representac¸a˜o mais eficiente de imagens,
melhorando o desempenho da classificac¸a˜o e eliminando, ao mesmo tempo, os custos
associados ao filtro de Gabor, foi proposta uma melhoria do CMCT, o CMCT Estendido
(ECMCT). Este novo descritor explora informac¸o˜es de pixeis pro´ximos a` janela de ca´lculo
da transformada na˜o-parame´trica, ale´m de fornecer dicas sobre o arranjo espacial. Ao se
comparar os resultados obtidos pelo ECMCT com os obtidos pelo GistCMCT, nota-se,
que os desempenhos desses dois descritores sa˜o muito pro´ximos, o que torna o ECMCT um
descritor mais vantajoso do que o GistCMCT, uma vez, que ele tambe´m na˜o necessita de
paraˆmetros e faz uso de ca´lculos mais simples, apresentando, portanto, uma complexidade
computacional inferior ao GistCMCT.
Quando Wu e Rehg (2011) propuseram o CENTRIST, eles almejavam um descritor
que suprimisse as informac¸o˜es sobre os detalhes de textura. Os descritores CMCT e ECMCT
consideram a vizinhanc¸a na representac¸a˜o da imagem, o que incorpora informac¸o˜es sobre
Cap´ıtulo 6. Concluso˜es e Trabalhos Futuros 87
textura que na˜o sa˜o contemplados pelo CENTRIST. Essa situac¸a˜o pode ser percebida
nos experimentos realizados com a base de dados de texturas (LAZEBNIK; SCHMID;
PONCE, 2005) na Sec¸a˜o 4.3.3. A Tabela 8 mostra que o desempenho no reconhecimento
de texturas pelo ECMCT, que considera uma vizinhanc¸a maior, e´ superior ao do CMCT,
que, por sua vez, supera o CENTRIST. Assim, pode-se concluir que, ja´ que o CMCT e o
ECMCT teˆm melhor desempenho na classificac¸a˜o do que o CENTRIST, um pouco mais
de informac¸a˜o sobre os detalhes de textura torna a representac¸a˜o da imagem mais eficiente
para a classificac¸a˜o de cenas.
Uma outra abordagem proposta neste trabalho e´ a utilizac¸a˜o de classificadores
mu´ltiplos. Foi proposta a combinac¸a˜o do descritor MCT Espacial, que tem como ponto
forte a representac¸a˜o da informac¸a˜o sobre o arranjo espacial, com os descritores ECMCT,
GistCMCT e GECMCT. Conforme visto no Cap´ıtulo 5, as treˆs estrate´gias obtiveram
resultados muito pro´ximos, o que e´ um ponto favora´vel ao ECMCT-SM, uma vez que esse
descritor apresenta uma complexidade computacional inferior em relac¸a˜o aos outros dois,
pois na˜o utiliza filtros de Gabor, sem que isso se reflita no seu desempenho. Vale dizer
que a adoc¸a˜o dos classificadores mu´ltiplos, utilizando os descritores propostos, apresentou
resultados competitivos quando comparada com outros trabalhos na a´rea.
Atrave´s dos descritores CMCT e ECMCT , pode-se verificar que as hipo´teses
levantadas neste trabalho foram verificadas: i) e´ poss´ıvel extrair a informac¸a˜o contextual
da imagem sem que para isso tenha que se apelar para o uso de te´cnicas que adotem
representac¸o˜es intermedia´rias ou que exijam entrada de paraˆmetros e ii) a adic¸a˜o da
informac¸a˜o contextual melhora a representac¸a˜o da imagem de forma que resultados
competitivos de classificac¸a˜o sejam alcanc¸ados, mesmo quando mais de duas classes esta˜o
envolvidas. Sendo, tambe´m, atingido o objetivo deste trabalho: utilizar o contexto sem
elevar demasiadamente a dimensa˜o do vetor de caracter´ısticas e sem recorrer a te´cnica de
representac¸a˜o intermedia´rias bag-of-features.
No entanto, alguns problemas na˜o sa˜o tratados por esses descritores como, por
exemplo, a invariaˆncia a` rotac¸a˜o. A informac¸a˜o sobre cor, nas imagens coloridas, tambe´m
na˜o e´ considerada. Assim, como trabalho futuro, propo˜e-se a criac¸a˜o de um descritor
que mantenha as caracter´ısticas do CMCT e do ECMCT, mas que considere as cores
na representac¸a˜o da imagem. Ale´m disso, propo˜e-se o uso de uma transformada na˜o-
parame´trica que seja invariante a` rotac¸a˜o. Ha´ tambe´m a possibilidade de se investigar a
aplicac¸a˜o sucessiva do MCT8 de forma recursiva. No entanto, e´ preciso encontrar uma
forma de quantizar os resultados para que na˜o haja uma explosa˜o do tamanho do vetor de
caracter´ısticas.
Um outro ponto a ser explorado e´ a combinac¸a˜o de classificadores, que pode ser
melhorada atrave´s da inclusa˜o de outros classificadores que utilizem representac¸o˜es que
na˜o sejam baseadas em transformadas na˜o-parame´tricas.
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ANEXO A – Outros Resultados
A.1 GistCMCT e Espacial MCT com PCA
Na Sec¸a˜o 3.3, optou-se por utilizar a estrate´gia de classificadores mu´ltiplos com o
intuito de na˜o aumentar as dimenso˜es finais do vetor de classificac¸a˜o. Uma outra abordagem
poss´ıvel seria a concatenac¸a˜o do vetor GistCMCT com o vetores MCT para cada sub-
divisa˜o da piraˆmide e a aplicac¸a˜o do PCA para a reduc¸a˜o da dimensionalidade. Isto posto,
nesta sec¸a˜o sa˜o apresentados os resultados obtidos para essa estrate´gia alternativa nas
bases de dados de 8 e 15 categorias de cenas e 8 classes de eventos de esportes. O nu´mero
de componentes adotado para cada base de dados foi variado e selecionados atrave´s do
n´ıvel de energia dos autovetores.
Tabela 19 – Resultados da classificac¸a˜o utilizando-se os descritores GistCMCT e Espacial
MCT com PCA.
Base de Dados Acura´cia(%)
8 Categorias de Cenas 88,50 ± 0,58
15 Categorias de Cenas 85,63 ± 0,62
8 Classes de Eventos de esporte 80,67 ± 1,24
Ao se comparar os resultados com os obtidos atrave´s do uso da estrate´gia de
classificadores mu´ltiplos (Tabelas 15, 16 e 17), nota-se que os valores foram alcanc¸ados
foram pro´ximos, pore´m um pouco menores do que os da estrate´gia proposta.
A.2 Estrate´gias Combinadas
Nesta sec¸a˜o, sa˜o apresentados os resultados de classificac¸a˜o obtidos utilizando-se os
descritores ECMCT-SM e GECMCT-SM com as regras de combinac¸a˜o Ma´ximo e Mediana.
Tabela 20 – Resultados utilizando-se os descritores ECMCT-SM e GECMCT-SM com as
regras de combinac¸a˜o Ma´ximo e Mediana para base de dados 15 categorias de
cenas.
Me´todo Acura´cia(%)
ECMCT-SM (Ma´ximo) 85,35 ± 0,70
ECMCT-SM (Mediana) 85,70 ± 0,70
GECMCT-SM (Ma´ximo) 86,53 ± 0,48
GECMCT-SM (Mediana) 86,68 ± 0,56
Comparando-se os resultados apresentados com os das Tabelas 15, 16, 17 e 18,
verifica-se que os valores para as treˆs te´cnica de combinac¸a˜o utilizadas sa˜o muito pro´ximos,
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Tabela 21 – Resultados utilizando-se os descritores ECMCT-SM e GECMCT-SM com as
regras de combinac¸a˜o Ma´ximo e Mediana para base de dados 8 categorias de
cenas.
Me´todo Acura´cia(%)
ECMCT-SM (Ma´ximo) 88,33 ± 0,54
ECMCT-SM (Mediana) 88,45 ± 0,78
GECMCT-SM (Ma´ximo) 88,92 ± 0,31
GECMCT-SM (Mediana) 88,96 ± 0,46
Tabela 22 – Resultados utilizando-se os descritores ECMCT-SM e GECMCT-SM com as
regras de combinac¸a˜o Ma´ximo e Mediana para base de dados 8 eventos de
esporte.
Me´todo Acura´cia(%)
ECMCT-SM (Ma´ximo) 81,63 ± 1,47
ECMCT-SM (Mediana) 82,21 ± 1,99
GECMCT-SM (Ma´ximo) 80,96 ± 1,29
GECMCT-SM (Mediana) 81,54 ± 1,73
Tabela 23 – Resultados utilizando-se os descritores ECMCT-SM e GECMCT-SM com as
regras de combinac¸a˜o Ma´ximo e Mediana para base de dados 67 classes de
cenas internas.
Me´todo Acura´cia(%)
ECMCT-SM (Ma´ximo) 39,76 ± 1,84
ECMCT-SM (Mediana) 41,61 ± 1,54
GECMCT-SM (Ma´ximo) 40,28 ± 1,42
GECMCT-SM (Mediana) 42,85 ± 1,42
pore´m um pouco melhores para a regra de combinac¸a˜o Produto, exceto na base de dados
8 eventos de esportes, onde a regra de combinac¸a˜o Mediana se saiu um pouco melhor.
A.3 Validac¸a˜o Cruzada
Nesta sec¸a˜o, sa˜o apresentados os resultados utilizando-se, para a partic¸a˜o dos dados,
a te´cnica de validac¸a˜o cruzada k-fold, com k = 5, para todos os descritores propostos.
Assim, as amostras foram divididas em 5 subconjuntos de tamanhos iguais, sendo que
um subconjunto foi utilizado para teste e os outros 4, para treino. Esse procedimento foi
realizado 5 vezes, com cada subconjunto sendo utilizado exatamente uma vez como teste.
Nota-se que os resultados obtidos atrave´s do uso da validac¸a˜o cruzada sa˜o superiores
aos apresentados no Cap´ıtulo 5. Isso ocorre devido ao tamanho dos vetores de caracter´ısticas,
pois de acordo com a “maldic¸a˜o da dimensionalidade” (BAGGENSTOSS, 2004), aumentar
o tamanho do vetor de caracter´ısticas, mantendo o mesmo nu´mero de amostras, pode
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Tabela 24 – Resultados da validac¸a˜o cruzada na base de dados 15 categorias de cenas.
Me´todo Acura´cia(%)
CMCT 80,33 ± 0,58
ECMCT 85 ± 1,65
GistCMCT 86,79 ± 0,75
GECMCT 87,47 ± 0,77
GistCMCT-SM (Produto) 89,14 ± 0,45
ECMCT-SM (Produto) 88,56 ± 0,53
GECMCT-SM (Produto) 89,34 ± 0,61
Tabela 25 – Resultados da validac¸a˜o cruzada na base de dados 8 categorias de cenas.
Me´todo Acura´cia(%)
CMCT 84,62 ± 1,34
ECMCT 88,34 ± 1,38
GistCMCT 89,58 ± 1,08
GECMCT 89,83 ± 1,50
GistCMCT-SM (Produto) 90,91 ± 1,35
ECMCT-SM (Produto) 90,54 ± 1,49
GECMCT-SM (Produto) 91,40 ± 1,54
Tabela 26 – Resultados da validac¸a˜o cruzada na base de dados 8 eventos de esporte.
Me´todo Acura´cia(%)
CMCT 70,85 ± 1,68
ECMCT 82,06 ± 1,95
GistCMCT 80,94 ± 1,95
GECMCT 83,09 ± 2,24
GistCMCT-SM (Produto) 86,18 ± 1,51
ECMCT-SM (Produto) 87,06 ± 2,31
GECMCT-SM (Produto) 86,75 ± 2,52
levar a uma piora nos resultados de classificac¸a˜o. Isso acontece porque o nu´mero maior
de combinac¸a˜o de varia´veis explode exponencialmente, o que causa um aumento na
esparsidade dos dados, quando poucos exemplos sa˜o apresentados. Nesse caso, existe um
risco de over-fitting dos dados de treinamento, o que implica em uma generalizac¸a˜o fraca
para classificar novos exemplos. Assim, como na validac¸a˜o cruzada um nu´mero maior de
exemplos de treino sa˜o apresentados, os resultados obtidos sa˜o melhores. No entanto, a alta
dimensionalidade esta´ presente na maioria dos me´todos de classificac¸a˜o, e, mesmo com essa
desvantagem, os me´todos propostos neste trabalho alcanc¸aram resultados competitivos.
Vale ressaltar que o procedimento de divisa˜o de dados adotado no Cap´ıtulo 5 e´ o
utilizado em todos os me´todos referenciados e, portanto, haveria uma comparac¸a˜o desigual,
caso se aplicasse a validac¸a˜o cruzada para testar a eficieˆncia dos descritores propostos.
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A.4 Base de Dados de Texturas
Nesta sec¸a˜o, sa˜o apresentados os resultados de classificac¸a˜o obtidos na base de
dados de textura (LAZEBNIK; SCHMID; PONCE, 2005), utilizando-se o classificador
SMV e os descritores CENTRIST, MCT8, CMCT, ECMCT.
Tabela 27 – Resultados de classificac¸a˜o utilizando-se os descritores MCT8, CMCT e
ECMCT na base de dados de textura.
Me´todo Acura´cia(%)
CENTRIST 70,6 ± 0,71
MCT8 83,24 ± 1,03
CMCT 87,96 ± 1,02
ECMCT 90,92 ± 0,97
Nota-se que, quando comparado ao CENTRIST, o ECMCT tem uma taxa de
acerto aproximadamente 29% superior na classificac¸a˜o das texturas presentes nesta base.
