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Knowledge Penetration Process: A Splitted KDD 
Anupam Bhatiaα, Dr. R. K. Chauhan
Abstract-The main idea of this paper is to redefine the 
Knowledge Discovery in Databases (KDD) as Knowledge 
Penetration Process (KPP).  Unlike the KDD, the processes of 
KPP are not regarded as single independent process but as 
dependent processes that can benefit from each other.  
Processes are categorized in two different parts : Parameter 
Dependent Processes and Parameter Independent 
Processes. The concept of Splitted KDD is used for the 
definition of KPP.  Usage of intermediate results and auxiliary 
data has given significant importance in KPP. For the 
redefinition of processes,  new algorithms are required and 
hence the Genetic Algorithms are proposed for the purpose.  
Keywords- Knowledge Penetration Process, Knowledge 
Discovery in Databases, Splitted KDD, Parameter 
Dependent and Parameter Independent Processes, 
Genetic Algorithms. 
I. INTRODUCTION 
nowledge Penetration Process (KPP) [1] is the 
modification over Knowledge Discovery in 
Databases (KDD) which is quicker and 
qualitative. It is commonly seen in KDD that improving 
runtime leads to low quality and vice versa. KPP model 
is supposed to be based on the fact that a runtime 
improvement should not reduce quality in the optimal 
case.  
The major problems with KDD which leads to the 
requirement of KPP are : 
1. Redundant Actions :  Different instances of 
KDD requires similar tasks with same data, 
because of isolated view of instances. If the 
isolated view of instances is left over, the similar 
tasks may be performed with set of instances 
and hence lower bound associated may be 
reduced. 
2. Ignored Outcome of Previous KDD Instances: 
Most of the algorithms in Data Mining (DM) 
consider as nothing is known about the data 
under consideration, whereas, results of 
previous instances increases the knowledge 
and hence can improve the quality of 
forthcoming process.  
3. Ignored Intermediate Results: DM Algorithms 
rarely go for the computations of intermediate 
results. Hence intermediate result can not be or 
rarely used for future analysis 
 
About α - Assistant Professor, K.U.P.G. Regional Centre, Jind (India) 
Email: anupambhatia@ymail.com 
About - Professor, Deptt of Comp Sc and App, Kurukshetra 
University, Kurukshetra (India) 
II. KPP As SPLITTED KDD 
To save scanning the same data multiple times 
for different instances; it is essential to carry forward 
both the intermediate results as well as auxiliary data.  
Intermediate results if computed earlier leads to save 
time in succeeding instance, whereas, computing 
auxiliary data improve the quality of succeeding 
instances. Therefore, in KPP we propose the splitted 
KDD in two different processes to save time and 
improve quality. 
1. Parameter Independent Process e.g. 
maintaining a Data Warehouse. 
2. Parameter Dependent Process e.g. Data 
Mining 
Splitting the KDD process will improve the 
speed factor as multiple instances of the parameter 
dependent process share the same instance of 
parameter independent process. By splitting the KDD 
we define the sequences of operations on data. Hence, 
there are more potential operations to source out than 
looking the tasks as atomic. 
Figure 1 shows the Splitted KDD with respect to 
the operations Association Rule Analysis. As one 
operation is only a part of a task, the result produced is 
considered as intermediate result of that task. Apart 
from this, other splitting processes may also be defined. 
 
 
Fig.1. Splitted KDD into a set of operations by 
Association Rule Analysis 
To improve the quality of the results, the 
intermediate results and / or the auxiliary data of the 
previous processes are to be used. Both are either 
tuples fulfilling or some statistics of data. There must be 
at least one type of analysis where choosing a set of 
pre-selected tuples is more qualitative than selected 
tuples at random. Tuples may differ in their future 
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usage. Hence, selecting a set of tuples representing 
typical or atypical tuples in a data set is a good choice 
to improve the result of analysis. Statistics indicating 
correlation or distribution are useful for the instances of 
KDD.  
KPP is similar to KDD as both share same 
results but the number of tasks in KPP is lower. Since 
KPP uses intermediate results and auxiliary data to 
compute the result of KDD analysis, therefore, there is 
need to define operations and algorithms preferably 
Genetic Algorithms which are able to process 
intermediate results and auxiliary data. 
a) Pre-Processing In KPP 
Preprocessing in the KPP is splitted in two substeps: 
1. Parameter Independent Preprocessing: It 
includes those steps of KDD preprocessing 
which are parameter independent i.e. Cleaning 
and Integration. Cleaning is the phase in which 
noise and irrelevant data is removed from the 
collection. Integration is the phase in which 
often heterogeneous data from the multiple 
sources is combined in a single source. Since 
the method of Cleaning and Integration 
available with traditional KDD are completely 
efficient to perform these tasks in KPP, 
therefore, these steps of preprocessing are 
directly inherited from the traditional KDD. 
2. Parameter Dependent Preprocessing: It 
includes those steps of preprocessing which 
are parameter dependent i.e. Selection and 
Transformation of data. Selection is the phase 
in which relevant data is analyzed, decided and 
retrieved from the data collection. 
Transformation is the phase in which selected 
data is transformed in appropriate form for the 
purpose of Data Mining. Since the traditional 
preprocessing of KDD could pre-compute only 
those intermediate results and auxiliary data 
which are parameter independent, therefore, 
modifications are found essential in Selection 
and Transformation of KPP Preprocessing 
It is common that Data Warehouse contains 
few but large size fact tables and large number of 
dimension tables, from which only a subset of available 
data is relevant for the analysis under consideration. 
This relevant data is chosen by analyst with specific 
queries. Intermediate results are computed through all 
data from fact tables, whereas, only a fraction of these 
intermediate results is relevant. KPP includes pre-
computing intermediate results and auxiliary data for 
large fact tables because scanning these tables need 
much time. Hence, in KPP we propose a method to 
process intermediate results in such a way one receives 
those intermediate results one would have received 
when one had selected data first and would have 
computed intermediate results using the selected data. 
For the purpose, a selection method can be defined 
which produces intermediate results that are similar to 
those intermediate results one would receive while 
computing intermediate results. This could happen if 
the attributes in the data set are non-categorical. If an 
intermediate result or auxiliary data requires analysis i.e. 
auxiliary statistics then the selection method is required 
to re-computed that statistics in such a way that the 
resulting statistics consider the close value as one 
would receive when the tuples are selected and 
statistics using these tuples is computed. If the 
selection predicate does not contain aggregate  
functions and an intermediate result or auxiliary data 
require analysis for an auxiliary tuple then selection 
method would test whether there is contrast between 
auxiliary tuple satisfying selection predicate and SQL 
processor processing query in relational database. The 
complexity of selection of auxiliary statistics depends on 
the selection predicate. In our further research, we 
would like to define a complete algebra to replace 
relational algebra for auxiliary statistics using selection 
predicates. In this paper, we introduce overview of   
simplified relational algebra for auxiliary statistics with 
only those constructs most commonly used by the 
analyst as given below:  
1. In place of conjunction operation for a set of 
condition, new operator can be defined which 
limit the range of attribute values satisfying 
selection predicate to a specific range or a set 
of attributes. It cuts the multidimensional cube 
into sub-cubes. 
2. An operator is to be defined which may change 
the level of abstraction i.e. its lower value refine 
the level of abstraction and upper value 
coarsen it or vice-versa. 
For analysis of data, these type of queries are 
sufficient to formulate range queries. Selecting the 
auxiliary statistics is to divide the data set in smaller 
parts of similar tuples. These small parts are checked 
whether they fulfill given selection predicate completely, 
partially or not at all. If it fulfills the selection predicate 
completely, exact value is taken; otherwise if it fulfills the 
selection predicate partially, the most likely value of the 
statistics is taken; otherwise one has to scan the data 
once more. If there is wrong estimation of the parts fulfill 
the selection predicate partially, the selected statistics 
may lead to wrong values. This error can be minimized 
if the number of parts fulfilling the selection predicate 
completely. While estimating the values errors in one 
part may neutralize error in another part if both are 
opposite to each other i.e. in one part it is higher and in 
another part it is lower and average error count may be 
low.  
Transformation of data is essential if any of the following 
condition occurs: 
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a) Given analysis needs attributes having a 
specific scale 
b) Cluster analysis needs normalization of tuples 
It is a common practice that continuously 
scaled attributes are transformed in discretely scaled 
attributes, because several algorithms like Decision 
Tree Algorithm use discretely scaled attributes. 
Clustering is one of the possible solutions to receive 
discrete attributes. Affiliation of a specific cluster 
indicates the value of discrete attributes. Looking at this 
approach an attribute denoting the cluster affiliation of 
tuples may be introduced. It would be better if affiliation 
of clusters of sub-clusters (small parts of data set) is 
determined and hence it is required to add an attribute 
to sub-clusters also. In other words, one of the 
techniques like sum of squares, lower bound value, 
upper bound value, linear sum etc. is required to add to 
the set of pre-computed statistics of each sub-cluster. 
When a sub-cluster is assigned to a cluster, clustering 
algorithm make all the tuples of that sub-cluster to the 
cluster. Hence, one can compute sum of squares, lower 
bound value, upper bound value, linear sum etc. which 
identify cluster affiliation and a fictive cluster number. 
When the range of attributes significantly differ in size, 
then for the comparative analysis normalized attributes 
are required. It is commonly found that when the 
selection predicate selects only a subset of the original 
data set during the selection process, selected data 
remain no longer normalized and hence re-
normalization is necessary to receive normalized 
intermediate results and auxiliary data for the further 
process like cluster analysis. After the re-normalization 
the average of all the selected tuples must be zero, 
variance and standard deviation should equal to one. 
b) Data Mining In KPP 
Data Mining is the crucial step in KPP in which 
various techniques are applied to extract the potentially 
useful patterns. User interestingness is the major factor 
under consideration during Data Mining in KPP. 
Algorithms (yet to be defined) in this phase must be 
able to handle pre-computed intermediate results as 
well as auxiliary data so that the quality pattern should 
be extracted as per user interestingness. Data Mining in 
KPP has following subparts. 
1. Clustering: Clustering is defined as division of 
data in group of similar itemset. Each group 
known as cluster consist of items similar to 
each other and dissimilar to items of other 
cluster. Available clustering algorithms works 
on various methods as given below: 
i) Hierarchical Methods 
ii) Partitioning Methods 
iii) Grid Based Methods 
iv) Constraint Based Methods etc. 
Major disadvantage of these algorithms are 
vagueness of termination criteria, local 
optimization, lack of scalability, parameter 
dependency, dependency on cluster 
initialization etc. In KPP, these algorithms are 
made applicable to a broader set of 
applications and enable these algorithms also 
to process subsets of the data sets. Genetic 
Algorithms can be used for clustering. Usage of 
Genetic Algorithms with variable length genome 
can improve the performance of existing 
clustering methods. Since Genetic Algorithms 
are well known for global optimization, scalable, 
robust; therefore GA may improve the 
performance of existing clustering algorithms 
significantly. In KPP, clustering may be defined 
to work in three different phases: pre-mined 
tuples, specifically pre-processing the statistics 
of pre-mined tuples and clustering the pre-
processed statistics. In our further research, 
Genetic Algorithms will be defined for the three 
phase clustering process. 
2. Classification: Classification predicts the value 
of user specified goal attribute based on 
predicting attributes. Classification rules can be 
considered as a particular kind of prediction 
rules like  if (predicting attribute) then 
(predicted value) In the classification task the 
data itemset is divided in two mutually exclusive 
sets : the training set and the test set. The Data 
Mining algorithm has to discover the rules by 
accessing the training set and evaluation of the 
performance of these rules is made by test set. 
For an improved classification, careful selection 
of training set is required. It is beneficial to use 
pre-selected auxiliary tuples as training set 
because they are stored in small caches which 
are fast to read.  
3. Association Rule Mining: Pre-mining phase has 
pre-counted the frequencies of attribute values 
and hence pre-computed the candidates of 
itemset – 1. Algorithm for Association Rule 
Mining can start the computation of association 
rules the step after itemset – 1. After this, it may 
continue to generate and test itemsets 
iteratively with increasing number of itemsets 
subject to availability of additional itemset. This 
may lead to reduction in the number of scans 
of fact table and hence the disc access may be 
reduced.  
III. FUTURE SCOPE OF RESEARCH 
In our further research, two main issues are 
there. First, we have planned to define a complete 
algebra to replace relational algebra for auxiliary 
statistics using selection predicates. Second, a 
spectrum of Genetic Algorithm will be defined to use the 
intermediate results and to learn user interestingeness. 
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After the above said tasks a detailed comparative 
analysis of KPP and KDD will be made in terms of 
speed up and reusability.  
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