In the present paper initial problems for the semilinear integro-differential diffusion equation and system are considered. The analogue of Duhamel principle for the linear integro-differential diffusion equation is proved. The results on existence of local mild solutions and Fujita-type critical exponents to the semilinear integro-differential diffusion equation and system are presented. * Corresponding author 2010 Mathematics Subject Classification. Primary 35R11; Secondary 35B44, 35A01.
Introduction and statement of problem
The main goal of the present paper is to obtain results on local existence and global non-existence for the integro-differential diffusion equation
with the initial condition u (x, 0) = u 0 (x) ≥ 0, (1.2) where D α 0+,t is the Riemann-Liouville fractional derivative of order α ∈ (0, 1) [17] . Also, we consider questions on local existence and global non-existence for the integro-differential diffusion system   where 0 < α, β < 1.
In the case α = 0, problem (1.1)-(1.2) coincides with classical Rayleigh-Stokes problem. In fluid mechanics, the problem to determining the flow created by a sudden movement of a plane from rest is called a Rayleigh-Stokes problem. This is considered as one of the simplest non-stationary problems, which has an exact solution for the Navier-Stokes equations.
In the fractional case, problem (1.1)-(1.2) occurs in the study of flows of the Oldroyd-B fluid [24, 28, 15] . The Oldroyd-B fluid is one of the most important classes for dilute solutions of polymers. We also note that integro-differential diffusion equations of type (1.1) were studied in [3, 4, 9, 10, 19, 22] .
Solutions of initial value problems for non-linear parabolic partial differential equations may not exist for all time. In other words, these solutions may blow up in some sense or an other. Recently, in connection with problems for some class of non-linear parabolic equations, [16] , [6] and [14] gave certain sufficient conditions under which the solutions blow up in a finite time. Although their results are not identical, we can say according to them that the solutions are apt to blow up when the initial values are sufficiently large. The exponents for which solutions can blow up is called critical exponents of Fujita. In the first instance, Fujita studied the Cauchy problem for the semi-linear diffusion equation in [7] :
u (x, 0) = u 0 (x) ≥ 0, for x ∈ R N , (1.5) where p is a positive number, u 0 (x) ∈ L 1 R N is nonnegative, positive on some subset of R N of positive measure and ∆ denotes the Laplacian in N variables.
A (classical or weak solution) of equation on R N × [0, T ) for some T < +∞ is called a local solution. The supremum of all such T for which a solution exists is named the maximal time of existence T max . When T max = +∞ T max < +∞ we say the solution is global and when we say that it is not global (or the solution "blows up in finite time"), respectively.
Let p c = 2/N. Fujita proved the following assertions: (i) if 0 < p < p c , u 0 (x) > 0 for some x 0 , in this case the solution of problem (1.5) grows infinitely at some finite instant of time;
(ii) if p > p c , for each k > 0, there exists a δ > 0 such that problem (1.5) has a global solution whenever 0 ≤ a (x) ≤ δe −k|x| 2 . The number p c is referred to as the critical exponent. In the critical case, this problem was solved in [12] for N = 1, 2 and in [20] for arbitrary N. It was shown that if p = p c , there is no nonnegative global solution for any nontrivial nonnegative initial data.
Later, Fujita in [8] extended his own results to the more general case in which f (u) (the term describing the reaction) is convex and satisfies appropriate conditions (the main of which is the Osgood condition). The results obtained for problem (1.5) were generalized in [1] for an initial-boundary value problem in a cone with the term |x| σ u p+1 instead of u p+1 . In this case, the critical exponent is equal to (2 + σ) /N.
After that, Qi [21] studied the equation
and had showed that the critical exponent for this problem is equal to (m − 1) (s − 1)+ (2 + 2s + σ) /N > 0.
The following parabolic equation with the fractional power (−∆) β/2 , 0 < β < 2 of the Laplace operator was considered by Sugitani in [26] :
Using Fujita's method in [7] , the authors [11] discussed nonnegative solutions of the equation
where h (t) behaves as t σ , σ > −1, 0 < p, αN ≤ β (1 + σ) . The proof given in [11] is based on the reduction of Eq.(1.6) to an ordinary differential equation for the mean value of u with the use of the fundamental solution [say, P β (x, t)] of L β := ∂/∂t + (−∆) β/2 . Apparently, the approach of [11] cannot be used for systems of two differential equations with distinct diffusion terms unless, for example, P β (x, t) can be compared with P γ (x, t) for β < γ. This has been done by Kirane and col. in [18] .
The following spatio-temporal fractional equation
where D α 0+,t , for α ∈ (0, 1) is the Caputo fractional derivative and β ∈ [1, 2] with nonnegative initial data was considered in [18] . The critical exponent is equal to 1 < p < p c = 1 + α(β+α)+βρ αN +β(1−α) . On the other hand, Escobedo and Herrero [5] considered blowing-up solutions for the semi-linear reaction-diffusion system
They proved that the critical exponent for the case pq > 1 of this problem is equal to
where γ = max{p, q}. Later on, Kirane and al. in [18] considered the following system of spatio-temporal fractional equations
The critical exponent of this problem were shown to be 
respectively. Here 0 < α ∈ R and Γ (α) denotes the Euler gamma function.
Similarly, the right Riemann- 
The two-parameters Mittag-Leffler function is defined by
where α > 0 and β ∈ R are arbitrary constants.
Lemma 1.5. [25] For every α ∈ (0, 1), the uniform bilateral estimate
Remark 1.6. Obviously, 0 < E α,1 (−x) < 1, for any x > 0 by Lemma (1.5).
and the inverse Fourier transform of δ(x) can be written as
+∞ for x = 0, 0 for x = 0. and R N δ (N ) (x)dx = 1.
Property 1.9.
[17] It holds
2. Linear integro-differential diffusion equation 2.1. Green function. First of all, we consider the homogeneous initial value problem
Theorem 2.1. The solution of the homogeneous integro-differential problem (2.1)-(2.2) can be represented by
Proof. Using the Fourier transform to problem (2.1)-(2.2) with respect to variable x yields
We can easily prove that
is the solution of the equations (2.4)-(2.5). After that, by using the inverse Fourier transform to equation (2.6), we have
Lemma 2.2. The Green function G(x, t) of the problem (2.1)-(2.2) has the following estimate:
Proof. Accordingly to Lemma 1.5, we have that
which completes the proof.
2.2.
Duhamel principle for the integro-differential diffusion equation. Now, we consider the nonhomogeneous initial value problem
The solution of the integro-differential diffusion problem (2.9)-(2.10) has the form
where w (x, t; τ ) is the solution of homogeneous equation
13)
where f (x, t) is the sufficiently smooth function.
Proof. Suppose that w (x, t; τ ) is the solution of the integro-differential diffusion problem (2.12)-(2.13). We will prove that u (x, t) = t 0 w (x, t; τ ) dτ is the solution of the problem (2.9)-(2.10).
According to the results of Umarov in [27] , we have
Now, using the Fubini's theorem we calculate the fractional derivative of the function (2.11)
Consequently
According to the initial data, the second term of the right side of the equation is zero.
Therefore, using (2.14) and (2.16), the equation (2.9) has the form
Corollary 2.4. (i) The initial value problem (2.12)-(2.13) admits a solution. Let t ′ = t−τ in (2.12)-(2.13), then the integro-differential diffusion problem (2.12)-(2.13) can be written in the following form 
Hence, the solution of the initial value problem (2.12)-(2.13) can be represented as
(ii) Furthermore, by Theorem (2.3), the solution of the initial value problem (2.9)-(2.10) has the form
Combining Theorem 2.1 with Corollary 2.4, we can get the following Theorem 2.5.
Theorem 2.5. The solution of the nonhomogeneous initial value problem (2.1)-(2.2) has the form
Stability of solution of the integro-differential diffusion equation. In this subsection we study a stability of solution of (2.1) with initial condition (2.2).
Proof. From (2.22) and Lemma (1.7), we have
Then according to the inequality (2.23), Lemma (1.8) and Lemma (1.7) we imply
for p ≥ 1, which completes the proof.
(2.25)
is the solution of the following problem
According to Theorem 2.1, we have
Hence, by taking the L p -norm on both sides of the expression (2.28) and applying Lemma 1.8 it yields
, for t > 0. According to Lemma 1.8 and Lemma 2.2, it follows
, t > 0.
For any ε > 0, choose δ < ε. Then u
Therefore the solution u(x, t) of the inhomogeneous inital-value problem (2.1)-(2.2) is stable.
Nonlinear integro-differential diffusion equation
3.1. Local mild solution of the integro-differential diffusion equation. In this section we study for local mild solution of (1.1) with initial condition (1.2).
for any test function ϕ(x, t) ∈ C 2,1
x,t (Ω T ) with ϕ(x, T ) = 0.
Definition 3.2. Let u 0 (x) ∈ L ∞ (R N )) and T > 0. We say u ∈ C 0 (R N , C(0, T max )) is a mild solution of (1.1)-(1.2) if u satisfies the following integral equation
Definition 3.3. Assume (X, d) is a metric space. We say that T : X → X is contraction mapping on X, if there exists M ∈ (0, 1) such that
for all x, y ∈ X. Proof. For arbitrary T > 0, we define the Banach space
and ||| · ||| is the norm of E T defined by
Next, for u(x, t) ∈ E T , we define
We are going to prove the existence of a unique local solution as a fixed point of Ψ via the Banach fixed point theorem.
and have chosen T so that T ≤ 1 2 .
Hence, by the Banach fixed point theorem, the problem (1.1)-(1.2) admits a mild solution u(x, t) ∈ E T .
The Banach fixed point theorem then ensures the existence of a mild solution of problem (1.1)-(1.2). Theorem 3.6. Let u be a local solution of problem (1.1)-(1.2) for T < +∞. Then we obtain the following estimate
Proof. We follow the idea of Baras and Kersners [2] . Let us consider the following test function:
where Θ = Γ(l) Γ(l+α) . Using the formulation of Definition (3.1) and a similar argument to the one which lead us to (3.8) but keeping the first term in the left-hand side of (3.1), we have
where C ∈ R + . In view of the hypotheses on l and the point is that
Let us perform the change of variables t = T τ and x = Ry in (3.2), we have
and dividing by the term
3.2.
Critical exponents of Fujita type for the integro-differential diffusion equation. In this section we study the following integro-differential diffusion equation
where σ, ρ ∈ R and α ∈ (0, 1).
where ρ ≥ 0, σ > −1. Proof. We prove from the contradiction. Assume that u is a nontrivial nonnegative solution which exists globally in time. That is u exists in (0, T * ) for T * > 0. Let T, R, θ ∈ R + , such that 0 < T R 2/θ < T * .
Suppose Φ(z) be a smooth nonincreasing function
The test function ϕ(x, t) is chosen so that
To estimate the right-hand side of the Definition (3.7) on Ω T R 2/θ , we write
According to the ε-Young inequality
for the right-side of (3.6) on Ω T R 2/θ , we have
Similarly,
Now, taking ε small enough, we obtain the estimate
We set the function ϕ such that
where R, θ ∈ R + . Let us perform the change of variables t = τ R 2/θ , x = yR and set
Then, we choose θ such that the right-hand side of (3.8)
are of the same order in R. Herewith we get that θ = α.
Then we have estimate
In case λ < 0 (i.e. is p < p c ) and R → ∞ in (3.9), we have Then it follows that u = 0, which is a contradiction.
If λ = 0, (i.e. is p = p c ) note that the convergence of the integral in (3.9) if
Using the Hölder inequality we have
Using (3.12), we obtain via (3.11), after passing to the limit as R → ∞, Ω h(x, t)u p (x, t)dxdt = 0.
Then it follows that u = 0 and completes the proof.
Nonlinear integro-differential diffusion system
In this section, we show how the method of proof can be used to the integro-
with Cauchy data
where 0 < α, β < 1, h 1 (x, t) = |x| ρ 1 t σ 1 , h 2 (x, t) = |x| ρ 2 t σ 2 and σ 1 , σ 2 > −1, ρ 1 , ρ 2 ≥ 0.
4.1.
Local mild solution of integro-differential diffusion system. In this section we study the existence of local solutions of (4.1)-(4.2).
where f (y, τ, v) = |x| ρ 1 t σ 1 v p (x, t) and g(y, τ, u) = |x| ρ 2 t σ 2 u q (x, t).
Then, there exists a maximal time T max > 0 such that the problem (4.1)-(4.2) has a unique mild solution (u, v)
Proof. For arbitrary T > 0, we define the Banach space
where ||| · ||| is the norm of E T , which represented by
Next, for every (u, v) ∈ E T , we introduce the map Ψ defined on E T by
• Ψ is a contraction.
Let (u, v), (ũ,ṽ) ∈ E T ; using Lemma (2.2), we have
where T chosen such that T ≤ 1 2 . Then, by the Banach fixed point theorem, there exists a mild solution (u, v) ∈ E T of problem (4.1)-(4.2) 4.2. Critical exponents of Fujita type for the integro-differential diffusion system.
for any test functions ξ(x, t), ψ(x, t) ∈ C 2,1
x,t (Ω T ) with ξ(x, T ) = ψ(x, T ) = 0.
Then, the system (with the initial data) does not admit nontrivial global weak nonnegative solutions.
Proof. The proof proceeds by contradiction. Therefore, let
and chosen so that
and
To estimate the right-hand side of (4.5) on Ω T R 2/θ 1
Take into consideration the ε-Young equality
we have the estimates
respectively.
Now, taking ε small enough, we obtain the estimates
Using the Hölder inequality, we may write
Consequently,
The same way, we obtain the estimate
In virtue of the inequalities (4.10) and (4.11), we may write   
and   
After that, let us make the change of variables t = R 2/θ 1 τ, x = Ry in A. While t = R 2/θ 2 τ, x = Ry in B, respectively. And set
After that, we choose θ 1 such that the right-hand side of A and   
where
If we choose − (l 1 /q + l 2 ) < 0 in (4.14) and let R → ∞, we obtain   
This implies that v = 0 a.e., which is a contradiction. In case − (l 1 /q + l 2 ) = 0, observe that the convergence of the integral in where L := According to (4.18), we obtain via (4.17), after passing to the limit as R → ∞,
This leads to v(x, t) = 0. In the case l 1 /q + l 2 ≥ 0 is N ≤ 2(α(1 + σ 1 ) + pβ(1 + σ 2 )) + αβ(ρ 1 + pρ 2 ) αβ(pq − 1) (4. 19) and according to (4.13), we get N ≤ 2(β(1 + σ 2 ) + qα(1 + σ 1 )) + αβ(pρ 1 + ρ 2 ) αβ(pq − 1) . (4.20)
Consequently, from (4.19) and (4.20) we obtain 1 ≤ N ≤ max 2(α(1 + σ 1 ) + pβ(1 + σ 2 )) + αβ(ρ 1 + pρ 2 ) αβ(pq − 1) , 2(β(1 + σ 2 ) + qα(1 + σ 1 )) + αβ(pρ 1 + ρ 2 ) αβ(pq − 1) .
