We compute the semisimplifications of the mod-p reductions of 2-dimensional crystalline representations of Gal(Q p /Q p ) of slope (2, 3) and arbitrary weight, building on work of Bhattacharya-Ghate. 
Introduction
In [BG09] , using the mod p local Langlands correspondence, they computed the reductions of 2-dimensional crystalline representations of weight k > 2p + 2 and slope 0 < (a p ) < 1. In [GG15] and [BG15] , these methods were extended for weight 2p + 2 ≤ k ≤ p 2 − p and then all weights for slope 1 < (a p ) < 2. In this article, we attempt to extend these results for slope 2 < (a p ) < 3. We will follow the notation of [GG15] and [BG15] .
Situation
Let E be a finite extension of Q p . Let be the additive valuation on E with (p) =
1.
Let G Q p be the absolute Galois group Gal(Q p /Q p ) of Q p . A p-adic Galois representation is a continuous action of G Q p on a finite-dimensional vector space defined over E.
Among all p-adic Galois representations are the crystalline Galois representations that admit an explicit parameterization: Every crystalline representation V of dimension 2 is, up to twist by a crystalline character, uniquely determined by,
• a weight, an integer k ≥ 2, and
• an eigenvalue a p in E with (a p ) > 0.
The rational number (a p ) is called the slope of V .
Inside V the compact group G Q p stabilizes a lattice upon which, by the BrauerNesbitt principle, the semisimplified induced representationV of G Q p over F p does not depend (V is the mod-p reduction of V ). Let V k,a p be the crystalline representation of weight k and eigenvalue a p andV k,a p its mod-p reduction. In conjecture 4.1.1 of [BG14] , they conjecture that if p is odd, k is even and (a p ) Z thenV k,a p is irreducible.
The finite-dimensional irreducible Galois representation over F p are classified and, up to twists by unramified characters, parametrized by integers, as follows:
Let Q p n respectively Q p −n be the field extensions of Q p that contain a primitive p n −1-th root of 1 respectively p n of p. The fundamental character ω n : Gal(Q p −n /Q p n ) → F * p n is defined by σ → ζ determined by σ (p n ) = ζ · p n .
For λ in F p , let unr(λ) : G Q p → F * p be the unramified character that sends the Frobenius to λ. Then every irreducible n-dimensional representation of G Q p over F p is of the form ind(ω a n ) ⊗ unr(λ) :
for some a in Z and λ in F * p . In particular, every mod-p reduction of dimension 2 is either of the form ind(ω This result is of the predicted form based on the main theorem of [BG15] :
Because the slope increases by a unit, here the reducible case occurs when p 3 | p − r (whereas, in [BG15] , when p 2 | p − r ).
In [Ars15] , Arsovski examines whether the representation is irreducible or not, for a large class of slopes (integral and non-integral) and even weights, but does not specify it. We deal with all weights and compute the exact shape of the representation, but point out that
• in the cases a = p and r ≡ p mod p 2 and p 3 ∤ p − r , or r ≡ p mod p 3 , we assume p ≥ 7
• in the case a = 5 and r a mod p, we assume additionally that r ≡ 2, 3, 4 mod p in Section 6 to avoid the reducible case, and
• we only address the cases a = 3 and a = p in the subcases stated in the main theorem.
We could not address
• the case a = 3 and r 2 mod p,
• the case r ≡ 4 mod p(p − 1), and
• the case r ≡ p + 1 mod p(p − 1) because they require a more detailed case-by-case analysis of X r −2 and its (singular) quotients. We hope to address them in a future paper.
Outline
We refer the reader to the articles [BG09] , [GG15] and [BG15] for a more detailed explanation of this section, but outline the necessary parts here. Let L be the 2-
Since L is injective, to determineV k,a p , it suffices to determine (V k,a p ). Because L commutes with the p-adic Langlands correspondence, the analog of the mod-p Langlands correspondence for Q p -vector spaces, that is, is the mod-p reduction of the p-adic correspondence,
where the right-hand side is the representation of GL 2 (F p ) over a 2-dimensional F p -vector space given by
• the semisimplification of
• the reduction modulo p of the canonical lattice Z p -lattice Θ k,a p of
Explicitly,
p is the representation of GL 2 (Q p ) given by all homogeneous polynomials of total degree r , and
• T is the Hecke operator that generates the endomorphism algebra of all K[G]-linear maps on the function space ind
It is a representation of GL 2 (F p ) and extends to KZ by letting p in Z act trivially.
There is an E[G]-epimorphism ind
Our technical main result will be that, generally, there is a single Jordan-Hölder factor of the left-hand side that already maps onto the right-hand side. Then [BG09, Proposition 3.3] uniquely determinesV k,a p .
To find the Jordan-Hölder factor , we first reduce to a quotient Q of V r such that still ind
and let V * * * r be the image of the multiplication
(Note that X r −i depends on two parameters,
• r in N for the surrounding, and
• i in {0, . . . , r } for the inner submodule.
For example, put r ′ = r − 1,
• then X r ′ is the submodule of V r −1 , homogeneous polynomials of two variables of total degree r − 1, generated by Y r −1 ,
• whereas X r −1 is the submodule of V r , homogeneous polynomials of two variables of total degree r , generated by XY r −1 .
This mistakable notation will matter in Section 4 and thereafter.)
Thus we need to understand the modules X r −2 and V * * * r and their mutual intersections:
• In Section 2, the Jordan-Hölder series of the module X r −2 is computed, and
• in Section 3 that of V * * * r and its intersections with X r −2 , and
• in Section 4 that of Q.
These computations depend predominantly on the congruence class of r modulo p − 1 = #F * p and then also that of r modulo p = #F p . This way, combinatorial conditions on Σ(r ), the sum of the digits of the p-adic expansion of r , come into play too (which reflect that r ≡ Σ(r ) mod p − 1.)
We then compute in Section 4 the Jordan-Hölder factors of Q: A priori, Q has at most 6 Jordan-Hölder factors.
• 
p , and
In Section 6, if the only remaining Jordan-Hölder factor is V p−2 ⊗ D n for some n, we need to separate the reducible case. To do this we construct additional functions and see if the map ind
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Groundwork
We restate key results of [Glo78] in our notation (which follows that of [GG15] , [BG15] and [BGR15] ). Inside the M-representation of all homogeneous polynomials of two variables,
• here V r denotes the subrepresentation given by all those of (total) degree r , a vector space of dimension r + 1,
• whereas in [Glo78] , it denotes the subrepresentation given by all those of (total) degree r − 1, a vector space of dimension r .
Thus, there is a one-dimensional offset.
The Jordan-Hölder series of
Lemma 1.1 (The Jordan-Hölder series of a Tensor product of two irreducible
where the second summand equals
with the convention that V k = 0 for k < 0.
Proof:
(ii): The equality for the second summand follows by (i), which is the case 
• For X r ⊆ X r −1 and when this inclusion is an equality, see [BG15, 4.1].
• For X r −1 ⊆ X r −2 , note 4X r −1 Y =
If r ≤ p then V r has at most two Jordan-Hölder factors. Therefore X r −2 = X r −1 .
We may hence assume r > p. To see when X r −1 = X r −2 , suppose that there are coefficients c 0 , . . . , c p−1 and d 0 , . . . ,
Comparing the coefficient of X T +1 Y r −(T +1) on both sides of the equation
As #F *
Case 1: r 0 = 0.
Then by Lucas's Theorem modulo p,
This equation contradicts that of (+) for T = 1! Therefore X r −2 ⊃ X r −1 .
Case 2: r 0 > 0.
Case A: Let j > 0 be such that r j > 1 and assume such j to be minimal.
Therefore, and since p j ,
The determinant of the matrix M of this system of equations is
By minimality of j, we have
, and
That is, C 1 = D 1 = 0. This equation contradicts that of (+) for T = 1! Therefore X r −2 ⊃ X r −1 .
Case B: All r 1 , r 2 , . . . ≤ 1.
Let Σ be the sum of the p-adic digits. Let a in {3, . . . , p + 1} such that r ≡ a mod p − 1.
Then there is t = t 0 + t 1 p + · · · in {0, . . . , r − 2} such that t ≡ 1 mod p − 1 and t 0 = 1 and t 1 , t 2 , . . . ≤ 1 but not all 0. Because r 0 , r 1 , . . . ≤ 1, by Lucas's Theorem, r −1 t ≡ r 0 and
which by (+) leads to the contradiction 0 = 1 for T = t and 1! Therefore X r −2 ⊃ X r −1 .
Case II:
That is, r − 1 is of the form r
In this case, the only T in {0, . . . , r − 2} such that T ≡ 1 mod p − 1 and
the Vandermonde determinant is nonzero),
solve the equations of (+). Therefore X r −2 = X r −1 .
Lemma 1.4 (Extension of [BG15, Lemma 3.5]). For any
1.3 The singular submodules of V r
Lemma 1.5 (Extension of [GG15, Proposition 2.2]). The Jordan-Hölder series of F[Γ]-modules
(i) of V r /V * r , for p ≥ 3 and r ≥ p, and r ≡ a mod (p −1) with a ∈ {1, . .
and this sequence splits if and only if a = p − 1;
(ii) of V * r /V * * r for p ≥ 3 and r ≥ 2p + 1, and r ≡ a mod (p − 1) with a ∈ {3, . . . , p + 1} is
and this sequence splits if and only if a = p + 1;
(iii) of V * * r /V * * * r , for p ≥ 3 and r ≥ 3p + 2, and r ≡ a mod (p − 1) with a ∈ {5, . . . , p + 3} is
and this sequence splits if and only if a = p + 3.
Proof: 
The sequences in (i), (ii), (iii) split for a = p − 1, p + 1, p + 3 respectively because V p−1 is an injective module over F p [Γ] .
• That X r /X * r = X a /X * a is proved in [Glo78, (4.5)]. We restate this proof in our language: 
is well-defined. It is surjective, and its kernel, as its image is nonzero, is included in X * a and, because X * a → X * r by M-linearity, includes X * a , thus equals X * a .
• (In the following, do not confuse · * −1 with · * ′ for * ′ = * − 1!) To prove X r −1 /X * r −1 = X a /X * a , we adapt the above proof: We -let U r −1 be the vector space of dimension 2p + 2 with basis vectors denoted s r , t r , s(is + t) r −1 and (s + it) r −1 t for i in F p , and -the action of M on U r −1 is defined by that, for every m in M and u in U r −1 , there are α and β in F * p and basis vectors and w in U r −1 such that, formally,
w,
-and ρ r −1 : U r −1 → X r −1 is defined by mapping, formally, s to x and t to .
It is an epimorphism and linear over F p [M] .
and, as morphisms between F p [N ]-modules,
We show that ker ρ a−1 ⊆ kerρ r −1 , that is, if ρ a−1 = 0, then nρ r −1 x = 0 for all n in N . This follows directly from the analogous proposition for ρ a and ρ r (instead of ρ a−1 and ρ r −1 ) above: Write x = x ′ + x ′′ where x ′ and x ′′ are in U r and U r . We have ρ a−1 x = 0 if and only if ρ a x ′ = 0 and ρ a x ′′ = 0. We have nρ r −1 x = 0 if and only if nρ r x ′ = 0 and nρ r x ′′ = 0 for all n in N (because ρ r −1 = ρ r ⊕ ρ r as morphism of F p [N ]-modules). By [Glo78, (4.5)], if ρ a x ′ = 0 respectively ρ a x ′′ = 0, then nρ r x ′ = 0 respectively nρ r x ′′ = 0 for all n in N . Therefore, if ρ a−1 x = 0 then nρ r −1 x = 0 for all n in N . Therefore, and since ker ρ a−1 ⊆ kerρ r −1 , the morphism of
is well-defined. It is surjective, and its kernel, as its image is nonzero, is included in X * a−1 and, because X * a−1 → X * r −1 by M-linearity, includes X * a−1 , thus equals X * a−1 .
• (In the following, do not confuse either · * −1 with · * ′ for * ′ = * − 1 or · * −2 with · * ′′ for * ′′ = * − 2!) To prove X r −2 /X * r −2 = X a /X * a , we adapt the above proof: We will see that the same reasoning as for X r −1 works for X r −2 where -U r −2 is the vector space of dimension 3p +3 with basis vectors denoted t r , s r , st r −1 and s 2 (is + t) r −2 , (s + it) r −2 t 2 , (s + it) r −2 st, and -the action of M on U r −2 is defined by that, for every m in M and u in U r −2 , there are α, β and γ in F * p and basis vectors , w and x in U r −2 such that, formally,
-and ρ r −2 : U r −2 → X r −2 is defined by mapping, formally, s to x and t to . 
Some combinatorial Lemmas
Lemma 1.9 (Extension of [BG15, Lemmas 2.5 and 2.6]).
Proof: For i = 0, 1, see [BG15, Lemmas 2.5 and 2.6]. For i = 2, we apply induction on r : We have
For i = 2, applying this, we have by the previous cases (i = 0, 1) and the induction hypothesis,
The following lemma is an analog of Lemma 2.7 of [BG15] .
Lemma
and therefore
Thus,
• if a = 3, then j ≥n j n α j ≡ 0 mod p 4−n for n = 0, 1, 2 and j ≥3
if and only if the following system of linear equations ( * ) in the three unknowns δ k , δ l and δ m is solvable:
It suffices to solve all equations modulo p 4 . For this, we show that there are k, l and m in {a, a + (p − 1), . . . , r } such that the determinant of ( * ) is invertible in Z/p 4 Z, or equivalently, that it is nonzero mod p. Because r > ap, we can put k = ap. Then ( * ) is modulo p given by an upper triangular matrix whose upper right coefficient is 1, and therefore its determinant equals that of its lower right 2 × 2-matrix l m Lemma 1.12. Let r ≡ a mod p − 1, r ≡ a mod p with 4 ≤ a ≤ p + 1, then one can choose integers β j for all j ≡ a − 1 mod p − 1, with a − 1 ≤ j < r − 1, satisfying:
Proof: If r ≤ ap, then r j ≡ 0 mod p for all j ≡ a mod p −1, and we can therefore put α j = 0.
Let r > ap. By Lemma 1.9 for i = 1, because by assumption a − r ≡ 0 mod p, Therefore, we are in the same situation as in Lemma 1.11, and the proof follows in exactly the same manner. Lemma 1.13. Let r ≡ a mod p − 1, r ≡ a mod p with 4 ≤ a ≤ p + 1, then one can choose integers β j for all j ≡ a − 2 mod p − 1, with a − 2 ≤ j < r − 2, satisfying:
Let r > ap. By Lemma 1.9 for i = 2, because by assumption a − r ≡ 0 mod p,
Therefore, we are in the same situation as in Lemma 1.11, and the proof follows in exactly the same manner. Lemma 1.14. Let r ≡ 1 mod p − 1.
(i) If p 2 | p − r , then there are integers γ j for all p < j < r − 1 such that j ≡ 0 mod p − 1 that satisfy:
(ii) If p 2 | p − r , then there are integers γ j for all p < j < r − 1 such that j ≡ 1 mod p − 1 that satisfy: Proof: By [Glo78, (5.1)], the map ϕ r ′′ , 2 : V r ′′ ⊗ V 2 ։ V r defined by u ⊗ → u is M-linear. Let ϕ be its restriction to the M-submodule X r ′′ ⊗ V 2 . The submodule X r ′′ ⊗ V 2 is generated by
Therefore the image of ϕ is included in X r −2 ⊆ V r . Because X r −2 Y 2 generates X r −2 , surjectivity follows.
Lemma 2.2 (Extension of [GG15, Lemma 3]).
The F p -module X r −2 is generated
In particular dim(X r −2 ) ≤ 3p + 3.
Proof:
We have X r −2 =< X r −2 Y 2 >. We compute
where j, k, l in F p . The rest follows as in Lemma 3 of [GG15] .
Lemma 2.3. If r = p n for some n > 0, then dim X r −2 = 2p + 4.
The proof is based on Lemma 3.10 of [BG15] , but omitted, as useless in this paper.
Corollary 2.4. If dim X r −2 = 3p + 3, then the epimorphism ϕ :
is an isomorphism.
Proof: Because dim X r −2 ≤ 3p + 3 by Lemma 2.2, if dim X r −2 = 3p + 3 then the epimorphism is an isomorphism.
Proof: If the left-hand side of ϕ : X r ′′ ⊗V 2 ։ X r −2 has dimension 3(p +1) = 3p +3, then, because dim X r ′′ ≤ p + 1, this inequality is an equality. That dim X r −1 = 2p + 2 is maximal is seen as in the proof of [BG15, Lemma 3.5]. Therefore, by the same token dim X r = p + 1 is maximal.
By the epimorphism X ′ r ⊗ V 2 ։ X r −1 , also dim X r ′ = p + 1 is maximal.
Lemma 2.6 (Jordan-Hölder series of X r ). We have the short exact sequence Observation. The Jordan-Hölder series of X r is dual to that of V r /V * r .
Corollary 2.7 (Jordan-Hölder series of X r ′′ ⊗ V 2 ։ X r −2 ). Let r ≡ a mod p − 1 for a in {3, . . . , p + 1}. Put r ′′ = r − 2. We have the following short exact sequences (where, by convention, V i = 0 for i < 0):
• If X * r ′′ = 0, then all summands on the left-hand side vanish. Proof: By Lemma 2.6, for the unique a ′′ ∈ {1, . . . , p − 1} such that r ′′ = r − 2 ≡ a ′′ mod p − 1, (that is, a ′′ = a − 2 for the unique a ∈ {3, . . . , p + 1} such that r ≡ a mod p − 1),
By flatness of the
We regard the left-hand side of the short exact sequence, that is,
• if a ′′ = 1, then by Lemma 1.1.(i),
• if a ′′ = 2, . . . , p − 3, then by Lemma 1.1.(ii),
We regard the right-hand side of the short exact sequence, that is, V a ′′ ⊗ V 2 :
• if a ′′ = 2, . . . , p − 3, then by Lemma 1.1.(i) (where we recall V −1 = 0),
• if a ′′ = p − 2 then, like for a ′′ = 1 on the left-hand side of the short exact sequence,
where V 2p−1 has by Lemma 2.11 Jordan-Hölder series V p−2 ⊗ D, V 1 and V p−2 ⊗ D;
• if a ′′ = p − 1 then by Lemma 1.1.(i),
where U has successive semisimple Jordan-Hölder factors
Observation. The Jordan-Hölder series of X r −2 is dual to that of V r /V * * * r .
For a natural number r , let Σ(r ) := the sum of the digits of the p-adic expansion of r .
Since p ≡ 1 mod p −1, we have Σ(r ) ≡ r mod p −1. Thence, if a ∈ {3, . . . , p + 1} such that r ≡ a mod p − 1 then Σ(r − 2) = a − 2 is the smallest possible. Put
Then Σ > a − 2, that is, is not the smallest possible, if and only if Σ ≥ p. If Σ < p, we say that Σ is minimal.
If Σ is minimal then we say that all higher (p-adic) coefficients are binary if there are 0 < n 1 < . . . < n m in N and r 0 in {1, . . . , p − 1} such that
that is, all except possibly the lowest coefficient of the p-adic expansion of r − 1 are at most 1. In this case, by Lemma 1.3, we have X r −2 = X r −1 .
2.1 Σ minimal 2.1.1 r ≡ 3, . . .
Let a in {3, . . . , p} such that r ≡ a mod p − 1. (Note that if Σ(r − 2) = a − 2 for a = 3 and r 0 ≥ 1 then necessarily r − 1 = 1 + p n for some n > 0.)
• if all higher p-adic coefficients are binary, then
, and -for a = p, we have X r −2 = X r −1 = V 2p−1 which has Jordan-Hölder factors V a and V a−2 .
• otherwise
-for a = p, the Jordan-Hölder factors of X r −2 are
• If r − 1 = r 0 + p n 1 + · · · + p n m for n 1 < . . . < n m and r 0 ∈ {1, . . . , p − 1}, then by Lemma 1.3 we have X r −2 = X r −1 and the conclusion follows • Otherwise we follow [BG15, Lemma 4.5]:
p-adically expand r ′′ = r − 2 = r 0 + r 1 p + · · · + r m p m . By hypothesis,
where F 0 , . . . , F a−2 are certain polynomials, seen to be independent of α and β. Hence
In particular dim X r ′′ ≤ a − 1. By [Glo78, (4.5)], we have X r ′′ /X * r ′′ V a−2 , and therefore
and X * r ′′ = 0. By Lemma 2.1, there is an
-for a = 3, . . . , p − 1, by Lemma 1.1.(ii) and Lemma 2.1,
By Lemma 1.3 the right-hand side has at least three Jordan-Hölder factors, which are, as the map is surjective, exhausted by those of the left-hand side. Thus the surjection is a bijection.
-for a = p, by Corollary 1.2.(i), 
Because r ≡ p + 1 mod p − 1, we have Σ(r − 2) ≡ r − 2 ≡ 0 mod p − 1. Thence, as r is nonzero, Σ(r − 2) = p − 1 is smallest possible. The following lemmas are an adaptation of Lemma 3.2 and Proposition 3.3 of [BG15] .
Lemma 2.9. If r ≡ p + 1 mod p − 1 and (r − 2) = p − 1 then dim(X r −2 ) ≤ 3p.
The proof is similar to Lemma 3.2 of [BG15] .
Proof: Let the F p -linear map
be defined by
r −2 , and
Then η is
• a morphism of M-modules.
• surjective because dim X r −2 ≤ 3p = dim V 3p−1 by Lemma 2.9.
Lemma 2.11. The successive semisimple Jordan-Hölder factors of the
• second U 2 has successive semisimple Jordan-Hölder factors
Proof: This is in particular stated in Lemma 1.1.(ii).
Observation. If we could prove injectivity of η, that is, show that V 3p−1 X r −2 , then Q V 2 ⊗ D p−1 by following the proof of Proposition 3.3 of [BG15] . To show that η is injective, we have to find G and H in each summand of
(by Lemma 2.11) that η does not map to 0.
3 Vanishing conditions on the singular quotients of X r −2
In this section we study the singular quotients of X r −2 , that is, whether X * r −2 /X * * r −2 , X * * r −2 /X * * * r −2 , X * r −2 /X * * * r −2 are trivial or not using the criterion from Lemma 1.8. We will make use of Lemma 1.9 and leave many details to the reader. Proof: Consider
Working mod p, we have
Lemma 3.3. If r ≡ 3 mod p − 1 and r ≡ 2 mod p, then X * * r −2 /X * * * r −2 = 0.
Proof: By Corollary 2.7 we have the short exact sequence:
If we restrict this exact sequence to the largest singular submodules, then we obtain
, we see X * r ′′ = X * * r ′′ = X * * * r ′′ , so ϕ(X * r ′′ ⊗V 2 ) ⊆ X * * * r −2 . By Lemma 3.1
we know 0 X * r −2 /X * * r −2 , hence V 1 ⊗ D X * * r −2 . Thus X * * r −2 and X * * * r −2 both contain
) and no other factors. Hence they are equal.
3.2 r has the same representative mod p − 1 and p Lemma 3.4. Let a ∈ {4, . . . , p}. If r ≡ a mod p − 1 and r ≡ a mod p, then
Proof: We follow Lemma 6.2 of [BG15] . Consider
If G(X , Y ) = c i X r −i Y we see that c i = 0 for i = 0, 1, 2, r − 2, r − 1, r as a ≥ 5. For the case a = 4, we do not have c 2 0, hence we only get that G(X , Y ) ∈ V * * r following the argument below.
By Lemma 1.9 we j c j = j jc j = 0 mod p. For j j 2 c j we note that: 0<j <r −2 j≡a−2 mod p−1 
0.
Proof: For A, B and C constants in F p , let F (X , Y ) in X r −2 be given by
Let a 0 , . . . , a r be the coefficients of 
We compute that a j = a − r, ja j = (r − 1)(a − r ) and b j = (a − r )(a + r − 1)/2, jb j = r (a − r )(a + r − 1)/2. Let us shorten α = a −r , and β = (a +r − 1)/2. We obtain the following system of linear equations for F = j c j X r −j Y j to be in V * * r , that is, for j c j and j jc j to vanish:
(Also, for F not to be in V * * * r , we need C 0.) By assumption α 0. The determinant given by the rightmost two columns is
and thus is nonzero if and only if α = a − r 0 mod p (which holds by assumption) and β 0, that is, r 1 − a mod p. Thus, if the determinant is nonzero, then we can choose C to be an arbitrary nonzero number. If β = 0, then the determinant given by the leftmost two columns is α(r − 1) − α(r − 2) = α which is not 0 by assumption.
Therefore, the system of equations (even under the condition that C 0) is always insoluble (because α 0). That is, F is in X * * r −2 \ X * * * r −2 . Proof: Consider
Working mod p, we see that:
First, we note that the coefficients c 0 , c 1 , c r −1 , c r cannot occur. By Lemma 1.9 we see that j c j = j jc j ≡ 0 mod p. Hence 
We are interested in the Jordan-Hölder factors of Q: By Proposition 1.6 the factor X r −2 /X * r −2 is known. By Lemma 1.5 the factors of V r /V * r are known. Thus the factor of the right-hand side of the bottom line, too.
Therefore, left is the determination of the factors of the left-hand side of the bottom line,
By Lemma 1.5 the factors of V * r /V * * * r are known. Thus, by the short exact sequence on the left of Diagram 4.1, we want to determine the factors of X * r −2 /X * * * r −2 :
By Section 3, we know whether X * r −2 /X * * r −2 or X * * r −2 /X * * * r −2 vanishes. By Lemma 2.1,
By Lemma 2.6, there is the short exact sequence
where X r ′′ /X * r ′′ is known by [Glo78, (4.5)], and thus X * r ′′ by Lemma 1.5. By Corollary 2.7 (based on [Glo78, Section 5]) the factors of X r ′′ ⊗V 2 and (X r ′′ /X * r ′′ )⊗V 2 of ( * ) are known, and in particular that the right-hand side has a single nonsingular factor. When we reduce ( * ) to its singular submodules,
• the left-hand side remains the same,
• the right-hand side drops the single nonsingular factor, and 
where W has Jordan-Hölder Proof: In the diagram (4.1) we denote W to be the entry in the bottom left-hand corner.
• Let a = 4. Because X * r ′′ = X * * r ′′ = X * * * r ′′ by Lemma 1.7, we see that ϕ(X * r ′′ ⊗ V 2 ) ⊆ X * * * r −2 . By Lemma 3.5 we see that V 0 ⊗ D 2 is not a factor of X * * * r −2 and X * * r −2 /X * * * r −2 0. By Lemma 3.4 we know X * r −2 = X * * r −2 , which means that X * r −2 /X * * * r −2 V 0 ⊗ D 2 . Hence W from (4.1) contributes the following factors: V p−3 ⊗ D 3 , V p−1 ⊗ D 2 and V 2 ⊗ D.
• Proof: By Lemma 3.6, Lemma 3.7, Lemma 3.8 and Lemma 3.9 we have X * r −2 /X * * r −2 0 and X * * r −2 /X * * * r −2 0. Comparing with the Jordan-Hölder series of V r /V * r , V * r /V * * r and V * * r /V * * * r in Lemma 1.5 and looking at diagram (4.1), we obtain the result.
Eliminating Jordan-Hölder factors
Throughout this section we assume that p ≥ 5. We refer the reader to [BG15] and [Bre03] for details but summarize the formulae needed. 5.1 r has the same representative mod p − 1 and p
Separating Reducible and Irreducible cases
We follow the methods of [BG15, Section 9] to separate the reducible and irreducible cases when Θ k,a p is a quotient of ind(V p−2 ⊗ D n ). This happens in Proposition 5.6 (for a = 3), Proposition 5.5 (for a = 5) and Proposition 5.4 (for a = p and p 2 | p −r ). By [BG13, Lemma 3.2], we need to check whether Θ is a quotient
• of (ind G K Z V p−2 )/T (in which case we obtain irreducibility), or
• of (ind G K Z V p−2 )/(T 2 − cT + 1) for some c in F p (in which case we obtain reducibility).
The following two theorems are based on [BG15, Theorem 9.1]. We see that T + f 2 ,T + f 0 + T − f 2 − a p f 1 ,T − f 1 ,T + f 1 ,T − f 0 are all integral and zero mod p. Finally, (T − a p )f ≡ −a p f 2 − a p f 0 mod p. Following the argument in Theorem 9.2 of [BG15] this turns out to be the same as (T 2 + 1)[id, −X p−2 ].
Therefore the representation is reducible.
