Consider solving the Dirichlet problem Au(P) = o, Pem2\s, u(P) = h(P), Pes,
Introduction
We consider the numerical solution of (1.1) /g(Q)Xog\P-Q\dS(Q) = h(P), PGS, with S a smooth open contour in the plane. This equation arises in a variety of contexts, one being the study of elasticity crack problems in the plane. We propose a new numerical method for solving (1.1), and then use it to solve some potential theory problems in the plane. The method takes account of the expected singularities in g at the ends of the contour in an entirely natural way, and the method is shown to converge rapidly when the curve 5" and the data are sufficiently smooth. We limit the functions g and h to be real, although the following development extends easily to the complex case. Let S have a parametrization (1) (2) r(x) = (c;(x),rl(x)), -X < x < X, with |r'(jc)| t¿ 0, -1 < x < X . To simplify the analysis, assume r(x) is Cc Following Yan and Sloan [12] , we make the additional change of variable (1.3) ? = cos"'(x), -1<x<1.
The equation (1.1) can now be written as (1.4) --C p(x)Xo%\a(t) -a(x)\dx = f(t), 0<t<n,
x Jo with (1.5) a(t) = r(cost), p(t) = g(a(t))\r'(cos t)\ sin t, f(t)= -U(a(t)).
Note that üeC°°(R).
An advantage of the formulation (1.4), (1.5) is that the singularities in g in the original problem now become explicit: for if the solution p of (1.4) is smooth, then g automatically has the expected x~ ' type singularities at the two ends of the contour, because of the factor sinz in (1.5) . A smooth solution p of (1.4) arises naturally if h in (1.1) is smooth. This follows from the observation that the functions a and / above are even, 27t-periodic functions; and if h G C°°(S), then / G C°°(K). If we define p to be an even function, then the integral in ( 1.4) can be replaced by one half of the integral over a full period. Since the resulting equation can now be viewed as a problem involving smooth functions on the circle, we must expect that p can be considered a 27t-periodic C°° function on the whole line, and we shall see below that this is indeed the case.
The equation ( t-x, t + x t¿ 2nm, t-xort + x = 2nm, with m an arbitrary integer. With the assumptions on r(x), it can be shown that be(t, x) is a C°° function of t and x. It is also 2zr-periodic and even, with respect to each variable. The equation. Aep = f is invertible explicitly if the Fourier cosine series of f on [0, 7t] is known. This will be used in §3 to define a Galerkin method with trigonometric trial functions for solving ( 1.6), and a corresponding discrete Galerkin method is defined and analyzed in § §4 and 5. In § §6 and 7 we discuss the application of these results to the solution of Laplace's equation, and we give some numerical examples. Section 2 contains preliminaries for putting (1.6) into an appropriate function space setting. The methods and results of this paper follow closely those of Atkinson [3] , which defined and analyzed a discrete Galerkin method for solving (1.1) when S is a simple closed curve.
A solvability analysis is given in Yan and Sloan [12] , which we summarize here. Assume the transfinite diameter Cs ^ X for the curve S, and assume S is C°° . Further, assume the function / is differentiable, with f G L (0, ri). Then the equation (1.6) has a unique solution p G L (0, n). This result generalizes to Sobolev spaces of even periodic functions, which are defined in the following section. The concept of transfinite diameter is described in Yan and Sloan [12] . For potential theory problems with Cs = X, the problem can be rescaled to give a new integral equation with Cs ^ 1. A further discussion of solving potential theory problems using (1.1) is given in §6.
For other results on the numerical solution of ( 1.1 ) with S an open curve, see Gladwell and Coen [7] , Costabel, Ervin, and Stephan [6] , and Sloan and Spence [11] . The paper of Gladwell and Coen contains a method related to one developed here, although no analysis is given. For the integral equation (1.1) with S a closed curve, a numerical method similar to that of Atkinson [3] is presented and analyzed in McLean [10, Chapter 5] . The results of McLean can be generalized to (1.1) with S an open curve, including an analysis of the effect of numerical integration in the implementation of the Galerkin method presented below in §3. Related boundary integral equations for the planar linear elasticity equations in a region exterior to an arc are given in Hsiao, Stephan, and Wendland [8] , although their numerical methods are very different than those presented here.
Preliminaries
For our discussion of the operator Ae, we quote freely from Yan and Sloan [12] Thus, results on A can be used in investigating Ae. The integral equation (1.1) with S a smooth simple closed curve was investigated in Atkinson [3] . Some of those results will be used here by means of (2.13). To analyze the convergence of (3.5) in L (0, n), consider instead the equivalent equation (3) (4) (5) (6) (I + P"A;lBe)pn = PnA;lf, using A~ Pn = PnA~ . From the smoothness of be(s, a) in (1.9), the operator Be is compact from H® into H'e, for all / > 0. Thus A~lBe is a compact operator from L2(0, n) into L2(0, n). Since Png -* g for all g G L2(0, n), it is straightforward that on L (0, n), \\(I -Pn)A;1 Be\\ ^ 0 aszz-co, using the operator norm for bounded operators from L2(0, n) to L2(0, n). Combined with the unique solvability of (1.6) (or (1.1)), we can obtain a convergence theory for (3.6). It follows by standard arguments (e.g., see Atkinson [2, p. 51]) that (/ + PnA~ Be)~ exists and is uniformly bounded for all sufficiently large zz, say n > N :
For convergence, use the identity
Thus, if p G L (0, n), we have convergence of pn to p. If p is a smooth function, then (/ -Pn)p converges rapidly to zero, and the same is true of the convergence of pn to p . We could continue this analysis to obtain results on uniform convergence and on convergence in Hle for t > 0. (For example, the analysis given in McLean [10, Chapter 5] can be generalized to the present situation.) Instead, we will look more carefully at a discrete Galerkin variant of (3.5). To motivate it, we look at the linear system arising in the solution of (3.3).
Using the basis {©.} of (3.1), write p"(s) = Yl"j=oajVj(s> • Then from (3.3), -jf-+ Y,aj(Be<Pj ' Vi) = (/. <P¡)> i=l,...,n.
7=0
The matrix elements are double integrals, and the right sides are single integrals. These integrals will be approximated to obtain a discrete Galerkin method.
The discrete Galerkin method
To define the needed numerical integration in the approximation of (3.9), introduce the nodes (4.1 ) t¡ = jh for all integers j, h = 2n/(2n+X).
Let C e(2n) denote the continuous functions that are even and periodic with period 2n . For f G Cp e(2n), approximate
This somewhat unusual rule is derived from the (2zz + l)-point trapezoidal rule on [0, 2n], taking into account that / is even and periodic:
where T2 { is the (2zz + l)-point trapezoidal rule (the notation " means to halve the first and last terms before summing); and from the evenness and periodicity of /, the right side of (4.3) is simply the definition /"(/) of (4.2).
The choice in (4.1 ) of an odd number of points í. within each period 2zr results in the quadrature rule (4.2) having different behavior at the two ends of the integration interval [0, n] : the left-hand end point is a quadrature point, the right-hand end point is not. This unsymmetrical choice, while perhaps not the preferred option from a practical point of view, is dictated by our desire to use certain theoretical results on interpolation with respect to trigonometric polynomials, which seem to be available only for the case of an odd number of interpolation points within each period. Applying the trapezoidal rule on [-n, n] in the above derivation, we obtain a similar unsymmetric formula, with n now a node point, but zero not one. Empirical results with the standard midpoint and trapezoidal rules replacing (4.2) give virtually the same numerical results, which would be expected from results on numerical integration and the essential equivalence of the midpoint and trapezoidal rules.
The following result is straightforward to prove. It shows that I"(f) preserves the orthogonality and normalization of the basis {q>0, ... , <pn} . Lemma 1. We have ( 0, j¿k, 0<j,k<n, KÍVjVk) = n, j = k = 0, ti/2, X<j = k<n.
To approximate the integral operator Be, use n (4.4) Benp(t) = In(be(t, ■) ,(■)) = h^be(t, tj)p(tj).
7=0
To approximate the inner products in (3.9), introduce the discrete (semidefinite) inner product n (4.5) (f,g)h = I"(fg) = h£ñtj)g(tj).
i=o
We could now approximate all integrals in the system (3. 
The proofs of these results are straightforward and we omit them; see Atkinson and Bogomolny [4] . The last property says that Qnf is the trigonometric polynomial in 3?n that interpolates / at tQ, ... , tn. Thus, Qn is both an approximation to the orthogonal projection Pn and is the interpolating projection operator. Explicitly, 2w (4.9) Q"/W = -£(/\^V/s),
with <p As) = cos(js).
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In Atkinson [3] , a discrete orthogonal projection operator Qn, projecting onto the set of all trigonometric polynomials of degree < zz on 2n , was defined similarly. Let Cp(2n) denote the continuous periodic functions of period 2n , and let Sfn denote the trigonometric polynomials of degree < zz. With the inner product based on the trapezoidal rule on [0, 2n], as indicated in (4.3), Qn was defined by the analogue of (4.8). Thus, the present operator is given by the restriction of Qn to the subspace C e(2n): (4) (5) (6) (7) (8) (9) (10) Qn = Qn\CpJ27[y This means the results about Qn in the earlier paper can be used in this paper in discussing Qn. For an explicit formula for Qn ,
For a more extensive discussion of Qn, see Atkinson [3] . The result (4.10) can be obtained from this formula for Qn by assuming f G C e(2n) and then simplifying and rearranging the formula.
The approximate scheme. We approximate the Galerkin method (3.5) by The definition of Ae then implies y/n G ä?n. Thus, (4.11) can be written in the equivalent form (4.12) Qn(Ae + BeJy,n = Qnf, ¥nern.
To obtain a linear system for finding y/", let n (4.13) Vn(s) = Y,ßJ<PJ(s)-
Calculate the coefficients {/?.} by substituting (4.13) into (4.12) and then using (4.8) and (3.8):
Ußo + E ßj(Be,n9j ' Po)/, = (/. Po)/, .
(4.14) 7;°f + i,ßj(*e,n<Pj><Pi)H = (f><Pi)h> í=l, ...,».
This is the discretization of the Galerkin system (3.9) that was suggested following (4.5). However, we now have the tools needed to analyze its convergence. An alternative to (4.14) is obtained by using in (4.12) the interpolation property of Qn , given in Lemma 2 (property (3)):
This system is faster to set up than (4.14), and it is essentially equivalent in conditioning to the system (4.14).
To be more precise about the conditioning of systems (4.14) and (4.15), we introduce some needed auxiliary matrices. Define
•-[•«/í.,-0.
•y = fA).
These are all square matrices of order n + X. It can be shown that The convergence analysis is carried out in the Banach space C e(2n) equipped with the uniform norm || • lit» • Note that A~{Be is a compact operator on Cp e(2n). The analysis of the solvability and convergence of (5.2) is carried out by using the framework of collectively compact operator approximations (see Anselone [1] ). As notation, the letter c is used as a generic constant in the following proofs. As an alternative, we can just imitate the proof of Atkinson [3] . We choose this approach so as to also introduce some notation needed later. We only indicate briefly the form of the proof, referring the reader to the earlier paper. Using the formula (4.4) for Be n , we write n QnBe,nm = hTÍKJt><j)Atj) 7=0 with be "(t, s) the cosine polynomial that interpolates be(t,s) with respect to t at t0, ... , tn , for all s:
bei"(ti,s) = be(ti,s), z = 0,...,zz, ben(-,s)GSfn.
Define n (5.5) (A;lQnBen)f(t) = Cenf(t) = hJ2'ceJt, tj)f(tj).
The function ce n(t, s) = ce n s(t) is defined by Ce,n,s = A7lbe,n,s> K,n ß) = be,n({' S) ■ Similarly, define (5.6) (A~'Be)f(t) = CJ(t) = f ce(t,s)f(s)ds, for all / > 0. Using this and (5.6), part ( 1) of the theorem will follow easily.
By the assumption of unique solvability for (1.6), (I + Ce)~ exists. Then by part (1) The convergence rates given in Atkinson [3] were based on error results for the derivatives of trigonometric interpolation polynomials. We give improved results here, using the following error results for trigonometric polynomial interpolation and for the trapezoidal numerical integration rule. Proof. This result is taken from Chandler [5] . Its proof is based on using the Fourier series representation of /, given in (2.1), to obtain a Fourier series representation for Q"f. This is then subtracted from that for /, and the remaining terms are then bounded to give the result (5. and this implies that the final sum on the right side of (5.13) is 0(zz~ ), uniformly in t, for all k > 0.
Recall that the integration rule /"(/) of (4.2) is simply the trapezoidal rule T2n+l(f) applied to even periodic functions (see the derivation in (4.3) ). Also recall from (5.6) that c (t,s) is C°° and periodic in both variables. Use Lemma 5 to show that the first term in brackets on the right side of (5.13), (5. u(P) = h(P), PgS, sup \u(P)\ < oo.
P€R2
This problem has a unique solution. We intend to use a single-layer potential to solve this problem; but by itself, a single-layer potential is not sufficient, because such a potential will generally be unbounded as l^l -► oo. For this reason, we introduce the auxiliary equation (6.2) /"A(ß)log|/>-ß|dS(ß) = l, PGS. Js If the transfinite diameter Cs of S is not equal to 1, then this equation has a unique solution X(P), differing only by a constant factor from the so-called equilibrium distribution. (See, for example, Sloan and Spence [11] .) The transfinite diameter of 5 is given by
Using X(Q), define the potential corresponding to X by (6.4) v(P) = j X(Q)log\P-Q\dS(Q), P GR2
To solve (6.1), first consider the single-layer potential (6.5) w(P)= f g(Q)Xog\P -Q\dS(Q), Js where the distribution g is obtained by solving (6.6) j g(Q) Xog\P -Q\dS(Q) = h(P), PgS.
As stated earlier in §1, this equation is uniquely solvable if Cs ^ 1. The potential w(P) satisfies the boundary condition on S given in (6.1), but in general is unbounded as |.P| -> oo :
,(P) = (Xog\P\)j g(Q)dS(Q) ) / g( To obtain the desired solution of (6.1), introduce u(P) = w(P) -av(P) + a (6.7)
This satisfies Laplace's equation and the Dirichlet condition of (6.1) for any a.
We choose a so that the density function The condition (6.9) implies that the integral term in (6.7) will be bounded as |P| -► oo. Thus, the resulting potential in (6.7) is a solution to the original problem (6.1).
In those cases where Cs = X or is close to 1, the problem (6.1) can easily be rescaled to another Dirichlet problem for Laplace's equation, with a smaller or larger curve 5" whose transfinite diameter is not near 1. For additional discussion on this means of solving (6.1), see Jaswon and Symm [9, pp. 54-56] .
To construct the solution u of (6.1 ), we can use the discrete Galerkin method of this paper to solve both (6.2) and (6.6). Denote the approximate solutions by Xn and gn , respectively. Substitute these into (6.10), numerically evaluating the integrals by the integration rule of (4.2). Denote the resulting approximation to a by an. Using the convergence results of Theorem 6, the same order of convergence can be shown for an -» a .
Using this an, define (6) (7) (8) (9) (10) (11) kn = gn-anXn, (6.12) un(P) = j kn(Q)Xog\P-Q\dS(Q) + an.
One easily shows
-L where a(t) = k(a(t))\r (cos t)\ sin t, a n(t) = kn(a(t))\r'(cos t)\ sin t.
Thus, (6.13) \u(P)-un(P)\<\\a-aJoo C \Xog\P -a(x)\\dx+ \a-an\. Jo
Again using Theorem 6, we now see that for fixed P, the rate of convergence of un(P) to u(P) is at least that in (5.12). From (6.13), the convergence rate is uniform on bounded regions of K .
We further approximate (6.12) by evaluating the integral numerically, using the integration rule of (4.2) with q + X nodes. Denote the resulting approximation by un (P). It can be shown that for each P, and for all sufficiently large n , da{P) \u(P)-unJP)\<-^¿, q>n.
The constant d (P) approaches oo as P approaches 5, because the integrand in (6.12) becomes singular in this case. For P near S, it is better to use un (P) with q much larger than zz. This is illustrated in the following section.
Numerical examples
We give three examples, to illustrate and further investigate the numerical methods studied in § §4 through 6. These examples can also be considered as illustrations of the solution of crack problems in the plane; for example, see Costabel et al. [6, §3] . All of the following calculations were performed in double-precision arithmetic on a microcomputer with an 80286/287 processor.
(a) Consider solving the Dirichlet problem (6.1) for the true known potential The branch cut for v z2 -1 is to be the interval [-1, 1], and the boundary curve S is this same interval. The Dirichlet data h in (6.1) is generated from (7.1).
The transformation of the equation (1.1) into (1.4) yields the integral equation p(x) log| cos t -cos t| dx = f(t), 0 < t < n, _i f" nJo License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use with f(t) = -^h(cost) and p(t) = g (cost) sin t. Equivalently,
2) gtx) = ?^>t -X<x<X.
VX-x2
As x -► ±1, we obtain easily the asymptotic behavior of g(x) :
Rather than giving values for p(0) and p(n), we give approximate values for cr(0) and a(n), with a(t) = zc(cosZ)sinf and k = g-Xo , from (6.8). The function k(Q) = k(x), -1 < x < 1, is more appropriate than g(x) in light of the constructions of §6. The values of on(0) and an(n), together with their differences for successive n , are given in Table  1 . The convergence is very rapid, as can be seen from the differences. In Table 2 , we give values of un n(x, y) for the four points Cx,.,y,) = (l.l,0),(.5,l),(.5,.01),(0,100) for z = 1,2,3,4. The convergence is rapid at all points except the third, (.5, .01). This point is very close to the curve S = [-1, 1], and consequently the integrand in (6.12) is very peaked. With a more accurate numerical integration, better values are obtained. For example, with q = 640, the errors in un act in a more predictable and well-behaved fashion; see Table 3. (b) Again use S = [-1, 1] ; but use the Dirichlet data (7.4) h(x) = (X + x)Xog(X + x), -X<x<X. This function is not continuously differentiable, although it does belong to h\-X , X). The change of variable x = cost yields fit) =-(1 + COS t) 10g( 1 -l-COSZ), 0 < t < 71.
71
This function is once, but not twice, continuously differentiable. However / e H2 , and in fact, it can be shown that / 6 H25 £ for any e > 0. The function / satisfies the smoothness assumption of Theorem 6, which predicts an 0(zz~1+ £) rate of convergence. The empirical results agree with this rate. In Table 4 , we give values of <t"(0) and on(n), together with their differences for various values of zz. In the table, Dn = an -an,2 and Ratio denotes the ratio of successive values of Dn . Empirically as zz increases, c c o(x) -a"(n) = -or -logzz " n n for some constant c. This is the worst behavior in an(t), as might be expected because of the singularity at x = -1. It conforms rather closely with the rate Table 4 Density values an for (7.4) n <t"(0) £»"(0) Ratio an{n) Dn(n) Ratio Table 5 Errors in unn(xi,yi) n i= X i = 2 i = 3 i = 4
of convergence given by Theorem 6. The empirical rate of convergence of the approximating potentials un q(x,y) is much better than that of an to a . (c) Let S be the upper half of the ellipse For the boundary data, we take h(x,y) = ex, (x,y)GS.
The true solution is unknown in this case; the errors given below are based on answers zz computed with much larger n and q . In Table 5 , we give empirical results for the error in un n(x, y) at selected points (x, y). In particular, denote (x,, y,) = (1.1,0), (1.001,0), (0,.49), (0, 10) Table 6 Errors in u8ji(x,., y,) q i = X i = 2 i -3 z = 4
