In this paper we apply an iterative method, the SAOR method for solving the linear complementarity problem, and some sufficient conditions for the convergence of the new method are presented when the system matrix M is an M-matrix. Moreover when M is an L-matrix, we discuss the monotone convergence of it. Finally, we report the numerical results of our proposed method.
Introduction
For a given matrix M and a vector q , the linear complementarity problem (LCP) consists of finding a vector z which satisfies the conditions 0 z  , 0 Mz q ,
Since there is a variety of applications such as Nash equilibrium point of a matrix game, the contact problems and the free boundary problem for bearings, etc..(see [1] ) The researches on the numerical methods for solving (1) have been attracted much attention.
A large number of papers have studied the LCP. In [2] , several basic iterative methods to solve LCP are discussed. Recently, some new iterative methods have been proposed to solve LCP. For example, Koulisianis and Papatheodorou [3] present an improved projected successive overrelaxation (IPSOR) for the solution of an important class of linear complementarity problems. When M is a 2-cyclic matrix, Yuan and Song [4] propose a class of modified AOR (MAOR) method to solve it. In [5] , a class of generalized AOR (GAOR) methods are introduced. And by applying the multisplitting techniques, Bai [6, 7] propose a class of parallel iterative methods for a large linear complementarity problem.
In this paper, by applying the splitting we propose the SAOR method for solving the linear complementarity problem. Convergence results for the method are presented when M is an H-matrix (and also an M-matrix). Finally, a numerical example is given to show the efficiency of our presented method. 
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Convergence of SAOR Method for the Linear Complementarity Problems

SAOR Method For LCP(M,q)
Step 3: If
1 kk  and go to Step 2.
Remark.
1) if
  , then SAOR method reduces to SSOR method;
2) if 1
  , then SAOR method reduces to AOR method;
3) if 1
  , then SAOR method reduces to SOR method.
Convergence Analysis For H  -Matrix
At first we define the operator :
n n f R R  in accordance with the rule:
  fz   , where is the fixed point of the system of equations
we can prove the following convergence theorem for the SAOR method. Proof. By Lemma 1.2, LCP(M,q) has an unique solution
then by subtracting (3) from (2), we get
Analogously, we can obtain
Now, the combination of (4) and (5) gives the following estimates
According to the SAOR method and (6), we can get
by Lemma 1.2 it is easy to see that the iterative sequence   , 0,1, 2, k z k  generated by the SAOR method converges to the unique solution 
Monotone Convergence Analysis
In this section, we discuss the monotone convergence properties of the SAOR method when the system matrix MR nn   is an L-matrix. And we define the following set 
Proof. We firstly verify 1). To show that , 1, 2,
where
We use induction on i to prove (7) . When i=1, noticing that M is an L-matrix, 0 1     and z ,
Now assume that (7) holds for
by induction, (7) holds for all i = 1,2,...,n.
To verify 2), we denote
 is the fixed point of the system of equation:
Now we only need to show that
by noticing (8) we can obtain
and
Considering the hypotheses y z  , then when 1 
