Abstract. Motivated by the recent advances in the theory of stochastic partial differential equations involving nonlinear functions of distributions, like the Kardar-Parisi-Zhang (KPZ) equation, we reconsider the unique solvability of one-dimensional stochastic differential equations, the drift of which is a distribution, by means of rough paths theory. Existence and uniqueness are established in the weak sense when the drift reads as the derivative of a α-Hölder continuous function, α ą 1{3. Regularity of the drift part is investigated carefully and a related stochastic calculus is also proposed, which makes the structure of the solutions more explicit than within the earlier framework of Dirichlet processes.
Introduction
Given a family of continuous paths pR Q x Þ Ñ Y t pxqq tě0 with values in R, we are interested in the solvability of the stochastic differential equation (1) dX t " B x Y t pX t q dt`dB t , t ě 0, with a given initial condition, where B x Y t is understood as the derivative of Y t in the sense of distribution and pB t q tě0 is a standard one-dimensional Wiener process. When B x Y t makes sense as a measurable function in L p loc pR d q, for p ą 1, pathwise existence and uniqueness are known to hold: See the earlier papers by Zvonkin [27] and Veretennikov [25] in the case when the derivative exists as a bounded function together with the more recent result by Krylov and Röckner [18] and the Saint-Flour Lecture Notes by Flandoli [8] . In the case when B x Y t only exists as a distribution, existence and uniqueness have been only discussed within the restricted time homogeneous framework. When the field Y is independent of time, X indeed reads as a diffusion process with expp´Y pxqqB x pexppY pxqqB x q as generator. Then, solutions to (1) can be proved to be the sum of a Brownian motion and of a process of zero quadratic variation and are thus referred to as Dirichlet processes. In this setting, unique solvability can be proved to hold in the weak or strong sense according to the regularity of Y , see for example the papers by Flandoli, Russo and Wolf [9, 10] on the one hand and the paper by Bass and Chen [3] on the other hand.
In the current paper, we allow Y to depend upon time, making impossible any factorization of the generator of X under a divergence form and thus requiring a more systematic treatment of the singularity of the drift. In order to limit the technicality of the paper, the analysis is restricted to the case when the diffusion coefficient in (1) is 1, which is already, as explained (2) B t`Lt :" B t`1 2 B 2
x`B x Y t pxqB x .
Solving Partial Differential Equations (PDEs) driven by B t`Lt , say in the standard mild formulation, then requires to integrate with respect to B x Y t pxq (in x), which is a non-classical thing. This is precisely the place where the rough paths theory initiated by Lyons (see [20, 19] ) comes in: As recently exposed by Hairer in his seminal paper [14] on the KPZ equation, mild solutions to PDEs driven by B t`Lt may be expanded as rough integrals involving the standard heat kernel on the one hand and the 'rough' increments B x Y t on the other hand. In our case, we are interested in the solutions of the PDE (3) B t u t pxq`L t u t pxq " f t pxq, when set on a cylinder of the form r0, T sˆR (with a terminal boundary condition at time T ) and when driven by a smooth function f . Solutions obtained by letting the source term f vary generates a large enough 'core' in order to apply the standard martingale problem approach by Stroock and Varadhan [23] and thus to characterize the laws of the solutions to (1) .
Unfortunately, although such a strategy seems quite clear, some precaution is in fact needed. When α is between 1{3 and 1{2, which is the typical range of application of Lyons' theory, the expansion of mild solutions as rough integrals involving the heat kernel and the increments of B x Y t is not so straightforward. It is indeed not enough to assume that the path R Q x Þ Ñ Y t pxq has a rough path structure for any given time t ě 0. As explained in detail in Section 2, the rough path structures, when taken at different times, also interact, asking for the existence, at any time t ě 0, of a 'lifted' 2-dimensional rough path with Y t as first coordinate. We refrain from detailing the shape of such a lifting right here as it is longly discussed in the next section. We just mention that, in Hairer [14] , the whole family pY t pxtě0,xPR has a Gaussian structure, which permits to construct the lifting by means of generic results on rough paths for Gaussian processes, see Friz and Victoir [12] . Existence of the lifting under more general assumptions is a thus a challenging question, which is (partially) addressed in Section 5: The lifting is proved to exist in several cases, including that when α ą 1{2, when pY t pxqq tě0,xPR has some smoothness in time (and in particular when it is time homogeneous) or when it satisfies a forward SPDE driven by a space-time white noise and by a kernel with the same kind of singularities as the Gaussian kernel. Another difficulty is that, contrary to Hairer [14] in which the problem is set on the torus, the PDE is here set on a non-compact domain. This requires an additional analysis of the growth of the solutions in terms of the behavior of pY t pxqq tě0,xPR for large values of |x|, such an analysis being essential for discussing the non-explosion of the solutions to (1) .
Besides existence and uniqueness, it is also of great interest to understand the specific dynamics of the solutions to (1) . Part of the paper is thus dedicated to a careful analysis of the infinitesimal variation of X, that is of the asymptotic behavior of X t`h´Xt as h tends to 0. In this perspective, we prove that the increments of X may be split into two pieces: a Brownian increment as suggested by the initial writing of Eq. (1) and a sort of drift term, the magnitude of which is of order h p1`βq{2 , for some β ą 0 that is nearly equal to α. Such a decomposition is much stronger than the standard decomposition of a Dirichlet process into the sum of a martingale and of a zero quadratic variation process. Somehow it generalizes the one obtained by Bass and Chen in the time homogeneous framework when α ě 1{2. As a typical example, p1`βq{2 is nearly equal to 3{4 when Y t is almost 1{2-Hölder continuous, which fits for instance the framework investigated by Hairer [14] . In particular, except trivial cases when the distribution is a true function, integration with respect to the drift term in (1) cannot be performed as a classical integration with respect to a function of bounded variation. In fact, since the value of p1`βq{2 is strictly larger than 1{2, it makes sense to understand the integration with respect to the drift term as a kind of Young integral, on the same model as the one developed by Young in the earlier paper [26] . We here say 'a kind of Young integral' and not 'a Young integral' directly since, as we will see in the analysis, it sounds useful to develop a stochastic version of Young's integration, that is a Young-like integration that takes into account the probabilistic notion of adaptedness as it is the case in Itô's calculus.
In the end, we prove that, under appropriate assumptions on the regularity of the field pY t pxqq tě0,xPR , Eq. (1) is uniquely solvable in the weak sense (for a given initial condition) and that the solution reads as (4) dX t " bpt, X t , dtq`dB t , where bpt, x, hq is a function from r0,`8qˆRˆr0,`8q into R and the integral with respect to bpt, X t , dtq makes sense as a stochastic Young integral, the magnitude of bpt, X t , dtq being of order dt p1`βq{2 . The examples we have in mind are twofold. The first one is the so-called 'Brownian motion in a time-dependent random environment' or 'Brownian motion in a time-dependent random potential'. Indeed, much has been said about the long time behavior of the Brownian motion in a time-independent random potential such as the Brownian motion in a Brownian potential, see for example [2, 5, 6, 15, 16, 22, 24] . We expect our paper to be a first step forward toward a more general analysis of one-dimensional diffusions in a time-dependent random potential, even if, in the current paper, nothing is said about the long run behavior of the solutions to (1) , this question being left to further investigations. As already announced, the second example we have in mind is the so-called Kardar-Parisi-Zhang (KPZ) equation (see [17] ), to which much attention has been paid recently, see among others the seminal papers by Bertini and Giacomin [4] and Hairer [14] about the well-posedness on the one hand and by Amir, Corwin and Quastel [1] about the long time behavior on the other hand.
In this framework, Y must be thought as a realization of the time-reversed solution of the KPZ equation, that is Y t pxq " upω, T´t, xq, T being positive and upω,¨,¨q denoting the random solution to the KPZ equation and being defined either as in Bertini and Giacomin by means of the Cole-Hopf transform or as in Hairer by means of renormalization arguments. Then, it is worth noting that, in this framework, Eq. (1) reads as the equation for describing the dynamics of the canonical path pw t q 0ďtďT on the canonical space Cpr0, T s, Rq under the polymer measure expˆż T 0 9 ζpt, w t q dt˙dPpwq, where 9
ζ is a space-time white noise and P is the Wiener measure, the white noise being independent of the realizations of the Wiener process under P. In this perspective, our result provides a quenched description of the infinitesimal dynamics of the polymer. As for the analysis of one-dimensional processes in a random potential, additional results about the long time behavior would be of great interest. Again, we hope to handle this question in future works.
The paper is organized as follows. We remind the reader of the rough paths theory in Section 2. Main results about the solvability of (1) are also exposed in Section 2. Section 3 is devoted to the analysis of partial differential equations driven by the operator (2) . In Section 4, we propose a stochastic variant of Young's integral in order to give a rigorous meaning to (4) . We discuss in Section 5 the construction of the 'rough' iterated integral that makes the whole construction work. Finally, in Section 6, we explain the connection with the KPZ equation.
General Strategy and Main Results
Our basic strategy to define a solution to the SDE (1) relies on a suitable adaptation of Zvonkin's method for solving SDEs driven by a bounded and measurable drift (see [27] ) and of Stroock and Varadhan's martingale problem (see [23] ). The main point is to transform the original equation into a martingale. For sure such a strategy requires a suitable version of Itô's formula and henceforth a right notion of harmonic functions for the generator of the diffusion process (1) . This is precisely the point where the rough paths theory comes in, on the same model as it does in the paper by Hairer for solving the KPZ equation.
This section is thus devoted to a sketchy presentation of rough paths theory and then to an appropriate reformulation of Zvonkin's method.
2.1. Rough paths on a segment. In order to introduce elements of rough path theory, we will use the approach due to Gubinelli in [13] .
Given α P p0, 1s and n P Nzt0u and given a segment I Ă R, we denote by C α pI, R n q the set of α-Hölder continuous functions f from I to R n . We then define the seminorm }f } is somewhat useless and could be replaced by 1 at this stage of the paper. Actually it will really matter in the sequel, when considering paths over the whole line. Similarly, we denote by C α 2 pI, R n q the set of functions R from I 2 to R n such that Rpx, xq " 0 for every x and with finite norm }R} I α :" sup x,yPI,x‰y t|Rpx, yq|{|y´x| α u. (Functionals defined on the product space R 2 will be denoted by calligraphic letters). For α P p1{3, 1s, we call α-rough path (on I) a pair pW, W q where W P C α pI, R n q and W P C 2α 2 pI, R n 2 q such that, for any indices i, j P t1, . . . , nu, the following relation holds:
We then denote by R α pI, R n q the set of α-rough paths; with a slight abuse of notation, we will often only write W for the rough path pW, W q. The quantity W i,j px, yq must be understood as a value for the iterated integral (or cross integral) " ş y x pW i pzq´W i pxqq dW j pzq" of W with respect to itself (we will also use the tensorial product " ş y x pW pzq´W pxqq b dW pzq" to denote the product between coordinates). Whenever α " 1, such an integral exists in a standard sense. Whenever α ą 1{2, it exists as well, but in the so-called Young's sense (see [26, 19] ). Whenever α P p1{3, 1{2s, which is the typical range of values in rough paths theory, there is no more a canonical way to define the cross integral and it must be given a priori in order to define a proper integration theory with respect to dW . In that framework, condition (5) imposes some consistency in the behavior of W when intervals of integration are concatenated. Of course, W plays a role in the range p1{3, 1{2s only, but in order to avoid any distinction between the cases α P p1{3, 1{2s and α P p1{2, 1s, we will refer to the pair pW, W q in both cases, even when α ą 1{2, in which case W will be just given by the iterated integral of W .
Given W P R α pI, R n q as above, the point is then to define the integral " ş y x vpzq dW pzq" of some function v (from I into itself) with respect to the coordinates of dW for some rx, ys Ă I. When v belongs to C β pI, Rq, for β ą 1´α, Young's theory applies, without any further reference to the second-order structure W of W . Whenever β ď 1´α, Young's theory fails, but, in the typical example when v is W´W pxq itself (or one coordinate of W´W pxq), the integral is well-defined as it is precisely given by W . In order to benefit from the second-order structure of W for integrating a more general v, the increments of v must actually be structured in a similar fashion to that of W . This motivates the following notion: For β P p1{3, 1´αs, we say that a path v is β-controlled by W if v P C β pI, Rq and there is a function B W v P C β pI, R n q such that the remainder term
2 pI, Rq (pay attention that, in the above formula, B W vpxq reads as a row vector -as it is often the case for gradients-and pW pyq´W pxqq as a column vector). For β P p1´α, 1s, this notion is pretty useless: We then say that a path v is β-controlled by W if v is simply in C β pI, Rq, which is to say that the above holds with B W vpxq " 0 and R v px, yq " vpyq´vpxq. For β P p1{3, 1s, we denote by B β pI, W q the set of such pairs pv, B W vq. We emphasize that B W v may not be uniquely defined, but, when there is no possible confusion on the value of B W v, we will only write v for pv, B W vq.
We are then able to define the integral of a function v that is controlled by W (see [14, 13] ): Theorem 1. Given α, β P p1{3, 1s, let W P R α pI, R n q be a rough path and v P B β pI, W q be a path controlled by W . For two reals x ă y in I, consider the compensated (vectorial) 5 Riemann sum:
where ∆ " px " x 0 ă¨¨¨ă x N " yq is a partition of rx, ys (above B W vpx i q reads as a row vector and W px i , x i`1 q as a matrix). Then, as the step size πp∆q of the partition converges to zero, Sp∆q converges to a limit denoted by ş y x vpzq dW pzq, the value of which is independent of the choice of the approximating partitions. Moreover, there exists a constant C " Cpn, α, βq such thatˇˇˇˇż
Observe in particular that, with our prescribed range of values for α and β, the exponents 2α`β and α`2β are (strictly) greater than 1, thus making the right hand side much smaller than the length of the interval rx, ys. It is worth mentioning that this observation is crucial for proving the convergence of Sp∆q as the step size tends to 0.
Stability of the integral with respect to W is a crucial question for practical purposes. In particular, it is really sound to wonder about the stability of the integral by regularization. Replacing pv, W q by a sequence of smooth approximations pv n , W n q ně1 , the question is to decide whether the (classical) integrals of the pv n q ně1 's with respect to the approximated paths are indeed close to the rough integral of v with respect to W . As well-guessed, the answer turns out to be false in full generality, as it would provide a canonical construction of the integral if it were true. Actually, it turns out to be true if the convergence holds in the rough paths sense, that is vW´W n w I α`} W´W n } I 2α also tends to 0 as n tends to the infinity (W n standing for the true iterated integral of W n ), in which case we say that the rough path W (or pW, W q) is geometric, and vv´v n w
also tends to 0 as n tends to the infinity.
Time indexed families of rough paths.
It is well-guessed that, in order to handle (1), we have in mind to choose W pxq " Y t pxq, x P R, and to apply rough paths theory at any fixed time t ě 0 (thus requiring to choose I " R and subsequently to extend the notion of rough paths to the whole R, which will be done in the next paragraph). Anyhow a difficult aspect for handling (1) is precisely that pY t pxqq tě0,xPR is time dependent. If it were time homogeneous, part of the analysis we provide here would be useless: we refer for instance to [9, 10, 3] . From the technical point of view, the reason is that, in the homogeneous framework, the analysis of the generator of the process X reduces to the analysis of a standard one-dimensional ordinary differential equation. Whenever coefficients depend on time, the connection with ODEs boils down, thus asking for non-trivial refinements. From the intuitive point of view, time-inhomogeneity makes things much more challenging as the underlying differential structure in space varies at any time: In order to integrate with respect to B x Y t pxq in the rough paths sense, the second-order structure of the rough paths must be defined first and it is well-understood that it is then time-dependent as well. This says that the problem consists of a time-indexed family of rough paths, but, a priori (and unfortunately), it is by no means clear whether defining the rough paths time by time can be enough for handling the problem. Actually, as we explain right below, it may not be enough as the rough paths structures actually interact one with the others, thus requiring an additional assumption on pY t pxqq tě0,xPR . As in the previous subsection, we first limit our exposition of time-dependent rough paths to the case when x lives in a segment I. For some time horizon T ą 0, and for α, γ ą 0, we define the following (semi-)norms for continuous functions f : r0, T qˆI Ñ R n and M : r0, T qˆI 2 Ñ R n :
}f } We then define the spaces C γ,α pr0, T qˆI, R n q and C γ,α 2 pr0, T qˆI, R n q accordingly. For α P p1{3, 1{2s, we call time dependent α-rough path a pair function pW t , W t q 0ďtăT where W P Cpr0, T qˆI, R n q and W P Cpr0, T qˆI 2 , R n 2 q such that, for any t P r0, T q, the pair pW t , W t q is an α-rough path and
We denote by R α pr0, T qˆI, R n q the set of time-dependent α-rough paths endowed with the seminorm }¨} r0,T qˆI 0,α . For β P p1{3, 1´αs, we then say that v P Cpr0, T qˆI, Rq is β-controlled by the paths pW t q 0ďtăT if v P C β{2,β pr0, T qˆI, Rq and there exists a function B W v P C β{2,β pr0, T qˆI, R n q such that, for any t P r0, T q, the remainder term
2 pI, R n q. For β P p1´α, 1s, we always say that v P C β{2,β pr0, T qˆI, R n q is β-controlled by the paths pW t q 0ďtăT . In that case, B W v " 0 and R v pt, x, yq " v t pyq´v t pxq. For any β P p1{3, 1s, we then denote by B β pr0, T qˆI, pW t q 0ďtăT q (or simply by B β pr0, T qˆI, W q) the set of pairs pv, B W vq.
2.3.
Rough paths on the whole line. So far, we have only defined rough paths (or time dependent rough paths) on segments. As Eq. (1) is set on the whole R, we must extend the definition from segments to R. As well-guessed, the point is to specify the behavior at infinity of the underlying (rough) paths and of the corresponding functions that are controlled by these paths.
In the case when the family pY t pxqq tě0,xPR is differentiable in x, the typical assumption for solving (1) (and in particular to prevent any blow-up) consists in requiring pB x Y t pxqq tě0,xPR to be at most of linear growth in x. In our setting, pY t pxqq tě0,xPR is singular and it makes no sense to discuss the growth of its derivative. The point is thus to control the growth of the local Hölder norm of pY t pxqq tě0,xPR together with (as shown later) the growth of the local Hölder norm of the associated iterated integral.
This motivates the following definition. For α P p1{3, 1s and χ ą 0, we call α-rough path (on R) with rate χ a pair pW, W q such that, for any r ě 1, the restriction of pW, W q to r´r, rs is in R α pr´r, rsq, and
We denote by R α,χ pR, R n q the set of all such pW, W q. This definition extends to time-dependent families of rough paths. Given T ą 0, we say that pW t , W t q 0ďtăT belongs to R α,χ pr0, T qˆR, R n q if
In a similar way, we must specify the admissible growth of the functions that are controlled by rough paths on the whole real line. As shown later, a quite comfortable framework is then to require exponential bounds. Given pW, W q P R α,χ pR, R n q and ϑ ě 1, we thus say that a function v : R Ñ R is in B β,ϑ pR, W q for some β P p1{3, 1s if, for any segment I Ă R, the restriction of v to I is in B β pI, W q and
(With an abuse of notation we omit to specify the dependence upon B W v in Θ ϑ pvq.) Similarly, given pW t , W t q 0ďtăT P R α,χ pr0, T qˆR, R n q, we say that a function v : r0, T qˆR Ñ R is in B β,ϑ pr0, T qˆR, W q if the restriction of v to r0, T qˆr´r, rs is in B β pr0, T qˆr´r, rs, W q for any r ě 1 and, for some λ ě 0, is finite, where E ϑ,λ T pt, rq :" exprλpT´tq`ϑrp1`T´tqs. Note that the set B β,ϑ pr0, T qˆR, W q doesn't depend on λ, but that Θ ϑ,λ T pvq does. The reason why we consider rt, T q and not r0, ts in the above bound follows from the standard connection between stochastic differential equations (or more generally Markov processes) and backward partial differential equations, which is exactly the subject of the next paragraph. Put it differently, exponential growth propagates in a backward direction in the analysis of (3) .
By Theorem 1, we can easily obtain a control of the integral ş v t dY t by the norm Θ ϑ,λ T pvq: Lemma 2. There exists a constant C " Cpn, α, βq, such that for any ϑ, λ, r ě 1, any v P B β,ϑ pr0, T qˆR, W q and for any pt, x, yq P r0, T qˆr´r, rs 2 ,ˇˇˇż xx . This suggests that, on r0, T qˆR, harmonic functions (that is zeros of the generator) read as
where p denotes the standard heat kernel. In the case when the boundary condition of the function v is given by u T pxq " x, a formal expansion for B x u t pxq in the neighborhood of T gives
In the first-order term of the expansion, the space integral makes sense as the singularity can be transferred from Y r onto B x p r´t px´zq, provided the integration by parts is licit: Using the approximation argument discussed above, it is indeed licit when the rough path is geometric.
In order to give a sense to this first-order term, the point is then to check that the resulting singularity in time is integrable: this question is addressed in Section 3. Unfortunately, the story is much less simple for the second order term. Indeed, any formal integration by parts leads to a term involving a 'cross' integral between the spatial increments of Y , but taken at different times... This is exactly the place where rough path structures, considered at different times, interact. We refrain from detailing the computations as this stage of the paper and feel more convenient to reject their presentation to Section 3 below. Basically, the point is to give, at any time t P r0, T q, a sense to the integral ş y x Z T t pzq dY t pzq, where
x p r´t px´zqpY r pzq´Y r pxqq dz dr.
Assuming that sup 0ďtăT sup x,yPR rp1`|x|
s is finite (for some χ ą 0), the above integral is well-defined (thanks to standard Gaussian estimates, see Section 3). In order to make sure that the cross integral of Z T t with respect to Y t exists, the point is to assume that the pair pY t , Z T t q can be lifted up to a rough path of dimension 2, which is to say that there exists some W T with values in R 4 such that ppY, Z T q, W T q is an α-time dependent rough path, for some α ą 1{3. We will see in Section 5 conditions under which such a lifting W T indeed exists.
2.5.
Generator of the diffusion and related Dirichlet problem. We now provide some solvability results for the Dirichlet problem driven by the operator B t`Bx Y pt,¨qB x`p 1{2qB
2 xx on r0, T sˆR, for some T ą 0.
Definition 3. Given Y P Cpr0, T qˆR, Rq, assume that there exists W T such that pW T " pY, Z T q, W T q belongs to R α,χ pr0, T qˆR, R 2 q with α ą 1{3 and χ ă β{2. Given an exponent ϑ ě 1, a real β P p1{3, αq and a function f P L 8 pp0, T qˆRq, we say that a continuous 9 function u : r0, T sˆR Ñ R, continuously differentiable with respect to x, such that the restriction of B x u to r0, T qˆR is in B β,ϑ pr0, T qˆR, W T q, is a mild solution on r0, T sˆR to the problem PpY, f, T q:
if, for any pt, xq P r0, T qˆR,
We emphasize that a notion of weak solution could be given as well, but we won't use it.
Remark 4. When pW
T , W T q is geometric, the last term in the right-hand side coincides (by integration by parts, which is made licit by approximation by smooth paths and by exponential growth of B x u and polynomial growth of the rough path norm of pW
which reads as a more 'natural formulation' of a mild solution and which is, by the way, the formulation used in Sections 3.1 and 3.2 of Hairer [14] in the analysis of the KPZ equation. The point is that the formulation (12) seems a bit more tractable as it splits into two well separated parts the rough integration and the regularization effect of the heat kernel. Once again, both are equivalent in the geometric (and in particular smooth) setting.
Here is a crucial result in our analysis (the proof is postponed to Section 3):
Theorem 5. Suppose that Y verifies the conditions of the previous definition. Then for any f P L 8 pp0, T qˆRq and any u T P C 1 pR, Rq such that sup rě1 e´ϑ r vpu T q 1 w r´r,rs β ă 8 , there exists a unique mild solution to the problem PpY, f, T q with the terminal condition
, we can find a constant C " Cpρ, α, β, χq, such that, for any pt, xq P r0, T sˆR, (13) |u t pxq|`|B x u t pxq| ď C exp`C|x|˘.
and for any ps, t, x, yq P r0, T s 2ˆR2 ,
As already explained, it is then quite natural to wonder about the stability of mild solutions under mollification of pW T , W T q. In that framework, it is worth specifying the mollification strategy. A 'physical' way for mollifying W T consists indeed in mollifying Y in x firstthe mollification is then infinitely differentiable in x, the derivatives being continuous in space and time-and then in replacing Y by its mollified version in (11) . Denoting by Y n the mollified path at the nth step of the mollified sequence, the resulting Z n,T is smooth in x, the derivatives being also continuous in space and time. This permits to define the corresponding pair pW n,T , W n,T q directly. In that specific geometric setting, we claim (once again, the proof is deferred to Section 3): Proposition 6. In the same framework as in Theorem 5, assume that the rough path pW T , W T q is geometric in the sense that there exists a sequence of smooth paths pY n q ně1 such that the corresponding sequence pW n,T " pY n , Z n,Tně1 satisfies
tends to 0 as n tends to 8 for any segment I Ă R, where W n,T t px, yq " ş y x pW n,T pzq´W n,T pxqq b dW n,T pzq, for t P r0, T q and x, y P R, (2) sup ně1 κ α,χ ppW n,T t , W n,T t q 0ďtďT q is finite (see (9) for the definition of κ χ ).
Then, the associated solutions pu n q ně1 (in the sense of Definition 3) and their gradients in space pv n " B x u n q ně1 converge towards u and v " B x u uniformly on compact subsets of r0, T sˆR.
Martingale problem.
We can now give a rigorous definition of the martingale problem associated with (1):
2 q with α ą 1{3 and χ ă α{2, the supremum sup 0ďT ďT 0 κ α,χ ppW T t , W T t q 0ďtăT q being finite. A probability measure P on Cpr0, T 0 s, Rq (endowed with the canonical filtration pF t q 0ďtďT 0 ) is said to solve the martingale problem related to L starting from x if the canonical process pX t q 0ďtďT 0 satisfies the following two conditions:
(1) PpX 0 " x 0 q " 1, (2) for any T P r0, T 0 s and any locally Hölder continuous and bounded function f : p0, T qR Ñ R, the process pu t pX t q´ş t 0 f r pX r q drq 0ďtďT is a square integrable martingale under P, where u is a mild solution of PpY, f, T q (with a given value for u T ).
A similar definition holds by letting the canonical process start from x 0 at some time t 0 " 0, in which case we say that the initial condition is pt 0 , x 0 q and (1) is replaced by Pp@s P r0, t 0 s, X s " x 0 q " 1.
Pay attention that we require more in Definition 7 than in Definition 3 as we let the terminal time T vary within the interval r0, T 0 s. In particular, for considering a solution to the martingale problem, it is not enough to assume that, at terminal time T 0 , pW
The rough path structure must also exist at any 0 ď T ă T 0 , the regularity of the path W T and of its iterated integral W T being uniformly controlled in T P r0, T 0 s.
Our goal is then to prove existence and uniqueness of a solution:
Theorem 8. In addition to the assumption of Definition 7, assume that, at any time 0 ď T ď T 0 , pW T , W T q is geometric (in the sense of Proposition 6), the paths pY n q ně1 used for defining the approximating paths pW n,T , W n,T q ně1 being the same for all the T 's and the supremum sup 0ďT ďT 0 sup ně1 κ α,χ ppW n,T t , W n,T t q 0ďtăT q being finite. Then, given an initial condition x 0 , the martingale problem has a unique solution.
Remark 9. The martingale problem is here set on the finite interval r0, T 0 s. Obviously, existence and uniqueness extend to r0, 8q. Notice also that β doesn't play any role in the existence and uniqueness of a solution. It will play a role when discussing the dynamics of the solution in Section 4.
2.7.
Proof of the solvability of the martingale problem. First step. We consider a sequence of paths pY n q ně1 as in the statement of Proposition 6. Replacing pY n t pxqq 0ďtďT,xPR by pϕ n pY n t px0ďtďT,xPR (and modifying accordingly the definition of pW n,T , W n,T q ně1 , for 0 ď T ď T 0 ), for some suitable compactly supported smooth mapping ϕ n that converges toward the identity on compact subsets of R as n tends to 8, we can assume (without any loss of generality) that Y n has bounded derivatives on the whole space. We then notice that, for a given x 0 P R, the SDE (set on some filtered probability space endowed with a Brownian motion pB t q 0ďtďT 0 )
admits a unique solution.
Second step. Choosing β P p1{3, αq with β ą 2χ and letting u T pxq " exppϑxq for a given T P r0, T 0 s, we denote by pu n t pxqq 0ďtďT,xPR the mild solution to (12) with f " 0 and Y replaced by Y n . It is well-known that u n is a classical solution of
(Eq. (12), with u replaced by u n , can be differentiated twice in x by transferring one derivative from the heat kernel onto the integral driven by dY n ; then, the second order derivative can be proved to be continuous in space and time), so that, by Itô's formula, the process pu n t pX n t0ďtďT is a true martingale (since we know, from Theorem 5, that u n is at most of exponential growth). Then, (13) yields
where C " Cpα, β, χ, ρq as in Theorem 5. A crucial thing is that ρ is uniformly bounded in T P r0, T 0 s so that it can be assumed to be independent of T . Replacing u T pxq by u T p´xq, we get the same result with ϑ replaced by´ϑ in the above inequality, so that
Therefore, the exponential moments of X n T are bounded, uniformly in n ě 1. As C is independent of T P r0, T 0 s, we deduce that the marginal exponential moments of pX n t q 0ďtďT 0 are bounded, uniformly in n ě 1.
Third step. Now we change the domain of definition and the terminal condition of the PDE. We consider the PDE on r0, t`hsˆR with u t`h pxq " x as boundary condition, where 0 ď t ď t`h ď T 0 . To simplify, we still denote by pu n s pxqq 0ďsďt`h,xPR the mild solution to (12) with f " 0, Y replaced by Y n and u n t`h " u t`h as terminal condition. By Itô's formula,
Therefore, by (13) and (14), we deduce that, for any q ě 1, there exists a constant C q , independent of n, such that
By the second step (uniform boundedness of the exponential moments) and by Kolmogorov's criterion, we deduce that the processes pX n t q 0ďtďT 0 are tight. Fourth step. It remains to prove that any weak limit pX t q 0ďtďT 0 is a solution to the martingale problem. For a given T P r0, T 0 s, we know from Proposition 6 that we can find a sequence pu n q ně1 of classical solutions to the problems PpY n , f, T q such that the sequence pu n , B x u n q ně1 converges towards pu, B x uq, uniformly on compact subsets of r0, T sˆR. Note that the solutions are 'classical' as f is locally Hölder continuous (the argument is the same as for (16): Eq. (12), with u replaced by u n , can be differentiated twice in x). Applying Itô's formula to each pu n t pX n t0ďtďT , n ě 1, we deduce that
By (13), we know that the functions pB x u n q ně1 are at most of exponential growth, uniformly in n ě 1. Moreover, we recall that the processes ppX n t q 0ďtďT q ně1 have finite marginal exponential moments, uniformly in n ě 1 as well. Therefore, the martingales ppu
, uniformly in n ě 1. Letting n tend to the infinity, we complete the proof.
2.8. Well-posedness of the martingale problem. Here is the uniqueness part in Theorem 8:
Theorem 10. Given T 0 ą 0, assume that the assumption of Theorem 8 is in force. For an initial condition pt 0 , x 0 q P r0, T 0 sˆR, there exists a unique solution to the martingale problem (on r0, T 0 s) with pt 0 , x 0 q as initial condition. It is denoted by P t 0 ,x 0 . The mapping r0, T 0 sˆR Q pt, xq Þ Ñ P t,x pAq is measurable for any Borel subset A of the canonical space Cpr0, T 0 s, Rq. Moreover, it is strong Markov.
Proof. Existence has been already proven in Theorem 8.
First
Step. We first establish uniqueness of the marginal laws. Assume indeed that P 1 and P 2 are two solutions of the martingale problem with the same initial condition pt 0 , x 0 q. Then, for any bounded and locally Hölder continuous function f : r0, T 0 qˆR Ñ R, it holds
where E 1 and E 2 denote the expectations under P 1 and P 2 (pX t q 0ďtďT 0 denotes the canonical process). Indeed, denoting by u the solution of the PDE PpY, f, T 0 q with 0 as terminal condition at time T 0 , we know from the definition of the martingale problem that, both 13 under P 1 and P 2 , the process pu s pX s q´ş
f r pX r q drq t 0 ďsďT 0 is a martingale. Therefore, taking the expectation under E 1 and E 2 and noticing that u T 0 pX T 0 q " 0 almost surely under P 1 and P 2 , we deduce that both sides in (18) are equal to´u t 0 px 0 q, which is enough to complete the proof of (18) and thus to prove that the marginal laws of the canonical process are the same under P 1 and P 2 .
By Theorems 4.2 and 4.6 in [7] , we deduce that the martingale problem has a unique solution (note that the results in [7] hold for time homogeneous martingale problems whereas the martingale problem we are here investigating is time inhomogeneous; adding an additional variable in the state space, the problem we are considering can be easily turned into a time-homogeneous one). Measurability and strong Markov property are proved as in [7] .
Solving the PDE
This section is devoted to the proof of Theorem 5. As the definition of a mild solution in Definition 3 consists in a convolution of a rough integral with the heat kernel, the first step is to investigate the smoothing effect of a Gaussian kernel onto a rough integral. Existence and uniqueness of a mild solution to (12) is then proved by means of a contraction argument.
Parts of the results presented here are variations of the ones obtained in Sections 3.1 and 3.2 of Hairer [14] for solving the KPZ equation, but differ slightly in the very construction of a mild solution, see Remark 4.
3.1. Mild solutions as Picard's fixed points. In this subsection, we fix α, β, χ, ϑ, λ such that 1{3 ă β ă α ď 1, χ ă β{2 and ϑ, λ ě 1. Given Y P Cpr0, T qˆR, Rq for some final time T ď 1, we assume that there exists W T such that pW Lemma 11. For any γ 1 ď γ 2 ď β{2 and k P N˚, there is a constant C " Cpα, β, γ 1 , γ 2 , χ, kq (independent of ϑ and λ) such that for any t, τ P r0, T q, with τ ď T´t, and any r ě 1, the following bounds hold for any v P B β,ϑ pr0, T qˆR, W q and any x P r´r, rs: ż
Proof. In the whole proof, we just denote Θ 
where
We thus have to bound integrals of the form ρ
we get the following upper bound for the integral (performing a change of variable to pass from the first to the second line and recalling that γ 2 ď β{2 to derive the last inequality):
Because of the term in pT´t´sq in the definition of D 1 , we also have to control
In order to bound the integral in the second line, we make use of the inequality x a e´x s ď a a e´a{s a , which holds for s P p0, 1s and a, x ě 0. Using also the bounds τ ď T´t and λ`ϑρ ě 1 together with (21), we get (for a possibly new value of the constant C):
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A careful inspection of (20) shows that we can apply (22) and (24) with a ě α{2 and b´a ď χ´α{2 in order to bound (19) (a is the part different from´1 in the exponent of s and b is the exponent of ρ). We obtain pr`|y|q´γ
As (25), we see that the contribution of (22) 
β , which fits the first part of the inequality. To recover the second part of the inequality, we must discuss the contribution of (23) . Going back to (20) , we are to analyze (pay attention that, in comparison with (23), γ 2 is set to 0):
the last inequality following from (21) . Noticing that χ ă β{2, this gives the second part of the second inequality of the statement.
Here is now the key result to prove Theorem 5. (With an abuse of notation, we will just write pMvq t pxq for rMpv, B W vqs t pxq.) Then M defines a bounded operator from B β,ϑ pr0, T qˆR, W q into itself. Moreover, there exists a positive constant C " Cpα, β, χq such that for every v P B β,ϑ pr0, T qˆR, W q,
T pvq, with ǫ :" pα´βq{4.
Proof. As in the proof of Lemma 11, we just denote Θ ϑ,λ T pvq and E ϑ,λ T pt, rq by Θ and Ept, rq. By an obvious change of variable, we get for any r ě 1, x P r´r, rs and t P r0, T q, (27) where C " Cpα, β, χq.
We
By the changes of variable pρ, uq Þ Ñ ps`ρ´u, s´uq and then y Þ Ñ x´?ρs, we get:
x´?ρy x v s`ρ´u pzq dY s`ρ´u pzqˇˇˇˇdρ du dy.
Applying Lemma 11 with τ " T´t, γ 1 " γ 2 " β{2 and k " 4, we obtain
where C " Cpα, β, χq. In order to handle T 2 , we can directly use Lemma 11 with τ " s´t, γ 1 " 0, γ 2 " β{2 and k " 2. We then obtain the same bound as for T 1 , so that 
17 with (using the fact that the mapping R Q z Þ Ñ B 
(31)
Using now Lemma 11 with τ " T´t, γ 1 " γ 2 " β{2 and k " 3 we obtain:
We end up with the following bound for the space increment: From (27) , (28), (32), (33) and (34), we complete the proof.
3.2.
Proof of Theorem 5. First step. As in the previous subsection, we omit the superscript T in Z T , W T and W T . We then start with a technical remark. For any T ď 1 and any v P B β,ϑ pr0, T qˆR, W q, Mv is always in B β,ϑ pr0, T qˆR, W q by Theorem 12. Actually, this result remains true when T ě 1. It is indeed well-checked that the bound T ď 1 in the statement of Theorem 12 is only useful to get a resulting constant C that depends on a minimal number of parameters and that a similar result holds when T ď T 0 , for some T 0 ě 1, provided the constant C is allowed to depend upon T 0 . Now, for a function f P L 8 pp0, T qˆRq, a continuously differentiable function u T from R into itself such that sup rě1 e´ϑ r vpu T q 1 w r´r,rs β ă 8 and a function v P B β,ϑ pr0, T qˆR, W q, we let for pt, xq P r0, T qˆR
The point is to check that x Mv can be lifted up into an element of B β,ϑ pr0, T qˆR, W q. By Theorem 12, the last part of the right-hand side is in B β,ϑ pr0, T qˆR, W q. Its derivative with respect to W is B W rMvs, as defined in the statement of Theorem 12. Moreover, by standard regularization properties of the heat kernel, the second term in the right-hand side is in C γ{2,γ pr0, T sˆR, Rq for any γ P p0, 1q, with a finite Hölder norm on the whole r0, T sˆR (and not on compact subsets only). In particular, it can be lifted up into an element of B β,ϑ pr0, T qˆR, W q with a zero derivative with respect to W . Finally, the first term is at most of exponential growth in x (with exponent ϑ). By standard regularization properties of the heat kernel, it is smooth on r0, T qˆR. And investigating carefully the regularization effect of the heat kernel, it can be shown that u ă 8, so that x Mv P B β,ϑ pr0, T qˆR, W q, with rB W p x Mvqs t pxq " rB W pMvqs t pxq " p0, pMvq t pxqq for t P r0, T q.
Second step. Now we construct a solution on r0, T s by a contraction argument when T ď 1 (the same argument applies when T ě 1 thanks to the remark made at the beginning of the first step). We choose λ large enough such that Cκ exppCT ϑ 2 qλ´ǫ ď 1{4 (with the same we obtain a mild solution, as defined in (12) . It must be unique as the x-derivative of any other mild solution (when lifted up) is a fixed point of x M. Differentiation under the integral symbol in the mild formulation (12) can be justified by Lemma 11, making use of a standard uniform integrability argument.
Third step. We finally prove (13) and (14) . We start with estimatingv. With our choice of λ and by Theorem 12, we have
where 0 stands for the null function, so that
As x M0 has a zero derivative with respect to W , it is well checked that Θ ϑ,λ T p x M0q ď Cpsup rě1 e´ϑ r vpu T q 1 w r´r,rs β`} f } 8 q for a universal constant C (which would depend on T 0 if T was assumed to be less than T 0 for some T 0 ě 1). This gives the exponential bound for v and for the pβ{2, βq-Hölder constant ofv in time and space.
In order to get the same estimate forū, we go back to the original formulation (12):
Again, the two first terms can be estimated by standard properties of the heat kernel: the first term is at most of exponential growth and it is differentiable in time, the time derivative being also at most of exponential growth; the second term is bounded and it is γ-Hölder continuous on the whole space for any γ P p0, 1q. Finally the third term can be handled by repeating the analysis of Mv in the proof of Theorem 12: Following (27) and (28), it is at most of exponential growth and it is locally p1`βq{2-Hölder continuous in time, the Hölder constant growing at most exponentially fast in the space variable (in comparison with (28), the additional 1{2 comes from the fact there is one derivative less in the heat kernel).
3.3. Proof of Proposition 6. As above, we omit the superscript T in Z n,T , W n,T and W n,T . Stability of solutions under mollification of the input follows from a classical compactness argument. Given a sequence pW n , W n q ně1 as in the statement, we can solve (12) for any n ě 1: The solution is denoted by u n and its gradient by v n " B x u n . By (2) in Proposition 6 and by the previous subsection, it is well-checked that
Therefore, by Theorem 12,
where M n is obtained by replacing Y by Y n in the definition of M. It is worth mentioning that, contrary to the convention we have used so far, we must use rB W n pM n v n qs t " p0, pM n v n q t q as choice of the derivative and not rB W n pM n v n qs t " 0 (which was the convention for smooth functions).
As a consequence of (39) and (40), we deduce that the sequences pv n q ně1 and pM n v n q are uniformly continuous on compact subsets of r0, T sˆR. In the same way, the sequence pu n q ně1 is also uniformly continuous on compact subsets. Moreover, u n , v n and M n v n are at most of exponential growth, uniformly in n ě 1. By Arzelà-Ascoli Theorem, we can extract subsequences (still indexed by n) that converge uniformly on compact subsets of r0, T sˆR. Limits of pu n q ně1 , pv n q ně1 and pM n v n q ně1 are respectively denoted byû,v andm. In order to complete the proof, we must prove that pû,vq is a mild solution of (12) .
By (39), the sequence pR v n t q ně1 is uniformly bounded on compact subsets of r0, T qˆR. Writing (7) for each of the v n and letting n tend to 8, this says that the pair pv, p0,mqq belongs to B β,ϑ pr0, T q, Rq, the remainder at any time t P r0, T q being denoted byR t . At this stage of the proof, we know that, for any t P r0, T q and any r ě 1, vv t´v n t w r´r,rs β`vm tB W n v n t w r´r,rs β tends to 0 as n tends to the infinity. We wish we also had lim n vR t´Rv n t w r´r,rs 2β " 0 in order to pass to the limit in the rough integrals involved in the mild formulation, as the convergence of the remainders is required to do so (see Subsection 2.1). Actually, we cannot prove it. Anyhow, by (7), the convergence holds in L 8 pr´r, rsq so that, by (39), it holds as well in Hölder norm, but with β replaced by any β 1 ă β, that is lim n vR t´Rv n t w r´r,rs 2β 1 " 0. Replacing β by β 1 , we can pass to the limit in the rough integrals appearing in the mild formulation (12) of the PDE satisfied by each of the pv n q ně1 's. To pass to the limit in the whole formulation, we can invoke some uniform integrability argument as we did to differentiate the mild formulation after Eq. (36). Thus the pair pv, p0,mqq satisfiesv " x Mv in B β 1 ,ϑ pr0, T qˆR, W q, which is enough to identify with the solution in B β,ϑ pr0, T qˆR, W q.
Stochastic Calculus for the Solution
In Theorem 8, we proved existence and uniqueness of a solution to the martingale problem associated with (1), but we said nothing about the dynamics of the solution. In this section, we answer to this question and give a sense to the formulation (4).
4.1.
Recovering the Brownian part. Equation (4) suggests that the dynamics of the solution to (1) indeed involves some Brownian part. The point we discuss here is thus twofold: (i) We recover in a quite canonical way the Brownian part in the dynamics of the solution; (ii) we discuss the structure of the remainder.
Theorem 13. Under the assumption of Theorem 8, for any given initial condition x 0 , we can find a probability measure (still denoted by P) on the enlarged canonical space Cpr0, T 0 s, R 2 q
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(endowed with the canonical filtration pF t q 0ďtďT 0 ) such that, under P, the canonical process, denoted by pX t , B t q 0ďtďT 0 , satisfies the followings: piq The law of pX t q 0ďtďT 0 under P is a solution to the martingale problem with x 0 as initial condition at time 0 and the law of pB t q 0ďtďT 0 under P is a Brownian motion.
piiq For any q ě 1 and any β ă α, there is a constant C " Cpα, β, χ, κ α,χ pW, W q, q, T 0 q such that, for any 0 ď t ď t`h ď T 0 ,
piiiq For any 0 ď t ď t`h ď T 0 ,
t pX t q´X t , where the mapping u t`h : r0, t`hsˆR Q ps, xq Þ Ñ u t`h ps, xq is the mild solution of PpY, 0, t`hq with u t`h t`h pxq " x as terminal condition. Proof. The point is to come back to the proof of the solvability of the martingale problem in Subsection 2.7. For free and with the same notations, we have the tightness of the family pX n t , B t q 0ďtďT 0 , which is sufficient to extract a converging subsequence. The (weak) limit is the pair pX t , B t q 0ďtďT 0 in piq. (Pay attention that we do not claim that the 'B' at the limit is the same as the 'B' in the regularized problems but, for convenience, we use the same letter.) We then repeat the proof of (17) which writes:
Repeating the analysis of the the third step in Subsection 2.7, we know that the third term in the right hand side satisfies the bound (41). The point is thus to prove that the second term also satisfies this bound. Recalling that u n t`h pxq " x, we notice that B x u n s pX n s q´1 " B x u n s pX n s q´B x u n t`h pX n s q. The bound then follows from the fact that B x u n is locally β{2-Hölder continuous in time, the Hölder constant being at most of exponential growth, as ensured by Theorem 5. Letting n tend to 8, we complete the proof of piiq.
The last assertion piiiq is easily checked for with X replaced by X n and u t`h replaced by u n (and for sure with F t replaced by the σ-field generated by pX n s , B s q 0ďsďt ). It is quite standard to pass to the limit in n.
Expansion of the drift.
The next proposition gives a more explicit insight into the shape of the function b in (42): Proposition 14. Given T 0 ą 0, there exist a constant C and an exponent ε ą 0 such that bpt, x, hq " bpt, x, hq`O`h 1`ε expp2|x|q˘, bpt, x, hq "
Op¨q standing for the Landau notation (the underlying constant in the Landau notation being uniform in 0 ď t ď t`h ď T 0 ).
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Remark 15. The first term in the definition of bpt, x, hq reads as a mollification (in x) of the gradient (in x) of pY t pxqq tďsďt`h,xPR by means of the transition density of pB t q tě0 (which is the martingale process driving the dynamics of X). It is (locally in x) of order h 1{2`α{2 . The second term reads as a correction in the mollification of pY s pxqq tďsďt`h,xPR . It keeps track of the rough path structure of pY s pxqq tďsďt`h,xPR . The proof right below shows that it is of order h 1{2`α , thus proving that it can be 'hidden' in the remainder Oph 1`ǫ q when α ą 1{2. This requirement α ą 1{2 fits the standard threshold in the rough paths theory above which Young's theory applies.
Proof. From (12) with respect to Y s . By Theorem 1, there exist a constant C and an exponent ε ą 0 such thaťˇˇˇż
Above, the exponential factor permits to handle the polynomial growth of W t`h " pY, Z t`h q and the exponential growth of v t`h (see the definition of Θ ϑ,λ T pvq in the statement of Theorem 12), the exponent in the exponential factor being arbitrarily chosen as 1 (which leaves 'some space' to handle additional polynomial growth and which is possible since the terminal condition u t`h t`h is of polynomial growth).
We now investigate the second term in the right hand side of (43). We recall that, by assumption, there exists a constant C, independent of h, such that
We also recall from Theorem 5 that v is pα´ǫq{2-Hölder continuous in time, locally in space (the rate of growth of the Hölder constant being at most exponential and Theorem 12 allowing to choose 1 as exponent in the exponential), so that |v t`h s pyq´1| ď Ch pα´ǫq{2 expp|y|q, for s P rt, t`hs and for a possibly new value of the constant C. Therefore,
pxq˘dY s pzq dy ds, the last term being less than
the last inequality holding true since α is strictly larger than 1{3 and ǫ can be chosen arbitrarily small. Therefore, from (43), (44) and (45), we deduce that
(47) Using (45) once more and following the proof of (46), we also have
It then remains to look at the first term in the right-hand side of (43). The point is to expand v t`h t pxq on the same model as u t`h t pxq right above. Basically, the same expansion holds but, because of the derivative in the definition of v t`h t pxq " B x u t`h t pxq, we loose 1{2 in the power of h in the Landau notation. Therefore, for t ď s ď t`h, the above expansion turns into
Using once again the fact that v t`h is pα´ǫq{2-Hölder continuous in time (locally in space, the Hölder constant being at most of exponential growth), we obtain
The last term can be bounded by Opexpp2|x|qh α´ǫ{2 q. Now, by (47),
It thus remains to bound
By (11), it is plain to see that Z t`h r pxq " Opexpp2|x|qh α{2 q. Then, the above term must at most of order Opexpp2|x|qh 1{2`α q, from which the proof of the proposition is easily completed. In order to complete the proof of Remark 15, it remains to show the announced bound for 
4.3.
Purpose. The goal is now to prove that Theorem 13 and Proposition 14 are sufficient to define a differential calculus for which the infinitesimal variation dX t reads
or, in a macroscopic way, X t " X 0`Bt`ş t 0 bps, X s , dsq, which gives a sense to (1) . In that framework, Proposition 14 and Remark 15 give some insight into the shape of the drift.
As explained below, we are able to define a stochastic calculus in such a way that the process p ş t 0 bps, X s , dsqq 0ďtďT has a Hölder continuous version, with p1`αq{2´ǫ as Hölder exponent, for ǫ ą 0 as small as desired, thus making pX t q 0ďtďT a Dirichlet process.
In order to give a meaning to (49), the point is to give a sense to ş T 0 ψ t dX t and possibly to ş T 0 ψ t bpt, X t , dtq for a sufficiently large class of integrands: We construct the integral with respect to processes pψ t q 0ďtďT that are progressively-measurable and p1´αq{2`ǫ Hölder continuous in L p for some p ą 2 and some ǫ ą 0. The construction of the integral consists of a mixture of Young's and Itô's integrals. Precisely, the progressive-measurability of pψ t q 0ďtďT permits to 'get rid of' the martingale increments in X that are different from the Brownian ones and thus to focus on the function b only in order to define the non-Brownian part of the dynamics. Then, the Hölder property of pψ t q 0ďtďT permits to integrate with respect to pbpt, X t , dtqq 0ďtďT in a Young sense. For that reason, the resulting integral is called a stochastic Young integral. It is worth mentioning that it permits to consider within the same framework integrals defined with respect to the martingale part of X and integrals defined with respect to the zero quadratic variation part of X.
The construction we provide below is given in a larger set-up. In the whole section, we thus use the following notation: pΩ, pF t q tě0 , Pq denotes a filtered probability space satisfying the usual conditions; moreover, for any 0 ď s ď t, Sps, tq denotes the set ts 1 P r0, ss, t 1 P r0, ts, s 1 ď t 1 u. The application to (41) is discussed in Subsection 4.6.
4.4. L p Construction of the Integral.
4.4.1. Materials. We are given a real T ą 0 and a continuous progressively-measurable process pAps, tqq 0ďsďtďT in the sense that, for any 0 ď s ď t, the mapping ΩˆSps, tq Q pω, s 1 , t 1 q Þ Ñ Aps 1 , t 1 q is measurable for the product σ-field F t b BpSps, tqq and the mapping SpT, T q Q ps, tq Þ Ñ Aps, tq is continuous. We assume that there exist a constant Γ ě 0, three exponents ε 0 P p0, 1{2s, ε 1 , ε
In the framework of (49), we have in mind to choose Apt, t`hq " X t`h´Xt or Apt, t`hq " B t`h´Bt , in which cases A has an additive structure and ε 1 and ε 1 1 can be chosen as large as desired, or Apt, t`hq " bpt, X t , hq, in which case A is not additive. The precise application to (49) is detailed in Subsection 4.6. Generally speaking, we call Apt, t`hq a pseudo-increment. Considering pseudo-increments instead of increments (that enjoy, in comparison with, an additive property) allows more flexibility and permits, as just said, to give a precise meaning to bpt, X t , dtq in (49). The strategy is then to split Apt, t`hq into two pieces:
Mpt, t`hq being understood as a sort of martingale increment and Rpt, t`hq as a sort of drift.
We are also given a continuous progressively-measurable process pψ t q 0ďtďT and we assume that, for an exponent ε 2 ă ε 0 and for any 0 ď t ď t`h ď T ,
for some q 1 ě 1. We then let p "1 {pq`q 1 q so that 1{p " 1{q`1{q 1 . 
4.4.2.
Objective. The aim of the subsection is to define the stochastic integral ş T 0 ψ t Apt, t`dtq as an L p pΩ, Pq version of the Young integral. In comparison with the standard version of the Young integral, the L p pΩ, Pq construction will benefit from the martingale structure of the pseudo-increments pMpt, t`hqq 0ďtďt`hďT , the integral being defined as the L p pΩ, Pq limit of Riemann sums as the step size of the underlying subdivision tends to 0. Given a subdivision ∆ " t0 " t 0 ă t 1 ă¨¨¨ă t N " T u, we thus define the ∆-Riemann sum
We emphasize that this definition is exactly the same as the one used to define Itô's integral: on the step rt i , t i`1 s, the process ψ is approximated by the value at the initial point t i . For that reason, we will say that the Riemann sum is adapted. In that framework, we claim:
Theorem 16. There exists a constant C " Cpq, q 1 , Γ, ε 0 , ε 1 , ε 2 q, such that, given two subdivisions ∆ Ă ∆ 1 , with πp∆q ď 1,
where πp∆q denotes the step size of the subdivision ∆, that is πp∆q :" max 1ďiďN rt i´ti´1 s, and with η :" minpε 0´ε2 , ε 1 , ε 1 1 {2q. For general partitions ∆ and ∆ 1 (without any inclusion requirement), Theorem 16 applies to the pairs p∆, ∆ Y ∆ 1 q and p∆ 1 , ∆ Y ∆ 1 q, so that (54) holds in that case as well provided πp∆q in the right-hand side is replaced by maxpπp∆q, πp∆ 1 qq. We deduce that Sp∆q has a limit in L p pΩ, Pq as πp∆q tends to 0. We call it the stochastic Young integral of ψ with respect to the pseudo-increments of A.
Proof of Theorem 16. First
Step. First, we consider the case where the two subdivisions ∆ and ∆ 1 , ∆ being included in ∆ 1 , are not so different one from each other. Precisely, given ∆ " t0 " t 0 ă t 1 ă¨¨¨ă t N " T u and
, the pt i q 1ďiďN 's and the pt 1 j q 1ďjďL 's being pairwise distinct, we assume that, between two consecutive points in ∆, there is at most one point in ∆
1 . For any j P t1, . . . , Lu, we then denote by sj and sj the largest and smallest points in ∆ such that sj ă t 1 j ă sj . We have t 1 j ă sj ď sj`1 ă t 1 j`1 for 1 ď j ď L´1. We then claim: Lemma 17. Under the above assumption, the estimate (54) holds with πp∆q replaced by ρp∆ 1 z∆q, where ρp∆ 1 z∆q :" sup 1ďjďL rsj´sj s.
Proof of Lemma 17. (i) As a first step, we compute the difference Sp∆ 1 q´Sp∆q. We write
(ii) We first investigate δ 1 Sp∆, ∆ 1 , Mq. The process p ř ℓ j"1 pψ t 1 j´ψ sj qMpt 1 j , sj0ďℓďL is a discrete stochastic integral and thus a martingale with respect to the filtration pF sl q 0ďℓďL , with the convention that s0 " s0 " 0. The sum of the squares of the increments is given by ř L j"1 pψ t 1 j´ψ sj q 2 pMpt 1 j , sj2 . By the second line in (50) and by (52), we observe from
Minkowski's inequality first and then from Hölder's inequality (recalling 1{p " 1{q`1{q 1 ) that there exists a constant C such that
with η 1 :" 1´2ε 2 ě 2pε 0´ε2 q, where we have used sj ă t 1 j ă sj . By discrete BurkholderDavis-Gundy inequalities, we deduce that
(iii) We now turn to δ 1 Sp∆, ∆ 1 , Rq. In the same way, by the first line in (50) and by (52),
(iv) We finally investigate δ 2 Sp∆, ∆ 1 q. We split it into two pieces: We finally tackle δ 2 Sp∆, ∆ 1 , M 1 q. We notice that it generates a discrete time martingale with respect to the filtration pF sl q 0ďℓďL . As in the second step, we compute the L p{2 pΩ, Pq norm of the sum of the squares of the increments. By the last line in (50), it is given by 1 z∆q X pt i´1 , t i q, where L i denotes the number of points in p∆ 1 z∆q X pt i´1 , t i q. Each L i may be written as L i " 2ℓ i`εi where ℓ i P N and ε i P t0, 1u. We then define ∆ 1 1 as the subdivision made of the points that are in ∆ together with the points
This says that, to construct ∆ 1 1 , we delete, for any i " 1, . . . , N, the point t 
It holds ∆ We then obtain
We then carry on the construction up until we reach ∆ 1 M " ∆ for some integer M ě 1. We notice that such an M does exist: by construction each ∆ . We now make an additional assumption: We assume that ∆ 1 is a dyadic subdivision, that is ∆ 1 " t2´P kT, 0 ď k ď 2 P u for some P ě 1. This says that ∆ is also made of dyadic points of order P . We denote by Q the unique integer such that
and by i Q some index such that L i Q " 2 Q`r . At the first step, the 2 Q first points in p∆ 1 z∆q X pt i Q´1 , t i Q q are reduced into 2 Q´1 points. At the second step, they are reduced into 2 Q´2 points and so on... Therefore, it takes steps to reduce the 2 Q first points in p∆ 1 z∆q X pt i Q´1 , t i Q q into a single one. Meanwhile, it takes at most Q steps to reduce the r remaining points in p∆ 1 z∆q X pt i Q´1 , t i Q q into a single one (without any interferences between the two reductions). We deduce that, after the Qth step, there are at most two operations to perform to reduce ∆ 1 Q into ∆. This says that M is either Q`1 or Q`2 and that, at each step j P t1, . . . , Qu of the induction, we are doubling the step size ρp∆ 
When ∆ and ∆ 1 contain non-dyadic points (so that they are different from t0, T u), we can argue as follows. We can find a dyadic subdivision, denoted by 
since πpD 1 q ď 2πp∆q. By the same argument, we can find a dyadic subdivision D ψ t Rpt, t`dtq are also defined as L p limits of the associated adapted Riemann sums. The main point is to check that Lemma 17 applies to S M and S R , where, with the same notation as in (53), S M p∆q "
A careful inspection of the proof of Lemma 17 shows that the non-trivial point is to control the quantities δ 2 Sp∆, ∆ 1 , Mq and δ 2 Sp∆, ∆ 1 , Rq, obtained by replacing A by M and R respectively in the definition of δ 2 Sp∆, ∆ 1 q in (55). Actually, since we already have a control of the sum of the two terms (as it coincides with δ 2 Sp∆, ∆ 1 q in the proof of Lemma 17), it is sufficient to control one of them only. Clearly,
We emphasize that the first term above is nothing but δ 2 Sp∆, ∆ 1 , R 1 q in (56), for which we already have a bound. Therefore, the only remaining point is to control the second term above. Again, we notice that it has a martingale structure, which can be estimated by Burkholder-Davis-Gundy inequality. By the first line in (50) and by (52),
which is enough to conclude that Theorem 16 is also valid when replacing A by R or M in §4.4.4. Therefore, we are allowed to split the integral of ψ as
The reader must pay attention to the fact that neither M nor R must satisfy (50) even if A does. The extension of the integral to the case when they are driven by M or R is thus a consequence of the proof of Theorem 16 itself.
Continuity in Time.
It is plain to see that the integral is additive in the sense that,
An important question in practice is the regularity property of the process r0, T q Q t Þ Ñ ş t 0 ψ s Aps, s`dsq, which is not well-defined for the moment. At this stage of the procedure, each of the integrals is uniquely defined up to an event of zero probability which depends on t. A continuity argument is thus needed in order to give a sense to all the integrals at the same time. By Theorem 16, we know that, for h P p0, 1q, , so that the pathwise Hölder exponent can be chosen as p1`ηq{2´1{p´ǫ for any ǫ ą 0. 4.5.3. Dirichlet decomposition. It is well-checked that the process p ş t 0 ψ s Mps, s`dsqq 0ďtďT is a martingale, thus showing that the integral of ψ with respect to the pseudo-increments of A can be split into two terms: a martingale and a drift. We expect that, in practical cases, the exponent p can be choose as large as desired: In this setting, the martingale part has p1{2´ǫq-Hölder continuous paths, for ǫ ą 0 as small as desired, and the drift part has p1{2`η´ǫq-Hölder continuous paths, also for ǫ ą 0 as small as desired, thus proving that the integral is a Dirichlet process. 4.6. Application to diffusion processes driven by a distributional drift. We now explain how the stochastic Young integral applies to (1) . First, we can choose Apt, t`hq " X t`h´Xt , for 0 ď t ď t`h ď T 0 . Then the process A is additive. In particular, the two last lines in (50) are automatically satisfied with ε 1 and ε 1 1 as large as needed. By (41), the second line in (50) is also satisfied. Finally, we notice that
so that, by (41) again, the first line in (50) is satisfied with ε 0 " β{2. With our construction, this permits to define p ş t 0 ψ s dX s q 0ďtďT 0 for any progressively measurable process pψ t q 0ďtďT 0 satisfying (52) with ε 2 ă β{2. It also permits to define the integrals p ş t 0 ψ s Mps, s`dsqq 0ďtďT 0 and p ş t 0 ψ s Rps, s`dsqq 0ďtďT 0 , where
By (42), we have Rpt, t`hq " bpt, X t , hq, so that p ş t 0 ψ s bps, X s , dsqq 0ďtďT 0 is well-defined. Moreover, by Proposition 14 and by boundedness of the exponential moments of pX t q 0ďtďT 0 (see the proof of Theorem 8), we know thatRpt, t`hq " pb´bqpt, X t , hq also satisfies (50), from which we deduce that p ş t 0 ψ s pb´bqps, X s , dsqq 0ďtďT 0 and so p ş t 0 ψ s bps, X s , dsqq 0ďtďT 0 are well-defined. Actually the exponent in the power of h appearing in the difference pbb qpt, X t , hq being strictly greater than 1, the integral process p ş t 0 ψ s pb´bqps, X s , dsqq 0ďtďT 0 must be 0. We deduce that p ş t 0 ψ s bps, X s , dsq " ş t 0 bps, X s , dsqq 0ďtďT 0 . We finally discuss the integral p ş t 0 ψ s Mps, s`dsqq 0ďtďT . We let
By (41), Er|M pt, t`hq| q |s 1{q ď C 1 q h p1`βq{2 for some C q 1 ě 0, which reads as a super-diffusive bound for the pseudo-increments ofM . It is then well-checked that pMpt, t`hqq 0ďtďt`hďT 0 fulfills all the requirements in (50). Therefore, the integral p ş t 0 ψ sM ps, s`dsqq 0ďtďT 0 makes sense. By Subsection 4.5, it is a martingale but by the super-diffusive bound of the pseudoincrements it must be the null process. Put it differently, only the Brownian part really matters in M and we can justify (49) thanks to the equality
5. Construction of the integral of Z w.r.t. Y . Examples.
As a final discussion, we address the existence of a rough path structure pW replace B x p h py´zq by another antisymmetric function G h py, zq (in the sense that G h pz, yq " G h py, zq) satisfying, for any β ě 0, Consider also a time-space family pY t,s pyqq 0ďtďsďT 0 ,yPR such that, for some µ, µ 1 ě 0 satisfying 2µ 1`µ ą 1´α and for some constant κ 1 ą 0, it holds (70) @s P rt, T 0 s, @y, z P R, |Y t,s pzq´Y t,s pyq| ď κ For 0 ď t ď T ď T 0 , let as in (69). Then, for any α 1 P p1´α, µ`2µ 1 q, there exists a constant C 1 " C 1 pα 1 , κ, κ 1 , T 0 q such that, for any 0 ď t ď T ď T 0 , the 'geometric integral' of Z T t with respect to Y t makes sense and satisfies (61) with respect to C 1 and 2α replaced by α`α 1 .
The reader might worry about the fact that (61) holds with respect to a larger exponent than 2α. The resulting effect can be read in Theorem 1, in which the regularity of W explicitly appears. As a consequence, it affects Lemma 2 as it generates a new term in the definition of D, which writes (with the same notation as therein) |z| 2pα`α 1 q`β ρ 2χ`β{2 . This new definition of D must be injected in the proof of Lemma 11. Basically, a new term must 37 be added to the definition of D 1 in (20): It is of the form s α`α 1`β {2´1 ρ 2χ`β{2 . The important point is that the power of ρ is not changed in comparison with the original case when α 1 " 0. Thus, the final result remains true.
A typical example of application is Y t,s pyq " Y s pyq´Y t pyq. In the specific case when Y t pyq may be expanded as Y t pyq " f t Y pyq, f being more than p1{2´αq-Hölder continuous, (70) holds with µ " α and µ 1 ą 1{2´α. Another example of application is Y t,s pyq " Y s pyq. In that framework, (70) is satisfied with µ ą 1{2 and µ 1 " 0 if α ą 1{2, in which case the cross-integral fits the Young theory discussed in Subsection 5.2.
Proof. As in the proof of Proposition 18, we can assume that the mappings Y t and pY t,s q tďsďT are smooth in space. The proof is then an application of Young estimates (62) Proposition 20. Let the assumptions and notations specified in Subsection 5.1 be in force.
Consider also a family of kernels pq t,s pz, uqq 0ďtăsďT 0 ,z,uPR (that is a family of non-negative functions with mass 1 in u) satisfying:
(72)ˇˇq t,s pz, uq´p ps´tqσ 2 t pzq pz´uqˇˇď Cps´tq µ p C 2 ps´tq pz´uq, 0 ď t ă s ď T 0 , z, u P R, with µ ą 1{2´α and C ě 1, σ t p¨q being a C-Lipschitz continuous function with values in r1{C, Cs. Letting Y t,s pzq " ş R q t,s pz, uqpY t puq´Y t pzqq du and defining Y n t,s pzq by mollifying Y t,s with a kernel of variance 1{n, consider Z T t pyq given by (71) and Z n,T t pyq given by (69). Then, there exist a constant C 1 " C 1 pµ, κ, C, T 0 q and an exponent ǫ " ǫpα, µq ą maxp2α´1, 0q such that, for any 0 ď t ď T ď T 0 , the 'geometric integral' of Z 
