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Resumo
Nesta dissertação pretende-se estudar e desenvolver um sistema de baixo custo
que, através de uma conﬁguração estática, seja capaz de realizar a captura 360°
de informação 3D de objetos de pequena/média dimensão em tempo real. Este
tipo de aquisição distingue-se por conseguir capturar a informação geométrica
da superfície de um objeto ao longo de todo o seu perímetro exterior, isto é,
conforme vista de qualquer ponto de um círculo que contenha o objeto no seu
interior.
Já existem sistemas capazes de realizar este tipo de captura, no entanto,
nenhum cumpre todos os requisitos acima descritos. Seja pela restrião do
tamanho dos objetos suportados ou pela incapacidade de os capturar com
taxas de atualização interativas, não foi encontrado nenhum sistema de baixo
custo capaz de realizar uma captura 360°.
Para atingir os objetivos utilizou-se uma Kinect para realizar a captura
e uma conﬁguração de espelhos para fornecer ao sistema informação que o
sensor não consegue capturar diretamente. Desta forma, o sistema construído
é estático, nem a conﬁguração nem o objeto necessitam de se mover para
realizar a captura 360°, e consegue atingir taxas de atualização interativas
com um custo reduzido.
Os resultados obtidos não tiveram o nível de detalhe pretendido, impos-
sibilitando assim a utilização do sistema para a reprodução ﬁel dos objetos.
A informação gerada pelo sistema respeita as formas e dimensões dos obje-
tos, no entanto os resultados apresentam ruído e imprecisão nas superfícies
dos mesmos. Quanto maior a distância a que o objeto se encontra da Kinect,
maior a imprecisão. Como tal, as superfícies capturadas através dos espelhos
obtiveram piores resultados, uma vez que a informação tem que percorrer uma
distância maior para chegar ao sensor. Ainda assim, uma vez que a forma geral
dos objetos se mantém e dada a velocidade de captura atingida, este sistema
consegue gerar aproximações aos modelos em tempo real, permitindo ter um
input de informação 360° para aplicações interativas a um baixo custo.
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Abstract
This dissertation aims to study and develop a low cost system capable of ma-
king 3D 360° data acquisition of small/medium objects, in real time, through
a static conﬁguration. This sort of acquisition can be distinguished by cap-
turing the geometric information of an object's surface along its entire outer
perimeter, i.e., as seen from any point of a circle containing the object.
There are already some systems capable of performing this sort of cap-
ture however, none meets all the requirements aforementioned. Either by size
restriction of the supported objects or the inability to capture at interactive
update rates, no low-cost system capable of performing a 360° capture was
found.
To achieve the proposed objectives, a Kinect was used to capture the in-
formation and a conﬁguration of mirrors was built to provide the system with
information that the sensor cannot capture directly. By doing so, the built
system can achieve interactive update rates at a reduced cost using a static
conﬁguration: neither the mirrors nor the object need to be moved to perform
the 360° capture.
The obtained results did not achieve the desired level of detail making it
impossible to use the system for a reliable reproduction of objects. The infor-
mation generated by the system respects both shapes and dimensions of the
objects. However, the results show noise and inaccuracy on their surfaces. The
greater the distance of the object from the Kinect, the greater the inaccuracy
of the results. Thus, the areas captured by the mirrors had worse results since
the information has to travel a greater distance to reach the sensor. Neverthe-
less, since the overall shape of the objects is maintained and considering the
speed achieved, this system is able to generate approximations to the models
in real time, allowing interactive applications to have a 360° information input
at a low cost.
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Capítulo 1
Introdução
Todos os dias interagimos com objetos sem precisar de prestar especial atenção
ao posicionamento dos mesmos. A perceção da geometria destes objetos e a
distância a que estes estão é feita de forma tão natural que nem nos aperce-
bemos disso. No entanto, no mundo digital, fazer com que um computador
reconheça autonomamente essa informação sobre as cenas não é um assunto
trivial.
Quando capturado com uma câmara convencional (RGB), o mundo 3D
é mapeado numa imagem 2D e a noção de profundidade (pode) perder-se
com alguma facilidade, diﬁcultando o reconhecimento da correta geometria
dos objetivos.
No caso dos scanners 3D essa informação já existe, o que ajuda à análise
da cena e dos objetos nela presente. Este tipo de tecnologia está em cons-
tante evolução e há cada vez mais sistemas capazes de o fazer e cada vez mais
acessíveis: a Kinect é um exemplo disso. Este tipo de sensores normalmente
é direcional, isto é, apenas conseguem adquirir aquilo que é visível e não con-
seguem tratar das partes ocludidas, como tal, não conseguem adquirir toda a
geometria do objeto. Contrariamente a este tipo de captura, entende-se por
aquisição 360° a captura de informação geométrica sobre a superfície de um
objeto ao longo de todo o seu perímetro exterior, isto é, conforme vista de
qualquer ponto de um círculo que contenha o objeto no seu interior. Neste
tipo de captura, a informação tem de ser adquirida de várias perspetivas de
forma a gerar dados que permitam posteriormente uma visualização livre do
modelo capturado. No entanto, os sistemas que permitem fazer este tipo de
capturas exigem a utilização de um maior número de câmaras (no caso de uma
conﬁguração estática), o que implica um maior custo, ou o posicionamento
da câmara ou objeto em diferentes perspetivas (no caso de uma conﬁguração
móvel), o que implica um maior tempo para a realização da captura.
A captura de informação em 3D pode ter diferentes funções. Por exemplo,
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no caso de uma aplicação de Realidade Aumentada em que são adicionados
artefactos digitais à informação capturada do mundo real, se esta informação
for colocada no sítio errado, os resultados dessa aplicação passam a ser in-
corretos e como tal podem provocar uma experiência pobre para o utilizador.
Desta forma, a existência de informação volumétrica pode ser vantajosa dando
uma maior robustez a este tipo de sistemas e minimizando erros de posicio-
namento ou tracking. Outro uso potencial da informação em 3D de objetos é
a modelação dos mesmos para posterior utilização num mundo digital. Seja
no âmbito de jogos, cinema de animação ou até mesmo em simulações, em
áreas tão diversas como indústria, medicina ou militar, modelos de objetos são
usados com diferentes ﬁns e como tal, sistemas que possam ajudar na cons-
trução dos mesmos são desejáveis. Outra possível utilização destes modelos
é a replicação através das impressoras 3D. A ponte entre estas duas áreas,
aquisição e reprodução de informação, é aliciante e pode abrir portas a novas
possibilidades.
1.1 Motivação
A utilização de informação em 3D é útil e pode ser usada de diferentes formas.
O caso especíﬁco da captura 360° da informação de um determinado objeto,
além de útil levanta um desaﬁo interessante relativamente ao método da sua
realização.
A utilização de uma conﬁguração móvel, isto é, uma conﬁguração em que é
necessário haver o movimento da câmara ou do objeto para a recolha de toda
a informação do mesmo, faz com que o processo possa ser mais barato, pois
apenas é necessária uma câmara, mas lento, uma vez que a captura é feita de
forma incremental. Por outro lado, uma conﬁguração estática permite que a
captura de informação das várias perspetivas seja feita em simultâneo. Além da
aquisição de informação 3D de um objeto ﬁxo ser feita de forma mais rápida,
este setup possibilita ainda a aquisição e geração de informação em 3D das
várias perspetivas em tempo real, podendo neste caso ambicionar-se a captura
de 3D de entidades em movimento. No entanto, este tipo de conﬁguração é por
norma mais dispendioso uma vez que é frequente utilizar múltiplas câmaras
para realizar a captura.
Desta forma e juntando o melhor das duas conﬁgurações, o desaﬁo será con-
ceber um sistema capaz de fazer uma aquisição 360° em tempo real, utilizando
apenas uma câmara e uma conﬁguração estática. Isto permitirá a aquisição
de mais informação em menos tempo e de uma forma económica. Um sistema
deste género permitirá ainda a geração de vídeo em 3D a 360° que posteri-
ormente, no prisma do espectador, possibilitará a visualização da informação
de forma dinâmica e a partir de várias perspetivas. A geração de dados com
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estas características poderá também ser usada em sistemas holográﬁcos uma
vez que existe a informação necessária para uma visualização livre do objeto
em foco.
1.2 Objetivos
Pretende-se com esta dissertação desenvolver um sistema de baixo custo, com
apenas uma câmara, capaz de realizar a captura 360° de informação 3D em
tempo real a partir de uma conﬁguração estática. Inicialmente será necessá-
rio compreender o processo de captura 3D e como a partir dessa informação
poderemos gerar a representação do objeto em questão.
A captura 360° de informação 3D de um objeto requer a aquisição de infor-
mação de várias perspetivas. Como foi referido, para o conseguir fazer de forma
instantânea (todas as perspetivas ao mesmo tempo) é comum usar-se vários
sensores/câmaras, no entanto, além do aumento da carga computacional, isso
também envolve um maior custo em hardware. Desta forma, um dos desaﬁos
será conceber a arquitetura de um sistema que consiga obter a informação de
todas essas perspetivas em simultâneo e de forma eﬁciente utilizando apenas
um sensor. Dada a captura e tratamento de informação em 3D envolver um
grande esforço computacional, outro desaﬁo será estudar formas de agilizar
este processamento.
Em suma, os objetivos para esta dissertação são:
- Compreender os diferentes processos de captura de informação de 3D.
- Estudar e conceber uma arquitetura do sistema capaz de recolher a infor-
mação do objeto de todas as perspetivas utilizando apenas uma câmara
estática e sem mover o objeto.
- Desenvolver esse sistema de captura e também a componente de visuali-
zação de informação em tempo real.
- Estudar formas de melhorar o desempenho e a qualidade da informação
capturada.
1.3 Estrutura do documento
Neste capítulo foi introduzido o tema e a ideia motora desta tese e foram
apresentados os objetivos da mesma. Nos próximos capítulos será mostrado
qual o caminho seguido, desde a conceção do sistema, a sua implementação,
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até aos resultados e considerações ﬁnais. A estrutura deste documento é a
seguinte:
- Capítulo 2 - Estado da Arte: Descreve o Estado da Arte na área da
digitalização 3D, com foco na aquisição 360°. Aqui serão mostrados os
principais métodos de captura 3D, sistemas de aquisição 360° já existen-
tes e aplicações desta tecnologia.
- Capítulo 3 - Visão do Sistema: Analisa em mais detalhe quais os objetivos
desta tese de forma a delinear qual o caminho a seguir. Aqui serão
apresentadas as decisões tomadas relativamente ao sensor e conﬁguração
a utilizar e serão ainda expostos alguns possíveis casos de uso para o
sistema a desenvolver.
- Capítulo 4 - Implementação: Relata os passos seguidos para a implemen-
tação do sistema. É deﬁnida a arquitetura do sistema e mostrado o ﬂuxo
de execução do mesmo, apresentando depois alguns dos problemas que
surgiram durante o desenvolvimento, bem como as soluções implemen-
tadas. São ainda apresentadas de forma breve as tecnologias utilizadas
no âmbito deste projeto.
- Capítulo 5 - Resultados: Apresenta e analisa os resultados obtidos. São
expostos os métodos de avaliação, bem como os objetos em estudo e,
de seguida, os resultados serão analisados e validados e para aferir a
qualidade dos mesmos. O desempenho do sistema é também apresentado
neste capítulo.
- Capítulo 6 - Conclusão e trabalho futuro: Finaliza esta dissertação fa-
zendo um resumo geral do trabalho realizado com foco nos resultados
obtidos. São ainda apresentadas possíveis melhorias e adições ao sis-
tema.
Capítulo 2
Estado da Arte
Os primeiros sistemas de captura de informação em 3D remontam à década de
1960 e estes usavam luzes, câmaras e projetores para realizar a tarefa [Lerch
et al., 2006]. Era um processo moroso que exigia muito esforço e tempo para
conseguir ter resultados satisfatórios. Durante vários anos esta tecnologia não
sofreu grandes desenvolvimentos e tal pode também ser justiﬁcado, por exem-
plo, pelas limitações de largura de banda ou pela capacidade de armazena-
mento disponível. No ﬁm dos anos 1980 foram criados os primeiros scanners
3D a laser que usavam luz branca, lasers e sombras para capturar a superfície
de objeto.
Desde então a tecnologia tem evoluído a passos largos e têm surgido vários
sistemas utilizando técnicas diferentes para o mesmo ﬁm: fazer a digitalização
de informação 3D. Estas diferentes técnicas conferem diferentes características
aos sensores permitindo que estes sejam usados com objetivos diferentes como
a captura a longa ou curta distância, a aquisição de uma qualidade detalhada
ou a preferência pela prototipagem rápida, etc. O aperfeiçoamento e difusão
destes instrumentos serviu também como alavanca para algumas áreas como a
Antropometria [Jones and Rioux, 1997] ou a preservação digital [Berndt and
Carlos, 2000][Henry et al., 2010].
Atualmente existem vários dispositivos capazes de fazer aquisição 3D de
forma fácil e rápida. Além dos sensores industriais orientados a capturas de
grandes dimensões existem também sistemas que permitem fazer esse tipo de
aquisições em ambiente doméstico. Produtos como o Matterform1 e o Digita-
lizer 2 permitem capturar modelos 3D de objetos de pequenas dimensões com
grande qualidade (erros nas ordens dos milímetros) e em poucos minutos. A
Kinect é outro exemplo que prima pela sua versatilidade e tanto consegue
capturar a geometria dos objetos como também realizar a captura e criar o
1https://matterandform.net/ (acedido em outubro de 2014)
2http://store.makerbot.com/digitizer.html (acedido em outubro de 2014)
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modelo de um cenário completo. A vertente móvel deste tipo de sensores tem-
se tornado cada vez mais apelativa. Soluções como o Capri da Primesense3 ou
projetos como o Structure Sensor 4 ou o CADScan5 poderão levar à prolifera-
ção destes sensores em ambiente de mobilidade o que por sua vez impulsionará
avanços no campo da Realidade Aumentada.
Neste capítulo serão descritos diferentes métodos de captura de informação
3D, focando a análise nos processos óticos de Estereoscopia, Time-of-Flight e
Luz Estruturada uma vez que são os mais comuns e os que mais se enquadram
com a ideia proposta. Será também abordada a Kinect enquanto marco da
captura de informação tridimensional. Depois disso serão mostrados alguns
exemplos de aplicações que conseguem realizar a captura 360° e por ﬁm serão
listadas algumas das possíveis aplicações práticas dos scanners 3D.
2.1 Métodos de captura
Existem várias tecnologias que podem ser usadas para fazer a captura de in-
formação 3D e não existe uma que seja melhor que as outras. Todas elas têm
vantagens e desvantagens de acordo com os objetivos pretendidos, além de
um custo associado, que varia consoante as características dos sistemas. Se
o objetivo for reconstrução de artefactos arqueológicos, a captura não poderá
ser invasiva e o nível de detalhe terá que ser elevado, no entanto o tempo de
aquisição não será uma limitação. Por outro lado, se se tiver um sistema de
videoconferência ou de interação em tempo real, o tempo de aquisição terá que
ser mínimo, enquanto que a qualidade dos modelos passa a ser secundária e
pode ser até aproximada a modelos já conhecidos.
Os diferentes requisitos das aplicações ﬁzeram com que fossem criados di-
ferentes tipos de sistemas de captura. O esquema presente na Figura 2.1
representa uma taxonomia dos sensores de aquisição 3D.
3http://www.i3du.gr/pdf/primesense.pdf/ (acedido em outubro de 2014)
4http://structure.io/ (acedido em outubro de 2014)
5http://cad-scan.co.uk/ (acedido em outubro de 2014)
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Figura 2.1: Taxonomia dos sensores de aquisição 3D6.
A primeira grande divisão prende-se com o fato de a captura ser feita, ou
não, através de contacto. Por norma, técnicas de captura 3D com contacto
são intrusivas e, como tal, podem alterar as características físicas do objeto.
As técnicas mais usadas neste campo são a CMM (Coordinate Measuring Ma-
chine) e o Jointed Arm. Do outro lado, as técnicas que não utilizam o contacto,
funcionam a partir da interação entre a superfície do objeto e algum tipo de
radiação. Contudo, no caso da radiação do tipo transmissiva, esta também é
intrusiva, uma vez que é absorvida pelo objeto e, como tal, pode alterar as
suas propriedades. Exemplos deste tipo de sistemas são a Tomograﬁa Compu-
tadorizada (CT ) e a Ressonância Magnética.
As tecnologias reﬂexivas, tal como o nome indica, exploram a radiação
reﬂetida pelos objetos para inferir a posição dos pontos. Estes sistemas não
são intrusivos e, dependendo do comprimento de onda utilizado pela radiação,
podem ser divididos em sistemas óticos ou não-óticos. Os sistemas não-óticos
utilizam radiação eletromagnética, ondas sonoras ou ultra-sons para realizar a
captura, e baseiam-se no princípio de time-of-ﬂight para efetuar as medições.
O caso das tecnologias óticas requerem um maior detalhe uma vez que
são as mais comuns, e as que mais se adaptam ao sistema proposto para esta
dissertação (Figura 2.2). Usam radiação no espetro visível (100nm - 300um)
e são, por norma, tecnologias de baixo-custo que permitem realizar a captura
de informação com boa qualidade, de forma rápida, e em grande escala. No
entanto, um problema deste tipo de sistemas é, por exemplo, a diﬁculdade em
capturar a informação de superfícies brilhantes, reﬂexivas ou transparentes ou
ainda, as oclusões causadas pela própria geometria do objeto ou por diferentes
objetos.
6Retirado de [Bellocchio and Ferrari, 2011].
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Figura 2.2: Taxonomia dos sensores de aquisição 3D óticos7.
Dentro das tecnologias óticas, estas podem ser divididas em passivas ou
ativas. Os sistemas passivos não emitem qualquer tipo de radiação e usam
apenas aquela que é reﬂetida pelo ambiente. Estas técnicas utilizam conﬁ-
gurações óticas e/ou perspetivas diferentes que depois são processadas para
gerar as coordenadas dos pontos. Estes são por norma sistemas baratos mas,
em contrapartida, algo limitados, e não produzem resultados com grande deta-
lhe. Por outro lado, nos sistemas óticos ativos já existe a emissão de radiação.
A informação 3D é obtida a partir do processamento das características da
radiação emitida e da informação capturada, resultado da interação entre essa
radiação e a superfície do objeto. Estes sistemas são os mais comuns sendo
que, uma das razões é a facilidade em capturar não só a informação 3D mas
também as cores dos objetos em simultâneo.
As divisões apresentadas até agora representam caraterísticas das tecno-
logias existentes, no entanto há sistemas que usam mais que uma tecnologia.
Estes sistemas híbridos são por norma mais robustos e apresentam resultados
mais precisos à custa de uma maior complexidade e de um preço mais elevado.
De seguida serão abordados em mais detalhe os sistemas de captura de
Estereoscopia, Time-of-Flight e Luz Estruturada uma vez que são os sistemas
mais usados atualmente [Ko and Agarwal, 2012] e os que mais se adaptam ao
desaﬁo presente.
2.1.1 Estereoscopia
De acordo com a taxonomia apresentada anteriormente, a estereoscopia é um
método de captura de informação 3D que não utiliza contacto, é reﬂetivo,
ótico e passivo. Esta técnica baseia-se no sistema visual humano, isto é, um
7Retirado de [Bellocchio and Ferrari, 2011].
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sistema bi-ocular. Os olhos humanos estão separados por uma distância de
aproximadamente 6,5cm, o que faz com que tenham perspetivas ligeiramente
diferentes da mesma cena. Estas duas imagens são processadas pelo cérebro
e é a diferença entre elas que permite ter a noção de profundidade e, desta
forma, saber assim a que distância é que um determinado objeto se encontra
(Figura 2.3).
Figura 2.3: Exemplo de visão estereoscópica e da noção de profundidade, de acordo
com o sistema visual humano8.
Os sistemas de captura estereoscópica baseiam-se no mesmo princípio para
calcular o mapa de profundidades. São utilizadas imagens de uma determinada
cena, mas com perspetivas diferentes, e a partir delas é construído um mapa
de disparidades, isto é, um mapa com a representação das diferenças entre as
duas imagens. Tendo essa informação, juntamente com a informação relativa
às camaras, é possível estimar a posição 3D dos pontos da cena através por
triangulação. Numa fase prévia à captura, são obtidas características como
a posição relativa da câmara, orientação e os parâmetros internos (distância
focal, centro ótico, parâmetros de distorção, etc.). A triangulação é feita para
todos os pontos que têm correspondência nas duas imagens e, para cada um
(dos pontos), é projetado um raio de acordo com as características recolhidas
na fase de calibração. A interseção destes dois raios contém a representação
3D do ponto em questão (Figura 2.4).
O principal desaﬁo da estereoscopia é o sistema de correspondência entre os
pontos das duas imagens. Por norma, este método é apenas utilizado para a re-
construção de certos objetos com características fortes como cantos ou arestas
bem deﬁnidas e em que as correspondências possam ser facilmente reconheci-
das. Esta técnica requere um esforço computacional grande e a qualidade da
captura está intimamente ligada à qualidade da fase de conﬁguração/calibra-
ção e à qualidade dos sensores.
Atualmente existem vários instrumentos capazes de fazer captura estereos-
cópica. Estes sistemas podem ter várias aplicações pelo que, as que mais se
8Adaptado de
http://www.dashwood3d.com/blog/beginners-guide-to-shooting-stereoscopic-3d/.
9Retirado de [Bellocchio and Ferrari, 2011]
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Figura 2.4: Representação da obtenção da informação tridimensional num sistema
estereoscópico9.
distinguem são, a realização de ﬁlmes em 3D, a inclusão em sistemas de robó-
tica, e a construção de sistemas de entretenimento 3D low-cost como consolas
e telemóveis (Figura 2.5). O facto de serem uma tecnologia com um custo re-
duzido fez com que a estereoscopia não estagnasse na área industrial e com que
a passagem para o mercado acontecesse com alguma facilidade. De salientar a
inclusão destes sistemas em consolas de jogos portáteis como a Nintendo 3DS
que, além de possibilitar a captura de fotograﬁas em 3D, também tira par-
tida da visão estereoscópica para a criação de melhores sistemas de realidade
aumentada.
Figura 2.5: Exemplos de produtos comerciais capazes de realizar captura estere-
oscópica. À esquerda, a Nintendo 3DS, ao centro, câmara de vídeo estereoscópica
proﬁssional e à direita, câmara estereoscópica comercial10.
2.1.2 Time-of-Flight
O princípio por trás desta tecnologia baseia-se na medição da distância aos pon-
tos das superfícies através do tempo que a radiação emitida demora a chegar
10Várias imagens. Da esquerda para a direira, retiradas de: http://reviews.cnet.co.
uk/portable-gaming/nintendo-3ds-review-50000079/ (acedido em outubro de 2014),
http://www.olivieris.toile-libre.org/index.php?pg=18&id=18 (acedido em outubro
de 2014),
http://tctechcrunch2011.files.wordpress.com/2009/07/3d_camera_07201.jpg (ace-
dido em outubro de 2014).
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aos objetos e voltar. Sabendo esse tempo, a velocidade, e a direção da emissão
da radiação, é possível saber a distância a que uma determinada superfície se
encontra e quais as coordenadas 3D dos pontos. Os sistemas Time-of-Flight
(ToF ) não utilizam contacto, são reﬂexivos e, dependendo da radiação usada,
podem ser não-óticos, como os radares (ondas eletromagnéticas ou de baixa
frequência), ou os sonares (ondas acústicas), ou podem ser classiﬁcados como
óticos ativos no caso dos radares óticos. Estes sistemas podem ainda ser referi-
dos como LIDAR (LIght Detection and Ranging) ou LADAR (Laser Detection
and Ranging) [Bellocchio and Ferrari, 2011].
No caso dos sensores ToF ponto a ponto, a distância de um determinado
ponto na cena é calculado pelo princípio explicado em cima ou seja, a distância
à câmara de cada ponto ρ é dada por:
ρ = (C × T )/2
Onde C é a velocidade da radiação e T o tempo medido correspondente
ao percurso da radiação (Figura 2.6).
Figura 2.6: Representação do sistema de captura Time-of-Flight.
Este processo é efetuado para todos os pontos que se pretende medir, o
que, normalmente, implica a movimentação do sensor, tornando-o assim inapto
para capturas dinâmicas, isto é, de cenas em que existe movimento. Por outro
lado, no caso dos sensores ToF matriciais, a geometria é capturada num único
instante por uma matriz de sensores. Cada elemento dessa matriz faz a medição
de forma independente produzindo um mapa de profundidade a velocidades
interativas [Mutto et al., 2012].
Uma vez que este tipo de tecnologia envolve a velocidade da luz (3 ×
108m/s), o detalhe deste tipo de tecnologias ﬁca limitada à velocidade a que os
sensores conseguem fazer essas medições. Por exemplo, para se medir um deta-
lhe com 1mm, a diferença entre medições é de 5ps, o que exige a existência de
um relógio capaz de medir passos dessa grandeza. A escolha de diferentes tipos
de relógios leva a diferentes tipos de sensores ToF, pelo que os mais comuns
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são a abordagem de modulação da intensidade de ondas contínuas, obturado-
res óticos e Single photon avalanche diodes [Mutto et al., 2012]. Outros fatores,
como a iluminação externa do ambiente ou interferências de outras câmaras,
também causam perturbações na captura levando a medições imprecisas ou
erradas.
Este tipo de sensores tem uma utilização bastante versátil uma vez que a
amplitude do seu alcance é muito grande. Sistemas como o FARO 3D imager
ou o Riegl VZ-6000 (Figura 2.7) foram desenvolvidos para longo alcance, po-
dendo efetuar medições a várias centenas de metros. Estes sistemas são ideais
para fazer a medição de terrenos, tanto no chão como a partir de meios aé-
reos, de forma a produzir mapas topográﬁcos. A arquitetura e construção civil
também são áreas que podem beneﬁciar desta tecnologia através de medições
e consequente validação em diferentes fases de projetos. No caso da área de
preservação cultural e arqueologia estes sistemas são também utlizados para
construir modelos 3D com grande detalhe e de forma não intrusiva.
Figura 2.7: Exemplos de sensores Time-of-Flight industriais. À esquerda, a RIEGL
VZ-6000 e à direita a FARO 3D imager11.
Por outro lado, sensores como a CamCube , a SR4000 ou a Intel RealSense
(Figura 2.8) foram desenvolvidos para curto alcance (0.8 − 5m), atingindo
velocidades de captura superiores aos 30fps. Estas características fazem com
que os sensores consigam detetar e seguir gestos efetuados por humanos com
facilidade, permitindo a criação de interfaces naturais, úteis para áreas como
o entretenimento, robótica ou até medicina. A possibilidade de aquisição de
modelos também pode ser explorada, podendo tirar-se partido da aquisição em
11Várias imagens. Da esquerda para a direira, retiradas de: http://www.riegl.com/nc/
products/terrestrial-scanning/produktdetail/product/scanner/33/ (acedido em
outubro de 2014),
http://www.faro.com/en-us/products/metrology/faro-3d-imager/overview (acedido
em outubro de 2014).
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tempo real para beneﬁciar a captura de ambientes voláteis ou em movimento.
Figura 2.8: Exemplos de sensores Time-of-Flight comerciais. À esquerda, a Cam-
Cube da PMD Technologies, ao centro a SR4000 da Mesa Imaginig e à direita a
Intel RealSense da Intel12.
2.1.3 Luz estruturada
Os sistemas de luz estruturada enquadram-se na categoria de métodos de cap-
tura que não utilizam contacto, são reﬂetivos e ativos. Este tipo de sistemas,
normalmente, é composto por uma componente emissora e um ou mais sen-
sores de captura. Para realizar este processo é utilizado um princípio similar
àquele que é usado nos métodos estereoscópicos, a triangulação ativa, onde,
neste caso, a perspetiva da segunda câmara é substituída pela entidade emis-
sora. Este emissor projeta um padrão na cena que depois é capturado pelo
sensor. Essa informação, juntamente com os dados recolhidos no processo de
calibração, é analisada, e a partir das deslocações encontradas no padrão, são
calculados os pontos 3D do mundo (Figura 2.9).
Figura 2.9: Exemplo de uma captura 3D recorrendo à técnica de Luz Estruturada13.
12Várias imagens. Da esquerda para a direira, retiradas de:
http://www.pmdtec.com/ (acedido em outubro de 2014),
http://www.mesa-imaging.ch/ (acedido em outubro de 2014),
http://click.intel.com/intelsdk/Default.aspx (acedido em outubro de 2014).
14 2. Estado da Arte
Existem várias técnicas de luz estruturada que diferem essencialmente no
tipo de padrão projetado o que, consequentemente, inﬂuencia a qualidade e
o tempo da captura. Uma das técnicas usadas é o Gray Code, uma técnica
sequencial de padrões binários compostos por tiras pretas e brancas seguindo
a sequência de Gray (Figura 2.10).
Figura 2.10: Sequência de Gray14.
A análise dos diferentes padrões permite a identiﬁcação de zonas únicas
com tiras únicas que, baseando-se no princípio de triangulação, conseguem ge-
rar pontos 3D da cena. Esta técnica é muito precisa e bastante tolerante às
texturas das superfícies uma vez que apenas usa valores binários. Em con-
tra partida, para se conseguir alcançar resoluções elevadas, é necessário um
grande número de padrões sequenciais e, como tal, a aquisição torna-se mais
demorada. Isto faz com que este método seja inapto para capturas de cenas
dinâmicas ou entidades vivas como o ser humano.
Outros métodos como a variação de padrões coloridos [Geng, 1996], mé-
todos Stripe Index [Boyer and Kak, 1987] ou padrões de grelhas 2D espaciais
[Payeur and Desjardins, 2009], permitem a aquisição da informação 3D do ob-
jeto em apenas um momento (frame), conferindo-lhes as propriedades necessá-
rias para suprir os problemas descritos dos códigos sequenciais. Na Figura 2.11
são indicadas algumas dessas técnicas, de acordo com as metodologias utiliza-
das [Geng, 2011].
Apesar de grande variedade de métodos, e das diferentes vantagens de cada
um deles, os sistemas de luz estruturada têm algumas desvantagens que são
comuns entre todos. A área capturada é limitada pelo alcance do projetor e
pela amplitude do sensor de captura o que, normalmente, traduz-se em áreas
de ação pequenas e, como tal, o processo de captura de objetos ﬁca limitado
a objetos de pequena dimensão. Outro problema é a aquisição das caracterís-
ticas como a cor do objeto ou a luz ambiente, uma vez que a sobreposição da
luz projetada adultera essas propriedades. Neste caso, o problema pode ser
ultrapassado usando padrões de luz que não pertençam ao espetro visível, tal
como é feito com a Kinect e que será explicado no Capítulo 2.1.4.
13 Retirada de http://mesh.brown.edu/3dpgp-2009/homework/hw2/hw2.html (acedido
em outubro de 2014).
14Retirada de [Geng, 2011]
15Retirada de [Geng, 2011]
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Figura 2.11: Técnicas de Luz Estruturada15.
Estes sistemas são utilizados para a aquisição de modelos com grande de-
talhe nas mais diversas áreas. Várias empresas, como a 4DDynamics16, a
3D-Shape17 ou a Createform18 oferecem produtos e serviços orientados para
o scan de alta resolução do corpo-humano ou apenas da face. Isto pode ter
aplicações não só em áreas como o cinema e o entretenimento mas também
na saúde. Ainda nessa área, a Maestro3D19 e a Cynoprod20 especializaram-se
16http://www.4ddynamics.com/ (acedido em outubro de 2014)
17http://www.3d-shape.com/home/home_d.php (acedido em outubro de 2014)
18http://www.creaform3d.com/pt/solucoes-para-area-de-saude (acedido em outu-
bro de 2014)
19http://www.maestro3d.com/ (acedido em outubro de 2014)
20http://www.cynoprod.com/ (acedido em outubro de 2014)
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na aquisição de modelos dentários, conseguindo produzir modelos com grande
detalhe de forma rápida. A FlashScan3D21, mais ligada às áreas das ciências
forenses, construiu um scanner que se destaca pela sua precisão para a cap-
tura de impressões digitais. Noutras áreas, como a indústria, estes sistemas
também são usados por empresas especializadas como a Vitronic22 ou a Opti-
met23 que usam os scanners 3D para analisar peças complexas e inspecionar
a sua qualidade. De salientar ainda a Kinect como um produto que chegou
aos consumidores em grande escala, e que tem vindo a crescer o número e a
variedade de aplicações que a usam, como será descrito na secção seguinte.
2.1.4 Microsoft Kinect
A Kinect, anteriormente conhecido como Project Natal (Figura 2.12), é uma
câmara RGBD, ou seja, uma câmara capaz de capturar simultaneamente ima-
gem de cor (RGB) e de profundidade ((D)epth). Foi a primeira câmara a sair
para o mercado que juntou num só dispositivo esses sensores, um microfone
multi-array, e um processador interno com software proprietário.
Figura 2.12: Estrutura interna da Microsoft Kinect24.
A nível de visão, a Kinect vem equipada com um sensor de cor que tem a
capacidade de capturar imagens RGB 640 × 480 a 30fps ou com uma maior
resolução, 1280× 960, a 10fps. O sistema de captura de profundidade é com-
posto por emissor e um sensor de infravermelhos. Apesar dos resultados serem
semelhantes aos de sistemas de Time-of-Flight, a Kinect recolhe a informação
de profundidade através da técnica de luz estruturada no espetro infraverme-
lho. É emitido um padrão de pontos esparsos pelo emissor IR que depois de
21http://www.flashscan3d.com/ (acedido em outubro de 2014)
22http://www.vitronic.de/en (acedido em outubro de 2014)
23http://www.optimet.com/ (acedido em outubro de 2014)
24Retirada de http://msdn.microsoft.com/en-us/library/jj131033.aspx
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analisado produz o mapa de profundidade, com uma dimensão de 320× 240 e
um nível de detalhe de 11bits (Figura 2.13) [Mutto et al., 2012]. Informação
mais detalhada sobre o funcionamento e limitações da Kinect será abordada
na Secção 3.3.2.
Figura 2.13: Padrão de Luz Estruturada utilizado pela Kinect25.
Apesar de não ser o único sensor RGBD com este tipo de características
presente no mercado (existe também a Asus Xtion Pro Live26 e a PrimeSence
Carmine 1.09 27, a Kinect foi a que teve uma maior aceitação. Este sensor
foi desenvolvido e lançado pela Microsoft no ﬁnal de 2010 enquanto sensor de
movimento e como acessório da Xbox 360. Foi publicitado como uma nova
forma de interação no mundo dos jogos pois não haveria a necessidade da
utilização de um controlador físico, apenas faria uso de gestos e voz. Este
dispositivo é um fenómeno de popularidade tendo atingido a marca de 1 milhão
de unidades vendidas em menos de duas semanas (apenas nos Estados Unidos)
e a marca de 8 milhões nos primeiros 60 dias, o que lhe valeu a distinção de
Fast Selling Gaming Peripheral no livro de recordes do Guinness28.
No entanto, a popularidade deste dispositivo não se ﬁcou pelos jogos da
consola e também suscitou grande curiosidade no mercado de desenvolvimento
de software devido às suas características. A junção da informação entre câ-
mara de cor e a de profundidade possibilitou a deteção de utilizadores na cena
e inferir os seus esqueletos, com 20 pontos de controlo, em tempo real. A
sua eﬁcácia, precisão, e baixo custo, tornaram-na num objeto de eleição para
25Retirada de [Cruz et al., 2012]
26http://www.asus.com/Multimedia/Xtion_PRO_LIVE/#specifications (acedido em
outubro de 2014)
27http://www.i3du.gr/pdf/primesense.pdf (acedido em outubro de 2014)
28http://www.guinnessworldrecords.com/records-9000/
fastest-selling-gaming-peripheral/ (acedido em outubro de 2014)
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projetos em áreas tão diferentes como robótica, jogos, interfaces naturais ou
performances artísticas.
Quando saiu, a 4 de novembro de 2010, a Kinect foi lançada enquanto aces-
sório de uma consola de jogos e não foi disponibilizado nenhum software para
desenvolvimento. Nessa mesma data e de forma a contornar essa situação,
a empresa Adafruit Industries ofereceu uma recompensa29 para quem desen-
volvesse um driver opensource capaz de aceder à informação do sensor. Seis
dias mais tarde e depois de a recompensa ter triplicado, foi lançada a primeira
versão do libfreenect, um driver livre capaz de ler o stream de vídeo de cor e de
profundidade da câmara. Um mês mais tarde, e em resposta ao crescente in-
teresse e número de projetos da comunidade opensource, a PrimeSence lançou
o seu próprio driver, também ele opensource, a framework OpenNI, e ainda os
binários para o middleware NiTE, capaz de detetar e fazer o tracking do esque-
leto, entre outras funcionalidades. A Microsoft apenas entrou neste mercado
em fevereiro do ano seguinte lançando um SDK para ﬁns não comerciais.
Desde então os softwares evoluíram oferecendo maior precisão e mais fun-
cionalidades (tracking de mãos, deteção de gestos, reconhecimento de voz, etc)
e o hardware também acompanhou. E maio de 2012 foi lançada a Kinect for
Windows, um sensor praticamente igual ao original e orientado ao mercado dos
computadores pessoais. Este sensor tinha apenas como diferença a adição da
funcionalidade de Near Mode que, respondendo ao seu novo propósito, lhe dá
uma maior precisão a distâncias mais próximas da câmara. A próxima iteração
na evolução neste hardware aconteceu em 2014, com o lançamento da Kinect2,
juntamente com a nova geração da consola da Microsoft. Este dispositivo já
tem uma imagem de cor FullHD a 30fps, um maior campo de visão (70° hori-
zontal, 60° Vertical) e uma stream de profundidade com uma maior resolução
(512 × 424). A qualidade da informação de profundidade capturada foi me-
lhorada, notando-se principalmente nas zonas de conﬂito, como as arestas e os
objetos que se encontrem mais próximos da câmara.
2.2 Sistemas de aquisição 360°
Como foi descrito na introdução, a aquisição 360° corresponde à captura de
informação de várias perspetivas centradas no objeto a capturar. Para realizar
este tipo de captura é preciso no mínimo de duas perspetivas diferentes do
objeto. Como se pode ver na Figura 2.14, se o objeto tiver uma geometria
simples, como é o caso de uma esfera, tendo apenas duas perspetivas consegue-
se capturar a informação de toda a superfície do objeto. No entanto, como
29http://www.adafruit.com/blog/2010/11/04/the-open-kinect-project-the-ok\
-prize-get-1000-bounty-for-kinect-for-xbox-360-open\-source-drivers/ (ace-
dido em outubro de 2014)
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está ilustrado no segundo exemplo da mesma ﬁgura, caso o objeto a capturar
seja um pouco mais complexo, tal já não é possível e, independentemente da
posição em que se irá capturar a informação, haverá zonas do objeto em que
não será possível capturar informação.
Figura 2.14: Exemplo da visualização de um objeto por duas câmaras. Na ﬁgura de
cima toda a superfície do objeto é capturado enquanto que na imagem em baixo isso
é impossível de acontecer.
Neste caso especíﬁco, o problema poderia ser ultrapassado com a adição de
mais uma fonte de captura (Figura 2.15) e, desta forma, toda a superfície do
objeto voltaria a estar coberta. Contudo, com o aumentar da complexidade do
objeto ou até com a existência de múltiplos objetos em cena, esta diﬁculdade
voltará a surgir e haverá casos em que a adição de novas perspetivas para
aquisição já não conseguirão resolver a situação. Pode haver partes dos objetos
que não é possíveis capturar e este problema apenas poderá ser ultrapassado
com outro tipo de sistemas de captura, e não apenas os óticos.
2.2.1 Aquisição estática
Os pressupostos da aquisição estática de um objeto são que, tanto o sistema de
aquisição como o objeto a capturar, não necessitam de se mover para a realiza-
ção da captura 360°. Esta limitação requere a introdução de múltiplas fontes
de captura, o que, por norma, implica a aquisição de mais câmaras. Além
de introduzir mais complexidade e carga computacional, isso torna o custo do
sistema mais elevado. Por outro lado, com uma conﬁguração estática, tem-se
como vantagem a possibilidade de aquisição de informação das diferentes pers-
petivas em simultâneo. Esta característica beneﬁcia as capturas de entidades
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Figura 2.15: Exemplo da visualização de um objeto por três câmaras. Na ﬁgura à
esquerda toda a superfície do objeto é capturada (o que era impossível de fazer com
apenas dois sensores) enquanto que na imagem à direita isso continua impossível de
concretizar.
que estejam em movimento, uma vez que permite tirar um "foto" ao espaço
num determinado momento ou até a gravação contínua de vídeo 3D.
Figura 2.16: Cartesia Series Portable 3D
Body Scanner da SpaceVision30.
Já existem alguns produtos e ser-
viços no mercado que oferecem este
tipo de aquisição. A SpaceVision31
tem um produto de nome Cartesia
Series Portable 3D Body Scanner que
aﬁrma ser o primeiro sistema de scan
corporal portátil do mundo. É consti-
tuído por nove câmaras, distribuídas
igualmente por três torres, e usa la-
ser scanning para realizar a aquisição
de informação. A captura demora
aproximadamente dois segundos a ser
feita e é gerada uma nuvem de pon-
tos com cerca de 1 milhão de pontos
e com um erro de medição médio in-
ferior a 3mm.
A 4DDynamics comercializa um sistema para fazer a captura 3D do corpo
30Retirada de http://www.space-vision.jp/EP-Body_Scanner.html (acedido em ou-
tubro de 2014)
31http://en.space-vision.jp/ (acedido em outubro de 2014)
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de uma pessoa e, como tal, está orientado para a indústria médica ou cine-
matográﬁca (Figura 2.17). A conﬁguração é constituída por 2 a 8 scanners
(câmaras) e é usado um sistema de projeção de padrões de luz estruturada. A
captura não é feita instantaneamente (demora 1 a 2 segundos dependendo da
conﬁguração), no entanto desenvolveram uma técnica ( "steady scan") para
compensar pequenos movimentos, como aqueles resultantes do batimento car-
díaco ou da respiração.
Figura 2.17: Sistema de Body Scanning da 4DDynamics32.
A IR-Entertainment33 utiliza um sistema em forma de anel com câmaras
Canon DSLR de 18MP (Figura 2.22). A geração dos modelos é conseguida
através de técnicas de fotometria e luz estruturadas, dando origem a modelos
de elevada qualidade. O número de câmaras utilizadas depende do ﬁm preten-
dido, variando entre as 52 para a realização de captura facial, e as 115 para a
captura corporal. Em ambos os casos são produzidos modelos 360° Gigapixel.
Este sistema consegue realizar a captura instantânea de poses estáticas ou em
movimento, porém, não permite captura contínua de informação.
Figura 2.18: Sistema de captura 360° da IR-Entertainment34.
32Retirada de http://www.4ddynamics.com/3d-scanners/bodyscanner/ (acedido em
outubro de 2014)
33http://ir-ltd.net/ (acedido em outubro de 2014)
34Retirada de http://ir-ltd.net/ (acedido em outubro de 2014)
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A [TC]2 35 tem também um sistema orientado à captura 3D do corpo
humano, mas esta recorre à utilização de Kinects para o fazer (Figura 2.19).
São utilizados 16 sensores de profundidade, espalhados equitativamente por
quatro colunas. A aquisição demora cerca de 7 segundos a ser realizada e
consegue atingir uma precisão de 3mm. Este sistema foi construído a pensar
principalmente no mercado têxtil, podendo ser usada como cabine para a prova
virtual de vestuário, ou para a extração das medidas do corpo e posterior
customização e sugestão de tamanhos de roupa.
Figura 2.19: Sistema de captura 360° uti-
lizando Kinects da [TC]2 36.
Existem ainda outros sistemas,
estes numa vertente mais académica,
capazes de realizar o mesmo tipo de
captura. Em [Boehm, 2012] foram
usadas técnicas muito similares às
usadas pela [TC]2. São utilizadas
8 Asus Xtion Pro Live para reali-
zar a captura que também estão es-
palhadas por 4 barras verticais. Os
resultados mostraram um erro má-
ximo inferior a 20mm. Em [Alexia-
dis et al., 2013] a técnica usada tam-
bém foi muito semelhante pelo que
neste sistema forma utilizadas 5 Ki-
nects, uma a cerca de 1,30m do chão apontada para cima de forma a capturar
com mais detalhe a parte superior da pessoa, e as outras 4, em forma de círculo
com 3,60m de diâmetro e a 1,80m de altura, de forma a conseguir detetar todo
o corpo. O detalhe deste sistema não foi especiﬁcado nos resultados.
No artigo [M. Marcon, 2009] , foi desenvolvido um sistema capaz de realizar
a captura facial usando apenas uma câmara e dois espelhos de forma a gerar
mais perspetivas sobre o indivíduo. A partir das três perspetivas adquiridas o
mapa de profundidade é construído por um sistema baseado na estereoscopia e
na minimização de energia, atingindo um detalhe inferior a 4% do tamanho do
modelo capturado. Já em [Lanman et al., 2007] , o sistema construído, apesar
de usar igualmente uma câmara e dois espelhos, coloca-os de forma a conseguir-
se extrair, numa só imagem, 5 perspetivas diferentes do objeto a capturar: uma
perspetiva correspondente à visão da câmara, duas outras vindas da reﬂecção
direta dos espelhos, e ainda mais duas resultantes da reﬂecção entre espelhos
como se pode ver na Figura 2.20.
Este sistema utiliza o código de Gray como padrão de luz estruturada
35http://tc2.com/ (acedido em outubro de 2014)
36Retirada de http://tc2.com/index_3dbodyscan.html (acedido em outubro de 2014)
37Retirada de [Lanman et al., 2007]
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Figura 2.20: Exemplos de captura 360° utilizando espelhos37.
para fazer a aquisição 3D em tempo real. Não foram fornecidos dados sobre
o tempo especíﬁco da captura nem da qualidade da mesma além de imagens
representativas.
2.2.2 Aquisição móvel
Este tipo de aquisição tem mais liberdade que a aquisição estática uma vez
que, tanto o sistema de aquisição como o objeto, deixa de ter a restrição de
imobilidade.
O fato de se poder mover o sistema de captura ou o objeto em questão faz
com que se consiga obter informação de todas as perspetivas do objeto usando
apenas um sensor, limitando assim o custo do sistema. Para realizar esta tarefa
basta recolher amostras das várias perspetivas, movendo, para isso, a câmara
em torno do objeto ou rodando o objeto à frente da câmara. A junção das
nuvens de pontos das várias perspetivas pode ser feita após as capturas ou,
como em [Kainz et al., 2012] e [Newcombe et al., 2011], à medida que esta
é feita e através da técnica de SLAM (Simultaneous Location and Mapping)
[Thrun and Leonard, 2008].
No caso de objetos estáticos, apesar de levar mais tempo a realizar a cap-
tura, isto não constitui um problema pois o objeto mantém-se inalterado. No
entanto, se se quiser capturar a geometria de uma pessoa, este procedimento
torna-se mais complicado uma vez que qualquer movimento durante o processo
introduz erro no resultado ﬁnal.
Já existem alguns produtos e serviços no mercado que oferecem este tipo
de aquisição:
24 2. Estado da Arte
A Makerbot38 lançou o Digitalizer, um scanner 3D orientado para obje-
tos de pequenas dimensões (20,3cm de diâmetro por 20,3cm de altura). Este
sistema utiliza dois lasers e uma câmara de 1,3mp para realizar a captura,
conseguindo produzir modelos com uma resolução de 0,5mm e um erro aproxi-
mado de 2mm. O modelo é colocado no centro do sistema, que está equipado
com uma plataforma rotativa, que faz rodar o objeto de forma a realizar a
captura 360°. Devido a este processo, o tempo de captura é de aproximada-
mente 12 minutos. Um produto muito similar é o scanner 3D da Matterform
que é capaz de capturar a geometria de objetos com dimensões até 18cm de
diâmetro por 25cm de altura. Vem igualmente equipado com 2 lasers e uma
câmara HD e o detalhe dos modelos capturados é o mesmo. A velocidade de
captura pode variar entre os 5 e os 10 minutos, consoante o nível de detalhe
desejado. Modelos mais detalhados, mais tempo de aquisição.
Figura 2.21: Exemplos de sistemas de captura 360° móveis de pequena dimensão. À
esquerda o Digitalizer da Makerbot e à direita o scanner 3D da Matterform39.
Um tipo de sistemas diferentes são os scanners de mão ou portáteis. Estes
sistemas são geralmente pequenos e de fácil transporte e manuseamento. A
captura é feita através da movimentação do scanner à volta do objeto de
forma a capturá-lo de todas as perspetivas necessárias. A tecnologia utilizada
por estes sistemas varia, sendo que a mais utilizada é a luz estruturada. A
Go!SCAN 3D40 e a Artec MTH 41 , por exemplo, utilizam um padrão de luz
38www.makerbot.com (acedido em outubro de 2014)
39Várias imagens. Da esquerda para a direira, retiradas de: https://store.makerbot.
com/digitizer (acedido em outubro de 2014),
https://matterandform.net/scanner (acedido em outubro de 2014).
40http://www.goscan3d.com/ (acedido em outubro de 2014)
41http://scan.laserdesign.com/artec-portable-scanners (acedido em outubro de
2014)
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branca codiﬁcado através de uma LED, respetivamente, e apenas uma luz de
um ﬂash normal. Ambos os sistemas são utilizados a distâncias curtas (0,4m -
1m) e oferecem resultados muito precisos, atingindo uma resolução de 0,5mm
e detalhes de 0,1mm.
Figura 2.22: Exemplos de sistemas de captura 360° de mão. À esquerda o scanner
da Go!SCAN 3D e à direita o scanner da Artec MTH42.
Outro produto que pode ser enquadrado nesta categoria é a Kinect. Ape-
sar de este sensor poder ser utilizado de forma estacionária, para a realização
de uma captura 360°, uma das abordagens mais comuns é a movimentação
da câmara em torno do objeto de forma a realizar toda a captura. Como já
foi descrito anteriormente, este sensor utiliza um padrão de luz infravermelha
estruturada e permite a captura simultânea de informação de cor e de profundi-
dade. Apesar de não ser tão precisa como outros produtos, consegue produzir
resultados com uma resolução espacial de 0,75mm e detalhes de 1,5mm a um
baixo custo. Várias empresas desenvolveram software que utiliza a Kinectcomo
sensor de aquisição. Alguns exemplos são a KScan3D43 ou a ReconstructMe44
que, utilizando um ou mais destes sensores, permitem a aquisição de geometria
de objetos singulares, ou até a reconstrução de espaços completos, como uma
sala de estar ou até toda uma casa.
Já em [Molkenstruck et al., 2008], um outro tipo de sistema foi imple-
mentado utilizado espelhos de forma a aumentar o número de perspetivas a
42Várias imagens. Da esquerda para a direira, retiradas de: http://www.goscan3d.com/
(acedido em outubro de 2014),
http://scan.laserdesign.com/artec-portable-scanners (acedido em outubro de
2014).
43http://www.kscan3d.com/ (acedido em outubro de 2014)
44http://reconstructme.net/ (acedido em outubro de 2014)
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capturar. Neste caso, foi construída uma cabine utilizando dois espelhos pla-
nos e, para a aquisição, é usada pelo menos uma câmara, dando assim ao
sistema três perspetivas diferentes do indivíduo para a geração do mapa de
profundidade (Figura 2.23).
Figura 2.23: Exempliﬁcação de uma conﬁguração para captura 360° utilizando um
sistema móvel de lasers e dois espelhos45.
A técnica usada para a geração do mapa de profundidade foi a de laser
scanning com um módulo móvel de lasers (o número de lasers pode variar)
que se reposiciona linearmente na vertical. O tempo de geração do modelo não
é especiﬁcado, no entanto, como o sistema é móvel, a captura não pode ser
feita em tempo real. O erro medido neste sistema é inferior a 4mm.
2.3 Aplicações
A aquisição de informação em 360° permite capturar a geometria de um objeto
de forma semiautomática, o que leva à poupança de tempo, dinheiro e mate-
riais. Esta característica possibilitou que a criação de modelos 3D deixasse de
ser exclusiva de modeladores e artistas 3D, e passasse a estar disponível para a
maior parte dos públicos. Desta forma, o número de aplicações que começaram
a usar este tipo de informação e a variedade das áreas aplicáveis aumentou,
como já se foi mostrando nas secções anteriores. Nesta secção serão mostradas
algumas das possíveis aplicações dos resultados destes scanners, dividindo-os
nas três áreas que atualmente têm mais utilização: objetos, corpo humano e o
cenário completo.
45Retirado de [Molkenstruck et al., 2008].
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2.3.1 Objetos
A aquisição da geometria de objetos por scanners 3D permite que o modelo dos
mesmos seja adquirido de forma muito mais facil e rápida. Dependendo dos
materiais dos objetos e da técnica utilizada, consegue-se chegar a resoluções
e precisões inferiores a milímetros. Esta informação pode ser usada de várias
formas.
Figura 2.24: Modelo 3D da
estátua de Michelangelo46.
Em áreas como a indústria de videojogos e
a indústria cinematográﬁca, estes modelos po-
dem ser introduzidos diretamente nos processos
de modelação, ou até de render, poupando tempo
na criação dos mesmos. Além das propriedades
geométricas, também podem ser recolhidas in-
formações sobre materiais e textura, permitindo
posteriormente a correta iluminação dos mode-
los. Mais orientada à área do consumo e aliado
ao aparecimento das impressoras 3D, a aquisição
de modelos e posterior replicação é também algo
a ter em atenção. Isto pode facilitar processos
de reparação/substituição de peças daniﬁcadas
ou, simplesmente, pode ser usado para criação de
objetos em miniatura de entidades reais. Apesar
deste tipo de impressoras estar onde estavam as
impressoras normais há 25-30 anos, as melhorias
na qualidade de impressão, aumentos de desem-
penho e a redução de custos são vistos com frequência sugerindo assim bons
indicadores para o futuro destes dispositivos.
Noutras áreas, como a preservação histórica, a existência dos modelos 3D de
objetos históricos é também uma mais-valia, permitindo uma análise detalhada
dos mesmos sem restrições espaciais nem com o perigo de daniﬁcar o objeto.
Por outro lado, no caso de objetos já daniﬁcados, a aquisição 3D dos fragmentos
pode ser usada também para a reconstrução digital do objeto original sem o
perigo de incorrer em mais danos. Para além do estudo e visualização virtual
da informação, estes modelos também podem ser usados para produzir réplicas,
sejam elas miniaturas para souvenires, ou peças idênticas para, por exemplo,
exposição temporária enquanto o original é restaurado. Já existem vários casos
nesta área como, por exemplo, a estátua de Michelangelo (Figura 2.24) que foi
captura com um detalhe de 0,29mm resultando numa malha crua de 2 biliões
de polígonos.
46Retirada de [Levoy et al., 2000].
47Retirada de http://www.makehuman.org/blog/new_realistic_teeth_model.html
(acedido em outubro de 2014)
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Figura 2.25: Modelo 3D da uma
prótese dentária47.
Outras áreas onde o detalhe é também im-
portante são a indústria e a medicina. No
caso da indústria, estes modelos são usa-
dos tanto para controlo de qualidade, como
para processos de reverse engineering. Além
da automatização do processo do controlo, o
facto de estas atividades poderem ser reali-
zadas por máquinas, permite que estas pos-
sam ser efetuadas em zonas inacessíveis ou
perigosas para o Homem. Já na medicina, os
scanners 3D são usados para digitalizar, por exemplo, estruturas dentárias (Fi-
gura 2.25) ou até dos ossos que depois são usadas para a geração de modelos
à medida de implantes ou próteses.
Outra utilização dos modelos 3D de objetos que, de certa forma, é trans-
versal a todas as áreas, é a prototipagem rápida. Com estes instrumentos é
possível digitalizar de forma rápida informação tridimensional de protótipos
construídos à mão o que permite depois ilustrar ideias com a adição de infor-
mação digital. Esta solução é cada vez mais usada por designers e pode ser
útil para a criação e disseminação de ideias de novos produtos.
2.3.2 Corpo humano
A aquisição do corpo humano é uma das vertentes mais em popular dos scan-
ners 3D. Além da extração do modelo de pessoas, a utilização de informação
3D para produzir informação lógica sobre o corpo humano abriu novas portas
à área de interação homem-máquina. No campo dos jogos, o campo da intera-
ção natural tem como exemplo de maior sucesso a Kinect para a Xbox360. No
entanto, esta não é a única área onde este tipo de interação natural é usado. A
utilização de gestos é usada para navegar em menus aplicados às mais diversas
áreas e, por exemplo, na robótica, indústria ou medicina, pode ser usado para
controlar os movimentos de máquinas, o que pode ser útil em ambientes em
que seja impossível ou perigosa a presença humana. Neste caso, mas aplicado
à área da saúde, o controlo de materiais médicos sem a necessidade do contacto
direto, permite inclusive a realização de cirurgias à distância com a adição de
tecnologia que permita a visualização em tempo real. Ainda na área da saúde,
outra utilização do reconhecimento de gestos é a interpretação de linguagem
gestual. Já na área de Arte Digital, várias performances artísticas e peças de
teatro utilizam esta tecnologia tirando partido do reconhecimento de gestos
para interação com a peça.
48Retirada de http://kinectic.net/motion-capture-face/ (acedido em outubro de
2014)
2.3. Aplicações 29
Figura 2.26: Captura facial para o ﬁlme Avatar48.
Por outro lado, a aquisi-
ção da geometria do corpo
humano e criação do respe-
tivo modelo, tem também vá-
rias aplicações úteis noutras
àreas. Uma das mais comuns
é na área do cinema e dos vi-
deojogos para a criação e ani-
mação de personagens virtu-
ais de forma realista. No caso
especíﬁco da aquisição facial,
a produção de informação altamente detalhada permite animar e dar expres-
sões naturais às personagens, como foi usado em ﬁlmes como Timtim e Avatar
(Figura 2.26), ou em jogos como Mass Eﬀect ou Dead Island. Outra área onde
a geometria do corpo é também usada é no comércio a retalho, por exemplo,
com a construção de provadores virtuais. Através da captura de informação
3D são extraídas e usadas as medidas e volumetria das pessoas. Com esta
informação, os sistemas conseguem calcular quais as dimensões reais das pes-
soas e os tamanhos correspondentes que, posteriormente, através de Realidade
Aumentada, podem ver como as peças de vestuário ﬁcariam, mesmo que os
artigos não estejam disponíveis no local. Como foi referido em relação à in-
teração, a utilização apenas da geometria do corpo e a sua movimentação é
também usada em peças de arte digital para interação com elementos virtuais.
Os campos da saúde e da medicina são talvez as áreas onde a utilização da
geometria do corpo humano é mais útil e versátil. A aquisição da informação
3D do corpo é utilizada para monotorização e para a procura e visualização de
anomalias como malformações ou resultados de acidentes. Os exemplos mais
comuns são os raio-x, a tomograﬁa computorizada e as ressonâncias magné-
ticas. No caso de sistemas que conseguem fazer este tipo de observações em
tempo real é ainda possível a deteção de movimentos em escalas milimétricas,
por vezes impercetíveis ao olho humano, que são analisados de forma a detetar
irregularidades. Ainda relacionado com esse tipo de movimentos, no campo das
ciências forenses, há sistemas de aquisição facial de alta precisão que permitem
a deteção de micro-expressões faciais que depois são utilizadas, por exemplo,
na análise de depoimentos para o apuramento da veracidade das aﬁrmações.
Outra utilização destas tecnologias na saúde é na criação de modelos a partir
de partes do corpo da pessoa. Estes modelos podem ser usados para a criação
de próteses ou implantes que são usados nas próprias pessoas, aumentando
assim o realismo dessas peças e semelhanças com as partes originais. Esta
técnica também é usada para planeamento de cirurgias plásticas. A nível do
ensino, o scan do corpo humano, além de permitir o estudo virtual minucioso,
possibilita a criação de modelos ainda mais detalhados que são usados para,
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por exemplo, treinar cirurgias sem colocar em perigo nenhum paciente.
2.3.3 Ambientes
Os scanners 3D também podem ser usados para fazer a captura de todo a es-
trutura de um determinado ambiente e não apenas partes dele. Estas capturas
são, por norma, dinâmicas e envolvem algoritmos simultâneos de localização e
mapeamento (SLAM )[Thrun and Leonard, 2008].
Na área do entretenimento este tipo de captura permite a criação de am-
bientes virtuais semelhantes aos reais, de forma fácil e relativamente rápida.
Isto pode aumentar a imersividade no campo dos jogos, uma vez que a na-
vegação passa a ser feita num cenário virtual muito semelhante ao real. Esta
característica também pode ser usada na área da cultura, possibilitando a
exploração e visitas virtuais realistas de museus ou espaços que estão geogra-
ﬁcamente espalhados pelo mundo. Já no cinema, a construção destes mundos
virtuais permite a realização de "free view-point videos", isto é, películas em
que o utilizador pode navegar pelo espaço (virtual) enquanto a narrativa ou
as animações decorrem. Outro tipo de aquisição que atualmente é usada no
cinema é a estereoscopia, produzindo a noção de profundidade que é mostrada
nos ﬁlmes 3D.
Por outro lado, e numa vertente menos interativa, a área de preservação
histórica também pode beneﬁciar da aquisição 3D de espaços históricos. A
existência dos modelos 3D destes espaços possibilita que informação detalhada
possa ser difundida digitalmente e, desta forma, chegar a muitas mais pessoas.
Além disso, permite a visualização do espaço quando estes estão inacessíveis,
potenciando assim a preservação dos mesmos.
Figura 2.27: Captura de uma cena usando SLAM49.
49Retirada de [Henry et al., 2010]
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Outra área que também tira partido dos scanners 3D, principalmente da-
queles aptos para a captura em tempo real, é a robótica. Atualmente existem
vários projetos que integram estas duas componentes adicionando a informa-
ção tridimensional do espaço à máquina. Por um lado, isto pode ser usado
para o robot conseguir interagir com o cenário que o rodeia, mesmo que estes
sejam dinâmicos, dando-lhe a capacidade de, por exemplo, manipular objetos
ou interagir com outras máquinas. Por outro, e no caso dos robots com mobili-
dade, a noção da tridimensionalidade do espaço facilita a navegação no mesmo
através de SLAM (Figura 2.27). Além da possibilidade de fazer a constru-
ção do modelo desses espaços autonomamente, isto abre portas à navegação
autónoma. Esta área tem tido vários desenvolvimentos nos últimos anos e é
aliciante, sobretudo quando realizada ao ar livre, possibilitando avanços no
campo dos automóveis autónomos.
2.4 Sumário
A captura de informação 3D está em rápida evolução e os sensores aptos para
o fazerem estão a chegar aos consumidores com preços mais acessíveis pelo
que, um dos sensores em maior destaque é a Microsoft Kinect, tanto pela sua
velocidade e precisão, como pelo seu custo reduzido.
Dependendo dos objetivos pretendidos, existem várias tecnologias capazes
de realizar a captura de informação em 3D com características diferentes. As
que mais se destacam são a Estereoscopia, Time-of-Flight e Luz Estruturada.
No caso dos sistemas de aquisição de 360°, existem vários mas com caracterís-
ticas diferentes que oscilam entre a qualidade e velocidade da aquisição.
As suas aplicações são variadas abrangendo áreas tão diferentes como os
videojogos, indústria, medicina ou artes.
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Capítulo 3
Visão do Sistema
Como foi descrito na introdução, o objetivo desta tese consiste em criar um
sistema de baixo custo capaz de fazer a aquisição 360° de informação 3D de
um objeto em tempo real, a partir de uma conﬁguração estática e utilizando
apenas uma câmara. Estas características geralmente contrapõem-se e, como
tal, é um desaﬁo conseguir conciliá-las no mesmo sistema.
Com isto em mente, neste capítulo pretende-se mostrar como foi cons-
truída a visão deste sistema a partir dos requisitos enunciados. Inicialmente
serão descritos em detalhe os objetivos e as características pretendidas e, de
seguida, serão expostas e justiﬁcadas as decisões tomadas, tanto a nível de
material utilizado para a realização da captura como para a construção da
conﬁguração física. Isto determinará a forma como o sistema será construído
e quais as características técnicas do mesmo. Este capítulo será concluído com
a apresentação de algumas das possíveis aplicações deste sistema.
3.1 Descrição e restrições
Características como baixo-custo, aquisição 360° ou tempo real, que estão na
base dos requisitos para a construção desta aplicação, não são por norma com-
patíveis, no entanto são características necessárias para cumprir os objetivos
propostos.
A aquisição 360° de um objeto é útil para obter a geometria quase total
do mesmo, apenas as partes ocludidas às perspetivas capturadas é que não
são adquiridas. Este tipo de informação pode ser utilizada para diferentes
propósitos como será detalhado na Secção 3.4. Esta aquisição pode ser feita
de forma faseada, isto é, uma perspetiva de cada vez, ou então em simultâneo,
capturando todas as perspetivas de uma só vez.
Para um método faseado conseguir realizar uma captura 360° em tempo
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real seria necessário que cada uma das fases fosse suﬁcientemente rápida para
conseguir capturar todas as perspetivas do objeto numa fração de tempo muito
pequena. Assumindo uma taxa de atualização de 30 frames por segundo e con-
siderando apenas 3 perspetivas distintas, seria necessário que cada fase tivesse
um tempo de 1/90 segundos. Para conseguir isso seria necessário ou um elevado
número de dispositivos de aquisição ou uma estrutura que permitisse rodar o
objeto (se possível) ou a câmara a velocidades elevadas. Neste último caso, a
câmara também teria de ter um tempo de exposição mínimo, de forma a con-
seguir capturar todas as perspetivas consecutivamente. Estas restrições fariam
com que o custo do sistema fosse muito elevado e, como tal, esta abordagem
foi descartada.
O requisito de utilização de uma única câmara está apenas relacionada
com o fato de se querer que o sistema também seja de baixo custo. Apesar de
apresentar uma diﬁculdade adicional na conceção do sistema, este é um fator
a ter em conta já que os sensores de aquisição, por norma, não são acessíveis.
Desta forma, a utilização de múltiplos sensores é descartada uma vez que, além
de aumentarem a carga computacional do sistema, também aumentam o seu
custo.
Já existem algumas soluções que permitem fazer a aquisição 360° de infor-
mação 3D, no entanto, estas têm algumas características diferentes das pro-
postas nesta dissertação. As soluções da 4DDynamics e a IR-Entertainment
funcionam como estúdios e estão orientadas a modelos com grandes dimensões
e à aquisição de modelos estáticos. Isto faz com que estas soluções tenham
um nível de detalhe muito elevado mas em contrapartida requerem instala-
ções de grande dimensão que, devido à qualidade e quantidade de material
utilizado, são também soluções dispendiosas. A KScan3D por sua vez oferece
uma solução mais acessível, utilizando Kinects como instrumento de captura,
e permite realizar a aquisição 360° de objetos estáticos mas de forma faseada.
Os modelos obtidos têm também menos pormenor que as soluções anteriores
devido às menores capacidades do hardware usado.
Outras soluções, como o Digitalizer ou o scanner 3D da Matterform, têm
objetivos diferentes e estão orientadas à portabilidade e à comercialização para
o público geral. Estes scanners conseguem fazer a aquisição 3D a 360° de obje-
tos estáticos de pequena dimensão. Estão pensados para a criação de modelos
completos e detalhados e, pensando nas impressoras 3D, a sua replicação.
3.2 Decisões
No que toca à perceção do conteúdo de uma determinada cena, os computado-
res têm algumas limitações uma vez que esta é, por norma, representada com
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informação em duas dimensões. Isto gera alguns problemas em campos como a
segmentação da cena e a deteção e reconhecimento de objetos. A introdução da
tridimensionalidade pode ajudar na resolução de algumas dessas questões. De
acordo com as características pretendidas e os objetivos traçados, os principais
pontos de decisão prendem-se com o dispositivo utilizado para a realização da
captura de informação e a conﬁguração a usar, de forma a conseguir fazer a
captura 360° em tempo real.
3.2.1 Captura
A captura de informação consiste na conversão de informação do mundo real
para o formato digital. No caso do vídeo e da aquisição 3D, a informação
a capturar consiste na imagem e geometria das cenas. No capítulo anterior
foram referidas várias abordagens para a captura de informação em 3D no
entanto, nem todas servem para a realização deste projeto. Além da qualidade
da informação adquirida, questões como o tempo de captura, preço e o facto
de se querer um sistema de captura 360° são os principais fatores de decisão.
Os sistemas baseados em estereoscopia são frequentemente usados na in-
dústria cinematográﬁca para a realização de ﬁlmes com perspetiva 3D. A quali-
dade dos resultados produzidos encontra-se apenas na ordem dos centímetros,
no entanto é o suﬁciente para o tipo de aplicações pretendidas. Normalmente
são utilizadas duas câmaras para efetuar a captura e produzir o efeito 3D,
o que faz com que estes sistemas sejam de baixo custo e de fácil integração.
Apesar da obtenção da informação em 3D exigir uma grande complexidade
computacional a nível de processamento de imagem, esta pode ser processada
em tempo real com os processadores mais recentes. Em contrapartida, a in-
formação produzida está dependente do ponto de vista a partir do qual foi
capturada, pelo que, para aquisição 360° torna esta técnica pouco viável. A
aquisição teria de ser efetuada de forma faseada, perdendo a característica
de tempo real, ou utilizando múltiplas fontes e captura dispersas pelas várias
perspetivas, o que faria com o que o custo da aplicação aumentasse.
Por outro lado, os sistemas Time-of-Flight são mais versáteis e podem ser
usados para medições de curto a longo alcance nas mais diversas áreas. Estes
sistemas são reﬂexivos e ativos, isto é, emitem radiação para conseguir fazer as
medições, através do reﬂexo das mesmas no objeto. Apesar de ser uma tecnolo-
gia que também exige uma carga computacional elevada, os sensores começam
agora a ter a capacidade de fazer esse processamento localmente, diminuindo
assim a complexidade do software que a usam. A qualidade dos resultados
pode chegar a precisões na ordem dos milímetros, dependendo das condições,
e têm uma taxa de atualização elevada, tornando-os úteis, por exemplo, para
sistemas interativos. Da mesma forma, estes sensores geram uma quantidade
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de tráfego elevada, exigindo assim interfaces capazes de o suportar. Por esta
razão, e dada a necessidade de utilização de materiais emissivos como LEDs
ou lasers, estes sistemas têm por norma um custo mais elevado.
Os sistemas de Luz Estruturada primam por serem sistemas capazes de
produzir resultados de elevada qualidade chegando a poder atingir detalhes
de micrómetros. Uma vez que utilizam a emissão e análise de padrões, esta
tecnologia está mais orientada a ambientes indoor controlados e é ideal para
a captura da geometria de objetos estáticos e criação de modelos 3D. Apesar
de ser uma tecnologia computacionalmente exigente pode atingir-se taxas de
atualização interativas, no entanto nem todas as variantes desta tecnologia
o permitem. Os padrões sequenciais, como o código de Gray, necessitam da
emissão de várias imagens com padrões diferentes para a aquisição de uma
única cena, o que faz com que o processo demore mais tempo a ser executado.
Por outro lado, o tipo de radiação emitida também pode inﬂuenciar a captura
se a obtenção da informação sobre as cores do objeto for um dos objetivos
pretendidos. Se o emissor utilizar padrões de luz do espetro visível, estas
podem adulterar a aquisição dessa informação. Uma forma de contornar esses
casos pode passar por usar padrões do espetro infravermelho, tal como é feito
com as câmaras de profundidade como a Kinect. Uma vez que os sistemas de
Luz Estruturada são sistemas ativos e necessitam também de um sistema de
projeção, dependendo da escolha, pode fazer com que o preço dos sistemas seja
mais elevado.
Das diferentes metodologias analisadas, aquela que mais se adapta às ca-
racterísticas do sistema proposto é a de Luz Estruturada devido ao detalhe das
capturas e ao tempo necessário para as efetuar. Dos vários sistemas existentes
que utilizam esta tecnologia, aqueles que mostraram ter um melhor compro-
misso entre qualidade, performance e custo foram as câmaras de profundidade.
Estes sensores têm como principal vantagem o acesso explícito à informação
3D com boa qualidade e de forma rápida. Além disso, o baixo custo e a porta-
bilidade são também fatores que os valorizam. Em contrapartida, os sensores
de profundidade apresentam desvantagens como o alcance limitado, tanto a
distâncias muito curtas (0-50cm) como longas (superiores a 5 metros), e di-
ﬁculdade na aquisição de informação em condições menos favoráveis, como a
exposição direta de luz solar nas superfícies ou a aquisição de materiais bri-
lhantes/reﬂetores ou transparentes.
Dentro desta gama de sensores, foram estudadas as características de qua-
tro dispositivos presentes no mercado: a Kinect, a Xtion PRO Live e as Car-
mine 1.09 e 1.08, como se pode ver no seguinte quadro.
Todas elas apresentam características muito semelhantes em relação às suas
especiﬁcações e custos de aquisição. Apenas a Carmine 1.09 se diferencia um
pouco uma vez que está orientada apenas para aquisições de curto alcance. En-
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Kinect /
Kinect4Windows
Xtion PRO LIVE Carmine 1.08 Carmine 1.09
Distância Mínima 0,8m/0,4m 0,8m 0,8m 0,35m
Distância Máxima 3,5m 3,5m 3,5m 1,40m
FOV Vertical 43° 45° 45° 45°
FOV Horizontal 57° 58° 57,5° 57,5°
Imagem de Profundidade 640× 480 (30fps) 640× 480 (30fps) 640× 480 (60fps) 640× 480 (60fps)
Imagem de Cor
1280× 960 (10fps)
640× 480 (30fps) 1280× 1024 (15fps) 640× 480 (30fps) 640× 480 (30fps)
Preço AC150 / AC250 £139 (AC166) $200 (AC148) $200 (AC148)
Tabela 3.1: Comparação das características das câmaras RGBD Kinect, Xtion PRO
Live, Carmine 1.09 e 1.08. Os valores de distância apresentados são nominais, sendo
possível no entanto operar fora destes intervalos.
tre as quatro câmaras, decidiu-se utilizar a Kinect uma vez que é o dispositivo
mais popular e com mais suporte por parte da comunidade de desenvolvedores.
Das duas soluções que a Microsoft apresenta, a escolha recairia pela Kinect
para a Xbox uma vez que é mais económica e as características são muito
semelhantes. No entanto, e para os testes realizados, o sensor utilizado foi a
Kinect for Windows, cedida pelo CCG1, tendo como única vantagem a maior
precisão para capturas efetuadas a distâncias inferiores a 80 cm da câmara.
3.2.2 Conﬁguração 360°
A captura 360° de informação pressupõe que esta seja adquirida de várias pers-
petivas. Uma das formas de o fazer é através da movimentação do sensor à
volta do objeto ou pela movimentação do objeto em frente do sensor, tal como
é utilizado nos sistemas da Go!SCAN 3D ou no Digitalizer respetivamente.
No entanto, devido à característica pretendida de tempo real, a captura fa-
seada destas diferentes perspetivas não é viável a custos suportáveis. Outra
das formas de efetuar este tipo de captura é através da utilização de várias
fontes de captura. Esta abordagem é usada em vários sistemas como o da IR-
Entertainment ou no sistema referido em [Alexiadis et al., 2013], no entanto
tem como desvantagens um maior custo em hardware e também o aumento da
carga computacional.
No caso especíﬁco da utilização de várias Kinects, além dessas questões
existe ainda outro problema relacionado com a interferência causada entre
estas. Quando, por exemplo, duas Kinects estão direcionadas para uma de-
terminada zona existem áreas de sobreposição, isto é, zonas cuja aquisição é
feita por ambos os sensores. Nestas regiões há a formação de ruído devido à
sobreposição dos padrões IR que impossibilitam a correta estimativa da pro-
fundidade dessas áreas (Figura 3.1). Nos testes realizados veriﬁcou-se ainda
1Centro de Computação Gráﬁca (www.ccg.pt)
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que existe mais ruído quando as câmaras se encontram em posições frontais.
Figura 3.1: Representação do ruído causado pela interferência entre duas Kinects.
Outra forma de se conseguir capturar informação de várias perspetivas de
um objeto é utilizando espelhos. Devido às suas propriedades reﬂetoras, este
material permite a visualização de informação de diferentes perspetivas a par-
tir de um único ponto de vista. A utilização de espelhos para a realização de
captura em 3D já foi concretizada noutros sistemas de aquisição como em [Ale-
xiadis et al., 2013] ou em [Molkenstruck et al., 2008]. A colocação do espelho
em frente ao sensor e por trás do objeto permite que seja capturada informa-
ção de várias perspetivas com apenas um sensor. Dependendo do número de
espelhos utilizados e da posição relativa entre eles é ainda possível aumentar o
número de perspetivas diferentes, tal como foi demonstrado em [Lanman et al.,
2007].
No entanto, a utilização de espelhos com a Kinect não se encontra docu-
mentada, pelo que a única referência encontrada até à data da escrita desta
dissertação encontra-se no livro Making Things See [Borenstein, 2012]. Aqui é
mencionada a utilização de espelhos pelo artista e investigador Kyle McDonald
como um exemplo da versatilidade da Kinect (Figura 3.2) mostrando como
esta se comporta na presença de espelhos. No entanto, não foram encontradas
evidências de este trabalho ter tido continuidade.
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Figura 3.2: Setup de captura Kyle McDonald utilizando uma Kinect e dois espelhos2.
De acordo com as características necessárias para a construção do sistema
e as características das soluções analisadas, o melhor compromisso encontrado
foi a utilização de um sistema de espelhos. O posicionamento destes materiais
na periferia da cena permite recolher informação sobre o objeto de outras
perspetivas como se se tratassem de pontos de aquisição virtuais. Estes são
capturados também pela câmara, assim como uma visão direta do objeto,
maximizando desta forma a quantidade de informação recolhida de uma só
vez. Apesar de este processo continuar a exigir uma carga computacional
acrescida a nível de análise de imagem, esta carga é igual ou menor à existente
no caso de múltiplas câmaras. Além disso, o custo global do sistema diminui
uma vez que os espelhos são menos dispendiosos que os sensores: um espelho
de 80 cm por 120 cm consegue ser adquirido por 20AC.
3.3 Características do sistema
De acordo com as decisões tomadas, foi escolhido implementar um sistema
que utiliza apenas um sensor de aquisição, a Kinect, e uma conﬁguração de
2Retirada de http://www.flickr.com/photos/kylemcdonald/5641883004/ (acedido
em outubro de 2014)
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espelhos de forma a realizar a captura 360°. Estas decisões permitem que
haja alguma liberdade quanto à estrutura física do sistema, podendo este ser
disposto de diversas formas consoante os objetivos da captura. No entanto,
e apesar de não serem completamente independentes da conﬁguração utili-
zada, as características do sistema estão intimamente ligadas às limitações dos
materiais escolhidos.
3.3.1 Espelhos
O espelho é um objeto que reﬂete a luz numa direção bem deﬁnida, em vez de a
absorver ou reﬂetir em todas as direções [Wikipedia, 2014]. No caso especíﬁco
dos espelhos planos, que são os mais comuns e os que serão usados no sistema
proposto, qualquer imagem que por eles seja reﬂetida mantem as dimensões
originais. Os espelhos são utilizados em diversas áreas como a ciência ou na
indústria para a produção de lasers, câmaras e telescópios, mas a sua utilização
mais comum é a doméstica. No presente caso, a utilização dos espelhos vai
servir para simular pontos de vista virtuais de forma a capturar a informação
do objeto numa perspetiva 360°.
(a) (b)
Figura 3.3: Demonstração da reﬂexão dos espelhos. À esquerda, a relação entre os
ângulos de reﬂexão e a normal do espelho. À direita, demonstração da simetria para
cálculo das distâncias das superfícies reﬂetidas.
O objetivo destes pontos de vista virtuais é a extração de informação 3D
do objeto capturado de outras perspetivas e, como tal, será necessário usar
também a reﬂexão do padrão infravermelho da Kinect para o fazer. Tanto
neste espetro como no espetro visível, a direção em que a luz é reﬂetida está
diretamente relacionada com o plano do espelho e a sua normal (Figura 3.3(a)).
A distância de um determinado ponto que seja capturado através da sua re-
ﬂecção num espelho corresponde à soma da distância desse ponto ao espelho e
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da distância do espelho ao sensor. Tendo esta informação e uma vez que a re-
ﬂecção é simétrica ao plano do espelho, o cálculo efetuado para a obter correta
posição dos pontos reﬂetidos (Figura 3.3(b)) resume-se à seguinte equação:
P = Pmirror + 2× d×
→
N
Onde, Pmirror é a posição original do ponto reﬂetido no espelho, d a dis-
tância do ponto P ao plano do espelho e
→
N a normal desse mesmo espelho.
Os espelhos são por norma constituídos por uma camada de material re-
ﬂetor (prata, alumínio ou amálgama de estanho) e, por cima, uma lâmina de
vidro [Wikipedia, 2014]. Uma vez que a luz passa por duas superfícies, o vi-
dro e depois a camada reﬂetora, este tipo de construção faz com que possa
ser introduzida na imagem uma "sombra" e como tal, que seja gerado algum
erro (Figura 3.4). Quanto mais espessa for a lâmina de vidro, maior o erro
associado. No caso desta dissertação os espelhos utilizados têm uma espessura
de aproximadamente 4mm o que faz com que o erro associável seja mínimo e,
como tal, não será tomado em conta para os cálculos necessários.
Figura 3.4: Efeito de "sombra" nos espelhos causado pela placa de vidro3.
3.3.2 Kinect
Como já foi abordado no Capítulo 2, a Kinect é um caso de sucesso no que toca
a periféricos para jogos e teve também uma grande aceitação na comunidade
de desenvolvedores de software, dando desta forma origem a várias aplicações
3Retirada de http://forum.david-3d.com/viewtopic.php?p=9285a (acedido em ou-
tubro de 2014)
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nas mais diversas áreas. As suas principais características são a captura de
informação de profundidade de boa qualidade e de forma rápida (30fps), a in-
tegração simultânea de uma câmara RGB e baixo custo do material. Por outro
lado, as suas principais limitações prendem-se com os limites de distâncias para
captura, tanto inferior como superior, e a perda ou ruído na informação na pre-
sença de condições adversas como a exposição das superfícies à luz solar ou na
captura de superfícies com propriedade reﬂexivas.
O método de aquisição da informação de profundidade por parte da Kinect
baseia-se em luz estruturada, isto é, é emitido um padrão sobre a cena que
depois de interpretado consegue produzir a informação de profundidade da
mesma. Neste caso, o padrão emitido é um padrão ruidoso que é emitido no
espetro infravermelho o que possibilita a aquisição simultânea de informação
de profundidade e de cor sem que uma inﬂuencie a outra.
O mapa de profundidade produzido tem dimensões de 640×480 pixéis, uma
amplitude vertical de 43°e horizontal de 57°e consegue capturar informação a
distâncias que vão dos 0,5m aos 3,5m. No entanto, e como já foi anteriormente
referido, é possível realizar a captura de informação a distâncias mais curtas
que as tabeladas. Este mapa é representado em forma de matriz em que cada
elemento tem 11bits : um é usado para representar informação errada e os
outros 10 para a detalhar a profundidade, estando assim disponibilizados 1024
níveis de profundidade para a representar [Aouina et al., 2013]. Cada um
destes níveis é usado para guardar a representação de uma "fatia" do espaço,
perpendicular ao eixo ótico do sensor (Figura 3.5).
Como se pode inferir a partir da ﬁgura, a distância de entre cada um destes
níveis não é constante e é esta distância que reﬂete o erro das medições. O
tamanho do passo (q) entre cada nível é dado pela seguinte função quadrática
[Smisek et al., 2011]:
q(z) = 2, 73z2 + 0, 74z − 0, 58[mm]
Através dela é possível inferir o erro associado a uma medição de acordo
com a distância a que os objetos se encontram da câmara, como se pode ver
no seguinte Gráﬁco 3.6:
Para distâncias pequenas o passo entre níveis é pequeno, oferecendo desta
forma uma boa resolução, enquanto que as medições efetuadas a objetos que
se encontram mais distantes já têm um passo elevado o que deteriora a quali-
dade da aquisição. Além disso, medições efetuadas a distâncias muito curtas
(inferiores a aproximadamente 350mm) tomam valores negativos reﬂetindo a
incapacidade da Kinect em realizar medições nesse intervalo espacial.
4Retirada de [Smisek et al., 2011]
5Retirada de [Smisek et al., 2011]
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Figura 3.5: Representação da informação de profundidade da Kinect por "fatia"
espacial4.
Figura 3.6: Gráﬁco demonstrativo do nível de detalhe vs. distância da informação
de profundidade da Kinect5.
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Além desse erro, a qualidade de aquisição também é inﬂuenciada por fatores
externos como a exposição a outras fontes de radiação ou até pelos próprios
materiais constituintes dos objetos a capturar. A Kinect apenas consegue
capturar informação de profundidade em zonas onde o padrão emitido é visível
pelo sensor, sem outras interferências maiores. Se esta informação for reﬂetida
ou simplesmente distorcida, tanto pelas propriedades do objeto como pela
presença de outros padrões (como por exemplo a interferência entre padrões
de várias Kinects), essa área é representada com um valor de erro o que, no
mapa de profundidade, é representada como zona sem informação (zonas a
preto). No caso do sistema proposto, estes são os erros que mais inﬂuenciam a
qualidade das medições efetuadas, pelo que a Kinect é o fator mais importante
no resultado ﬁnal.
Associando as limitações da Kinect à utilização dos espelhos, outro pro-
blema que surge é a restrição a nível do espaço disponível para usar. Um
ponto que seja capturado pela Kinect através da sua reﬂecção num espelho
encontra-se a uma distância superior à real, mais precisamente à soma da dis-
tância entre o "raio" que se estende do sensor ao espelho e do espelho ao ponto.
Desta forma, o espaço disponível e a dimensão dos objetos que podem ser cap-
turados ﬁcam limitados e são inferiores aos da Kinect. No entanto, como estes
limites dependem da conﬁguração usada, não podem ser deﬁnidos de forma
ﬁxa e como tal serão abordados na Secção 4.1.
3.4 Casos de uso
Um sistema de captura de informação em 3D consegue, de forma mais ou menos
eﬁciente, adquirir a informação geométrica de objetos ou outras entidades no
formato de uma nuvem de pontos. Esta nuvem representa a entidade capturada
e pode facilmente ser visualizada através de software como o MeshLab6. Uma
vez criadas mais que uma nuvem de pontos, estas podem também ser unidas
de forma a criar uma representação única do objeto com mais qualidade. O
sistema proposto tem como objetivo a aquisição 360° da informação geométrica
de um objeto (ou outras entidades) com taxas de atualização interativas, como
tal, será capaz de capturar e unir a informação proveniente das nuvens de
pontos das várias perspetivas em simultâneo.
Estas características fazem com que seja possível fazer a aquisição 360° da
geometria de um modelo em tempo real, o que abre portas a outro tipo de
aplicações para além da simples captura de modelos. No entanto, e devido às
restrições dos materiais e conﬁguração usadas, o sistema tem várias limitações:
a área de ação é limitada pelo alcance da Kinect e pelo posicionamento dos
6http://meshlab.sourceforge.net/ (acedido em outubro de 2014)
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espelhos e a qualidade da aquisição é também inﬂuenciada pela distância a
que estes se encontram do objeto a capturar.
3.4.1 Modelos 3D de Objetos
Como já foi explicado anteriormente, a criação de modelos 3D de objetos per-
mite gerar uma representação digital da geometria de um dado objeto físico
e também capturar outras propriedades como a cor ou texturas. Além da
nuvem de pontos, para este ﬁm é também útil a geração de mesh do objeto,
isto é, criar as relações entre os pontos da nuvem de forma a gerar uma malha
poligonal representativa do mesmo. Existem vários métodos para atingir este
objetivo, no entanto, este processo é por norma computacionalmente exigente
e como tal, difícil de atingir em tempo real.
Utilizando o sistema proposto, a geração de modelos em 3D pode ser con-
seguida de forma simples. A nuvem de pontos de um determinado objeto pode
ser criada a partir de uma única captura, isto é, a partir da informação de
uma única frame, no entanto esta contém por norma algum ruído proveniente
da Kinect. Uma vez que os modelos 3D exigem uma qualidade elevada, uma
forma de contornar este problema pode passar por uma captura prolongada
através da utilização de várias frames gerando assim a nuvem de pontos do
objeto de forma incremental. Assim, esta exposição prolongada do objeto ao
processo de captura permite que seja recolhida mais informação e desta forma
consegue-se (através de software) minimizar o ruído inerente à Kinect. A ge-
ração de malha poligonal pode ser feita posteriormente, depois de capturada
a informação da nuvem de pontos.
Estes modelos podem ser usados para vários ﬁns pelo que a aplicação mais
direta é a integração dos mesmos em mundos virtuais. Áreas como os jogos de
vídeo, cinema e realidade aumentada podem beneﬁciar deste sistema através
da integração de modelos de objetos do dia-a-dia nos seus cenários. Outra
aplicação que pode ter interesse inclusive a nível doméstico é a criação de
modelos de objetos tendo como objetivo a sua replicação através de impressoras
3D. Esta vertente revela-se especialmente útil no que toca à substituição de
peças ou componentes daniﬁcados ou perdidos.
3.4.2 Video 3D Real
A geração 360° de informação 3D em tempo real faz com que seja possível visu-
alizar a cena a partir de qualquer ponto de vista circundante. A gravação desta
informação possibilita que se consiga obter vídeo em 3D real independente da
perspetiva de aquisição. Isto permite também que possam ser geradas repre-
sentações 3D de objetos animados ou seres vivos em movimento em tempo
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real.
As prioridades de uma aquisição em movimento e em tempo real passam
por uma elevada taxa de atualização em detrimento da qualidade da captura.
Neste caso, uma vez que a informação se encontra em constante atualização,
o ruído originado pela Kinect entre frames é incoerente e, uma vez que existe
movimentação na cena, é pouco percetível. Este ruído apenas é mais notório
em superfícies estáticas uma vez que dará a perceção que a superfície se está
a mexer. Uma forma de contornar este problema é a aproximação da nuvem
de pontos a modelos predeﬁnidos das entidades a capturar. Por exemplo,
se se estiver a realizar a aquisição do modelo de uma pessoa, esta pode ser
aproximada ao modelo de um esqueleto humano de forma a reduzir o ruído
e tentar colmatar possíveis falhas no processo da captura. O mesmo se pode
fazer com modelos já existentes de objetos como mesas, cadeiras, etc.
Na vertente de vídeo, este tipo de aquisição pode dar origem a vídeos
em 3D real, independentes do ponto de vista, e que por essa mesma razão
permitem a navegação no espaço durante uma reprodução de uma gravação.
Esta característica pode ser interessante para novas abordagens na área de
storytelling, uma vez que pode permitir que se desenrolem várias histórias
ao mesmo tempo mas em espaços diferentes. Já na vertente de aquisição e
visualização tempo real, e aliado a uma ligação de dados de alta velocidade,
esta tecnologia pode permitir a comunicação entre pessoas em vídeo 3D real.
Partindo deste mesmo princípio mas aplicando-o a uma área mais ambiciosa,
a partir de um sistema deste género estaria também disponível a informação
necessária para a criação de hologramas e a comunicação entre pessoas através
dos mesmos.
3.4.3 Análise interativa de modelos
A geração de modelos 3D de objetos a partir de uma nuvem de pontos é útil
para a integração dos mesmos em diversas áreas. No entanto, outra forma
de utilizar a informação gerada prende-se com a análise e extração de carac-
terísticas sobre essa nuvem de pontos que permita inferir outras informações
que não apenas a sua estrutura geométrica. Exemplos disso são a segmenta-
ção de informação para, por exemplo, separação de diferentes componentes ou
a extração do esqueleto das estruturas das nuvens de pontos cruas, isto é, o
conjunto de linhas-guia das partes mais representativas dessa nuvem.
O sistema proposto consegue gerar nuvens de pontos de um determinado
objeto ou entidade em tempo real. Para gerar informações como o esqueleto
da nuvem e uma vez que elas se tratam de aproximações, a extração de nuvens
pode ser feita diretamente sem que para tal seja necessário processamento pré-
vio dos dados da aquisição. Desta forma é possível analisar e gerar informação
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adicional de forma interativa e aplica-la assim a vários casos de uso.
Este tipo de informação pode ser bastante útil em sistemas de realidade
aumentada. Imaginando o caso de um provador de roupa virtual, a extração
deste esqueleto e de outras propriedades como a altura da pessoa e a espessura
dos seus membros permite com que seja possível produzir uma experiência de
realidade aumentada mais rica. Noutra área, mais ligada à realidade virtual,
a geração deste esqueleto também pode ser usado para a animação de perso-
nagens e como a aquisição é a 360° tem mais resistência às oclusões devido às
movimentações da pessoa. A segmentação também pode ser utilizada em sis-
temas de Realidade Aumentada de forma a separar os objetos uns dos outros
e estes do cenário. Esta compreensão do cenário faz com que a sobreposição
de informação seja mais fácil de ser conseguida.
3.5 Sumário
Os objetivos desta tese passam por criar um sistema de baixo custo capaz de
fazer a aquisição 360° de informação 3D de um objeto em tempo real. Estas
características nem sempre são compatíveis e como tal foram analisados os
melhores métodos e tecnologias para o fazer e tiveram que ser tomadas decisões
em duas áreas principais: o sensor responsável pela captura de informação e a
conﬁguração usada para realizar a captura 360°.
Em relação à captura foi decidido utilizar-se o sensor da Microsoft, a Ki-
nect. Este dispositivo tem um custo relativamente reduzido, aproximadamente
150AC, e tem como principais vantagens o acesso rápido e de boa qualidade a
informação de profundidade da cena. Quanto à conﬁguração utilizada, a esco-
lha recaiu pela utilização de uma única câmara e de espelhos para capturar as
diferentes perspetivas. Desta forma o custo do sistema é o mais reduzido (em
comparação com as outras alternativas) e é feita uma maximização da utili-
zação dos recursos disponíveis. As decisões do material a usar trazem alguma
versatilidade na construção do sistema no entanto também limita as dimen-
sões dos objetos a capturar e a qualidade das aquisições. Em capturas onde o
objeto se encontra a distâncias superiores a 3,5m da Kinect, o erro associado
à medição está na ordem dos 5cm o que, em certas aplicações, pode já não ser
aceitável.
Foram ainda mostradas algumas das possíveis aplicações deste sistema que
recaem em áreas como a construção de modelos 3D, geração de vídeo em 3D
real e transmissão do mesmo em tempo real e a análise e geração de informação
adicional aos modelos, como a segmentação da cena e extração de esqueletos,
de forma interativa.
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Capítulo 4
Implementação
De acordo com as decisões tomadas, foi escolhido implementar um sistema que
utiliza apenas um sensor de aquisição, a Microsoft Kinect, e uma conﬁguração
de espelhos de forma a realizar a captura 360° de uma determinada entidade.
Estas decisões permitem que haja alguma liberdade quanto à estrutura física
do sistema, podendo este ser disposto de diversas formas. De modo a criar um
sistema genérico capaz de aceitar N espelhos na sua constituição foi necessário
conceber e implementar uma arquitetura base, também ela genérica, nunca
esquecendo a necessidade da realização da captura em tempo real.
Assim, neste capítulo será descrita a arquitetura lógica genérica do sistema
pretendido e de seguida serão apresentados os casos de estudos implementados
para demonstrar as suas potencialidades. Posteriormente, o ﬂuxo de execução
será explicado, sendo cada uma das fases identiﬁcadas descrita em detalhe. Por
ﬁm serão discutidos os problemas encontrados durante a realização dos testes
e quais as soluções propostas. Este capítulo será concluído com a inclusão de
uma listagem e descrição das tecnologias utilizadas para o desenvolvimento do
projeto e com um resumo dos tópicos abordados.
4.1 Arquitetura do sistema
Para realizar a captura 360° de um objeto, este torna-se o "centro do mundo"
pelo que todos os pontos que geram informação útil para a captura encontram-
se à sua volta, apontados a si. Uma vez que se utilizará apenas uma câmara
para realizar a captura de informação, é necessário adaptar a disposição dos
outros componentes do sistema a esta de modo a maximizar a informação
capturada.
Desta forma, o sensor estará numa posição ﬁxa apontada para a área de
captura de forma a ter uma visão frontal da mesma. Uma vez que a imagem da
49
50 4. Implementação
Kinect tem um formato 4 : 3 (a resolução é de 640× 480), a largura do campo
de visão é superior à sua altura. Com isto em mente, para capturar objetos
cuja largura é igual ou inferior à sua altura, a Kinect deve ser posicionada de
forma a adaptar altura do objeto na imagem à altura da imagem capturada
(Figura 4.1). Assim, as margens laterais da imagem podem ser utilizadas
para adquirir informação proveniente dos espelhos, que terão ser colocados de
acordo com isso.
Figura 4.1: Ajuste da posição da Kinect de acordo com a dimensão do objeto a
capturar. Dadas as dimensões do objeto, é possível ajustar a posição da câmara à
altura do objeto e ter na mesma espaço para colocar os espelhos.
Por outro lado, se o objeto a capturar tiver uma largura superior à sua
altura, o ajuste referido anteriormente faz com que este passe a ocupar a
quase totalidade da imagem. Neste caso, a melhor opção é a colocação da
Kinect numa posição mais distante ao objeto de forma a criar uma margem
na imagem à volta dele (Figura 4.2). Esta margem poderá também ser usada
para extrair a informação adicional proveniente dos espelhos e para deﬁnir o
correto posicionamento dos mesmos.
Relativamente aos espelhos, o seu posicionamento está dependente do da
Kinect e estes deverão ser colocados numa posição oposta ao sensor, isto é, do
outro lado da zona de captura, de forma a serem visíveis pelo mesmo. Além
disso, os espelhos devem estar dispostos de modo a serem capturados pela
imagem nas áreas que não são ocupadas pela zona de captura o que, por norma,
corresponde às áreas da periferia da imagem (Figura 4.3). A orientação dos
espelhos em relação ao objeto está também dependente da posição da câmara:
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Figura 4.2: Ajuste da posição da Kinect de acordo com a dimensão do objeto a
capturar. Dadas as dimensões do objeto, é possível ajustar a posição da câmara à
altura do objeto e ter na mesma espaço para colocar os espelhos.
de forma a produzirem informação útil, estes devem ser posicionados de modo
a reﬂetirem a área de captura para a câmara.
Assim como foi utilizado em [Lanman et al., 2007] e mostrado no trabalho
de Kyle McDonald, também foi estudada a utilização da reﬂexão entre espelhos
de forma a adquirir ainda mais pontos de vista sobre o objeto. No entanto, esta
hipótese foi descartada uma vez que introduziria uma maior complexidade ao
desenvolvimento do mesmo e, além disso, adicionaria uma restrição adicional
relativamente ao espaço disponível para a captura. Uma vez que a Kinect
Figura 4.3: Esquema em vista de topo do posicionamento dos espelhos em relação à
posição da Kinect e da área de captura. Os espelhos devem ser posicionados de forma
a serem visíveis pela Kinect e orientados de modo a reﬂetirem a área de captura para
o sensor.
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tem um alcance limitado e a utilização da reﬂexão entre espelhos aumenta
a distância dos pontos capturados (nestas perspetivas) à câmara, o espaço
disponível para realizar a captura também diminuiria. No entanto, dependendo
do posicionamento dos espelhos, este tipo de reﬂexões pode continuar a existir.
De forma a descartar estas reﬂexões e de modo a evitar mais restrições físicas
na colocação dos espelhos no espaço, o mapa de profundidade produzido pela
Kinect será ﬁltrado pela distância. Assim, os pontos que se encontram a
distâncias superiores, resultado desta dupla reﬂexão, serão excluídos.
Esta arquitetura genérica permite a criação de várias conﬁgurações para a
realização da captura 360° de objetos. No entanto, foi necessário implemen-
tar casos especíﬁcos desta mesma arquitetura. Desta forma, foram estudadas
algumas possibilidades, e foram implementadas e testadas duas abordagens di-
ferentes a esta arquitetura. As fotograﬁas das conﬁgurações construídas bem
como dos momentos da captura podem ser encontradas neste link1.
4.1.1 Caso 1
O primeiro protótipo construído utiliza a Kinect e dois espelhos para realizar
a captura 360° criando desta forma três pontos de captura distintos. Nesta
conﬁguração os elementos estão dispostos a distâncias semelhantes da área de
captura formando um triângulo centrado nessa área.
Para os testes realizados, a Kinect foi colocada a uma altura de cerca de
120cm, com uma inclinação aproximada de 35°, de forma a estar apontada para
o centro daquilo que será a área de captura, e a uma distância de 170cm do
mesmo. Por sua vez, os espelhos foram colocados do lado oposto à Kinect, de
forma a ocuparem as margens laterais do campo de visão do sensor, pousados
no chão e a uma distância do centro da área de captura de aproximadamente
100cm. A orientação destes materiais foi ajustada manualmente de modo a
reﬂetir o máximo de informação da área de captura em direção à câmara
(Figura 4.4).
A dimensão da área de captura está relacionada não só com a distância
a que os elementos se encontram entre si mas também com o tamanho das
entidades a capturar. Neste caso de estudo, o centro desta área corresponde
aproximadamente ao ponto central entre todos os elementos. A primeira res-
trição espacial deriva do limite de alcance mínimo da Kinect, o que signiﬁca
que a captura apenas se realiza a partir de aproximadamente 50cm da posição
do sensor. Além disso, e de forma a poder utilizar a informação dos espe-
lhos, o objeto não pode ocludi-los completamente, como tal, a dimensão deste
não pode ocupar todo o campo de visão do sensor. Já do lado dos espelhos,
1https://www.dropbox.com/sh/v8vjwvilbibchoq/AABdqm0RBpNWTaPyNEn5ZIZla?dl=
0 (acedido em outubro de 2014)
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Figura 4.4: Exemplo das reﬂexões efetuadas pelos espelhos de forma a capturar a
informação presente na área de captura.
essa restrição não existe, no entanto, caso o objeto se encontre muito próximo,
o espelho pode não ter ângulo suﬁciente para reﬂetir a informação da parte
de trás do objeto para o sensor. Como tal, apesar de estar relacionado com
a dimensão do objeto a capturar, revelou-se útil existir uma margem, com
aproximadamente 40cm, de modo a poder utilizar corretamente a informação
proveniente destes pontos de captura virtuais. De forma esquemática, uma
aproximação da área de ação do presente caso de estudo pode ser vista na
Figura 4.5. Uma vez que durante a captura se lida com informação em 3D,
esta área de captura não pode ser vista apenas como uma delimitação em 2D
mas sim como o volume estendido a partir dessa base.
Figura 4.5: Esquema 2D em vista de topo da deﬁnição da área de ação.
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O detalhe da informação capturada nesta conﬁguração está dependente da
perspetiva pelo qual esta é adquirida. No caso da informação capturada dire-
tamente pelo sensor o erro é menor e está apenas relacionado com a distância
da superfície à câmara. Assumindo que a superfície do objeto se encontra entre
os 50cm e os 100cm, de acordo com a equação apresentada na Secção 3.3.2,
o erro associado será de 0,17cm e de 0,76cm respetivamente. Já no caso da
informação reﬂetida pelos espelhos, uma vez que a distância à Kinect é maior,
o erro é também maior. Assumindo que a superfície do objeto detetada pelo
espelho também se encontra entre os 50cm e os 100cm deste, adicionando a
distância desse mesmo espelho à Kinect (aproximadamente 250cm) obtemos
uma distância absoluta de aproximadamente 300cm e 350cm. Nestes casos, e
aplicando a mesma fórmula, o erro associado será de 6,9cm e 9,3cm respetiva-
mente. Esta conﬁguração é bastante versátil o que possibilita a criação de uma
área de captura bastante ampla. Desta forma, existe uma maior liberdade em
relação à dimensão das entidades a serem capturadas e dos movimentos que es-
tas podem efetuar. No caso de as entidades terem dimensões superiores à área
capturada, este sistema pode ser adaptado através da colocação do material de
aquisição em posições mais distantes, aumentando assim a área de aquisição.
Esta abordagem está no entanto limitada às características de alcance máximo
da Kinect e tem como maior desvantagem a perda de qualidade na informação
inerente à distância a que o objeto se encontra do sensor, principalmente nas
perspetivas resultantes da reﬂecção dos espelhos.
4.1.2 Caso 2
O segundo protótipo construído utiliza a Kinect e quatro espelhos para rea-
lizar a captura 360° criando assim cinco pontos de captura distintos. Nesta
conﬁguração os elementos estão dispostos em forma de pirâmide com o centro
da área de ação a coincidir com o centro da base da mesma.
Neste caso a Kinect foi colocada no topo a uma altura de aproximadamente
160cm e apontada para o centro da área de captura, ou seja, numa perspetiva
perpendicular ao chão. Os espelhos são colocados no chão de acordo com o
campo de visão da Kinect e de forma a ocupar todas as margens do mesmo,
tomando assim o papel de arestas na base da pirâmide. A orientação destes
foi também ajustada manualmente criando um ângulo de aproximadamente
55°, de forma a reﬂetir a informação da área de captura em direção à Kinect
(Figura 4.6). Dada a disposição dos elementos, existe a sobreposição de infor-
mação entre espelhos, no entanto, e como já foi referido, esta pode ser ﬁltrada
posteriormente a partir do mapa de profundidade.
A área de captura deste caso de estudo está ﬁsicamente limitada pelo po-
sicionamento dos espelhos uma vez que estes demarcam uma área fechada em
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Figura 4.6: Esquema do posicionamento dos objetos na conﬁguração do Caso 2.
forma de retângulo. No entanto, este não é o único fator limitativo e o vo-
lume dos objetos pode também restringir esta área. O seu posicionamento
em zonas próximas aos espelhos resulta na oclusão dos mesmos e, como tal,
limita a captura de informação. Desta forma, revelou-se útil a existência de
uma margem à volta da área de captura com aproximadamente 10cm. Além
disso, esta conﬁguração tem também limitações a nível da altura dos objetos:
se a superfície mais próxima do sensor estiver a uma distância inferior a 40cm
da Kinect, esta já não a conseguirá capturar corretamente. Desta forma, o
volume da área de captura desta conﬁguração pode ser vista nos esquemas da
Figura 4.7.
Figura 4.7: Esquema do campo de visão da Kinect e das implicações relativamente
à limitação da área de captura.
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O detalhe da informação capturada está igualmente dependente da perspe-
tiva pela qual esta é adquirida e da distância a que os objetos se encontram do
sensor. Se a captura for efetuada diretamente pela câmara, o erro associado
a uma leitura depende apenas da distância a que a superfície se encontra da
câmara. Aplicando, do mesmo modo, a fórmula descrita na 3.3.2, se esta se
encontrar a 50cm da câmara o erro será de aproximadamente 0,17cm. Por ou-
tro lado, se a superfície do objeto estiver rente à base e, como tal, se encontrar
a 150cm da câmara, o erro associado será de aproximadamente 17,3cm. Já no
caso da informação reﬂetida pelos espelhos, o erro associado a essas medições
está dependente da distância do objeto ao espelho e da distância do espelho à
Kinect. No caso dos espelhos que ocupam a base maior, a distância destes à
câmara é de aproximadamente 15cm, enquanto que os espelhos da base menor
se encontram a 35cm. Desta forma, um objeto cuja superfície a medir se en-
contre no centro da zona de captura, se a captura for efetuada por um espelho
pertencente à base maior, esta encontra-se a 175cm da Kinect (160 + 15) e,
como tal, tem um erro associado de 2,35cm. Por outro lado, se a medição for
feita a partir de um espelho que se encontra na base menor da área de captura,
a superfície encontra-se a 200cm da câmara (165+35) tendo um erro associado
de 3cm.
Esta conﬁguração limita um pouco mais a área de captura uma vez que o
maior número de elementos e o posicionamento que estes tomam restringem a
utilização do espaço. Por outro lado, a adição de um maior número de espelhos
faz com que existam mais perspetivas a capturar e, como tal, é gerada mais
informação distinta em simultâneo. Desta forma, esta conﬁguração está mais
orientada para a aquisição de objetos ou entidades de pequenas ou médias
dimensões. Caso se pretenda utilizar o sistema para objetos maiores, é possível
adaptá-lo através do reposicionamento da câmara a uma altura superior e
ajustando os espelhos a essa nova posição. Tal como o primeiro caso de estudo,
esta conﬁguração está limitada ao alcance mínimo e máximo da Kinect pelo
que as distâncias dos objetos ao sensor (direta ou indiretamente) devem ser
superiores a 0,5m e inferiores a 3,5m. Além disso, a qualidade da informação
capturada pela Kinect é igualmente inﬂuenciada pela distância a que os objetos
se encontram do sensor uma vez que, quanto maior a distância, maior o erro
associado.
4.2 Fluxo de execução
Independentemente da abordagem/conﬁguração escolhida, o ﬂuxo de execução
deste sistema segue os mesmos princípios base, sendo que a principal variação
é o número de espelhos disponíveis para simular pontos de aquisição virtuais.
A nível lógico, o primeiro passo deste ﬂuxo é um passo único e consiste na
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calibração do sistema, isto é, no posicionamento da Kinect e dos espelhos e
no estabelecimento das relações entre eles. Neste passo é criada a informação
que permite a correta geração de informação 3D durante a captura. Depois
de concluída a calibração, o sistema está pronto a iniciar o ciclo de captura
de informação. O segundo passo, primeiro deste ciclo, consiste na captura de
informação. Nele, além de capturada, a informação é ainda ﬁltrada de modo
a separar aquela que é gerada diretamente pela câmara da informação prove-
niente dos espelhos. Esta última terá que ser tratada de forma diferente para,
juntamente com a informação de calibração, gerar o correto posicionamento
dos pontos no mundo 3D. Esta informação é depois processada, no terceiro
passo, de forma a gerar o resultado ﬁnal, o que pode passar pela remoção de
ruído, simpliﬁcação da nuvem de pontos ou até a geração de uma malha po-
ligonal. No ﬁm deste processo e depois de criada a informação das entidades
em 3D, resta visualizá-la, o que constitui o quarto passo. Além ser possível
observar o resultado ﬁnal da captura em tempo real, é neste passo que se pode
validar os resultados obtidos.
A nível de concretização, de forma a tornar o sistema mais eﬁciente, foi
desenvolvida uma arquitetura com três ﬂuxos de execução paralelos (threads),
um para cada fase do ciclo de captura (Figura 4.8). O primeiro é responsável
apenas por ler a informação proveniente da Kinect e disponibilizá-la para os
passos seguintes, ﬁcando assim livre de qualquer atraso provocado por pro-
cessamento de informação. O segundo ﬂuxo (o ﬂuxo principal), depois de ter
uma cópia da informação da Kinect, aplica todo o processamento necessário
de forma a construir a nuvem de pontos ﬁnal do objeto. Este é um passo
computacionalmente exigente e como tal, lento. O terceiro ﬂuxo de execução
é responsável pela visualização da informação e permite que esta seja feita
sem qualquer degradação de performance resultante do processamento de in-
formação, o que permite uma experiência de visualização e navegação mais
ﬂuida.
Figura 4.8: Esquema do ﬂuxo de execução implementado.
De forma a detalhar o processo seguido por este sistema, o ﬂuxo de exe-
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cução será dividido nas quatro fases lógicas, que serão descritas nas próximas
subsecções. Para facilitar a perceção das explicações, os exemplos dados serão
referentes ao Caso 1, constituído por uma Kinect e dois espelhos.
4.2.1 Conﬁguração
O primeiro passo consiste na conﬁguração e calibração do sistema. Este é
realizado apenas uma vez e nele é gerada a informação necessária para, nas
fases seguintes, gerar a informação tridimensional e possibilitar a junção da
informação das diferentes perspetivas.
Depois de posicionar o material de acordo com o descrito no Caso 1, para o
sistema funcionar é necessário deﬁnir quais as áreas que correspondem à área de
captura e quais as áreas ocupadas pelos espelhos. Esta deﬁnição passa por, na
imagem obtida pela Kinect, delimitar a área de ação de cada um deles e calcular
o plano que os representa. Nos dois casos o processo de delimitação da área é
feito da mesma forma. É gerada uma imagem que contém a informação RGB
da cena e a máscara do mapa de profundidade e nela são selecionados os pontos
que delimitarão a área pretendida. No caso dos espelhos corresponde às áreas
da imagem onde o espelho é visível e onde aparecerá a reﬂecção dos objetos
a capturar. Já no caso da área de aquisição, esta delimitação corresponde
ao plano onde os objetos ou entidades serão pousadas para serem analisadas
pelo sistema, e a toda a área da imagem que o volume da zona de aquisição
pode ocupar (Figura 4.9). Uma vez que esta área é mais extensa, é comum
que esta se sobreponha com as áreas delimitadas pelos espelhos. No entanto,
esta sobreposição não é problemática uma vez que a informação será ﬁltrada
através da distância a que os pontos se encontram da Kinect.
Figura 4.9: Seleção da área correspondente a um dos espelhos (esquerda) e da área
de captura (direita). Esta última é mais extensa e ocupa quase toda a imagem uma
vez que corresponde à visão frontal de um volume e não só à delimitação de um
plano.
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A extração do plano, no caso da área de captura, pode ser feita de duas
formas distintas, uma automática ou a outra, manual. A extração automática
é efetuada a partir do OpenNI através de uma funcionalidade que permite
calcular o plano do chão segundo alguns pressupostos como a posição da câ-
mara (horizontal em relação ao piso) e a área de chão visível. No entanto
nem sempre é possível realizar esta extração e, como tal, poderá ser necessário
calculá-lo de forma manual. Esta extração é feita através da seleção de pontos
na imagem pertencentes ao plano que se pretende calcular. Depois de seleci-
onados, estes são convertidos para um referencial 3D, gerando assim pontos
tridimensionais, e a partir destes e utilizando o algoritmo de Ransac (RANdom
Sample Consensus)[Fischler and Bolles, 1981] é calculado o plano que melhor
se adapta à amostra. Este plano será usado como o plano representativo da
área de captura.
Figura 4.10: À esquerda, seleção dos pontos pertencentes ao chão para cálculo ma-
nual da equação do seu plano. Na direita, seleção dos pontos pertencentes aos arte-
factos colocados no espelho para efetuar o cálculo da equação do plano desse espelho.
No caso dos planos correspondentes aos espelhos esta seleção não pode
ser feita diretamente. Uma vez que os pontos presentes na imagem na área
do espelho não contêm informação de profundidade do mesmo, apenas da
sua reﬂeção, a extração direta da posição 3D do plano do espelho torna-se
impossível. De forma a contornar este problema foi necessário introduzir um
artefacto, apenas presente nesta fase de calibração, que consiste num ou mais
planos opacos (folhas de papel ou cartolina) colados ao espelho (Figura 4.10).
Depois da colocação desse artefacto, a extração do plano é feita da mesma
forma que a extração manual da área de captura e, neste caso, apenas é usada
a área ocupada pelo(s) artefacto(s). Nele são selecionados e convertidos os
pontos para o mundo 3D e posteriormente extraído o plano que representará
toda a área ocupada pelo espelho.
Os planos calculados serão depois utilizados a processar a informação cap-
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turada e gerar a correta posição dos pontos 3D como será explicado nas pró-
ximas secções. No ﬁm deste passo, a fase de calibração está concluída e pode
ser iniciado o ciclo de captura de informação.
4.2.2 Aquisição e pré-processamento
Depois da conﬁguração, o primeiro passo do ciclo de captura de informação é
a aquisição da informação. Isto passa pela obtenção do mapa de profundidade
produzido pela Kinect e pela sua transformação numa nuvem de pontos tridi-
mensional, recorrendo à informação de calibração intrínseca do sensor, presente
no OpenNI [ROS.org, 2012]. No entanto, a informação capturada contém ruído
que pode ser eliminado ainda antes da geração da nuvem de pontos de forma a
melhorar os resultados e a performance da aplicação. Nesta fase de emagreci-
mento da nuvem de pontos é essencial a informação recolhida na fase anterior,
a de conﬁguração.
O primeiro passo é o acesso ao mapa de profundidade da Kinect que, como
foi referido anteriormente, contém a informação da distância a que os elementos
da cena se encontram da câmara. No entanto, esta informação encontra-se
numa perspetiva de projeção e como tal, de forma a gerar a informação em 3D
numa perspetiva ortogonal, a informação do mapa de profundidade tem que
ser convertida. Este processo é feito de forma transparente para o utilizador
relativamente aos parâmetros intrínsecos e extrínsecos da Kinect tendo sido
utilizadas as conﬁgurações standard do OpenNI. Estes parâmetros podem ser
recalibrados se necessário, no entanto nos testes efetuados tal não foi necessário
e foram usadas as informações pré-deﬁnidas.
Uma vez que nem toda a informação do mapa será utilizada, esta pode ser
ﬁltrada ainda no mapa de profundidade, isto é, antes de ser convertido para
3D. A vantagem de realizar este processamento em 2D prende-se pelo facto de
a velocidade de execução ser superior comparativamente ao processamento em
3D.
O primeiro ﬁltro a ser aplicado corresponde à máscara construída a partir
das áreas deﬁnidas na fase de calibração, tanto para os espelhos como para a
área de captura. Esta máscara permite eliminar alguma informação irrelevante
para o sistema, normalmente situada na periferia da imagem e nas zonas de
junção entre elementos (espelhos e chão). O segundo ﬁltro a ser aplicado nesta
fase está relacionado com a distância a que os objetos se encontram da câmara
nas diferentes áreas. No caso retratado em Caso 1, a área de ação situa-se
entre os 150cm e 250cm de distância da Kinect, como tal, a informação que
se encontre fora destes limites pode ser descartada. No caso dos espelhos,
além de diminuir a quantidade de informação a ser processada, esta ﬁltragem
é desejável também para descartar os objetos que se encontrem entre a câmara
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e os espelhos, de forma a garantir o correto processamento dos mesmos. Estes
casos serão tratados como informação vista diretamente pela câmara e não
como um reﬂexo do espelho. Ambos os casos são ilustrados na Figura 4.11.
Figura 4.11: Exemplos de máscaras simples aplicadas à imagem. À esquerda, más-
caras deﬁnidas na fase de calibração. À direita, máscara criada com o ﬁltro de
distância.
Além destes ﬁltros, é possível aplicar algum pré-processamento ao mapa
de profundidade antes de transformar a informação que este contém uma nu-
vem de pontos. Este pré-processamento passa essencialmente pela aplicação
de métodos de processamento de imagem ao mapa de profundidade de forma
a suavizá-lo e, como tal, tentar corrigir ou minimizar as imperfeições inerentes
à captura da Kinect. No entanto, a aplicação destes métodos é computacio-
nalmente exigente o que pode fazer com que o sistema perca a propriedade
de tempo real. Estes métodos serão analisados em mais detalhe na secção
seguinte.
Depois de ﬁnalizado este processo e de a informação ter sido ﬁltrada, segue-
se a transformação da informação para 3D com perspetiva real. Nos pontos
em que existe visualização direta pela Kinect, a transformação destes para
o mundo 3D é feita diretamente pelo OpenNI. Por outro lado, se os pontos
correspondem a informação resultante da reﬂexão de um espelho, depois de
convertidos estes têm que sofrer outra transformação de forma a ﬁcarem corre-
tamente posicionados na cena (Figura 4.11). De acordo com a fórmula descrita
na Secção 3.3.1, é calculada a distância do ponto ao plano do espelho que o
reﬂetiu e depois, juntamente com a normal desse plano é calculada a posição
correspondente do ponto. Apesar de ainda conter muito ruído, no ﬁm destes
dois passos obtém-se a primeira versão na nuvem de pontos da cena.
No caso de captura de um modelo estático a partir de múltiplas frames
existe ainda outra fase no pré-processamento realizado antes da conversão da
informação para 3D, que passa pela criação de um só mapa de profundidade
resultante de todos os mapas capturados. Este passo tem duas vantagens ime-
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Figura 4.12: Exemplo da imagem 3D da captura com e sem reﬂexão dos espelhos.
No topo a perspetiva frontal e vista de cima sem reﬂexão dos espelhos. Em baixo, a
perspetiva frontal e vista de cima com reﬂexão dos espelhos.
diatas que correspondem ao preenchimento de "buracos" de informação e à
suavização da mesma. A primeira acontece uma vez que a Kinect introduz es-
poradicamente falhas de informação no mapa de profundidade no entanto estas
são geralmente corrigidas na frame seguinte. Desta forma e com a aquisição de
múltiplas frames, a criação de um mapa de profundidade único permite que es-
tas falhas sejam colmatadas. Já a suavização da informação passa pelo cálculo
da média, ponto a ponto, de todos os mapas de profundidade, o que permite
estabilizar possíveis imprecisões na aquisição do mapa de profundidade. Tanto
num caso como no outro, estas melhorias apenas se podem efetuar em cenas
estáticas uma vez que qualquer movimento causaria alterações signiﬁcativas
no mapa de profundidade e, como tal, resultados errados na nuvem de pontos
3D ﬁnal.
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4.2.3 Processamento de informação
O segundo passo do ciclo da captura de informação é o processamento da
mesma, já em 3D. O objetivo desta fase é a eliminação de ruído, isto é, das
partes do cenário que não pertencem ao objeto que se quer capturar, e a cri-
ação e suavização de uma malha de pontos representativa do mesmo objeto.
Observando-se o resultado em 3D da fase de aquisição (Figura 4.12), existe
ainda muita informação desnecessária nomeadamente da superfície onde o ob-
jeto se encontra pousado. Esta informação pode ser descartada de forma fácil
uma vez que durante a fase de calibração foi recolhida informação sobre o
plano do chão. Desta forma, foi estabelecida uma margem (3,5cm neste caso)
e todos os pontos que se encontrem a uma distância inferior a essa margem
são considerados pontos do chão e como tal, eliminados (Figura 4.13).
Figura 4.13: Perspetiva frontal (esquerda) e vista de cima (direita) da cena com a
remoção do chão.
Depois deste passo, a informação disponível pertence quase toda aos ob-
jetos encontrados na área de captura, no entanto ainda é possível encontrar
algum ruído. Isto deve-se a imprecisões nas medições efetuadas pela Kinect
e/ou aos valores adquiridos durante a fase de calibração que podem também
eles não ser exatos. De forma a remover este ruído de modo autónomo é neces-
sário aplicar algoritmos diretamente à nuvem de pontos, tanto para remover
outliers, isto é, pontos que não pertencem ao objeto, como para uniformizá-los,
suavizando a superfície do mesmo. No entanto, estes passos acarretam uma
carga computacional elevada e, como tal, foi impossível ao sistema aplicá-los e
manter a propriedade de processamento em tempo real. Já no caso da captura
de informação estática, estes métodos podem ser aplicados e posteriormente o
ruído pode ainda ser removido manualmente com auxílio a outras ferramentas
como o MeshLab. Estas soluções serão abordadas na secção seguinte em mais
detalhe.
Tendo a nuvem de pontos gerada, outro passo que pode ainda ser efetuado
é a criação de uma malha poligonal que represente a superfície do objeto da
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captura. Apesar de este não ser um dos objetivos do sistema, foi implementado
um método para realizar esta tarefa utilizando o PCL e um algoritmo de
triangulação "gananciosa" [Marton et al., 2009]. No entanto, e assim como os
métodos de processamento em 3D, a geração da malha poligonal a partir da
nuvem de pontos é um processo exigente e, como tal, impossível de realizar em
tempo real.
4.2.4 Visualização de informação
O último passo do ciclo consiste na visualização da informação gerada. Esta
pode ser feita em tempo real recorrendo às bibliotecas disponibilizadas pelo
PCL, ou através da visualização de modelos estáticos com ferramentas como
o MeshLab ou o Blender.
A visualização da informação em tempo real possibilita a perceção imedi-
ata daquilo que o sistema consegue capturar e permite ter uma primeira ideia
do que poderá ser o resultado ﬁnal. Além da simples navegação no cenário e
visualização do mesmo a partir de diferentes pontos de vista, esta vertente é
também útil enquanto ferramenta de conﬁguração para a captura de objetos.
Isto permite observar o ajuste de alguns parâmetros de conﬁguração, como
o limite de distâncias ou até mesmo as equações dos planos dos espelhos, e
permite analisar se existem sobreposições entre objetos, possibilitando o repo-
sicionamento dos mesmos para uma captura com condições mais favoráveis.
Outra vantagem desta visualização prende-se pela possibilidade de, em tempo
real, alterar e observar o efeito de ﬁltros ou algoritmos de processamento sobre
a informação capturada de forma a otimizar a qualidade dos resultados.
Outra das funcionalidades do sistema é a geração de nuvens de pontos 3D
representativas dos objetos e como tal é necessário passá-las para um formato
persistente. Desta forma, uma das opções disponibilizada pelo sistema desen-
volvido é a possibilidade de gravar essas nuvens para ﬁcheiro, sendo possível
escolher entre os formatos ply, obj ou então, o formato próprio do PCL, o pcd.
Os exemplos disponibilizados foram guardados no formato ply por ser um for-
mato genericamente bem aceite e uma vez que o formato obj é mais orientado
a meshes e não a nuvens de pontos.
A visualização deste tipo de ﬁcheiros pode ser feita em várias aplicações
como o MeshLab ou o Blender. Além da sua visualização, outro objetivo da
criação destes modelos é a sua validação sendo para isso necessária a análise
da qualidade dos mesmos. Isto passa por, em comparação com o objeto real,
veriﬁcar as medidas dos modelos, analisar a existência de buracos e as dife-
renças entre as superfícies e a presença de outliers, isto é, informação que não
pertence ao objeto. Para realizar estas tarefas, e também algumas de correção
(como a remoção desses mesmos outliers), foi escolhido o MeshLab. As ra-
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zões dessa escolha assim como as suas características estão descritas em mais
detalhe na secção de Tecnologia.
4.3 Problemas e soluções
Tal como já foi sendo descrito na secção anterior, durante a implementação do
sistema surgiram várias questões, tanto na fase de aquisição, como na geração
da nuvem de pontos tridimensional. Alguns destes problemas puderam ser
atenuados, ou até resolvidos, através de técnicas simples, como a utilização de
ﬁltros por máscara e por distância, no entanto, o resultado ﬁnal continua a
conter várias imperfeições.
De forma a analisá-las, estas imperfeições foram classiﬁcadas em três tipos:
informação imprecisa, ruído e falhas de informação. Além de as detalhar, nas
próximas secções serão explicadas as origens destas imprecisões e analisadas
possíveis soluções ou formas de melhorar a qualidade da informação.
4.3.1 Informação imprecisa
Uma das diﬁculdades encontradas é inerente ao hardware utilizado. Apesar
de conseguir capturar informação de profundidade com detalhes na ordem dos
milímetros, a Kinect guarda essa informação de forma discreta e não linear,
como foi mostrado no Gráﬁco 3.6 da Secção 3.3.2, o que faz com que o erro
aumente exponencialmente com a distância. Esta característica, juntamente
com outros fatores como a iluminação ou as propriedades das superfícies a
capturar, faz com que o mapa de profundidade produzido tenha uma qualidade
inferior à desejada e provoque resultados facetados como os representados na
Figura 4.14.
A diferença no posicionamento dos pontos deve-se a esta discretização do
mapa de profundidades. Utilizando um caso concreto, imagine-se uma su-
perfície plana perpendicular à orientação da câmara. Neste caso, depois de
convertidos para 3D, todos os pontos deviam encontrar-se no mesmo plano,
no entanto, uma vez que os pontos da superfície não se encontram à mesma
distância do sensor, isto não acontece. Se os pontos se encontrarem entre 1994
e os 2005 milímetros de distância, o valor no mapa será de 916 enquanto os
pontos que se encontrem entre os 2006 e os 2017 milímetros, o valor será de
917. Depois de convertidos para 3D, os pontos do primeiro intervalo serão to-
dos posicionados a uma distância de 2000 milímetros e os do segundo a 2011,5
milímetros, provocando as descontinuidades e o aspeto facetado visível na Fi-
gura 4.14. Estas imprecisões agravam-se com a distância a que os objetos se
encontram da Kinect, o que faz com que, por exemplo, a informação recolhida
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Figura 4.14: Ilustração das imprecisões inerentes às limitações da Kinect. O aspeto
facetado das superfícies deve-se à forma linear como a informação é guardada pela
Kinect.
pelos espelhos tenha menos qualidade que a informação recolhida diretamente
pelo sensor.
Uma vez que estes erros acontecem na base de todo o processo da captura
e, como tal, são propagados para os restantes passos, é importante que sejam
tratados também numa fase inicial. Apesar de não ser possível corrigi-los
totalmente, é possível minimizar este problema através da aplicação de ﬁltros
de suavização ao mapa de profundidade. Genericamente, estes ﬁltros utilizam
um método que consiste na análise dos píxeis vizinhos de cada píxel e no cálculo
de um valor representativo para essa amostra. O número de píxeis vizinhos
a considerar é parametrizável, assim como a métrica utilizada para obter esse
valor representativo. De forma a minimizar este problema, os ﬁltros testados
foram:
- Filtro Médio - todos os valores dos píxeis vizinhos têm a mesma impor-
tância e, como tal, o valor representativo é uma média de todos eles.
Uma vez que a métrica usada é simples, este é o ﬁltro com melhor de-
sempenho.
- Filtro Gaussiano - os valores dos píxeis têm pesos diferentes para o valor
ﬁnal e esse peso segue uma distribuição gaussiana, isto é, os píxeis cen-
trais (vizinhos mais próximos) têm uma importância maior que os píxeis
da periferia (vizinhos mais distantes). Apesar do seu comportamento ser
linear, este ﬁltro requere mais cálculos que o anterior e, como tal, a sua
performance é ligeiramente inferior.
- Filtro Bilateral - enquanto que os dois ﬁltros anteriores se comportam
sempre da mesma forma independentemente da imagem, este ﬁltro, além
de considerar a distância dos píxeis vizinhos, também considera a sua
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intensidade para calcular a sua importância. A análise das diferenças
de intensidade entre píxeis vizinhos permite identiﬁcar a existência de
arestas nas imagens e salvaguardar essas propriedades em vez de suaviza-
las [Tomasi and Manduchi, 1998]. Uma vez que o cálculo necessário para
este ﬁltro é mais complexo, o tempo de execução é também pior que o
dos anteriores.
Foram realizados testes com os três ﬁltros (Figura 4.15) e o ﬁltro que ob-
teve melhores resultados foi o ﬁltro Bilateral. O ﬁltro Gaussiano foi descartado
uma vez que introduz ruído no mapa de profundidade reduzindo a qualidade
do mesmo. O ﬁltro Bilateral teve melhores resultados que o ﬁltro Mediano
apresentando resultados mais suaves e menos deformações na zonas corres-
pondentes às extremidades dos objetos.
A nível de desempenho e apesar da diferença de métodos, todos os ﬁl-
tros obtiveram resultados semelhantes, diminuindo a taxa de atualização em
aproximadamente 40%. Tendo em conta a diferença de complexidade entre os
ﬁltros Mediano e Bilateral, a diferença de performance entre ambos foi com-
parada e foi veriﬁcada uma maior diminuição da taxa de atualização no caso
do ﬁltro Bilateral (cerca de 5%).
4.3.2 Ruído
Enquanto que a informação imprecisa se identiﬁca essencialmente pelas imper-
feições nas superfícies dos objetos capturados, o ruído consiste na informação
da nuvem de pontos que não faz parte do objeto mas que não foi possível ﬁl-
trar. Este ruído pode ter diversas fontes e pode ser introduzido em qualquer
uma das fases.
Na fase inicial de captura, isto é, no momento em que a informação é
capturada pela Kinect, pode haver a introdução de ruído como consequência
de condições menos favoráveis à aquisição. Isso pode resultar da existência de
materiais especulares ou transparentes/semitransparentes, existência de luzes
fortes, etc. Estas condições são adversas à captura e podem fazer com que
haja a introdução de valores errados nesta fase. Embora muitas vezes estas
condições se traduzam em buracos de informação (Secção 4.3.3), por vezes,
pode haver a introdução de valores válidos, mas incorretos. Isto faz com que
haja a perceção no mapa de profundidade que partes de um determinado objeto
se encontrem a uma distância diferente do que realmente está, provocando
desta forma ruído na informação (Figura 4.16 (1)). Já na fase de processamento
de informação, a introdução de ruído acontece quando, depois da aplicação dos
ﬁltros, existe ainda informação que devia ter sido ﬁltrada. Além da possível
existência de informação incorreta proveniente da captura, outro motivo para
os ﬁltros não conseguirem reter toda a informação desnecessária passa por
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Figura 4.15: Ilustração da aplicação do ﬁltro Mediano (topo) ﬁltro Bilateral (centro)
e o ﬁltro Gaussiano (baixo).
imprecisões na fase de calibração. Isto tem como resultado direto a colocação
incorreta dos pontos provenientes das reﬂexões dos espelhos ou, no caso do
chão, uma criação de um plano do mesmo errado. Acontecendo isto, quando
os ﬁltros são aplicados não são totalmente eﬁcazes e deixam passar informação
que, caso a calibração tivesse sido correta, teria sido ﬁltrada (Figura 4.16 (2)).
Estes pontos são comummente chamados de outliers.
Existe ainda outro tipo de ruído que se apresenta de forma diferente dos ou-
tliers e que consiste na presença de informação em excesso numa determinada
área. Na fase de aquisição de informação e geração da nuvem de pontos, além
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Figura 4.16: Demonstração dos diferentes tipos de Ruído durante a captura da Caixa
da Kinect. Em (1), ruído na profundidade da mesh, (2), existência de outliers, (3),
sobreposição de informação das várias capturas.
da calibração inicial, por questões de desempenho, não é efetuado qualquer
outro cálculo para juntar a informação das diferentes perspetivas. Assumindo
uma calibração correta, os pontos são, também eles, corretamente mapeados
para a sua posição 3D, formando assim a nuvem de pontos da cena. Quando
duas ou mais perspetivas conseguem adquirir informação de uma determinada
porção de superfície, todas elas contribuirão para a construção da nuvem de
pontos dessa mesma zona. Comparativamente com outras áreas, este fenó-
meno pode gerar um número elevado de pontos nessa área o que, no caso da
criação da mesh e na análise da superfície, pode provocar mais ruído. Isto
pode ser causado tanto pelas diferentes distâncias entre fontes de captura (e
consequentemente, diferentes níveis de detalhe da captura) como por pequenas
incorreções da calibração (Figura 4.16 (3)).
Nos dois primeiros casos a remoção do ruído passa por tentar eliminar estes
outliers. Normalmente estes são pequenas porções de informação separadas
ou ligadas apenas por uma pequena área ao objeto principal. O objetivo é
identiﬁcá-las e eliminá-las. Existem três formas de realizar este processo, 2D,
3D e Manual:
- A remoção em 2D consiste no processamento do mapa de profundidade,
já ﬁltrado, com recurso ao OpenCV. Utilizando o método para encon-
trar contornos é possível listar todas as áreas do mapa em que existe
informação útil. Depois, analisando o número de pontos pertencentes
a essas áreas é possível descartar as mais pequenas que, tipicamente,
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correspondem aos outliers.
- A remoção em 3D passa pelo processamento da nuvem de pontos e, com
o auxílio aos métodos já existentes para este ﬁm disponibilizados pela
biblioteca PCL, encontrar e eliminar os outliers. Existem dois métodos
disponíveis, um através da contagem dos pontos mais próximos e outro
através de uma análise estatística dos mesmos. Ambos são parametri-
záveis, permitindo deﬁnir métricas como o raio de procura ou o desvio
padrão, e têm como resultado ﬁnal uma nuvem de pontos ﬁltrada, isto
é, sem a maior parte dos outliers.
- A remoção manual consiste na seleção e eliminação destes pontos. Este
processo apenas pode ser realizado numa fase ﬁnal, isto é, em mode-
los cuja aquisição já tenha sido ﬁnalizada, e através da utilização de
ferramentas como o MeshLab ou o Blender. Estas permitem a seleção
de pontos (individualmente ou em conjunto) e eliminá-los da nuvem de
pontos de forma a aperfeiçoar o resultado ﬁnal.
As duas primeiras soluções, apesar de parametrizáveis, são soluções au-
tomáticas e, como tal, podem não ser totalmente eﬁcazes não conseguindo
remover todo o ruído. A primeira solução, apesar de mais rápida que a se-
gunda a nível de execução (é processada em 2D), além de remover ruído pode
também remover, erradamente, informação correta sobre o objeto e, como tal,
foi descartada. Como exemplo, um caso onde isto pode acontecer é na infor-
mação proveniente dos espelhos, uma vez que, devido à existência de outros
ruídos, esta pode ser reduzida e, como tal, confundida com ruído e eliminada.
A segunda solução é mais custosa a nível de processamento, no entanto a pro-
babilidade de ﬁltrar informação útil sobre a captura é muito menor uma vez
que já atua diretamente sobre a nuvem de pontos. Apesar de não conseguir
eliminar todo o ruído, com este processamento é possível eliminar a maioria
dos outliers, criando assim uma nuvem de pontos mais limpa. Apesar de ter
bons resultados na análise e remoção de ruído de pequenas dimensões, esta
técnica falha em zonas que tenham ruído de grandes dimensões pois estes são
considerados informação útil. Como este processo requere uma análise exten-
siva da nuvem de pontos, a performance da aplicação desce aproximadamente
93% atingindo taxas de atualização 2/5 frames por segundo. A terceira solução
pode ser considerada um último recurso pois permite escolher manualmente
quais os pontos a eliminar e como tal, remover totalmente o ruído.
Já no terceiro caso, quando existe excesso de informação numa determi-
nada zona, o ruído pode ser minimizado ou removido através da redução do
número de pontos presentes na nuvem de pontos nessas áreas. A biblioteca
PCL disponibiliza métodos para efetuar este ﬁltro através da utilização de vó-
xeis, isto é, grelhas regulares tridimensionais que permitem dividir a nuvem
4.3. Problemas e soluções 71
de pontos no espaço. Para cada vóxel são analisados os pontos nele contidos
e substituídos por um ou mais pontos representativos, permitindo assim a di-
minuição do número de pontos e consequentemente, o ruído. O tamanho de
cada vóxel, assim como o número de pontos representativos, são conﬁguráveis,
podendo assim este método ser adaptado a diferentes circunstancias, como o
tamanho dos objetos ou a quantidade de ruído. No entanto, e assim como os
outros métodos que atuam diretamente sobre a nuvem de pontos, este é um
processo complexo e envolve um grande esforço computacional e como tal, não
pode ser executado em tempo real. Os testes realizados permitiram veriﬁcar
uma degradação da performance do sistema de cerca de 90% baixando a taxa
de atualização para aproximadamente 5 frames por segundo.
4.3.3 Falhas de informação
Outra diﬁculdade, já referida na secção Conﬁguração 360°, consiste na interfe-
rência entre as diferentes perspetivas de captura. Devido às reﬂexões causadas
pelos pontos de aquisição virtuais, a emissão e sobreposição do padrão infraver-
melho da Kinect das várias perspetivas faz com que o valor de profundidade
não seja calculado e, como tal, também não seja representado no mapa de
profundidade. Nos testes realizados observou-se que este fenómeno ocorre es-
sencialmente quando uma determinada superfície é capturada por mais que
um ponto de captura (Figura 4.17). Como se pode observar nas zonas assi-
naladas com (1), nas perspetivas capturadas pelos espelhos, as áreas do chão
encontram-se sem informação de profundidade resultado desta interferência.
Este caso não é crítico uma vez que esta informação também seria descartada
no entanto, noutras zonas como as assinaladas com (2) e (3), existe informação
pertencente ao objeto que é perdida, inﬂuenciando o resultado ﬁnal da captura.
Este tipo de ruído não tem origem apenas nas interferências entre perspetivas.
Caso os materiais dos objetos sejam reﬂexivos ou tenhas zonas transparentes,
a Kinect pode também não conseguir capturar corretamente a informação de
profundidade dessas áreas (zona (4)).
Para recuperar essa informação seria necessário reconstruir essas áreas.
Uma vez que não é utilizada qualquer informação prévia sobre o objeto, este
processo torna-se impossível de realizar de forma automática e/ou em tempo
real. Foram testados métodos de processamento 2D simples, recorrendo a
erosões de forma a estender a superfícies nessas áreas, contudo, como não se
sabe nenhuma informação da geometria a adquirir, não é possível limitar a
área de erosão. Isso faz com que também existam alterações nos limites dos
objetos e, como tal, este método foi descartado. Durante os testes foi também
observado que o ruído provocado pela interferência existe durante a captura
mas, se houver movimento por parte do sensor, este atinge valores mínimos ou
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Figura 4.17: Demonstração dos diferentes tipos de Falhas de Informação durante
a captura da Caixa da Kinect. Em (1), interferência com chão, (2), informação
perdida com reﬂexões, (4), materiais transparentes/reﬂexivos.
desaparece totalmente. Esta técnica é usada de forma sistemática em [Schröder
et al., 2011] para resolver este problema, no entanto não foi implementada no
presente sistema uma vez que acarretava custos adicionais e poderia inﬂuenciar
os detalhes nos resultados.
4.4 Tecnologia
Durante a descrição do sistema foram referidas e utilizadas várias tecnologias
e bibliotecas para realizar diversas funções. Nesta secção pretende dar-se a
conhecer um pouco melhor quais as ferramentas e frameworks usadas no de-
senvolvimento deste projeto, e qual a sua principal utilidade.
4.4.1 OpenNI
O OpenNI (Open Natural Interaction)2 é uma biblioteca multiplataforma Open
Source que serve de interface e permite aceder a vários dispositivos de aquisição
2http://structure.io/openni (acedido em Outubro de 2014)
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de informação de profundidade, como é o caso da Kinect ou da Asus XTion.
Esta biblioteca permite conﬁgurar diversos parâmetros dos sensores como, por
exemplo, os de calibração entre imagem de profundidade e RGB. Neste pro-
jeto, o OpenNI foi utilizado para aceder à Kinect e retirar toda a informação
disponível relativa à imagem de cor e ao mapa de profundidade. Além disso, e
uma vez que este contém as propriedades de calibração do sensor, a conversão
do mapa de profundidade em nuvem de pontos com as coordenadas do mundo
real é também realizada a partir desta biblioteca.
4.4.2 OpenCV
O OpenCV (Open Computer Vision)3 é uma biblioteca multiplataforma Open
Source para processamento de imagem. Esta biblioteca está orientada para
aplicações em tempo real que usam visão por computador e, como tal, foi de-
senvolvida a pensar no desempenho, oferecendo a possibilidade de tirar partido
de processamento paralelo em múltiplos núcleos ou utilizando tecnologias mais
especíﬁcas, como o IPP ou CUDA. Apesar de ter wrappers para outras lin-
guagens, o OpenCV foi desenvolvido em C/C++ e tem implementados vários
métodos de processamento de imagem, cobrindo áreas como o reconhecimento
de padrões, machine learning, etc. Neste projeto esta biblioteca é usada in-
tensivamente desde o armazenamento da informação das imagens e mapa de
profundidades da Kinect, até à sua visualização, passando por todo o processa-
mento realizado em 2D, como a criação e utilização de máscaras e a aplicação
de ﬁltros de suavização.
4.4.3 PCL
O Point Cloud Library (PCL)4 é um projeto multiplataforma Open Source
para processamento de nuvens de pontos. Esta biblioteca, construída em C++,
tem implementados vários algoritmos recentes para realizar esse processamento
(como os utilizados para a remoção de ruído em 3D) e foi desenhada a pensar
na performance e eﬁciência dos cálculos. Apesar de não ter sido utilizado, o
PCL contém ainda wrappers para o OpenNI para realizar a aquisição de infor-
mação permitindo aceder a diferentes dispositivos inclusive de forma remota,
ou seja, capturar informação de dispositivos presentes noutros computadores.
Outra tecnologia presente nesta biblioteca é a do VTK (Visualization Tool-
kit), que está integrada num visualizador de informação, o PCD Viewer. Esta
ferramenta especíﬁca foi utilizada neste projeto e permite a visualização e na-
vegação em tempo real na nuvem de pontos em 3D. f
3http://opencv.org (acedido em Outubro de 2014)
4http://pointclouds.org/ (acedido em Outubro de 2014)
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4.4.4 Outras
Além destas bibliotecas consideradas "essenciais" foram ainda utilizadas outras
bibliotecas no desenvolvimento deste projeto. As mais relevantes foram:
- O Boost5, uma biblioteca C++ Open Source com amplas funcionalidades
e desenvolvida para melhorar a produtividade dos programadores. Foi
utilizado para a criação do sistema multi-threading e para resolver os
consequentes problemas de concorrência.
- O Qt6, uma plataforma multiplataforma Open Source desenvolvida em
C++ que possui uma ferramenta de criação de interfaces gráﬁcas, o Qt
Creator. Foi utilizado para a construção da interface gráﬁca do sistema.
- O MeshLab7, uma ferramenta Open Source que permite a visualização,
o processamento e edição de nuvens de pontos e malhas poligonais 3D.
Foi utilizado para visualização e edição de nuvem de pontos e ainda para
análise e validação de resultados.
4.5 Sumario
De forma a concretizar os objetivos propostos foram construídos dois protóti-
pos para realizar a captura 360°. O primeiro protótipo utiliza uma Kinect e
dois espelhos, criando desta forma três pontos de captura distintos. Os ele-
mentos estão dispostos a distâncias semelhantes da área de captura formando
um triângulo, centrado nessa área, entre eles. O segundo protótipo utiliza o
mesmo sensor e quatro espelhos, criando como tal cinco pontos de captura.
Nesta conﬁguração os elementos estão dispostos entre si em forma de pirâmide
com o centro da área de ação a coincidir com o centro da base da mesma.
A nível de ﬂuxo de execução, o sistema é independente da topologia física
utilizada e segue uma lógica de quatro passos. O primeiro passo é realizado
uma única vez e é responsável pela conﬁguração do sistema e os outros três,
aquisição, processamento e visualização, constituem o ciclo de captura de in-
formação:
- Conﬁguração - deﬁnição da área de captura e das superfícies dos espelhos,
assim como a sua calibração.
5www.boost.org (acedido em Outubro de 2014)
6http://qt-project.org (acedido em Outubro de 2014)
7http://meshlab.sourceforge.net (acedido em Outubro de 2014)
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- Aquisição e pré-processamento - aquisição da informação de cor e profun-
didade da Kinect, processamento da mesma de forma a ﬁltrar o máximo
de informação desnecessária e geração da nuvem de pontos 3D.
- Processamento de informação - tratamento da imagem 2D e da nuvem
de pontos de forma a melhorar o resultado de aquisição através da sua-
vização de informação e remoção de outliers.
- Visualização de informação - visualização e navegação em tempo real
da nuvem de pontos em 3D e análise dos resultados para validação dos
mesmos.
Durante a implementação deste sistema foram detetados vários problemas
relacionados com a aquisição de informação de profundidade e a qualidade da
mesma. Os que mais se ﬁzeram sentir foram a informação imprecisa (níveis de
detalhe da informação de profundidade dada pela Kinect), ruído (informação
do cenário mas não pertencente ao objeto), e falhas de informação (zonas
do mapa de profundidade sem informação). Apesar de não ter sido possível
resolver todos estes problemas, e ao mesmo tempo manter uma captura com
taxas de atualização interativas, alguns deles foram abordados de forma a
minimizar os seus efeitos sem perder outras propriedades.
Neste capítulo foram ainda descritas de forma breve quais as tecnologias
utilizadas para o desenvolvimento deste projeto pelo que as mais importantes
foram o OpenNI, OpenCV e PCL.
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Capítulo 5
Resultados
Com o objetivo de validar o sistema desenvolvido foram selecionados alguns
objetos para realizar a sua captura 360°. Dependendo das suas dimensões, essa
aquisição foi efetuada por uma das duas conﬁgurações descritas na Secção 4.1.
Além do desempenho genérico da aplicação em cada uma das situações, os
resultados foram ainda avaliados para conﬁrmar se estas correspondem às ca-
racterísticas dos objetos reais e para determinar a ﬁabilidade da captura.
Desta forma, e antes de entrar na análise de casos especíﬁcos, serão expli-
cados quais os objetos a analisar, os parâmetros a avaliar e como é que essa
avaliação foi realizada. Depois, o primeiro passo desta análise passa por validar
os resultados, isto é, certiﬁcar que as nuvens de pontos capturadas respeitam
a geometria original dos objetos reais. De seguida essa mesma nuvem será
examinada de forma a aferir a qualidade da captura e a ﬁabilidade da mesma
de acordo com o objeto original. A performance do sistema será analisada no
ﬁnal. Este capítulo será concluído com a análise dos resultados obtidos seguido
de um resumo dos tópicos abordados.
5.1 Métodos de avaliação
De forma a conseguir aferir a qualidade do sistema desenvolvido foram selecio-
nados alguns objetos e realizou-se a aquisição 360° dos mesmos. Esta avaliação
consistiu na comparação entre os resultados obtidos com os objetos reais, tanto
nas suas medidas como nas aproximações das meshes capturadas às superfícies
originais. Para estes testes foram utilizados os seguintes objetos:
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Figura 5.1: Informações do objeto "Caixa da Kinect".
Figura 5.2: Informações do objeto "PC".
Figura 5.3: Informações do objeto "Bola".
Foram realizadas várias capturas destes objetos tendo cada uma delas ca-
racterísticas diferentes relativamente aos métodos utilizados durante a aquisi-
ção. A primeira característica prende-se com o tempo da captura, isto é, se
esta foi feita de forma instantânea (uma frame) ou se foi uma captura prolon-
gada que, para os testes propostos, foram consideradas 30 frames. As outras
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características estão relacionadas com a utilização de ﬁltros, tanto o ﬁltro bi-
lateral para a suavização das superfícies (descrito na Secção 4.3.2), como o
ﬁltro para a remoção de outliers em 3D (descrito na Secção 4.3.1). No caso da
bola foi ainda feita uma segunda captura contemplando a movimentação da
mesma. Neste caso apenas foi analisada a aplicação dos ﬁltros, uma vez que
um tempo de captura mais prolongado não se poderia aplicar aqui.
Em todos os casos o resultado das capturas foi guardado e exportado para
um ﬁcheiro ply para ser examinado posteriormente. Estes ﬁcheiros assim como
algumas imagens capturadas pela Kinectpodem ser encontradas neste link1. A
nomenclatura com três dígitos presentes no ﬁm de cada ﬁcherio correspon-
dem, respetivamente, ao número de frames capturadas ('0' corresponde a uma
frame, '1' corresponde a 30), a utilização do ﬁltro de suavização Bilateral ('0'
corresponde a desligado, '1' corresponde a ligado), e a utilização do ﬁltro de
remoção de outliers ('0' corresponde a desligado, '1' corresponde a ligado).
A análise dos resultados foi feita de forma a avaliar as seguintes caracterís-
ticas:
- Validação das dimensões dos modelos capturados e comparação com as
do objeto original.
- Avaliação da qualidade dos resultados, isto é, saber o quão ﬁel e limpo o
resultado é e quantiﬁcar ruídos e imperfeições veriﬁcadas.
- Desempenho da aplicação na geração de informação de acordo com os
métodos e ﬁltros utilizados.
Estas características serão descritas com mais detalhe nas respetivas sec-
ções. Para fazer-se esta análise utilizou-se o MeshLab uma vez que esta apli-
cação permite a visualização de nuvens de pontos e disponibiliza ferramentas
que permitem fazer medições, seleções e alterações diretamente nas nuvens de
pontos.
Os testes foram realizados utilizando um computador portátil com um pro-
cessador Intel®CoreTM i5-2410M @2.30GHz, 6Gb de memória RAM e com
uma placa gráﬁca NVIDIA GeForce GT 540M com 1Gb de memória dedica-
dos.
5.2 Validação de resultados
A validação dos resultados tem como objetivo comparar as dimensões dos
objetos reais com a geometria obtida de forma a apurar a exatidão da captura.
1https://www.dropbox.com/sh/v8vjwvilbibchoq/AABdqm0RBpNWTaPyNEn5ZIZla?dl=
0 (acedido em outubro de 2014)
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Para tal foi considerada a geometria externa dos objetos o que, no caso dos
objetos da Caixa da Kinect e do PC corresponde às suas arestas enquanto no
caso da Bola, estática ou em movimento, corresponde ao seu diâmetro.
As medições efetuadas às capturas podem ser vistas nas tabelas seguintes.
A linha "Real" corresponde à medição real efetuada sobre o objeto. As linhas
"Mínimo" e "Máximo" representam as medições mínimas e máximas efetuadas
sobre o modelo e são seguidas do valor relativo do desvio comparativamente
com o valor real. A linha "Variação" corresponde à variação total entre as
medições mínimas e máximas e à sua relação com as medidas reais.
Caixa da Kinect Largura Altura Profundidade
Real 120mm 380mm 150mm
Mínimo 110mm 361mm 139mm
Desvio 10mm (8,33%) 19mm (5%) 11mm (7,33%)
Máximo 124mm 370mm 148mm
Desvio 4mm (3,33%) 10mm (2,63%) 2mm (1,33%)
Variação 14mm (11,67%) 29mm (7,63%) 13mm (8,67%)
Tabela 5.1: Validação de resultados, Caixa da Kinect
PC Largura Altura Profundidade
Real 200mm 420mm 500mm
Mínimo 179mm 386mm 456mm
Desvio 21mm (10,5%) 34mm (8,1%) 44mm
Máximo 195mm 396mm 483mm (8,8%)
Desvio 5mm (2,5%) 24mm (5,71%) 17mm
Variação 26mm (13%) 58mm (13,8%) 61mm (12,2%)
Tabela 5.2: Validação de resultados, PC
Bola Estática Diâmetro
Real 240mm
Mínimo 220mm
Desvio 20mm (8,33%)
Máximo 235mm
Desvio 5mm (2,08%)
Variação 25mm (10,42%)
Tabela 5.3: Validação de resultados, Bola Estática
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Bola Movimento Diâmetro
Real 240mm
Mínimo 215mm
Desvio 25mm (10,42%)
Máximo 233mm
Desvio 7mm (2,92%)
Variação 32mm (13,33%)
Tabela 5.4: Validação de Resultados, Bola em Movimento
Como se pode ver nos resultados, a diferença das dimensões entre os mo-
delos capturados e os objetos reais é por norma pequena, atingindo os valores
mais elevados durante a medição do PC. Neste caso o erro médio é de cerca de
13%. Um dos motivos para este erro é a utilização da conﬁguração do Caso
1: o objeto encontra-se a uma distância maior da câmara e, como tal, o nível
de detalhe é também menor induzindo assim medições menos precisas. De
observar ainda que no caso da bola em movimento a diferença de dimensões
também é mais elevada que a captura estática.
Outra conclusão que pode ser tirada destes resultados é que as medições
apresentam um erro maior nas partes do objeto que são capturadas através
dos espelhos. Este resultado já era esperado uma vez que a distância a que
estas partes do objeto se encontram do sensor é maior e, como tal, estão mais
suscetíveis a erros.
5.3 Avaliação de resultados
A avaliação da qualidade dos resultados consiste numa comparação entre os
modelos capturados e os objetos reais, tanto a nível da forma como da consis-
tência dos dados dos mesmos. Da fase de validação conclui-se que a geometria
resultante das capturas, apesar de conter alguns erros, é ﬁel à dos objetos.
Relativamente à consistência dos dados, foi necessário deﬁnir uma forma de
quantiﬁcar essa característica e, para tal, olhou-se às diﬁculdades surgidas na
fase de desenvolvimento e consideraram-se os problemas de informação impre-
cisa, ruído e falhas de informação.
5.3.1 Informação imprecisa
A imprecisão da informação está relacionada com a qualidade do próprio sensor
e com as distâncias a que são efetuadas as capturas (descrito na Secção 4.3.1).
Isto traduz-se na colocação dos pontos das superfícies dos objetos em posições
82 5. Resultados
perto das corretas mas com desvios ligeiros.
Este fenómeno é mais evidente nas zonas com superfícies lisas. Como é
esperado que a nuvem de pontos nestas áreas seja uniforme, qualquer pertur-
bação visível é mais notória. Estas serão as zonas em foco para a avaliação da
informação imprecisa.
Foram selecionadas algumas superfícies dos objetos com características di-
ferentes, uma cuja aquisição tenha sido feita diretamente pelo sensor, e outra
através dos espelhos, e nelas foi medida a distância à superfície dos pontos
mais incorretos. As colunas "Medição" contêm o valor máximo medido, isto
é, o valor mais impreciso em cada uma das áreas capturadas. As colunas
"Melhoria" contêm o valor relativo da diferença na imprecisão da informação
comparativamente com as medições sem ﬁltro.
Frames
Capturados
Filtro
Suavização
Outliers
Direto Espelho
Medição Melhoria Medição Melhoria
1 Desligado Desligado 13mm - 76mm -
1 Desligado Ligado 12mm 7,69% 60mm 21,05%
1 Ligado Desligado 9mm 30,77% 58mm 23,68%
1 Ligado Ligado 8mm 38,46% 58mm 23,68%
30 Desligado Desligado 10mm - 76mm -
30 Desligado Ligado 7mm 30,00% 79mm -3,95%
30 Ligado Desligado 8mm 20,00% 73mm 3,95%
30 Ligado Ligado 7mm 30,00% 65mm 14,47%
Tabela 5.5: Informação imprecisa, Caixa da Kinect.
Frames
Capturados
Filtro
Suavização
Outliers
Direto Espelho
Medição Melhoria Medição Melhoria
1 Desligado Desligado 12mm - 124mm -
1 Desligado Ligado 12mm 0,0% 105mm 15,32%
1 Ligado Desligado 8mm 33,33% 101mm 18,55%
1 Ligado Ligado 8mm 33,33% 99mm 20,16%
30 Desligado Desligado 69mm - 131mm -
30 Desligado Ligado 33mm 52,17% 122mm 6,87%
30 Ligado Desligado 12mm 82,61% 120mm 8,4%
30 Ligado Ligado 12mm 82,61% 120mm 8,4%
Tabela 5.6: Informação imprecisa, PC.
Como se pôde observar, a variação entre pontos de uma mesma superfície
existe por toda ela e pode atingir os 131mm. Os casos mais graves registaram-
se durante a captura do PC devido à maior distância a que este se encontra
da câmara.
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Frames
Capturados
Filtro
Suavização
Outliers
Direto Espelho
Medição Melhoria Medição Melhoria
1 Desligado Desligado 21mm - 52mm -
1 Desligado Ligado 11mm 47,62% 25mm 51,92%
1 Ligado Desligado 12mm 42,86% 48mm 7,69%
1 Ligado Ligado 11mm 47,62% 31mm 40,38%
30 Desligado Desligado 25mm - 61mm -
30 Desligado Ligado 13mm 8,0% 60mm 1,64%
30 Ligado Desligado 19mm 24,0% 55mm 9,84%
30 Ligado Ligado 19mm 24,0% 57mm 6,56%
Tabela 5.7: Informação imprecisa, Bola Estática.
Frames
Capturados
Filtro
Suavização
Outliers
Direto Espelho
Medição Melhoria Medição Melhoria
1 Desligado Desligado 24mm - 54mm -
1 Desligado Ligado 23mm 4,17% 31mm 42,59%
1 Ligado Desligado 23mm 4,17% 34mm 37,04%
1 Ligado Ligado 22mm 8,33% 33mm 38,89%
Tabela 5.8: Informação imprecisa, Bola em Movimento.
O modelo da Bola é o que tem menores variações devido à sua dimensão
e ao material que a compõe. Como a superfície da bola é pouco reﬂexiva o
padrão emitido pela Kinect é capturado mais ﬁelmente o que se traduz em
menos imprecisões. Comparativamente, o modelo da caixa da Kinect revela
uma imprecisão maior que a bola uma vez que, apesar de se encontrarem
à mesma distância, o material que a compõe é mais especular e como tal a
aquisição de informação torna-se menos precisa.
Em qualquer um dos casos é notória a existência de uma imprecisão maior
nas partes capturadas pelos espelhos uma vez que a distância a que estas se
encontram do sensor é maior. A imprecisão da informação em relação à captura
direta chega a ser 10 vezes superior.
A utilização de ﬁltros revelou-se positiva na atenuação deste problema.
Com a utilização do ﬁltro de suavização a amplitude das imperfeições redu-
ziram consideravelmente. Esta redução foi mais evidente nas zonas que eram
capturadas diretamente pela câmara: uma vez que o erro era menor, a sua su-
avização permitiu melhorar a superfície capturada em média 36%. Nas zonas
capturadas pelos espelhos, uma vez que existe mais ruído, a suavização não foi
tão eﬁcaz havendo uma melhoria média de 19%.
A utilização do ﬁltro para a remoção de outliers também trouxe melhorias
em relação à imprecisão da informação, no entanto numa grandeza menor.
Nas zonas capturadas diretamente pela câmara a aplicação deste ﬁltro trouxe
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melhorias de cerca de 11%, enquanto que nas áreas capturadas através de
espelhos essa melhoria foi de aproximadamente 15%. Estas últimas zonas
contêm informação mais imprecisa e mais esparsa, como tal, a utilização do
ﬁltro de remoção de outliers é mais eﬁcaz.
A aplicação dos dois ﬁltros em simultâneo também produziu resultados
positivos, atingindo assim uma maior melhoria na qualidade de informação.
As áreas capturadas diretamente pela câmara registaram uma melhoria de
cerca de 38% e as zonas capturadas através de espelhos 22%.
Por outro lado, a realização de uma captura prolongada revelou piores
resultados a nível da imprecisão da informação. Embora visualmente as su-
perfícies das nuvens de pontos ﬁquem mais suaves, a maior exposição leva
a que seja também introduzida mais informação imprecisa esporádica. Este
tipo de informação errada tem normalmente como origem as zonas de captura
mais distantes, isto é, as zonas capturadas através dos espelhos. Isto faz com
que existam zonas da mesh com maior variação posicional e, como tal, mais
imprecisão.
5.3.2 Ruído
Nestas capturas o ruído representa excertos de informação que não foi possível
ﬁltrar corretamente e, como tal, fazem parte do resultado mas não deveriam
fazer parte da nuvem de pontos do objeto. No capítulo anterior (Secção 4.3.2)
foram identiﬁcados três tipos de ruído, no entanto no âmbito desta avaliação
apenas teremos em conta os dois primeiros, isto é, as porções de informação
que representam outliers e a informação incorreta.
Optou-se por descartar as zonas com excesso de informação uma vez que
estas estão dependentes da forma do objeto e da conﬁguração escolhida. Por
exemplo, no caso da conﬁguração do Caso 2, se se posicionar um objeto com
uma geometria cúbica de forma às suas faces ﬁcarem numa perspetiva paralela
aos espelhos, não existirão zonas de sobreposição durante a aquisição e, como
tal, também não existirão zonas com excesso de informação. Por outro lado, se
o objeto não for colocado nessa posição, todas as faces laterais da caixa serão
visíveis por mais que uma perspetiva e, como tal, todas elas terão zonas com
excesso de informação.
A forma encontrada para avaliar esta característica passa pela quantiﬁcação
do número de pontos que se enquadram nos erros descritos. A coluna "Total"
contém o número total de pontos capturados nessa conﬁguração enquanto a
coluna "Ruído" contém os pontos dessa nuvem distinguidos como ruído. A
coluna "Rácio" reﬂete a relação entre as duas colunas anteriores, isto é, a
percentagem de informação ruidosa na captura.
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Frames
Capturados
Filtro
Suavização
Outliers Total Ruído Rácio
1 Desligado Desligado 25122 1333 5,31%
1 Desligado Ligado 24442 1117 4,57%
1 Ligado Desligado 26272 1288 4,90%
1 Ligado Ligado 25629 1118 4,36%
30 Desligado Desligado 24683 2040 8,26%
30 Desligado Ligado 24755 2004 8,10%
30 Ligado Desligado 24821 1871 7,54%
30 Ligado Ligado 24732 1986 8,03%
Tabela 5.9: Ruído, Caixa da Kinect.
Frames
Capturados
Filtro
Suavização
Outliers Total Ruído Rácio
1 Desligado Desligado 41672 1412 3,39%
1 Desligado Ligado 40803 574 1,41%
1 Ligado Desligado 41555 1342 3,23%
1 Ligado Ligado 40846 626 1,53%
30 Desligado Desligado 45900 5133 11,18%
30 Desligado Ligado 45900 4826 10,51%
30 Ligado Desligado 45722 5070 11,09%
30 Ligado Ligado 45658 4659 10,20%
Tabela 5.10: Ruído, PC.
Frames
Capturados
Filtro
Suavização
Outliers Total Ruído Rácio
1 Desligado Desligado 16867 238 1,41%
1 Desligado Ligado 16443 146 0,89%
1 Ligado Desligado 16964 224 1,32%
1 Ligado Ligado 16630 132 0,79%
30 Desligado Desligado 19683 643 3,27%
30 Desligado Ligado 19521 439 2,25%
30 Ligado Desligado 19561 689 3,52%
30 Ligado Ligado 19731 522 2,65%
Tabela 5.11: Ruído, Bola Estática.
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Frames
Capturados
Filtro
Suavização
Outliers Total Ruído Rácio
1 Desligado Desligado 20076 866 4,31%
1 Desligado Ligado 19506 564 2,89%
1 Ligado Desligado 18848 774 4,11%
1 Ligado Ligado 18860 624 3,31%
Tabela 5.12: Ruído, Bola em Movimento.
Analisando os resultados apresentados pode observar-se que a aplicação do
ﬁltro para remoção de outliers cumpre o seu propósito e como tal diminui a
quantidade de ruído na maioria das capturas: até 7% em relação à captura
sem ﬁltro. A utilização do ﬁltro de suavização tem também um efeito positivo
em relação à quantidade de ruído, no entanto este efeito é reduzido atingindo
apenas melhorias de 1%.
De notar ainda que a captura prolongada introduz mais ruído no modelo,
principalmente na forma de outliers. Uma das características destes outliers é
serem porções pequenas de informação não ﬁltrada, muitas vezes resultado de
erros esporádicos com origem no hardware na fase de captura. Numa aquisição
instantânea (uma frame), este tipo de erros são mais improváveis de capturar e
costumam ter como resultado fragmentos de informação de pequena dimensão.
No entanto, no caso de uma captura prolongada, além de ser mais provável
conseguir capturar este tipo de interferências, pode acontecer estas tornarem-
se maiores por acumularem ruídos das várias frames. Estes casos dão origem a
porções de informação com maior dimensão que, por sua vez, são mais difíceis
de descartar automaticamente provocando um maior nível de ruído.
5.3.3 Falhas de informação
As falhas de informação resultam da inexistência de dados numa determinada
área (Secção 4.3.3) o que provoca a ausência de informação nessas zonas na
nuvem de pontos. Se considerarmos uma zona que seja capturada por duas
perspetivas diferentes e apenas uma delas contiver falhas de informação, a geo-
metria do objeto poderá ser complementada através da informação proveniente
da outra perspetiva. No entanto, se as duas perspetivas contiverem falhas de
informação, existirá na mesma uma área sem dados na nuvem de pontos e,
uma vez que estas zonas estão expostas ao padrão da Kinect por mais que
uma vez, é normal isto acontecer (Secção 3.2.2).
De forma a avaliar este ponto e tendo em conta as suas condicionantes,
o método escolhido passou por uma análise do mapa de profundidades e pelo
cálculo da razão entre o número total de pixéis da área do objeto e os pixéis sem
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informação nessa mesma área. Essas máscaras foram construídas manualmente
a partir da imagem de cor da captura como está representado na ﬁgura 5.4.
No caso do objeto Bola em Movimento foram construídas duas máscaras, uma
para cada uma das capturas.
Figura 5.4: Imagens exempliﬁcativas do processo para a obtenção do nível de Falhas
de Informação. À esquerda, as imagens de cor (em cima) e de profundidade (em
baixo) provenientes da captura. À direita, máscara construída a partir da imagem de
cor (em cima) e a aplicação dessa mesma máscara à imagem de profundidade (em
baixo) resultando nas zonas com falhas de informação.
Para este teste foram descartadas as capturas com o ﬁltro de remoção de
outliers uma vez que este apenas atua a posteriori sobre a nuvem de pontos 3D
e não no mapa de profundidades. A coluna "Falhas" contém o número de pixéis
da área do objeto sem informação e a coluna "Rácio" a relação entre estes e
o número total de pixéis da máscara, ou seja, a percentagem de informação
ruidosa contida na captura.
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Máscara
Total
Frames
Capturados
Filtro
Suavização
Ruído
(píxeis)
Rácio
27751
1 Desligado 2397 8,64%
1 Ligado 2444 8,81%
30 Desligado 969 3,49%
30 Ligado 1013 3,65%
Tabela 5.13: Falhas de informação, Caixa da Kinect.
Máscara
Total
Frames
Capturados
Filtro
Suavização
Ruído
(píxeis)
Rácio
43414
1 Desligado 1718 3,96%
1 Ligado 1841 4,24%
30 Desligado 838 1,93%
30 Ligado 862 1,99%
Tabela 5.14: Falhas de informação, PC.
Máscara
Total
Frames
Capturados
Filtro
Suavização
Ruído
(píxeis)
Rácio
19376
1 Desligado 2784 14,37%
1 Ligado 2741 14,15%
30 Desligado 1043 5,38%
30 Ligado 1030 5,32%
Tabela 5.15: Falhas de informação, Bola.
Máscara
Total
Frames
Capturados
Filtro
Suavização
Ruído
(píxeis)
Rácio
19718 1 Desligado 2162 10,96%
19611 1 Ligado 2098 10,70%
Tabela 5.16: Falhas de informação, Bola em Movimento.
Como se pode observar nos resultados obtidos, a área com falhas de infor-
mação é menor nas capturas prolongadas comparativamente com as capturas
instantâneas, podendo esta redução chegar a aproximadamente 9%. As falhas
de informação são muitas vezes inconsistentes, isto é, não aparecem em todas
as frames. Assim, numa captura prolongada a nuvem de pontos é construída
a partir da acumulação de informação de várias frames e como tal, as falhas
esporádicas que ocorrem numa frame são corrigidas nas frames seguintes. Já o
ﬁltro de suavização tem um efeito quase nulo, pelo que a sua aplicação apenas
tem alterações no nível do ruído na ordem dos 0,17%.
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5.4 Desempenho
O desempenho da aplicação está intimamente ligado à quantidade de informa-
ção a processar e ao processamento efetuado sobre essa informação: quanto
maior a quantidade de informação e quantos mais ﬁltros forem usados, mais
processamento é necessário para calcular os resultados e consequentemente,
menor o desempenho do sistema.
Os ﬁltros utilizados durante os testes foram o ﬁltro bilateral para a sua-
vização das superfícies do objeto e o ﬁltro de remoção de outliers. Na tabela
seguinte são apresentadas as taxas de atualização (frames por segundo) obtidas
com e sem a aplicação de ﬁltros. É também mostrada a penalização relativa
do desempenho do sistema com a utilização dos ﬁltros.
Sem Filtros Filtro Bilateral Filtro Outliers Ambos
PC (43507pts) 45,10 fps 26,21 (41,87%) 2,51 (94,44%) 2,36 (94,78%)
Kinect (25057pts) 49,62 fps 28,42 (42,73%) 3,52 (92,92%) 3,37 (93,22%)
Bola (18175pts) 62,94 fps 31,56 (49,85%) 5,42 (91,38%) 5,01 (92,04%)
Tabela 5.17: Desempenho registado pelas diferentes conﬁgurações ( frames por se-
gundo)
Como já tinha sido referido na descrição de cada um dos ﬁltros, o desem-
penho do sistema é penalizado em cerca de 45% com a utilização do ﬁltro
Bilateral, 93% com a utilização do ﬁltro de Remoção de Outliers e 94% se
forem utilizados os dois ﬁltros em simultâneo. Nos casos em que é utilizado
o ﬁltro de Remoção de Outliers, uma vez que exige mais processamento, o
desempenho do sistema deixa de conseguir atingir taxas de atualização intera-
tivas e como tal, este ﬁltro apenas pode ser usado para a captura de objetos
estáticos.
5.5 Análise de resultados
Durante os testes efetuados foi analisada a qualidade dos resultados em relação
à ﬁabilidade das dimensões capturadas e das superfícies.
Relativamente à validação das dimensões, o erro encontrado não foi muito
elevado, atingiu no máximo os 14%, no entanto é o suﬁciente para não ser
possível uma reprodução ﬁel dos objetos originais. Isto representa um erro
de quase 6cm. Estas irregularidades encontraram-se principalmente nas zonas
cuja superfície do objeto se encontra mais longe do sensor uma vez que o erro
associado à captura também aumenta. Isto provoca um maior desnivelamento
e mais falhas na informação, o que leva a medições menos corretas.
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Em relação à qualidade da nuvem de pontos, esta também ﬁcou um pouco
aquém do esperado. Nas perspetivas capturadas diretamente pela Kinect, uma
vez que a distância das superfícies ao sensor é menor, o erro é relativamente
pequeno e o resultado satisfatório. O desvio maior ocorreu na captura de um
objeto em movimento e registou um erro de 2,4cm. No entanto, nas zonas
capturadas a partir dos espelhos, a distância de captura é maior e, acompa-
nhando a fórmula de erro da Kinect (descrita na Secção 3.3.2), a imprecisão da
informação é bastante elevada chegando a atingir no pior caso desvios de 13cm.
Este registo aconteceu durante a captura do PC onde as superfícies capturadas
pelos espelhos encontravam-se a distâncias superiores a 3m. Estes resultados
revelaram-se insatisfatórios para a construção de modelos 3D de objetos com
boa qualidade.
Quanto ao desempenho, a aplicação obteve bons resultados. Apesar do
acréscimo de processamento para computar os resultados provenientes dos es-
pelhos, sem a aplicação de ﬁltros o sistema apresentou taxas de atualização
superiores a 45 frames por segundo. Neste caso a principal limitação é a
velocidade de captura da Kinect. No entanto, com a aplicação dos ﬁltros o
desempenho do sistema baixou consideravelmente: cerca de 40% com a utili-
zação do ﬁltro de suavização bilateral e mais de 90% com a utilização do ﬁltro
de remoção de outliers. Isto signiﬁca que, no hardware utilizado, as taxas de
atualização baixaram para menos de 5 frames por segundo impossibilitando
assim o funcionamento do sistema em tempo real.
Assim como foi mostrado, o principal ponto de inﬂuência nos resultados de
captura foi a distância a que as superfícies dos objetos se encontravam da fonte
de captura. Devido ao erro exponencial relatado na Secção 3.3.2, superfícies
que se encontram a 150cm de distância já contêm uma variação de 1,7cm o
que é bastante visível tendo em conta a dimensão dos objetos. Como todas
as superfícies capturadas pela perspetiva do espelho se encontram a mais de
250cm, a nuvem de pontos nessas zonas tem pouca qualidade.
Contudo e dado o aspeto geral dos modelos, pode observar-se que a forma
mantém-se e são percetíveis os traços gerais do objeto. Embora os erros en-
contrados impossibilitem uma reprodução ﬁel do objeto capturado, é possível
construir aproximações desses mesmos objetos. Se a isso aliarmos a velocidade
do sistema sem a aplicação de ﬁltros, a aplicação da informação gerada a sis-
temas interativos pode possibilitar a construção de esqueletos a partir dessas
aproximações.
Foram feitos também alguns testes de forma a avaliar o desempenho do
sistema na geração em tempo real das malhas poligonais. Para tal foram utili-
zados os algoritmos de triangulação de superfície gananciosos (Greedy Surface
Triangulation)[Marton et al., 2009] disponibilizados pela biblioteca PCL, no
entanto, o resultado não foi satisfatório (Figura 5.5).
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Figura 5.5: Exemplo dos resultados obtidos na tentativa de geração de uma malha
poligonal a partir da nuvem de pontos capturada.
Este algoritmo utiliza uma técnica de vizinho mais próximo, isto é, para
cada ponto é calculada a vizinhança e todos os pontos contidos nessa seleção
são analisados para inclusão na mesh. É possível variar alguns parâmetros que
inﬂuenciam os resultados do algoritmo. No entanto, uma vez que a quantidade
de pontos que constituem a superfície de um objeto é variável e inconstante,
não foi possível encontrar os valores ótimos para a correta geração da malha
poligonal em todas as superfícies do objeto. Além disso, a performance do
sistema baixava para taxas de atualização de uma frame por segundo o que
anularia por completo ao sistema a propriedade de aquisição em tempo real.
5.6 Sumário
De forma a avaliar o sistema construído foram selecionados alguns objetos de
teste: um PC, a Caixa da Kinect e uma Bola de Basquete. O primeiro objeto
foi capturado usando a conﬁguração do Caso 1 e para os outros dois recorreu-se
à conﬁguração arena. Depois de capturada a nuvem de pontos a análise dos
resultados passou pela validação das suas dimensões, avaliação da qualidade
das superfícies capturadas e pela análise do desempenho do sistema.
Relativamente às dimensões, os erros observados, apesar de pequenos, atin-
giram imprecisões de cerca de 14% em relação aos objetos originais. Apesar da
forma se manter e ser percetível a geometria do objeto, um erro desta ordem
impossibilita a reprodução ﬁel dos objetos capturados. Quanto à qualidade das
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superfícies capturadas, as imprecisões registadas foram também elas elevadas
chegando a atingir os 13cm. A aplicação de ﬁltros revelou-se eﬁcaz chegando
em alguns casos a apresentar melhorias superiores a 30%. Contudo isso não foi
o suﬁciente para criar superfícies ﬁéis às dos objetos originais. Todas elas se
apresentaram bastante ruidosas. Em qualquer um dos casos, a distância a que
a superfície do objeto se encontra do sensor revelou-se decisiva na qualidade
dos resultados. As superfícies que foram capturadas diretamente pelo sensor
apresentam uma qualidade superior às capturadas através dos espelhos uma
vez que se encontram mais próximas do mesmo.
A nível de desempenho o sistema apresentou bons resultados atingindo
taxas de atualização superiores a 45 frames por segundo. Estes valores baixam
com a aplicação dos ﬁltros usados para o aperfeiçoamento da nuvem de pontos,
cerca de 40% no caso do ﬁltro de suavização Bilateral e chegando aos 90% com
o ﬁltro de Remoção de Outliers.
Apesar da qualidade dos resultados ter ﬁcado um pouco aquém do espe-
rado, a forma e dimensões gerais do objeto mantêm-se. Se aliarmos isso ao
desempenho atingido é possível a criação de modelos 3D com aproximações
dos objetos reais com taxas de atualização interativas. Isto pode ser usado de
diversas formas em sistemas reativos e interativos nomeadamente a partir da
geração do esqueleto 3D da entidade capturada.
Capítulo 6
Conclusão e trabalho futuro
Esta tese teve como objetivo o estudo e implementação de um sistema de baixo
custo, capaz de realizar a captura 360° de informação 3D sobre um objeto em
tempo real, utilizando uma conﬁguração estática. Este sistema seria capaz
de capturar toda a informação geométrica sobre a superfície de um objeto ao
longo de todo o seu perímetro exterior, isto é, conforme vista de qualquer ponto
de um círculo que contenha o objeto no seu interior.
As características descritas nem sempre são compatíveis, como tal, foi ne-
cessário criar uma solução capaz de as integrar todas num sistema único. Fo-
ram estudadas várias abordagens, tanto a nível do sensor de captura, como
da conﬁguração utilizada, e a escolha recaiu sobre a Microsoft Kinect e uma
conﬁguração de espelhos. A Kinect tem como principal vantagem o acesso a
informação 3D sobre o mundo em tempo real a um custo reduzido. A conﬁ-
guração de espelhos permite que informação que não está no raio de visão do
sensor fosse capturada, o que possibilita a captura 360°. Esta conﬁguração é
estática, no entanto, versátil uma vez que pode ser adaptada consoante a di-
mensão dos objetos. A principal limitação deste sistema recai sobre a distância
a que a Kinect consegue recolher informação 3D, o que restringe a colocação
dos espelhos e, consequentemente, a dimensão dos objetos capturados.
Para testar o sistema desenvolvido foram escolhidos três objetos e recorreu-
se a duas conﬁgurações distintas, como foi descrito no capítulo Arquitetura do
sistema: uma utilizando a Kinect e dois espelhos, criando desta forma três
pontos de captura distintos, e outra tirando partido do mesmo sensor e quatro
espelhos, criando assim cinco pontos de captura.
A nuvem de pontos foi capturada para cada um dos objetos e analisada
de forma a apurar a qualidade dessa aquisição. Para tal foram avaliados três
pontos: validação da dimensão do objeto, qualidade da malha capturada e
desempenho do sistema. Os resultados obtidos não foram tão bons como o
esperado. A validação da dimensão do objeto apresentou erros na ordem dos
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14% que, apesar de não ser muito elevado, impossibilita a recriação ﬁel dos
objetos originais. Quanto à qualidade das superfícies capturadas, registou-se
bastante ruído e imprecisão na informação chegando a atingir variações de
13cm. Apesar destes erros terem sido minorados com a aplicação de ﬁltros
de suavização e de remoção de outliers, esta melhoria não foi suﬁciente e os
resultados continuaram com muita imprecisão. Além disso, a aplicação destes
ﬁltros penalizou bastante o desempenho do sistema: 40% no caso do ﬁltro de
suavização e mais de 90% no ﬁltro de remoção de outliers. Neste campo o
desempenho do sistema foi bom e, sem a utilização desses ﬁltros, atingiu taxas
de atualização superiores a 45 frames por segundo. Estes valores são afetados
pela dimensão do objeto pelo que no caso dos objetos mais pequenos chegou
a atingir-se taxas de 60 frames por segundo.
Dos resultados obtidos, o principal problema e limitação do sistema prendeu-
se com a distância a que os objetos se encontram do sensor. Uma vez que o erro
nas medições da Kinect está associado a uma função quadrática (ver Secção
3.3.2), com o aumentar da distância, o erro também aumenta: se o objeto se
encontrar a 2,5m do sensor, o erro associado a essa medição já é de 4,8cm. Esta
limitação teve consequências principalmente na informação capturada a partir
dos espelhos. Uma vez que, nestes casos, a superfície do objeto se encontra
mais distante do sensor (corresponde à soma da distância da superfície ao es-
pelho e do espelho ao sensor), os resultados obtidos por esta via apresentaram
pior qualidade.
Os objetos de maior dimensão obrigaram à construção de uma conﬁguração
mais ampla e, como tal, o sensor ﬁcou mais afastado do objeto e dos espelhos.
Consequentemente, a captura nestes casos apresentou piores resultados. No
caso de objetos mais pequenos é possível aproximar todos os intervenientes e
realizar a captura 360°. A área de ação tornou-se mais pequena e, como tal, a
qualidade da nuvem de pontos capturada foi maior.
Com estes resultados conclui-se que o sistema não era apto para criar mo-
delos de objetos 3D ﬁeis aos objetos originais devido aos níveis de ruído e
imprecisão registados. No entanto, as nuvens de pontos geradas respeitam a
forma dos objetos e a sua dimensão também se aproxima da original. Aliando
isso ao desempenho que a aplicação apresentou, este sistema pode ser usado
para gerar aproximações 3D dos objetos em tempo real, o que pode ser útil
para aplicações interativas ou outras aplicações que não precisem de um nível
de detalhe elevado. A informação 360° em 3D sobre o corpo humano pode ser
útil para sistemas Virtual Try-On, tanto de corpo inteiro como parcial, ou na
criação de esboços de movimentos e recriação do esqueleto humano.
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6.1 Trabalho futuro
Apesar dos resultados não terem sido os esperados foi possível demonstrar com
sucesso este conceito. Existem vários pontos onde este sistema pode sofrer
melhorias, tanto a nível de hardware como de processamento.
A menor qualidade das malhas capturadas provém maioritariamente do
erro associado à captura por parte da Kinect. A utilização de um sensor que
ofereça uma melhor qualidade da informação 3D a distâncias maiores melho-
raria por si só os resultados do sistema. A utilização da Kinect2 poderia ser
uma solução a seguir uma vez que, além de conseguir gerar informação mais
precisa e consistente, vem equipada com uma câmara RGB FullHD. Outra op-
ção relacionada apenas com a captura de informação a curta distância poderia
passar pela utilização do sensor Leap Motion: este sensor aﬁrma ter precisões
de movimento na ordem dos centésimos de milímetro. Apesar de não fazer a
captura de informação RGB, se este for integrado e calibrado com um sensor
externo poderia ser uma solução de alta precisão a um custo reduzido.
Outro ponto de falha no sistema construído é o processo de calibração. A
obtenção do plano representativo da posição de cada espelho revelou-se difícil
e a introdução de erro neste processo frequente. A utilização de métodos mais
precisos, tanto através da medição das distâncias entre componentes como na
utilização de uma área maior para representar o espelho, poderia facilitar o
processo de calibração e também produzir resultados com mais qualidade. Com
a melhoria destes dois pontos seria possível pensar na utilização das reﬂexões
entre espelhos para gerar mais pontos de captura em perspetivas diferentes
utilizando os mesmos recursos.
Relativamente ao desempenho do sistema, apesar de este ter sido satisfató-
rio, poderia ainda ser otimizado através da utilização de GPU. Isto permitiria
a utilização de mais ﬁltros e ﬁltros mais eﬁcazes sem que o desempenho do
sistema fosse tão penalizado. Este é um campo em foco no desenvolvimento
das bibliotecas utilizadas neste projeto (OpenCV e PCL) e estes progressos
estão a ser disponibilizados com frequência.
Num campo diferente e menos relacionado com o projeto, além da passagem
de modelos estáticos para ﬁcheiro, outra funcionalidade interessante poderia
passar pela gravação de vídeo da informação já processada em 3D. O OpenNI
permite a gravação do ﬂuxo de informação da Kinect para ﬁcheiros, mas este
apenas contém a informação crua. Todo o processamento terá de ser efetuado
sempre que se quiser reproduzir o vídeo. Isto torna este formato ineﬁciente e
impossibilita que seja guardada informação já processada sobre, por exemplo,
a malha poligonal dos objetos capturados. A gravação de informação 3D é um
processo exigente a nível de espaço, uma vez que, além da imagem, também
estão associados a malha poligonal, normais dos pontos, texturas, etc. Estão
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a ser feitos esforços neste campo por parte da PCL1 mas para já ainda não
foram disponibilizados. A possibilidade de guardar a informação já ﬁltrada,
mesmo que não fosse em tempo real, seria uma mais-valia para o projeto.
Para terminar, o sistema desenvolvido necessita de melhorias em vários
pontos para conseguir produzir resultados com níveis de qualidade satisfatórios.
Além disso, também seria necessário mais trabalho a nível de consistência para
o tornar usável para o público em geral. No entanto, o sistema está funcional
e os progressos feitos foram positivos podendo dar origem a novas iterações.
1http://pointclouds.org/gsoc/ (acedido em outubro de 2014)
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