Contrastive Multiview Coding by Tian, Yonglong et al.
Contrastive Multiview Coding
Yonglong Tian
MIT CSAIL
yonglong@mit.edu
Dilip Krishnan
Google Research
dilipkay@google.com
Phillip Isola
MIT CSAIL
phillipi@mit.edu
Abstract
Humans view the world through many sensory channels,
e.g., the long-wavelength light channel, viewed by the left
eye, or the high-frequency vibrations channel, viewed by
the right ear. Each view is noisy and incomplete, but im-
portant factors, such as physics, geometry, and semantics,
tend to be shared between all views (e.g., a “dog” can
be seen, heard, and felt). We hypothesize that a power-
ful representation is one that models view-invariant factors.
Based on this hypothesis, we investigate a contrastive coding
scheme, in which a representation is learned that aims to
maximize mutual information between different views but is
otherwise compact. Our approach scales to any number of
views, and is view-agnostic. The resulting learned represen-
tations perform above the state of the art for downstream
tasks such as object classification, compared to formula-
tions based on predictive learning or single view recon-
struction, and improve as more views are added. Code and
reference implementations are released on our project page:
http://github.com/HobbitLong/CMC/.
1. Introduction
A foundational idea in coding theory is to learn com-
pressed representations that nonetheless can be used to re-
construct the raw data. This idea shows up in contemporary
representation learning in the form of autoencoders [50] and
generative models [30, 20], which try to represent a data
point or distribution as losslessly as possible. Yet lossless
representation might not be what we really want, and indeed
is trivial to achieve – the raw data itself is a lossless represen-
tation. What we might instead prefer is to keep the “good”
information (signal) and throw away the rest (noise). How
can we identify what information is signal and what is noise?
To an autoencoder, or a maximum likelihood generative
model, a bit is a bit (since the goal is to maximize the log
likelihood of the data). No one bit is better than any other.
Our conjecture in this paper is that some bits are in fact better
than others. Some bits code important properties like seman-
tics, physics, and geometry, while others code attributes that
we might consider less important, like incidental lighting
conditions or thermal noise in a camera’s sensor.
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Figure 1: Our general framework for learning from multiple views
of a dataset using a contrastive objective. For each set of views a
deep representation is learnt by bringing views of the same scene
together in embedding space, while pushing views of different
scenes apart. Here we show an example of learning from two
views: the luminance channel (L) of an image and the ab-color
channel. The strawberry’s L and ab channels embed to nearby
points whereas the ab channel of a different image (a photo of
blueberries) embeds to a far away point. This objective can be seen
as maximizing a lower-bound to the mutual information between
the representations of each view. The learnt representations transfer
well to downstream tasks such as image classification.
We hypothesize that the good bits are the ones that are
shared between multiple views of the world, for example
between multiple sensory modalities like vision, sound, and
touch. Under this perspective “presence of dog” is good
information, since dogs can be seen, heard, and felt, but
“camera pose” is bad information, since a camera’s pose
has little or no effect on the acoustic and tactile properties
of the imaged scene. There is significant evidence in the
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cognitive science and neuroscience literature that such cross-
view representations are encoded across different regions of
the brain e.g. [12, 25].
Our goal is therefore to learn representations that capture
information shared between multiple sensory views but that
are otherwise compact (i.e. throw away the bad information).
To do so, we employ contrastive learning, where we learn a
feature embedding such that views of the same scene map to
nearby points while views of different scenes map to far apart
points. In particular, we adapt the recently proposed method
of Contrastive Predictive Coding (CPC) [46], except we
simplify it – removing the recurrent network – and generalize
it – show how to apply it to arbitrary collections of views,
rather than just to temporal predictions. In reference to
CPC, we term our method Contrastive Multiview Coding
(CMC). The contrastive objective in our formulation, as in
CPC, is based on Noise Contrastive Estimation (NCE) [21].
This objective can be understood as attempting to maximize
the mutual information between the representations of each
view.
We intentionally leave “good bits” only loosely defined
and treat its definition as an empirical question. Ultimately,
the proof is in the pudding: we consider a representation
to be good if it makes subsequent problem solving easy, on
tasks of human interest. For example, a useful representation
of images might be a feature space in which it is easy to learn
to recognize objects. We therefore evaluate our method by
testing if the learned representations transfer well to standard
semantic recognition tasks. On several benchmark tasks, our
method achieves state of the art results, compared to other
methods for unsupervised representation learning. We addi-
tionally find that the quality of the representation improves as
a function of the number of views used for training. Finally,
we compare the contrastive formulation of multiview learn-
ing to the recently popular approach of cross-view prediction,
and find that in head-to-head comparisons, the contrastive
approach learns stronger representations.
The core ideas that we build on: contrastive learning,
mutual information maximization, and deep representation
learning, are not new and have been explored in the literature
on representation and multiview learning [34, 60, 2]. Our
main contribution is to set up a framework to extend these
ideas to any number of views, and we show the resulting
significant benefits to the learned representation, in terms
of tasks such as object recognition. Fig. 4 gives a pictorial
overview of our framework for the different learning tasks
we consider in this paper, to learn representations across
datasets with different sets of views.
Our main contributions are:
• We apply contrastive learning to the multiview setting,
where we learn representations that attempt to maxi-
mizes mutual information between different views of
the same scene (e.g., between different image chan-
nels, or different modalities).
• Our approach yields representations that outperform
the state-of-the-art in self-supervised learning in head-
to-head comparisons.
• We compare the contrastive objective to cross-view
prediction, finding an advantage to the contrastive
approach.
• We extend the framework to learn from more than two
views, and show that as the number of views increases,
the quality of the learned representation improves.
2. Background
Unsupervised representation learning is about learning
transformations of the data that make subsequent problem
solving easier [5]. This field has a long history, starting with
classical methods with well established algorithms, such as
principal components analysis (PCA [29]) and independent
components analysis (ICA [26]). These methods tend to
learn representations that focus on low-level variations in
the data, which are not very useful from the perspective of
downstream tasks such as object recognition.
Representations better suited to such tasks have been
learnt using deep neural networks, starting with seminal
techniques such as Boltzmann machines [55, 50], autoen-
coders [23], variational autoencoders [30], generative adver-
sarial networks [20] and autoregressive models [45]. Nu-
merous other works exist, for a review see [5]. A power-
ful family of models for unsupervised representations are
collected under the umbrella of “self-supervised” learning
[63, 62, 28, 58, 48]. In these models, an input X to the
model is transformed into an output Xˆ , which is supposed
to be close to another signal Y , which itself is related to X
in some meaningful way. Examples of such X/Y pairs are:
luminance and chrominance color channels of an image [63],
patches from a single image [46], modalities such as vision
and sound [47] or the frames of a video [58]. Clearly, such
examples are numerous in the world, and provides us with
nearly infinite amounts of training data: this is one of the ap-
peals of this paradigm. Time contrastive networks [53] use a
triplet loss framework to learn representations from aligned
video sequences of the same scene, taken by different video
cameras.
Closely related to self-supervised learning is the idea of
multi-view learning, which is a general term involving many
different approaches such as co-training [6], multi-kernel
learning [11] and metric learning [4]; for comprehensive
surveys please see [60, 34]. Nearly all existing works have
dealt with one or two views such as video or image/sound.
However, in many situations, many more views are available
to provide training signals for any representation.
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fθ2
<latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit>
fθ3
<latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit>
][
z1
<latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit>
z2
<latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit>
z3
<latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit>
Video Representation
Frame it
<latexit sha1_base64="+NEktQdxwBbFAmhqvbU5eIYk4Vw=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQfSx71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AFpijdQ=</latexit><latexit sha1_base64="+NEktQdxwBbFAmhqvbU5eIYk4Vw=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQfSx71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AFpijdQ=</latexit><latexit sha1_base64="+NEktQdxwBbFAmhqvbU5eIYk4Vw=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQfSx71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AFpijdQ=</latexit><latexit sha1_base64="+NEktQdxwBbFAmhqvbU5eIYk4Vw=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD49aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpQfSx71a9mjcHWSV+QapQoNF3v3qDhGUxV8gkNabreykGOdUomOTTSi8zPKVsTIe8a6miMTdBPj91Ss6sMiBRom0pJHP190ROY2MmcWg7Y4ojs+zNxP+8bobRdZALlWbIFVssijJJMCGzv8lAaM5QTiyhTAt7K2EjqilDm07FhuAvv7xKWhc136v595fV+k0RRxlO4BTOwYcrqMMdNKAJDIbwDK/w5kjnxXl3PhatJaeYOYY/cD5/AFpijdQ=</latexit>
Future it+k
<latexit sha1_base64="Bqsev+0UiSxC066o/OVfc6NQwOo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtolm03YnQgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSqFQdf9dkpr6xubW+Xtys7u3v5B9fCobZJMM95iiUx0N6CGS6F4CwVK3k01p3EgeSeI7mZ+54lrIxL1iJOU+zEdKREKRtFKHTHI8SKaDqo1t+7OQVaJV5AaFGgOql/9YcKymCtkkhrT89wU/ZxqFEzyaaWfGZ5SFtER71mqaMyNn8/PnZIzqwxJmGhbCslc/T2R09iYSRzYzpji2Cx7M/E/r5dheOPnQqUZcsUWi8JMEkzI7HcyFJozlBNLKNPC3krYmGrK0CZUsSF4yy+vkvZl3XPr3sNVrXFbxFGGEziFc/DgGhpwD01oAYMInuEV3pzUeXHenY9Fa8kpZo7hD5zPH1Ccj4o=</latexit><latexit sha1_base64="Bqsev+0UiSxC066o/OVfc6NQwOo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtolm03YnQgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSqFQdf9dkpr6xubW+Xtys7u3v5B9fCobZJMM95iiUx0N6CGS6F4CwVK3k01p3EgeSeI7mZ+54lrIxL1iJOU+zEdKREKRtFKHTHI8SKaDqo1t+7OQVaJV5AaFGgOql/9YcKymCtkkhrT89wU/ZxqFEzyaaWfGZ5SFtER71mqaMyNn8/PnZIzqwxJmGhbCslc/T2R09iYSRzYzpji2Cx7M/E/r5dheOPnQqUZcsUWi8JMEkzI7HcyFJozlBNLKNPC3krYmGrK0CZUsSF4yy+vkvZl3XPr3sNVrXFbxFGGEziFc/DgGhpwD01oAYMInuEV3pzUeXHenY9Fa8kpZo7hD5zPH1Ccj4o=</latexit><latexit sha1_base64="Bqsev+0UiSxC066o/OVfc6NQwOo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtolm03YnQgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSqFQdf9dkpr6xubW+Xtys7u3v5B9fCobZJMM95iiUx0N6CGS6F4CwVK3k01p3EgeSeI7mZ+54lrIxL1iJOU+zEdKREKRtFKHTHI8SKaDqo1t+7OQVaJV5AaFGgOql/9YcKymCtkkhrT89wU/ZxqFEzyaaWfGZ5SFtER71mqaMyNn8/PnZIzqwxJmGhbCslc/T2R09iYSRzYzpji2Cx7M/E/r5dheOPnQqUZcsUWi8JMEkzI7HcyFJozlBNLKNPC3krYmGrK0CZUsSF4yy+vkvZl3XPr3sNVrXFbxFGGEziFc/DgGhpwD01oAYMInuEV3pzUeXHenY9Fa8kpZo7hD5zPH1Ccj4o=</latexit><latexit sha1_base64="Bqsev+0UiSxC066o/OVfc6NQwOo=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBZBEEoigh6LXjxWsB/QhrLZbtolm03YnQgl9Ed48aCIV3+PN/+N2zYHbX0w8Hhvhpl5QSqFQdf9dkpr6xubW+Xtys7u3v5B9fCobZJMM95iiUx0N6CGS6F4CwVK3k01p3EgeSeI7mZ+54lrIxL1iJOU+zEdKREKRtFKHTHI8SKaDqo1t+7OQVaJV5AaFGgOql/9YcKymCtkkhrT89wU/ZxqFEzyaaWfGZ5SFtER71mqaMyNn8/PnZIzqwxJmGhbCslc/T2R09iYSRzYzpji2Cx7M/E/r5dheOPnQqUZcsUWi8JMEkzI7HcyFJozlBNLKNPC3krYmGrK0CZUsSF4yy+vkvZl3XPr3sNVrXFbxFGGEziFc/DgGhpwD01oAYMInuEV3pzUeXHenY9Fa8kpZo7hD5zPH1Ccj4o=</latexit>
Flow ft
<latexit sha1_base64="IYY69U906/XzyFM/nxNTslbDWrE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSHw1ynA2qNbfuLkDWiVeQGhRoDapf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+gmyIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXiftq7rn1r2H61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/IHz+QMalI7d</latexit><latexit sha1_base64="IYY69U906/XzyFM/nxNTslbDWrE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSHw1ynA2qNbfuLkDWiVeQGhRoDapf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+gmyIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXiftq7rn1r2H61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/IHz+QMalI7d</latexit><latexit sha1_base64="IYY69U906/XzyFM/nxNTslbDWrE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSHw1ynA2qNbfuLkDWiVeQGhRoDapf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+gmyIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXiftq7rn1r2H61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/IHz+QMalI7d</latexit><latexit sha1_base64="IYY69U906/XzyFM/nxNTslbDWrE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48VTFtoQ9lsN+3SzSbsToQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNkmmGfdZIhPdDanhUijuo0DJu6nmNA4l74STu7nfeeLaiEQ94jTlQUxHSkSCUbSSHw1ynA2qNbfuLkDWiVeQGhRoDapf/WHCspgrZJIa0/PcFIOcahRM8lmlnxmeUjahI96zVNGYmyBfHDsjF1YZkijRthSShfp7IqexMdM4tJ0xxbFZ9ebif14vw+gmyIVKM+SKLRdFmSSYkPnnZCg0ZyinllCmhb2VsDHVlKHNp2JD8FZfXiftq7rn1r2H61rztoijDGdwDpfgQQOacA8t8IGBgGd4hTdHOS/Ou/OxbC05xcwp/IHz+QMalI7d</latexit>
fθ1
<latexit sha1_base64="q/a21S0rSvzWx6csIj2G7GwCFa0=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKthaaEDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvyqQw6LrfTmVtfWNzq7pd29nd2z+oHx51TZprDh2eylT3ImZACgUdFCihl2lgSSThMRrfzvzHJ9BGpOoBJxkECRsqEQvO0Ep+HBY+jgBZ6E3DesNtunPQVeKVpEFKtMP6lz9IeZ6AQi6ZMX3PzTAomEbBJUxrfm4gY3zMhtC3VLEETFDMb57SM6sMaJxqWwrpXP09UbDEmEkS2c6E4cgsezPxP6+fY3wdFEJlOYLii0VxLimmdBYAHQgNHOXEEsa1sLdSPmKacbQx1WwI3vLLq6R70fTcpnd/2WjdlHFUyQk5JefEI1ekRe5Im3QIJxl5Jq/kzcmdF+fd+Vi0Vpxy5pj8gfP5AxNYkbE=</latexit><latexit sha1_base64="q/a21S0rSvzWx6csIj2G7GwCFa0=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKthaaEDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvyqQw6LrfTmVtfWNzq7pd29nd2z+oHx51TZprDh2eylT3ImZACgUdFCihl2lgSSThMRrfzvzHJ9BGpOoBJxkECRsqEQvO0Ep+HBY+jgBZ6E3DesNtunPQVeKVpEFKtMP6lz9IeZ6AQi6ZMX3PzTAomEbBJUxrfm4gY3zMhtC3VLEETFDMb57SM6sMaJxqWwrpXP09UbDEmEkS2c6E4cgsezPxP6+fY3wdFEJlOYLii0VxLimmdBYAHQgNHOXEEsa1sLdSPmKacbQx1WwI3vLLq6R70fTcpnd/2WjdlHFUyQk5JefEI1ekRe5Im3QIJxl5Jq/kzcmdF+fd+Vi0Vpxy5pj8gfP5AxNYkbE=</latexit><latexit sha1_base64="q/a21S0rSvzWx6csIj2G7GwCFa0=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKthaaEDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvyqQw6LrfTmVtfWNzq7pd29nd2z+oHx51TZprDh2eylT3ImZACgUdFCihl2lgSSThMRrfzvzHJ9BGpOoBJxkECRsqEQvO0Ep+HBY+jgBZ6E3DesNtunPQVeKVpEFKtMP6lz9IeZ6AQi6ZMX3PzTAomEbBJUxrfm4gY3zMhtC3VLEETFDMb57SM6sMaJxqWwrpXP09UbDEmEkS2c6E4cgsezPxP6+fY3wdFEJlOYLii0VxLimmdBYAHQgNHOXEEsa1sLdSPmKacbQx1WwI3vLLq6R70fTcpnd/2WjdlHFUyQk5JefEI1ekRe5Im3QIJxl5Jq/kzcmdF+fd+Vi0Vpxy5pj8gfP5AxNYkbE=</latexit><latexit sha1_base64="q/a21S0rSvzWx6csIj2G7GwCFa0=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lE0GPRi8cKthaaEDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvyqQw6LrfTmVtfWNzq7pd29nd2z+oHx51TZprDh2eylT3ImZACgUdFCihl2lgSSThMRrfzvzHJ9BGpOoBJxkECRsqEQvO0Ep+HBY+jgBZ6E3DesNtunPQVeKVpEFKtMP6lz9IeZ6AQi6ZMX3PzTAomEbBJUxrfm4gY3zMhtC3VLEETFDMb57SM6sMaJxqWwrpXP09UbDEmEkS2c6E4cgsezPxP6+fY3wdFEJlOYLii0VxLimmdBYAHQgNHOXEEsa1sLdSPmKacbQx1WwI3vLLq6R70fTcpnd/2WjdlHFUyQk5JefEI1ekRe5Im3QIJxl5Jq/kzcmdF+fd+Vi0Vpxy5pj8gfP5AxNYkbE=</latexit>
fθ2
<latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit><latexit sha1_base64="VhLeRtSRrYmdxiVlEYJPRKRDDDY=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ51G3XPr3sNVrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxTdkbI=</latexit>
fθ3
<latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit><latexit sha1_base64="zQwMUXQQ2w367YTABSaCx2nivVQ=">AAAB83icbVBNS8NAEN3Ur1q/qh69LBbBU0lU0GPRi8cK9gOaUDbbSbt0swm7E6GE/g0vHhTx6p/x5r9x2+agrQ8GHu/NMDMvTKUw6LrfTmltfWNzq7xd2dnd2z+oHh61TZJpDi2eyER3Q2ZACgUtFCihm2pgcSihE47vZn7nCbQRiXrESQpBzIZKRIIztJIf9XMfR4CsfzntV2tu3Z2DrhKvIDVSoNmvfvmDhGcxKOSSGdPz3BSDnGkUXMK04mcGUsbHbAg9SxWLwQT5/OYpPbPKgEaJtqWQztXfEzmLjZnEoe2MGY7MsjcT//N6GUY3QS5UmiEovlgUZZJiQmcB0IHQwFFOLGFcC3sr5SOmGUcbU8WG4C2/vEraF3XPrXsPV7XGbRFHmZyQU3JOPHJNGuSeNEmLcJKSZ/JK3pzMeXHenY9Fa8kpZo7JHzifPxZikbM=</latexit>
fθ4
<latexit sha1_base64="n2CaaxZoLkQxpfbeT53tx7kPMqU=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ52ruufWvYdGrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxfnkbQ=</latexit><latexit sha1_base64="n2CaaxZoLkQxpfbeT53tx7kPMqU=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ52ruufWvYdGrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxfnkbQ=</latexit><latexit sha1_base64="n2CaaxZoLkQxpfbeT53tx7kPMqU=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ52ruufWvYdGrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxfnkbQ=</latexit><latexit sha1_base64="n2CaaxZoLkQxpfbeT53tx7kPMqU=">AAAB83icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Ac0oWy2m3bpZhN2J0IJ/RtePCji1T/jzX/jts1BWx8MPN6bYWZemEph0HW/ndLG5tb2Tnm3srd/cHhUPT7pmCTTjLdZIhPdC6nhUijeRoGS91LNaRxK3g0nd3O/+8S1EYl6xGnKg5iOlIgEo2glPxrkPo450kFjNqjW3Lq7AFknXkFqUKA1qH75w4RlMVfIJDWm77kpBjnVKJjks4qfGZ5SNqEj3rdU0ZibIF/cPCMXVhmSKNG2FJKF+nsip7Ex0zi0nTHFsVn15uJ/Xj/D6CbIhUoz5IotF0WZJJiQeQBkKDRnKKeWUKaFvZWwMdWUoY2pYkPwVl9eJ52ruufWvYdGrXlbxFGGMziHS/DgGppwDy1oA4MUnuEV3pzMeXHenY9la8kpZk7hD5zPHxfnkbQ=</latexit>
][
z1
<latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit><latexit sha1_base64="zElJyC6c4QlJtweiNQWdZDmKeGc=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9T3+uWKW3XnIKvEy0kFcjT65a/eIGZphNIwQbXuem5i/Iwqw5nAaamXakwoG9Mhdi2VNELtZ/NTp+TMKgMSxsqWNGSu/p7IaKT1JApsZ0TNSC97M/E/r5ua8MrPuExSg5ItFoWpICYms7/JgCtkRkwsoUxxeythI6ooMzadkg3BW355lbQuqp5b9e4uK/XrPI4inMApnIMHNajDLTSgCQyG8Ayv8OYI58V5dz4WrQUnnzmGP3A+fwAOvI2i</latexit>
z2
<latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit><latexit sha1_base64="HVY4/VeJq8+YKzOMybwgdQk8wF4=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmnVqp5b9e4uKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAQQI2j</latexit>
z3
<latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit><latexit sha1_base64="kc/f8yXw+XvQaIR5ws2ZO7JgLF0=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lU0GPRi8eK9gPaUDbbTbt0swm7E6GG/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSKQw6LrfTmFldW19o7hZ2tre2d0r7x80TZxqxhsslrFuB9RwKRRvoEDJ24nmNAokbwWjm6nfeuTaiFg94DjhfkQHSoSCUbTS/VPvvFeuuFV3BrJMvJxUIEe9V/7q9mOWRlwhk9SYjucm6GdUo2CST0rd1PCEshEd8I6likbc+Nns1Ak5sUqfhLG2pZDM1N8TGY2MGUeB7YwoDs2iNxX/8zophld+JlSSIldsvihMJcGYTP8mfaE5Qzm2hDIt7K2EDammDG06JRuCt/jyMmmeVT236t1dVGrXeRxFOIJjOAUPLqEGt1CHBjAYwDO8wpsjnRfn3fmYtxacfOYQ/sD5/AERxI2k</latexit>
z4
<latexit sha1_base64="l1sdWpwvMqyTQTxApfLZieyTjxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVD236t3VKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gATSI2l</latexit><latexit sha1_base64="l1sdWpwvMqyTQTxApfLZieyTjxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVD236t3VKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gATSI2l</latexit><latexit sha1_base64="l1sdWpwvMqyTQTxApfLZieyTjxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVD236t3VKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gATSI2l</latexit><latexit sha1_base64="l1sdWpwvMqyTQTxApfLZieyTjxU=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiF48V7Qe0oWy2k3bpZhN2N0IN/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4Zua3H1FpHssHM0nQj+hQ8pAzaqx0/9Sv9csVt+rOQVaJl5MK5Gj0y1+9QczSCKVhgmrd9dzE+BlVhjOB01Iv1ZhQNqZD7FoqaYTaz+anTsmZVQYkjJUtachc/T2R0UjrSRTYzoiakV72ZuJ/Xjc14ZWfcZmkBiVbLApTQUxMZn+TAVfIjJhYQpni9lbCRlRRZmw6JRuCt/zyKmldVD236t3VKvXrPI4inMApnIMHl1CHW2hAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gATSI2l</latexit>
NYU RGBD Representation
L ab Depth Segmentation
Figure 2: Examples of multiview datasets and the representations learned from them. Dotted lines represent the contrastive objective that
encourages congruent views to be brought together in representation-space. The encodings for each view are concatenated to form the full
representation for each scene. The video representation diagram depicts an example of our “Core View” loss while the NYU RGBD diagram
depicts an example of our “Full Graph” loss (see Section 3.3).
The objective functions used to train deep learning based
representations in many of the above methods are either
reconstruction-based loss functions such as Euclidean losses
in different norms e.g. [27], adversarial loss functions [20]
that learn the loss in addition to the representation, or con-
trastive losses e.g. [21, 24, 46, 2] that take advantage of
the co-occurence of multiple views. Another recently in-
troduced novel objective function is instance discrimination
[59]. In this work, we compare the two most commonly used
objectives: predictive and contrastive.
The prior works most similar to our own (and inspira-
tional to us) are Contrastive Predictive Coding (CPC) [46]
and Deep InfoMax [22]. These two methods, like ours, learn
representations by contrasting between congruent and in-
congruent representations of a scene, and are motivated as
forms of infomax learning. CPC learns from two views – the
past and future – and is applicable to sequential data. Deep
Infomax [24] considers the two views to be the input to a
neural network and its output. These two methods share the
same mathematical objective, but differ in the definition of
the views. Our technical method is also highly related, but
differs in the following ways: we extend the objective to
the case of more than two views; and we use a loss function
which more closely follows the original method of noise
contrastive estimation [21] (See details in Section 3.5). Al-
though CPC, Deep InfoMax, and the present paper are all
very similar at the mathematical level, they each explore a
different set of view definitions, architectures, and applica-
tion settings, and each contributes its own unique empirical
investigation of this paradigm of representation learning.
Concurrent Work. Concurrently with our work new pa-
pers have appeared on arXiv in the last few weeks: Deep
Infomax++[3], CPC++[22] and [64]. The first extends Deep
InfoMax to the “multiview” setting where the two views
are different data augmentations of a single data point. The
second expands on CPC [46] by using bi-directional pre-
diction and larger scale networks. Both papers achieve
impressive performance gains primarily by using larger ar-
chitectures. In the present paper we have compared only
to the original CPC [46] and Deep InfoMax [24] papers,
finding that CMC outperforms these methods when all are
tested with the same architecture and dataset (in particular,
with AlexNet [32], and STL-10 [10]; see Table 1). Given
the new results in [22] and [3], we expect that CMC, and
perhaps most prior representation learning methods, would
perform much more strongly if we scale the architecture
and data. A preliminary exploration of this is given in Sec-
tion 4.1.2, where we achieve 60.1% top-1 accuracy on Ima-
geNet with CMC using Resnet-101, compared to 61.0% with
CPC++ using Resnet-170 and 60.2% with Deep Infomax++
using a heavily-customized Resnet. To our best knowledge,
CMC, CPC++, and Deep Infomax++ form the first batch
of unsupervised/self-supervised learning algorithms which
surpass the supervised AlexNet for ImageNet classification.
Finally, [64] achieves 60.2% on ResNet-50, using a 10-crop
validation approach.
3. Contrastive Multiview Coding
Our goal is to learn representations that capture informa-
tion shared between multiple sensory views without human
supervision. We start by reviewing previous predictive learn-
ing (or reconstruction-based learning) methods, and then
elaborate on contrastive learning within two views. We show
connections to mutual information maximization and extend
it to scenarios including more than two views.
We consider a collection of M views of the data, denoted
as V1, . . . , VM . For each view Vi, we denote vi as a random
variable representing samples following vi ∼ P(Vi).
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(a) Predictive learning
(b) Contrastive learning
Measure loss 
on output
Measure loss on 
representation
Figure 3: Predictive Learning vs Contrastive Learning. The predic-
tive learning framework (Top) learns representations by predicting
one view from another view, with loss measured in the output space.
Common prediction losses, such as the L1 and L2 norms, are un-
structured, in the sense that they penalize each output dimension
independently, perhaps leading to representations that do not cap-
ture all the shared information between the views. In contrastive
learning (Bottom), representations are learnt by contrasting con-
gruent and incongruent views, with loss measured in representation
space. The red dotted outlines show where the loss function is
applied.
3.1. Predictive Learning
Let V1 and V2 represent two views of a dataset. For in-
stance, V1 might be the luminance of a particular image and
V2 the chrominance. We define the predictive learning setup
as a deep nonlinear transformation from v1 to v2 through
latent variables z, as shown in Fig. 3. Formally, z = f(v1)
and vˆ2 = g(z), where f and g represent the encoder and
decoder respectively and vˆ2 is the prediction of v2 given
v1. The parameters of the encoder and decoder models are
then trained using an objective function that tries to bring
vˆ2 “close to” v2. Simple examples of such an objective in-
clude the L1 or L2 loss functions. Note that these objectives
assume independence between each pixel or element of v1
and v2, i.e., p(v2|v1) ≈ Πip(v2i|v1), thereby reducing their
ability to model correlations or complex structure. The pre-
dictive approach has been extensively used in representation
learning, for example, colorization [62, 63] and predicting
sound from vision [47].
3.2. Contrasting Two Views
The idea behind contrastive learning is learning the pa-
rameters of a model by discriminating or comparing between
samples from different distributions. Given a dataset of V1
and V2 that consists of a collection of samples {vi1, vi2}Ni=1,
we consider contrasting congruent and incongruent pairs.
Formally, we refer to samples from the joint distribution
as positives, i.e., x ∼ p(v1, v2) or x = {vi1, vi2}, and sam-
ples from the product of marginals as negatives, i.e., y ∼
p(v1)p(v2) or y = {vi1, vj2}.
We learn a score function hθ(·) that is higher for positive
samples x but lower for negative samples y. Similar to
recent setups for contrastive learning [46, 21, 40], we train
this function to correctly select a single positive sample x
out of a set S = {x, y1, y2, ..., yk} which contains k other
negatives:
Lcontrast = −E
S
[
log
hθ(x)
hθ(x) +
∑k
i=1 hθ(yi)
]
(1)
To construct S, we simply fix one view and enumerate the
other view, leading to the objective we minimize:
LV1,V2contrast = − E{vi1,vi2}
[
log
hθ({vi1, vi2})∑N
j=1 hθ({vi1, vj2})
]
(2)
where N is the number of possible negative samples vj2 for
a given samples vi1. In Sec. A.1, we show that the optimal
score function h∗θ for this loss is proportional to the den-
sity ratio between joint distribution p(v1, v2) and product of
marginals p(v1)p(v2):
h∗θ({v1, v2}) ∝
p(v1, v2)
p(v1)p(v2)
∝ p(v1|v2)
p(v1)
(3)
In practice, N can be extremely large, and so directly min-
imizing Eq. 2 is infeasible. In Section 3.5, we show an
approximation based on Noise Contrastive Estimation [21]
that allows for tractable computation.
We implement the score function hθ(·) as a neural net-
work, but other continuous and differentiable parametric
functions can be used instead. To extract compact latent
representations of v1 and v2, we employ two encoders fθ1(·)
and fθ2(·) with parameters θ1 and θ2 respectively. The latent
representions are extracted as z1 = fθ1(v1), z2 = fθ2(v2).
On top of these features, the score is computed as the expo-
nential of a bivariate function of z1 and z2, e.g., a bilinear
function parameterized by W12:
hθ({v1, v2}) = efθ1 (v1)TW12fθ2 (v2) (4)
Loss LV1,V2contrast in Eq. 2 treats view V1 as anchor and
enumerates over V2. Symmetrically, we can get LV2,V1contrast
by anchoring at V2. We add them up as our two-view loss:
L(V1, V2) = LV1,V2contrast + LV2,V1contrast (5)
After the contrastive learning phase, we use the repre-
sentations z1 and/or z2, depending on our paradigm. This
process is visualized in Fig. 2. To evaluate the represen-
tations, we add a linear classifier and train the classifier
parameters or fine-tune the entire representation with labeled
data for a specific task. See Section 4 for details on the
experiments.
3.3. More than Two Views
We present more general formulations of Eq. 2 that can
handle any number of views. We call them the “core view”
and “full graph” paradigms, which offer different tradeoffs
between efficiency and effectiveness. These formulations
are visualized in Fig. 4.
Suppose we have a collection of M views V1, . . . , VM .
The “core view” formulation sets apart one view that we want
to optimize over, say V1, and builds pair-wise representations
between V1 and each other view Vj , j > 1, by optimizing
the sum of a set of pair-wise objectives:
LC =
M∑
j=2
L(V1, Vj) (6)
A second, even more general formulation is the “full
graph” where we consider all pairs (i, j), i 6= j, and build(
n
2
)
relationships in all. By involving all pairs, the objective
function that we optimize is:
LF =
∑
1≤i<j≤M
L(Vi, Vj) (7)
Both these formulations have the effect that information
is prioritized in proportion to the number of views that share
that information. This can be seen in the information dia-
grams visualized in Fig. 5. The number in each partition of
the diagram indicates how many of the pairwise objectives,
L(Vi, Vj), that partition contributes to. Under both the core
view and full graph objectives, a factor, like “presence of
dog”, that is common to all views will be preferred over a
factor that affects fewer views, such as “depth sensor noise”.
The computational cost of the bivariate score function in
the full graph formulation is combinatorial in the number of
views. However, it is clear from Fig. 5 that this enables the
full graph formulation to capture more information between
different views, which may prove useful for downstream
tasks. For example, the mutual information between V2
and V3 or V2 and V4 is completely ignored in the core view
paradigm (as shown by a 0 count in the information diagram).
3.4. Connecting to Mutual Information
The contrastive learning paradigm is connected to mutual
information maximization between the variable zi = fθi(vi)
and zj = fθj(vj); mutual information is defined as:
I(zi; zj) = E
zi,zj
[
p(zi, zj)
p(zi)p(zj)
]
(8)
Intuitively, the contrastive loss discriminates between sam-
ples from joint distribution and samples from product of
marginals, thus maximizing the discrepancy between the
(a) Core View (b) Full Graph
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Figure 4: We generalize our CMC to M views following two
different formulations: (a) “core view” specifies one view, and
all other views are contrasted against that view; (b) “full graph”
contrasts every pair and representations for all views are jointly
learned. The full graph method is more expensive but learns a more
expressive representation.
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Figure 5: We visualize here the information diagrams [1] asso-
ciated with the core view and full graph paradigms of Fig. 4, for
the case of 4 views, which gives a total of 6 learning objectives.
The numbers within the regions show how much “weight” the total
loss places on each partition of information (i.e. how many of
the 6 objectives that partition contributes to). A region with no
number corresponds to 0 weight. For example, in the full graph
case, the mutual information between all 4 views is considered in
all 6 objectives, and hence is marked with the number 6. The full
graph view clearly considers more mutual information between
views, at the expense of additional computation.
distribution of their latent representations. The formal proof
is given by [46] and it shows that:
I(zi; zj) ≥ log(k)− Lcontrast (9)
where, as above, k is the number of negative pairs in sample
set S. Hence minimizing the objective L maximizes the
lower bound on the mutual information I(zi; zj), which
on the other side is bounded above by I(vi; vj) according
to data processing inequality. The dependency on k also
suggests that using more negative samples can lead to an
improved representation; we show that this is indeed the
case in Section 4. Finally, we note that recent work [37]
shows that the bound in Eq. 9 can be very weak; and finding
better estimators of mutual information is an important open
problem.
Given three views V1, V2, V3, the mutual information
I(V1;V2;V3) is upper bounded by the minimum of the pair-
wise mutual information [36]. This leads us to the general
idea of extending the framework to multiple views by con-
sidering pairwise mutual information maximization to learn
a representation. Given M views, we consider a total of
(
M
2
)
pairs; and learn for each pair of views (Vi, Vj). As above,
we call this the “full graph” paradigm. For a large number of
views, this paradigm can be expensive to learn; instead we
can just learn as in Eq. 6, where V1 is picked as a special
view, and call this the “core view” mode. This corresponds
to maximizing mutual information between V1 and all other
views, which can serve as a reasonable proxy to the “full
graph” paradigm.
3.5. Approximating Full Softmax
Better representations using LV1,V2contrast in Eq. 2 are learnt
by using many negative samples. However, computing the
full softmax loss is prohibitively expensive for large N . We
alleviate computational overhead in two ways: (a) resorting
to Noise-Contrastive Estimation [21] to approximate the full
softmax, such a trick was also used in [40] for example; (b)
contrasting sub-patches rather than full images to increase
the number of negatives inside each batch, similar to [38, 59,
24].
3.5.1 Leveraging Noise-Contrastive Estimation
Given an anchor vi1 from V1, the probablity that an atom
v2 ∈ {vj2|j = 1, 2, ..., N} from V2 is the best match of vi1,
using the score hθ is given by:
p(v2|vi1) =
hθ({vi1, v2})∑N
j=1 hθ({vi1, vj2})
(10)
where the normalization factor Z =
∑N
j=1 hθ({vi1, vj2}) is
expensive to compute for largeN . Here we use hθ({v1, v2}) =
exp(fθ1(v1)
T fθ2(v2)/τ), where τ modulates the distribu-
tion.
Noise-Contrastive Estimation [21] (NCE) is an effective
way to estimate unnormalized statistical models. NCE fits a
density model p to data distributed as (unknown) distribution
pd, by using a binary classifier to distinguish it from noise
samples distributed as pn. To learn p(v2|vi1), we use a binary
classifier, which treats vi2 as the data sample when given v
i
1.
The noise distribution pn(·|vi1) we choose here is a uniform
distribution over all atoms from V2, i.e., pn(·|vi1) = 1/N . If
we sample m noise samples to pair with each data sample,
the posterior probability that a given atom v2 comes from
the data distribution is:
P (D = 1|v2; vi1) =
pd(v2|vi1)
pd(v2|vi1) +mpn(v2|vi1)
(11)
and we estimate this probability by replacing pd(v2|vi1) with
our model distribution p(v2|vi1). Minimizing the negative
log-posterior probability of correct labels D over data and
noise samples yields our objective, which is the NCE-based
approximation of Eq. 2:
LNCE = − E
vi1∼p(v1)
{ E
v2∼pd(·|vi1)
[
[P (D = 1|v2; vi1)
]
+ m E
v2∼pn(·|vi1)
[
1− P (D = 1|v2; vi1)
]} (12)
Memory bank. Following [59], we maintain a memory
bank to store latent features for each training sample. There-
fore, we can efficiently retrieve m noise samples from the
memory bank to pair with each positive sample without re-
computing their features. The memory bank is dynamically
updated with features computed on the fly.
An alternative to the NCE based approximation above,
is to simply do m + 1 way softmax classification with m
noise samples retrieved from the memory bank. We note
that CPC [46] and Deep InfoMax [24] use this m+ 1 way
softmax classification as their ultimate contrastive loss rather
than the NCE-based contrastive loss in Eq. 12 (but note that
CPC refers to the m + 1 approximation as also “based on
NCE”). Empirically we have found that the m + 1-way
softmax classification approach performed worse than our
NCE-based approximation, given the same number of noise
samples.
3.5.2 Contrasting Sub-patches
Instead of contrasting features from the last layer, patch-
based method [24] contrasts feature from the last layer with
features from previous layers, hence increasing the number
of negative pairs. For instance, we use features from the
last layer of fθ1 to contrast with feature points from feature
maps produced by the first several conv layers of fθ2 . This
is equivalent to contrast between global patch from one view
with local patches from the other view. In this fashion, we
directly perform m+ 1 way softmax classification, the same
as [46, 24] for a fair comparison in Sec. 4.1.1.
Such patch-based contrastive loss is computed within
each mini-batch and does not require a memory bank. There-
fore, deploying it in parallel training schemes is easy and flex-
ible. However, patch-based contrastive loss usually yields
suboptimal results compared to NCE-based contrastive loss,
according to our experiments.
4. Experiments
We extensively evaluate our Contrastive Multiview Cod-
ing (CMC) framework on a number of datasets and tasks. We
start by evaluating on two established image representation
learning benchmarks: STL-10 and Imagenet. We further val-
idate our framework on video representation learning tasks,
where we use image and optical flow modalities, as the two
views that are jointly learned. The last set of experiments
extends our CMC framework to more than two views and
provides empirical evidence of it’s effectiveness.
4.1. CMC on Images
Given a dataset of RGB images, we convert them to the
Lab image color space, and split each image into L and ab
channels, as originally proposed in SplitBrain autoencoders
[63]. During contrastive learning, L and ab from the same
image are treated as the positive pair, and ab channels from
other randomly selected images are treated as a negative
pair (for a given L). Each split represents a view of the
orginal image and is passed through a seprate encoder. This
corresponds to the “full graph” model of Eq. 2 with L and
ab channels as the two views. As in SplitBrain, we design
these two encoders by evenly splitting a given deep network,
such as AlexNet [32], into sub-networks across the channel
dimension. By concatenating representations layer-wise
from these two encoders, we achieve the final representation
of an input image. As proposed by previous literature [46,
24, 2], the quality of such a representation is evaluated by
freezing the weights of encoder and training linear or non-
linear classifiers on top of each layer.
4.1.1 STL-10
STL-10 [10] is an image recognition dataset designed for
developing unsupervised or self-supervised learning algo-
rithms. It consists of 100000 unlabeled training 96 × 96
RGB image samples and 500 labeled samples for each of the
10 classes.
Setup. We adopt the same data augmentation strategy and
network architecture as those in DIM [24]. A variant of
AlexNet takes as input 64× 64 images, which are randomly
cropped and horizontally flipped from the original 96× 96
size images. For a fair comparison with DIM, we also train
our model in a patch-based contrastive fashion during unsu-
pervised pre-training. With the weights of the pre-trained
encoder frozen, a two-layer fully connected network with
200 hidden units is trained on top of different layers for 100
epochs to perform 10-way classification. We also investi-
gated the strided crop strategy of CPC [46]. Fixed sized
overlapping patches of size 16 × 16 with an overlap of 8
pixels are cropped and fed into the network separately. This
ensures that features of one patch contain minimal informa-
tion from neighbouring patches; and increases the available
number of negative pairs for the contrastive loss. Addition-
ally, we include NCE-based contrastive training and linear
classifier evaluation.
Comparison. We compare CMC with the state of the art
unsupervised methods in Table 1. Three columns are shown:
the conv5 and fc7 columns use respectively these layers of
AlexNet as the encoder (again remembering that we split
across channels for L and ab views). For these two columns
Method classifier conv5 fc7 Strided Crop
AE
MLP
62.19 55.78 -
NAT [7] 64.32 61.43 -
BiGAN [15] 71.53 67.18 -
SplitBrain† [63] 72.35 63.15 -
DIM [24]
MLP
72.57 70.00 78.21
CPC [46] - - 77.81
CMC†(Patch) Linear 76.65 79.25 82.58
CMC†(Patch) MLP 80.14 80.11 83.43
CMC†(NCE) Linear 80.69 84.73 -
CMC†(NCE) MLP 83.03 85.06 -
Supervised 68.70
Table 1: Classification accuracies on STL-10 by using a two layer
MLP as classifier for evaluating the learned representations. For
all methods we compare against, we include the numbers that are
reported in the DIM [24] paper, except for SplitBrain, which is our
reimplementation. Methods marked with † have half the number of
parameters because of splitting.
we can compare against the all methods except CPC, since
CPC does not report these numbers in their paper [24]. In
the Strided Crop setup, we only compare against the ap-
proaches that use contrastive learning, DIM and CPC, since
this method was only used by those works. We note that
in Table 1 for all the methods except SplitBrain, we report
numbers are shown in the original paper. For SplitBrain, we
reimplemented their model faithfully and report numbers
based on our reimplementation (we verified the accuracy
of our SplitBrain code by the fact that we get very similar
results with our reimpementation as in the original paper
[63] for ImageNet experiments, see below).
The family of contrastive learning methods, such as DIM,
CPC, and CMC, achieve higher classification accuracy than
other methods such as SplitBrain that use predictive learning;
or BiGAN that use adversarial learning. CMC significantly
outperforms DIM and CPC in all cases. We hypothesize
that this outperformance results from the modeling of cross-
view mutual information, where view-specific noisy details
are discarded. Another head-to-head comparison happens
between CMC and SplitBrain, both of which modeling im-
ages as seprated L and ab streams; we achieve a nearly 8%
absolute improvement for conv5 and 17% improvement for
fc5. Finally, we notice that the predictive learning methods
suffer from a big drop in performance when the encoding
layer is switched from conv5 to fc7. On the other hand, the
contrastive learning approaches are much more stable across
layers, suggesting that the mutual information maximization
paradigm learns more semantically meaningful representa-
tions shared by the different views. From a practical perspec-
tive, this is a significant advantage as the selection of specific
layers should ideally not change downstream performance
by too much.
ImageNet Classification Accuracy
Method conv1 conv2 conv3 conv4 conv5
ImageNet-Labels 19.3 36.3 44.2 48.3 50.5
Random 11.6 17.1 16.9 16.3 14.1
Data-Init [31] 17.5 23.0 24.5 23.2 20.6
Context [14] 16.2 23.3 30.2 31.7 29.6
Colorization [62] 13.1 24.8 31.0 32.6 31.8
Jigsaw [43] 19.2 30.1 34.7 33.9 28.3
BiGAN [15] 17.7 24.5 31.0 29.9 28.0
SplitBrain† [63] 17.7 29.3 35.4 35.2 32.8
Counting [44] 18.0 30.6 34.3 32.5 25.7
Inst-Dis [59] 16.8 26.5 31.8 34.1 35.6
RotNet [18] 18.8 31.7 38.7 38.2 36.5
DeepCluster [9] 12.9 29.2 38.2 39.8 36.1
CMC†(Patch) 17.8 30.8 34.2 37.5 38.1
CMC†(NCE) 18.4 33.5 38.1 40.4 42.6
Table 2: Top-1 classification accuracy on 1000 classes of ImageNet
[13] with single crop. We compare our CMC method with other
unsupervised representation learning approaches by training 1000-
way logistic regression classifiers on top of the feature maps of each
layer, as proposed by [62]. Methods marked with † only have half
the number of parameters compared to others, because of splitting.
4.1.2 ImageNet
ImageNet [13] consists of 1000 image classes and is fre-
quently considered as a testbed for unsupervised representa-
tion learning algorithms.
Setup. To compare with other methods, we adopt standard
AlexNet and split it into two encoders. Because of split-
ting, each layer only connects to half of the neurons in the
previous layer, and therefore the number of parameters in
our model halves. We remove local response layer and add
batch normalization to each layer. Two variants of CMC
are considered: patch-based and memory-based. For the
patch-based CMC model, we set the batch size as 100 and
adopt patch features from pool2 layer. For the memory-
based CMC model, we adopt ideas from [59] for computing
and storing a memory. We retrieve 4096 negative pairs from
the memory bank to contrast each positive pair. The training
details are present in Sec. B.2.
ImageNet classification task. Following [62], we evaluate
task generalization of the learned representation by training
1000-way linear classifiers on top of different layers. Table
2 shows the results of comparing the two variants of CMC
against other models, both predictive and contrastive. The
NCE-based CMC variant is the best among all these meth-
ods; futhermore the CMC methods tend to perform better at
higher convolutional layers, similar to the other contrastive
model Inst-Dis [59]. The NCE-based CMC model consis-
tently performs better than the patch-based model due to the
use of NCE as well as many more contrasting images.
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Figure 6: We plot the number of negative examples m in NCE-
based contrastive loss against the accuracy for 100 randomly chosen
classes of Imagenet 100. It is seen that the accuracy steadily in-
creases with m.
Accuracy (%) ResNet-50 ResNet-101
Top-1 58.1 60.1
Top-5 81.4 82.8
Table 3: Top-1 and Top-5 classification accuracies on ImageNet.
We evaluate our CMC with ResNet-50 and ResNet-101. The unsu-
pervised ResNet-101 has already surpassesed supervised AlexNet.
Effect of the number of negative samples. We investigate
the relationship between the number of negative pairs m in
NCE-based loss and the downstream classification accuracy
on a randomly chosen subset of 100 classes of Imagenet (the
same set of classes is used for any number of negative pairs).
We train a 100-way linear classifier using CMC pre-trained
features with varying number of negative pairs, starting from
64 pairs upto 8192 (in multiples of 2). Fig. 6 shows that
the accuracy of the resulting classifier steadily increases but
saturates at around 60.3% with m = 4096 samples.
CMC with ResNets. We verify the scalability of CMC with
larger networks such as ResNets. The results are shown in
Table 3, where ResNet-50 and ResNet-101 achieve 58.1%
and 60.1% top-1 accuracies, respectively. To our best knowl-
edge, our CMC, together with concurrent CPC++ [22] and
Deep InfoMax++ [3], are the first batch of unsupervised/self-
supervised learning methods that surpass supervised AlexNet
on ImageNet classification task. Note that CPC on ResNet-
101 achieved 48.1%, therefore for the same architecture,
CMC results in a 12% absolute improvment over CPC, and
nearly a 25% relative improvement.
4.2. CMC on Videos
We apply CMC on videos by drawing insight from the
two-streams hypothesis [52, 19], which posits that human
visual cortex consists of two distinct processing streams:
the ventral stream, which performs object recognition, and
the dorsal stream, which processes motion. In our formu-
lation, given an image it that is a frame centered at time t,
the ventral stream associates it with a neighbouring frame
Method # of Views UCF-101 HMDB-51
Random - 48.2 19.5
ImageNet - 67.7 28.0
VGAN* [57] 2 52.1 -
LT-Motion* [35] 2 53.0 -
TempCoh [41] 1 45.4 15.9
Shuffle and Learn [39] 1 50.2 18.1
Geometry [17] 2 55.1 23.3
OPN [33] 1 56.3 22.1
ST Order [8] 1 58.6 25.0
Cross and Learn [51] 2 58.7 27.2
CMC (V) 2 55.3 -
CMC (D) 2 57.1 -
CMC (V+D) 3 59.1 26.7
Table 4: Test accuracy (%) on UCF-101 which evaluates task
transferability and on HMDB-51 which evaluates task and dataset
transferability. Most methods either use single RGB view or addi-
tional optical flow view, while VGAN explores sound as the second
view. * indicates different network architecture.
it+k, while the dorsal stream connects it to optical flow ft
centered at t. Therefore, we extract it, it+k and ft from two
modalities as three views of a video; for optical flow we use
the TV-L1 algorithm [61]. Two separate contrastive learning
objectives are built within the ventral stream (it, it+k) and
within the dorsal stream (it, ft). For the ventral stream, the
negative sample for it is chosen as a random frame from
another randomly chosen video; for the dorsal stream, the
negative sample for it is chosen as the flow corresponding
to a random frame in another randomly chosen video.
Pre-training. We train CMC on UCF101 [56] and use two
CaffeNets [32] for extracting features from images and opti-
cal flows, respectively. In our implementation, ft represents
10 continuous flow frames centered at t. We use batch size of
128 and contrast each positive pair with 127 negative pairs.
CMC is trained with Adam for 300 epochs, with an initial
learning rate of 0.001 which is decayed by a factor of 5 after
200 and 250 epochs.
Action recognition. We apply the learn representation to the
task of action recognition. The spatial network from [54] is
a well-established paradigm for evaluating pre-trained RGB
network on action recognition task. We follow the same
spirit and evaluate the transferability of our RGB CaffeNet
on UCF101 and HMDB51 datasets. We initialize the action
recognition CaffeNet up to conv5 using the weights from
the pre-trained RGB CaffeNet. The averaged accuracy over
three splits is present in Table 4. Unifying both ventral and
dorsal streams during pre-training produces higher accuracy
for downstream recognition than using only single stream.
Increasing the number of views of the data from 2 to 3 (using
both streams instead of one) provides a boost for UCF-101.
Furthermore, on UCF-101, we outperform all other methods;
and on HMDB-51, CMC is second-best in performance.
4.3. Extending CMC to More Views
We further extend our CMC learning framework to multi-
view scenarios. We experiment on the NYU-Depth-V2 [42]
dataset which consists of 1449 labeled images. We focus
more on understanding the behavior and effectiveness of
CMC rather than competing with the current state-of-the-art.
The views we consider are: luminance (L channel), chromi-
nance (ab channel), depth, surface normal [16], and semantic
labels.
Setup. To extract features from each view, we use a neural
network with 5 convolutional layers, and 1 fully connected
layer. As the size of the dataset is relatively small, we adopt
the patch-based contrastive objective to increase the number
of negative pairs. Patches with a size of 128 × 128 are
randomly cropped from the original images for contrastive
learning (from images of size 480× 640). For downstream
tasks, we discard the fully connected layers and evaluate
using the convolutional layers as a representation. This is
because the fully convolutional network can adapt to tasks
such as semantic segmentation where input size changes.
4.3.1 Measuring representation quality as the number
of views increases
To measure the quality of the learned representation, we
consider the task of predicting semantic labels from the rep-
resentation of L. We follow the core view paradigm and use
L are the core view, thus learning a set of representations
on L by contrasting different views with L. A UNet style
architecture [49] is utilized to perform the segmentation task.
Contrastive training is performed on the above architecture
that is equivalent of the UNet’s encoder. After contrastive
training is completed, we initialize the encoder weights of
the UNet from the L encoder (which are equivalent archi-
tectures) and keep them frozen. Only the decoder is trained
during this finetuning stage.
Since we use the patch-based contrastive loss, in the 1
view setting case, CMC coincides with DIM [24]. The 2-4
view cases contrast L with ab, and then sequentially add
depth and surface normals, but in all cases, the patch based
loss is used because the amount of data is small. The se-
mantic labeling results are measured by mean IoU over all
classes and pixel accuracy are shown in Fig. 7. We see that
the performance steadily improves as new views are added.
We have tested different orders of adding the views, and they
all follow a similar pattern.
We also compare CMC with two baselines. First, we ran-
domly initialize and freeze the encoder, and we call this the
Random baseline; it serves as a lower bound on the quality
since the representation is just a random projection. Rather
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Figure 7: We show the Intersection over Union (IoU) (left) and
Pixel Accuracy (right) for the NYU-Depth-V2 dataset, as CMC is
trained with increasingly more views from 1 to 4. As more views
are added, both these metrics steadily increase. The views are (in
order of inclusion): L, ab, depth and surface normals.
Pixel Accuracy (%) mIoU (%)
Random 45.5 21.4
CMC (core-view) 57.1 34.1
CMC (full-graph) 57.0 34.4
Supervised 57.8 35.9
Table 5: Results on the task of predicting semantic labels from
L channel representation which is learnt using the patch-based
contrastive loss and all 4 views. We compare CMC with Random
and Supervised baselines, which serve as lower and upper bounds
respectively. Th core-view paradigm refers to Fig. 4(a), and full-
view Fig. 4(b).
than freezing the randomly initialized encoder, we could
train it jointly with the decoder. This end-to-end Supervised
baseline serves as an upper bound. The results are presented
in Table 5, which shows our CMC produces high quality
feature maps even though it’s unaware of the downstream
task.
4.3.2 Is CMC improving all views?
A desirable unsupervised representation learning algorithm
operating on multiple views or modalities should improve
the quality of representations for all views. We therefore
investigate our CMC framwork beyond L channel. To treat
all views fairly, we train these encoders following the full
graph paradigm, where each view is contrasted with all other
views.
We evaluate the representation of each view v by predict-
ing the semantic labels from only the representation of v,
where v is L, ab, depth or surface normals. This uses the
full-graph paradigm. As in the previous section, we compare
CMC with Random and Supervised baselines. As shown in
Table 6, the performance of the representations learned by
CMC using full-graph significantly outperforms that of ran-
domly projected representations, and approaches the perfor-
mance of the fully supervised representations. Furthermore,
Metric (%) L ab Depth Normal
Random mIoU 21.4 15.6 30.1 29.5pix. acc. 45.5 37.7 51.1 50.5
CMC mIoU 34.4 26.1 39.2 37.8pix. acc. 57.0 49.6 59.4 57.8
Supervised mIoU 35.9 29.6 41.0 41.5pix. acc. 57.8 52.6 59.1 59.6
Table 6: Performance on the task of using single view v to predict
the semantic labels, where v can be L, ab, depth or surface nor-
mal. Our CMC framework improves the quality of unsupervised
representations towards that of supervised ones, for all of views
investigated. This uses the full-graph paradigm Fig. 4(b).
Accuracy on STL-10 (%)
Views Predictive Contrastive
L, Depth 55.5 58.3
L, Normal 58.4 60.1
L, Seg. Map 57.7 59.2
Random 25.2
Supervised 65.1
Table 7: We compare predictive learning with contrastive learning
by evaluating the learned encoder on unseen dataset and task. The
contrastive learning framework consistently outperforms predictive
learning.
the full-graph representation provides a good representation
learnt for all views, showing the importance of capturing
different types of mutual information across views.
4.4. Predictive Learning vs. Contrastive Learning?
While experiments in section 4.1 show that contrastive
learning outperforms predictive learning [63] in the context
of Lab color space, it’s unclear whether such an advantage is
due to the natural inductive bias of the task itself. To further
understand this, we go beyond chrominance (ab), and try to
answer this question when geometry or semantic labels are
present.
We consider three view pairs on the NYU-Depth dataset:
(1) L and depth, (2) L and surface normals, and (3) L and
segmentation map. For each of them, we train two identical
encoders for L, one using contrastive learning and the other
with predictive learning. We then evaluate the representation
quality by training a linear classifier on top of these encoders
on the STL-10 dataset.
The comparison results are shown in Table 7, which
shows that contrastive learning consistently outperforms pre-
dictive learning in this scenario where both the task and
the dataset are unknown. We also include “random” and
“supervised” baselines similar to that in previous sections.
Though in the unsupervised stage we only use 1.3K images
from a dataset much different from the target dataset STL-10,
the object recognition accuracy is close to the supervised
method, which uses an end-to-end deep network directly
trained on STL-10.
Given two views V1 and V2 of the data, the predictive
learning approach approximately models p(v2|v1). Further-
more, losses used typically for predictive learning, such as
pixel-wise reconstruction losses usually impose an indepen-
dence assumption on the modeling: p(v2|v1) ≈ Πip(v2i|v1).
On the other hand, the contrastive learning approach by con-
struction does not assume conditional independence across
dimensions of v2. We conjecture that this is one reason for
the superior performance of constrastive learning approaches
over predictive learning.
5. Conclusion
We have presented a contrastive learning framework which
enables the learning of unsupervised representations from
multiple views of a dataset. The principle of maximization
of mutual information enables the learning of powerful rep-
resentations. A number of empirical results show that our
framework performs well compared to predictive learning
and scales with the number of views.
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Appendix
A. Proofs
We prove that: (a) the optimal score function h∗θ({v1, v2})
is proportional to density ratio between the joint distribution
p(v1, v2) and product of marginals p(v1)p(v2), as shown in
Eq. 3; (b) Minimizing the contrastive lossLcontrast maxmizes
a lower bound on the mutual information between two views,
as shown in Eq. 9
We will use the most general formula of contrastive loss
Lcontrast shown in Eq. 1 for our derivation. But we note
that replacing Lcontrast with LV1,V2contrast is straightforward.
The overall proof follows a similar derivation introduced in
[46].
A.1. Score function as density ratio estimator
We first show that the optimal score function h∗θ({v1, v2})
that minimizes Eq. 1 is proportional to the density ratio be-
tween joint distribution and product of marginals, shown as
Eq. 3. For notation convenience, we denote p(v1, v2) as data
distribution pd(·) and p(v1)p(v2) as noise distribution pn(·).
The loss in Eq. 1 is indeed a cross-entropy loss of classifying
the correct positive pair out from the given set S. Without
loss of generality, we assume the first pair (v01 , v
0
2) in S is
positive or congruent and all others (vi1, v
i
2), i = 1, 2, ..., k
are negative or incongruent. The optimal probability for
the loss, p(pos = 0|S), should depict the fact that (v01 , v02)
comes from the data distribution pd(·) while all other pairs
come from the noise distribution pn(·). Therefore,
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where we plug in the definition of pd(·) and pn(·), and divide∏k
i=0 p(v
i
1)p(v
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2) for both the numerator and denominator.
By comparing above equation with the loss function in Eq. 1,
we can see that the optimal score function h∗θ({v1, v2}) is
proportional to the density ratio p(v1,v2)p(v1)p(v2) . The above deriva-
tion is agnostic to which layer the score function starts from,
e.g., h can be defined on either the raw input (v1, v2) or
the latent representation (z1, z2). As we care more about
the property of the latent representation, for the following
derivation we will use h∗W12({z1, z2}), which is proportional
to p(z1,z2)p(z1)p(z2) .
A.2. Maximizing lower bound on MI
Now we substitute the score function in Eq. 1 with the
above density ratio, and the optimal loss objective Loptcontrast
becomes:
Loptcontrast = −E
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Therefore, for any two views Vi and Vj , we have I(zi; zj) ≥
log(k)− Loptcontrast(Vi, Vj). As the k increases, the approxi-
mation step becomes more accurate. Given any k, minimiz-
ing Lk(Vi, Vj) maximizes the lower bound on the mutual
Half of AlexNet[32] for STL-10
Layer X C K S P
data 64 * – – –
conv1 64 48 3 1 1
pool1 31 48 3 2 0
conv2 31 96 3 1 1
pool2 15 96 3 2 0
conv3 15 192 3 1 1
conv4 15 192 3 1 1
conv5 15 96 3 1 1
pool5 7 96 3 2 0
fc6 1 2048 7 1 0
fc7 1 2048 1 1 0
fc8 1 64 1 1 0
Table 8: The variant of AlexNet architecture used in our
CMC for STL-10 (only half is present here due to split-
ting). X spatial resolution of layer, C number of channels in
layer; K conv or pool kernel size; S computation stride;
P padding; * channel size is dependent on the input source,
e.g. 1 for L channel and 2 for ab channel.
information I(zi; zj). We should note that increasing k to
infinity does not always lead to a higher lower bound. While
log(k) increases with a larger k, the optimization problem
becomes harder and Lk(Vi, Vj) also increases.
B. Implementation Details
B.1. STL-10
For a fair comparison with DIM [24] and CPC [46], we
adopt the same architecture as that used in DIM and split it
into two encoders, each shown as in Table 8. For the imple-
mentation of the score function, we adopt similar “encoder-
and-dot-product” strategy, which is tantamount to a bilinear
model.
In the patch-based contrastive learning stage, we use
Adam optimizer with an initial learning rate of 0.001, β1 =
0.5, β2 = 0.999. We train for a total of 200 epochs with
learning rate decayed by 0.2 after 120 and 160 epochs. In
the non-linear classifier evaluation stage, we use the same
optimizer setting. For the NCE-based contrastive learning
stage, we train for 200 epochs with the learning rate initial-
ized as 0.03 and further decayed by 10 for every 40 epochs
after the first 120 epochs. The temperature τ is set as 0.1. In
general, τ ∈ [0.05, 0.2] works reasonably well.
B.2. ImageNet
For patch-based contrastive loss, we use the same opti-
mizer setting as in Sec. B.1 except that the learning rate is
initialized as 0.01.
For NCE-basd contrastive loss in both full ImageNet and
ImageNet100 experiments present in Sec. 4.1.2, the encoder
architecture used for either L or ab channels is shown in
Table 9. In the unsupervised learning stage, we use SGD
to train the network for a total of 400 epochs. The tempera-
ture τ is set as 0.07 by following previous work [59]. The
learning rate is initialized as 0.03 with a decay of 10 for
every 50 epochs after the first 250 epochs. Weight decay
is set as 10−4 and momentum is kept as 0.9. For the linear
classification stage, we train for 160 epochs. The learning
rate is initialized as 0.1 and decayed by 0.2 every 20 epochs
after the first 100 epochs. We set weight decay as 0 and
momentum as 0.9.
Half of AlexNet[32] for ImageNet
Layer X C K S P
data 224 * – – –
conv1 55 48 11 4 2
pool1 27 48 3 2 0
conv2 27 128 5 1 2
pool2 13 128 3 2 0
conv3 13 192 3 1 1
conv4 13 192 3 1 1
conv5 13 128 3 1 1
pool5 6 128 3 2 0
fc6 1 2048 6 1 0
fc7 1 2048 1 1 0
fc8 1 128 1 1 0
Table 9: AlexNet architecture used in CMC for ImageNet
(only half is present here due to splitting). X spatial res-
olution of layer, C number of channels in layer; K conv
or pool kernel size; S computation stride; P padding; *
channel size is dependent on the input source, e.g. 1 for L
channel and 2 for ab channel.
B.3. UCF101 and HMDB51
Following previous work [39, 33, 51, 8], we use CaffeNet
for the video experiments. We tailor the network and use
features from the fc6 layer for contrastive learning. Dropout
of 0.5 is used to alleviate overfitting.
B.4. NYU Depth-V2
While experimenting with different views on NYU Depth-
V2 dataset, we encode the features from patches with a size
of 128× 128. The detailed architecture is shown in Table 10.
In the unsupervised training stage, we use Adam optimizer
with an initial learning rate of 0.001, β1 = 0.5, β2 = 0.999.
We train for a total of 3000 epochs with learning rate de-
cayed by 0.2 after 2000, 2400, and 2800 epochs. For the
downstream semantic segmentation task, we use the same
optimizer setting but train for fewer epochs. We only train
200 epochs for CMC pre-trained models, and train 1000
epochs for the Random and Supervised baselines until con-
vergence. For the classification task evaluated on STL-10,
we use the same optimizer setting as in Sec. B.1.
Encoder Architecture on NYU
Layer X C K S P
data 128 * – – –
conv1 64 64 8 2 3
pool1 32 64 2 2 0
conv2 16 128 4 2 1
conv3 8 256 4 2 1
conv4 8 256 3 1 1
conv5 4 512 4 2 1
fc6 1 512 4 1 0
fc7 1 256 1 1 0
Table 10: Encoder architecture used in our CMC for
playing with different views on NYU Depth-V2. X spa-
tial resolution of layer, C number of channels in layer; K
conv or pool kernel size; S computation stride; P padding;
* channel size is dependent on the input source, e.g. 1 for
L, 2 for ab, 1 for depth, 3 for surface normal, and 1 for
segmentation map.
B.5. Change Log
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