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Sensitivity & interaction analysis
Passenger car designAlthough the integration of engineering data within the framework of product data management systems
has been successful in the recent years, the holistic analysis (from a systems engineering perspective) of
multi-disciplinary data or data based on different representations and tools is still not realized in practice.
At the same time, the application of advanced data mining techniques to complete designs is very prom-
ising and bears a high potential for synergy between different teams in the development process. In this
paper, we propose shape mining as a framework to combine and analyze data from engineering design
across different tools and disciplines. In the ﬁrst part of the paper, we introduce unstructured surface
meshes as meta-design representations that enable us to apply sensitivity analysis, design concept retrie-
val and learning as well as methods for interaction analysis to heterogeneous engineering design data.
We propose a new measure of relevance to evaluate the utility of a design concept. In the second part
of the paper, we apply the formal methods to passenger car design. We combine data from different rep-
resentations, design tools and methods for a holistic analysis of the resulting shapes. We visualize sensi-
tivities and sensitive cluster centers (after feature reduction) on the car shape. Furthermore, we are able
to identify conceptual design rules using tree induction and to create interaction graphs that illustrate the
interrelation between spatially decoupled surface areas. Shape data mining in this paper is studied for a
multi-criteria aerodynamic problem, i.e. drag force and rear lift, however, the extension to quality criteria
from different disciplines is straightforward as long as the meta-design representation is still applicable.
 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-SA
license (http://creativecommons.org/licenses/by-nc-sa/3.0/).1. Introduction
The intensive use of computational engineering tools in the
recent years and the transition from an experiment to a simulation
based product design process, in particular in the automotive
industry, has led to a signiﬁcant increase of computer-readable
design data relating design characteristics1 to the design quality.2
In the context of Product Data Management (PDM) and Product
Lifecycle Management (PLM), product related data is maintained
and integrated through the whole design process or even through
the whole lifetime of the product. Although PDM/PLM frameworks
have been successful in managing CAD models and documents as
well as in integrating CAD and ERP (Enterprise Resource Planning)
systems, PLM solutions still need customization to the actual tools
used in the design process [1]. Furthermore, the handling ofmulti-disciplinary processes, tools and data structures as well as
a systems engineering or holistic interpretation of the design pro-
cess remains to be challenging, e.g. see [1,2]. Industrial informatics
in the domain of PDM and PLM still has not received the required
attention in the literature, e.g. see [3]. As a result the application of
data mining techniques to engineering data in practice is still often
restricted to single design processes and individual design teams
working on a certain CAE task, which we will call a sub-process
in the following. The stronger the variation between the CAE tasks
is (different representations, different disciplines, different tools
and data structures), the more isolated is the data handling. Even
though the data might be integrated into an overall PDM frame-
work, it is not available for a holistic data mining approach from
a systems engineering perspective. As a simple example different
design teams might focus on the aerodynamics of the frontal part
of the car, the rear part of the car, the noise generated or the cool-
ing of the front brakes. However, the CAE results as well as the
changes the teams proposed to the design are seldom independent
from each other, since they are very likely to employ different rep-
resentations of the design parts. This makes it difﬁcult for data
mining techniques to integrate data across teams and disciplines.
On the one hand, the decomposition of the overall design problem
(known as Simultaneous or Concurrent Engineering) is necessary
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that new important insight about the design can be gained only
when we examine the data holistically and relate previously unre-
lated parts of the design process to each other.
In a more formalized way, the targeted approach is illustrated in
Fig. 1. The engineering design process is considered to be best
described as a goal oriented iterative decision making process
[4]. In each iteration, engineers decide about individual or a
sequence of design variations, which lead to a ﬁnal design conﬁg-
uration fulﬁlling pre-deﬁned constraints and design goals best. The
overall design process is spatiotemporally decomposed into a
number of (multi-disciplinary) sub-processes f1; . . . ; i; j; . . . ; Pg.
Based on the result of a decision making process (DMP), each
sub-process deﬁnes design changes that contribute to the synthe-
sis process (SP) for the ﬁnally submitted design. The aim of the
paper is to propose an approach that allows cross-process design
data management (DB) and that enables the analytics process
(AP) to integrate knowledge and information gained from all
sub-processes. Finally, the results of the holistic analysis can be
fed back to the individual sub-processes to improve the individual
decision making.
Apart from the problem of relating different design representa-
tions to each other in the overall design process, in general the
application of data mining techniques to engineering data has been
less explored than, e.g. to economic data. Literature related to the
extraction of human readable knowledge in the ﬁeld of aerody-
namic and structural design is rare. The team of Obayashi [5,6]
have addressed the extraction of knowledge from a given data
set in order to gain insights into the relationship between geome-
try and multi-criteria performance measurements. The authors ap-
plied self-organizing maps (SOM) in order to ﬁnd groups of similar
designs for multi-criteria performance improvements and trade-
offs, and used the analysis of variance technique (ANOVA) to iden-
tify the most important design parameters. Their methods have
been applied to supersonic wing design. In [7] the use of methods
from information theory have been studied to reveal higher order
interrelations between design and ﬂow ﬁeld properties. Their
methods have been tested in the domain of turbine blade and pas-
senger car design.
In most of the literature, the extracted information is linked to a
speciﬁc and well-deﬁned representation being used in the design
process. Thus, the usability of the extracted information beyond
this particular design and optimization process is only possible
to a limited extent. Therefore, Graening et al. in [8] started to study
the use of data mining techniques on a uniﬁed object representa-
tion. However, data mining based on such a typically high dimen-
sional representation goes beyond the application of individual
modeling technologies. Furthermore, it requires the consideration
of other data mining aspects like, feature extraction, featureFig. 1. A formalized view on the design process including the design synthesis (SP),
the decision making (DMP) and the analysis (AP) process, see the text for a detailed
explanation.reduction and post-processing. Wilkinson et al. [9] adopted the ba-
sic idea of Graening et al. and utilized unstructured surface meshes
as uniﬁed object representation for the prediction of the local wind
pressure distribution on tall buildings.
In this paper, we generalize the concept behind the analytics of
design data based on a uniﬁed shape representation by introducing
the shape mining framework. The remainder of the paper is orga-
nized in two parts. In the ﬁrst part, we discuss different methods
for shape mining and embed them into an overall framework. In
the second part, the shape mining framework is applied to the
analysis of passenger car design data.
The ﬁrst part is divided into four sections. In Section 2, a uniﬁed
design representation3 is deﬁned together with methods for the
evaluation of local design differences. In Sections 3–5, methods for
sensitivity analysis, for the extraction of design concepts, and for
interaction analysis are introduced and discussed.
The second part of the paper is organized almost synonymously
with the ﬁrst part. Firstly, elements of different design processes
that are the sources for the passenger car design data are described
in Section 6. Statistical methods are applied to the meta design
representation in Section 7, e.g. to investigate the course of design
processes. In Sections 8–10 the methods from part one for sensitiv-
ity analysis, the extraction of design concepts, and the interaction
analysis are applied to the data from the industrial design process.
The aim is to model and understand the relation between shape
variations of the car and changes in their aerodynamic quality.
Whereas part two of the paper is an application speciﬁc exam-
ple, the approach presented in part one is generally applicable to
all problems in the area of shape or topology mining. At the same
time, some readers might ﬁnd it useful to see the practical use of
algorithms introduced in part one immediately; those readers are
invited to read, e.g., Section 8 after Section 3. The paper closes in
Section 11 with a conclusion and summary of the work.Part I: shape mining
More recently, technologies from computational intelligence
and data mining, e.g., see [5,6], have been adopted to exploit exper-
imental design data and computational resources for the support
of engineers in the decision making process. However, the multi-
disciplinary characteristics of complex design processes and the
huge variability in computational design representations hinders
the analysis of design data beyond individual design conﬁgurations
and processes. Especially the variation in the computational
representations being used makes an efﬁcient knowledge
exchange between design processes difﬁcult.
The shape mining framework, as illustrated in Fig. 2, targets the
integration of technologies for the implementation of a holistic
analysis processes. It requires the transformation of designs into
a meta-representation, which facilitates the evaluation of design
differences on a holistic basis. Just the transformation of the de-
signs into such a uniﬁed meta-representation, together with the
evaluation of design quality differences, allows a holistic modeling
of the design data independently of the originating process.
Depending on the stated problem, modeling techniques from data
mining and machine learning are applicable to investigate design
sensitivities, retrieve abstract design concepts and analyze the
interrelations between distinct design parts with the focus to
understand the interplay between local design differences and
changes in their quality. The resulting knowledge from the analysis
of the design data can be utilized to support engineers in decision
making and to improve future design and optimization processes.3 In the following, we will use the terms ‘‘uniﬁed design representation’’ and ‘‘meta
design representation’’ synonymously.
Fig. 2. High level view on the shape mining framework.
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For the analysis of three dimensional shapes in the domain of
aerodynamic and structural design, unstructured surface meshes
are adopted to build a uniﬁed representation.2.1. Unstructured surface mesh
Unstructured surface meshes constitute a discrete geometrical
representation of continuous object boundaries. Based on the ter-
minology of Spanier [10] and Alexa [11], an unstructured surface
mesh representation is deﬁned as follows:
Unstructured surface mesh: An unstructured polygonal
surface mesh M is a piecewise linear approximation of the
boundary of an object. Each surface mesh M is deﬁned by a pair
M : ðV;KÞ, where V is a set of vertices V ¼ ð~v1; . . . ;~vnÞ, with
~v i 2 Rm, deﬁning the geometric position of n points sampled from
the continuous design boundary. The complex K is a set of p sim-
plices of the form fi1; i2; i3; . . . ; ilg, with il; l 2 ½1 . . .n deﬁning a set
of vertices that enclose a polygonal face made up of l segments.
Given a continuous surface S the list of vertices V form a ﬁnite
set of surface points in the Euclidean space with V#S. The polyg-
onal faces, deﬁned by the simplices p 2 K, make up a list of surface
patches building a local linear approximation of S. Derived from
the normal vectors of the surface patches, a list of normal vectors
N ¼ ð~n1; . . . ;~nnÞ;~ni 2 R3 can be derived for each vertex, where the
normal vector ~ni has a deﬁned direction perpendicular to the sur-
face and provides local gradient information at the position of
the vertex ~v i.
The simplicity of discrete unstructured surface meshes and the
fact that nearly all 3D objects can be transferred into such a
geometrical representation makes them an adequate choice for
the exchange of shape information and knowledge between design
processes and engineers.2.2. Local surface differences
Local features of the surface mesh can be derived to describe
surface properties at the location of individual vertices or surface
patches, e.g. related to the absolute vertex position or to the curva-
ture of the surface, e.g. see [12] for a comprehensive overview on
geometrical shape properties. Modiﬁcations of a design can lead
to variations in the surface features, which can be the cause for
changes of the functional properties of a design. The deﬁnition of
the local surface difference targets to provide a general means to for-
malize and quantify those design variations.
Local surface difference: Given two surface mesh representa-
tions, a reference mesh Mr and a modiﬁed mesh Mm, togetherwith a ﬁnite set of vertices Vr and Vm respectively, for each vertex
i with ~v ri the local surface difference D
r
i ¼ Dðf ri ; f mj Þ is deﬁned as the
difference between the feature f ri assigned to v ri and the feature f mj
linked to its corresponding vertex ~vmj .
The calculation of the local surface differences involves the
quantiﬁcation of surface features at the position of each vertex,
the identiﬁcation of corresponding vertices and the quantiﬁcation
of the related feature difference. Both, the determination of the
kind of features that is calculated as well as the strategy used for
identifying corresponding vertices needs to be tuned to the class
of applications and the kind of modiﬁcations under consideration.
Vertex displacement. Exploiting information about the absolute
position of the vertices, the measure of displacement implements
an effective way to quantify local surface differences relative to a




i;j ¼ dð~v ri ;~vmj Þ ¼ ð~vmj ~v ri Þ ~nri ; d 2 ð1;þ1Þ; ð1Þ
where ~v ri deﬁnes vertex i of meshMr;~vmj the corresponding vertex j
of meshMm;~nri the normal vector assigned to vertex i and  the sca-
lar product. As such, the displacement dr;mi;j measures the vertex dif-
ference in the direction of the vertex normal relative to Mr . The
magnitude of dr;mi;j provides information on the amount and the sign
information about the direction of vertex modiﬁcations. Details re-
lated to the properties of the displacement quantity are studied by
Graening et al. [8] in more detail. Depending on the number of
designs and the number of vertices, the evaluation of the displace-
ments can become computational expensive. Therefore, a fast
approximation based on already calculated displacement data is
suggested in [13].
2.3. Identiﬁcation of corresponding vertices
An appropriate identiﬁcation of corresponding vertices is essen-
tial to measure the correct feature difference between vertices of
two different surface meshes. Wrong estimates of correspondence
will lead to an error in the measurements and hence to errors in
any subsequent data analysis step. Let Mr : ðVr;KrÞ and
Mm : ðVm;KmÞ be two unstructured surface meshes, whereMr de-
ﬁnes a reference and Mm a modiﬁed mesh. The main objective in
solving the correspondence problem is to ﬁnd an appropriate func-
tion f which maps each vertex ~v ri 2 Vr to a corresponding vertex
~vmj 2 Vm; f : Vr ! Vm.
A global solution to the correspondence problem, which imple-
ments a universal transfer function f that results in an ‘‘exact’’
mapping, does not exist. A correct identiﬁcation of the correspond-
ing points is only possible if the transformation that maps Mr to
Mm is known. Constrained by the diversity of possible design vari-
ations, a speciﬁc mapping function or algorithm has to be chosen.
In this work, the assumption is made that no structural design
modiﬁcations, which change the global characteristics of the
design are applied.
Taking only the relative position of the vertices into account,
the Euclidean distance between vertices can be used to ﬁnd a solu-
tion for f, with
f ð~v ri Þ ¼min
j2nm
j~v ri ~vmj j
n o
; ð2Þ
where nm equals the number of vertices that make up the surface
mesh of the target design. In general, it is possible that one vertex
from meshMm is assigned to more than one vertex of mesh Mr .
The identiﬁcation of corresponding vertices using the Euclidean
distance has weaknesses in areas where edges or solid structures
are deformed. For such cases, including curvature information into
f can overcome otherwise false matches. Therefore, the following
functional implements an extented matching strategy:
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~v ri ~vmj j  ð2~nri ~nmj Þ
n o
; ð3Þ
where ~nri ~nmj quantiﬁes the difference between the normal vectors
of two vertices. The objective function has been deﬁned so that the
vertex ~vmj that is closest to ~v ri and has a similar normal vector direc-
tion is assigned as the corresponding vertex. The objective function
is a simpliﬁcation of the one used by Wang [14]. If afﬁne transfor-
mations, like rotation, scaling or translation are applied to the
design, reﬁned algorithms as suggested by McKay [15,16] can be
applied.3. Sensitivity analysis
One of the main challenges in decision making within an efﬁ-
cient design process is to be able to predict the effect of design
variations on the design quality. Considering Dri as a measure of
design variations and /r as a measure of the quality difference
between two designs (estimated with respect to a particular refer-
ence design r), sensitivity analysis targets to reveal the inﬂuence of
Dri on the quality change /
r , e.g. reﬂecting the difference in the
aerodynamic quality of designs. In other words, design sensitivity
analysis is the study and estimation of the impact of design feature
variations on the variation in the overall design quality. In the pro-
cess of shape mining, the design sensitivity analysis is carried out
for two purposes, the extraction of knowledge about the impor-
tance of particular design areas with respect to the target variable
by means of sensitivity estimation, as well as the ranking and
ﬁltering of design features to improve subsequent modeling and
data mining steps by means of identifying sensitive design areas.
A more general introduction into the ﬁeld of sensitivity analysis
is given by Saltelli et al. [17].
3.1. Sensitivity estimation
A wide range of methods for the quantiﬁcation of parameter
sensitivity have been studied. Local sensitivity analysis aims at di-
rectly estimating the gradient at a certain ﬁxed point in the design
space. This is related to adjoint modeling [18,19] and automatic
differentiation [20]. Following Saltelli et al. [17], local methods
are only informative at the position of one design point. In contrast
to local methods, global sensitivity analysis aims at estimating the
relation between input and output variables, given a limited num-
ber of data samples over a larger design or input space. Ascough
et al. [21] provide a qualitative evaluation of the most popular
methods. Among them are the Fourier Amplitude Sensitivity Test
(FAST) [22], the Sobol’ method [23] and the mutual information in-
dex (MII) [24]. For the estimation of the total correlation, the FAST
and Sobol’ method apply a multi-factor analysis taking the interre-
lation and covariances between all independent variables into ac-
count. Although, multi-variate correlation analysis allows a more
correct quantiﬁcation of the sensitivities, for a large number of
variables its applicability is limited due to the high computational
expense. Univariate correlation analysis provides only a qualitative
estimate of the importance of the variables but with manageable
computational costs. It should be noted that using univariate cor-
relation analysis, co-variations regarding other factors, which are
not included in the analysis, act as structural noise and can bias
the sensitivity estimates.
The most prominent univariate correlation measures are the
Pearson and Spearman correlation coefﬁcients. Given Dri as a mea-
sure of local design feature variations and /r as the variation in a
particular design quality, the Pearson or Spearman correlation
coefﬁcient rrDi estimates the linear correlation between surface
variations and quality changes, either with respect to the measured
parameter values or their ranks, see [8] for further details. As such,the correlation coefﬁcient provides information about an expected
increase or decrease in the design quality with respect to an in-
crease or decrease in the local shape feature relative to a chosen
reference design r.
Applying the Pearson or Spearman correlation coefﬁcient one
makes strong assumptions on the linearity of the relation either
between the feature values or their ranks. In contrast, information
theoretic formulations like mutual information quantify the asso-
ciation between variables by comparing the underlying probability
distributions, and as such making no assumptions on the nature of
the interrelation. Rather, the information theoretic approach inves-
tigates the co-occurrence of feature and quality values. When
applying mutual information to the sensitivity analysis [24], the
value of the mutual information is typically normalized by the
entropy of the dependent variable by means of the design quality
index. In engineering, the number of available designs is often lim-
ited due to the high expense in the design quality evaluation,
which can make a correct estimation of the probability distribu-
tions difﬁcult. To improve the estimation of the mutual informa-
tion for real-valued design variables, Graening et al. [25] have
investigated a robust variant of the mutual information, which
has shown to provide more reliable sensitivity estimates when
analyzing a low number of designs.
Independent of the method, all sensitivity estimates are carried
out at the position of the reference design. The remaining designs
and their related feature variations considered deﬁne the scope of
the sensitivity analysis. Fukushige et al. [13] have used a K-Nearest
Neighbor approach to restrict the sensitivity estimation to a local
vicinity around a chosen reference design. Such improvements of
the sensitivity estimation become relevant if the number of de-
signs in the database is huge and if a large area of the entire design
space has been sampled.
3.2. Identiﬁcation of sensitive areas
Applying enhanced modeling techniques from data mining or
artiﬁcial intelligence to analyze the interrelations between surface
feature and design quality changes, which goes beyond univariate
sensitivity analysis, is getting impractical due the high dimension-
ality of surface mesh representation. Typically, the number of ver-
tices that build the discrete surface mesh is large with n  1000 in
order to model all possible design changes. With the target to mod-
el higher order relationships between distant design variations and
design qualities, a low dimensional manifold in the input space is
favored. Given the results of the sensitivity analysis and a measure
of the proximity of vertices on the surface, we introduce an explicit
feature reduction step, which is tuned to the uniﬁed meta repre-
sentation. Thereafter, nearby sensitive vertices are grouped into
so called sensitive design areas:
Sensitive design area: A sensitive design area A is deﬁned as a
subset of vertices A ¼ f~v1; . . . ;~v lg of the entire mesh M, which
form a closed area on the surface and are similar in their sensitivity
to the considered design quality.
Given a pre-deﬁned distance measure di;j # f ðdi;jðMÞ; di;jðRÞÞ,
vertices ~v i and ~v j of mesh M belong to one and the same design
area if they are close with respect to spatial distance di;jðMÞ and
if they share a similar sensitivity di;jðRÞ, where R ¼ fr1; . . . ; rng
contains the sensitivity estimates for all of the n vertices of mesh
M.
Distance measure. The choice of the spatial distance measure is
crucial for the retrieval of sensible design areas. Using the Euclid-
ean distance [8] works well for simple shapes. However, it might
underestimate the distance between vertices on the surface around
areas of high curvature, see Fig. 3. Vertices which are close in the
three dimensional space do not have to be close along the two
dimensional manifold of the surface. As an alternative the geodesic
Fig. 3. Illustration of the conceptual difference between spatial distances.
Fig. 4. Artiﬁcial example: vertices are grouped based on different similarity
measures.
4 For interpretation of color in the different ﬁgures, the reader is referred to the
web version of this article.
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ces along the surface. It provides a better suited estimation of the
proximity of vertices with respect to surface meshes. The geodesic
distance exploits the connectivity within the triangulated mesh.
Pairwise geodesic distances are calculated by identifying the short-
est path between two points in the mesh using the algorithm of
Dijkstra [26], and summing up the length of the edges along the
identiﬁed path.
In addition to the spatial distance, dijðRÞ is deﬁned as the differ-
ence between the normalized sensitivity values ri and rj. Finally,
the overall similarity measure is deﬁned as follows:
di;j ¼ di;jðMÞ  ð1þ di;jðSÞÞ; ð4Þ
where di;jðMÞ is either the Euclidean or geodesic distance.
Automatic identiﬁcation of sensitive areas Based on the deﬁnition
of sensitive design areas clustering techniques are applicable to
automatically derive sensitive areas in an unsupervised manner,
see Jain et al. [27] for a comprehensive overview of clustering tech-
niques. Adapting the typical clustering procedure, the following
steps constitute the automatic procedure for identifying sensitive
areas:
1. Deﬁnition of the similarity measure (including spatial and sen-
sitivity information).
2. Pre-select vertices based on their sensitivity (optional).
3. Select and apply the unsupervised clustering procedure to
derive sensitive areas.
4. Determine the cluster centers.
5. Assign the local surface differences of the cluster centers and
the design related properties to a reduced data set.
Before carrying out the grouping of vertices, non-sensitive ver-
tices can be removed from the set either based on statistical signif-
icance tests or on a simple threshold calculation. After that, a
standard clustering method, like the K-Means algorithm can be
adopted to partition the surface into distinct surface areas. Using
more sophisticated clustering techniques like X-Means [28] or
the gap statistic [29] can overcome the problem that the number
of clusters needs to be deﬁned in advance.
Example. Fig. 4 illustrates an artiﬁcial example, outlining the ba-
sic idea for the identiﬁcation of sensitive areas, where vertices are
automatically grouped based on a pre-deﬁned similarity measure.
In the example, the reference design is deﬁned by the triangulated
surface mesh of a simple cube. An arbitrary set of vertices has been
selected from the mesh for clustering. In the illustration, vertices
which belong to the dark blue area, labeled with A0 (A0), are not
considered for clustering. Fig. 4(a) and (b) shows the clustering re-
sults using the Euclidean and the geodesic distance as similaritymeasure, respectively. K-means clustering, with k ¼ 3, has been
applied for grouping the vertices on the surface using either of
the two spatial distances. It can be seen that using the geodesic
distance results in distinct closed areas A1 to A3, while using the
Euclidean distance results in an unfavorable separation of area A2.
Next, sensitivity values are assigned to the vertices. As depicted
in Fig. 4(c) on the right, artiﬁcial sensitivity values of S ¼ 1:0
(green4) and S ¼ 1:0 (orange) are assigned to the vertices. Using
the distance measure from Eq. (4), which is deﬁned by the superpo-
sition of the sensitivity information and the geodesic distance,
results in a different grouping shown in Fig. 4(c) on the left. As
desired, the K-Means clustering algorithm groups nearby vertices
with the same sensitivity value into the same group of vertices,
see A2 and A3 in Fig. 4(c) in comparison to (c). Finally, the clustering
procedure results in three sensitive areas along the cube surface.
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The sensitivity analysis can provide engineers with new in-
sights into the cause of changes in functional design properties.
It allows engineers to predict the function of a design based on
planned shape variations. In Graening et al. [8] the validity of the
calculated sensitivities has been tested given the data of turbine
blade geometries. Direct manipulation of free form deformation
(DMFFD) [30] has been applied to create concrete shape deforma-
tions for the comparison of the predicted and the evaluated aero-
dynamic properties of the designs. Sensitivity information can be
utilized to construct an initial object representation for subsequent
computational optimizations. Using free-form deformation tech-
niques, Graening et al. [25] have shown that an adaptation of the
initial representation based on sensitivity information can lead to
an improved optimization process.4. Design concepts
Feature reduction by the identiﬁcation of sensitive areas facili-
tates an enhanced modeling of the design data. In this section, par-
ticular techniques from data mining and machine learning are
investigated to derive, describe and evaluate abstract design con-
cepts, which are deﬁned as follows:
Design Concept A design concept is an abstract representation
of a class of designs sharing an akin characteristic that map to
approximately equivalent design qualities.
Generalizing from individual design solutions, the identiﬁcation
and representation of design concepts can lead to a structuring of
the design domain, based on which design concepts can be used to
classify designs with respect to shape and quality. The algorithmic
identiﬁcation of concepts does support engineers in processing
large amounts of design data. For example, it can help engineers
to reveal common properties of a group of designs in order to pat-
ent real design properties or to evaluate newly discovered concepts
against existing patents.
4.1. Concept representation
Concepts are represented by boundaries with respect to shape
and quality variables that allows to discriminate designs of a com-
mon characteristic from other designs. A compact and human
readable representation of the boundaries is desired to ease a
subsequent interpretation and processing of the concepts by the
engineer. In the ﬁeld of machine learning and data mining, IF–Then
rules are often used to represent such abstractions in human-read-
able form, which are formally deﬁned as:
IF ½antecedent THEN ½consequent;
or using a more compact notation fantecedentg ! fconsequentg, or
A ! C, e.g. see [31] for an introduction into the topics of rule induc-
tion and association rule learning. When adopting the formulation
of rules for the description of design concepts, the antecedent A rep-
resents an abstract object speciﬁcation, e.g. deﬁning the object
shape, and the consequent C deﬁnes design quality related proper-
ties. Depending on the level of abstraction and the nature of the
data, rules can be categorized into qualitative and quantitative
rules. Qualitative rules refer to discrete states of the related vari-
ables, while quantitative rules [32] consider the variables explicitly
as real-valued attributes. For quantitative rules, the antecedent and
consequent of a rule are composed of attribute interval relations,
such that the attribute values of a design have to be within a de-
ﬁned range to be covered by the design concept. As an example
the lower and upper bound of the intervals could be chosen as
the standard deviation around the mean or as the minimum andmaximum feature value of the designs covered by the design
concept.
4.2. Concept evaluation
The computational identiﬁcation of design concepts can result
in a large set of concepts, which can hardly be handled by engi-
neers or data mining experts. An a priori evaluation of design con-
cepts allows to order and ﬁlter concepts based on their relevance,
so that the most relevant concepts can be studied ﬁrst and irrele-
vant concepts can be omitted. In the following, selected measures
for the evaluation of design concept relevance are brieﬂy reviewed
based on [33,34] and a new measure of utility is introduced.
Review of Existing Relevance Measures. Measures of relevance or
interestingness can be classiﬁed into objective and subjective mea-
sures. While objective measures like speciﬁcity or accuracy rely on
the statistics of the raw data, subjective measures like interesting-
ness and surprisingness take additionally engineer’s experiences
and preferences into account.
Given a concept representation of the form A ! C and a data set
D, which covers N design variations and quality values, the basic
measures of relevance, namely coverage and support are deﬁned
as covðA ! C;DÞ ¼ PðAÞ and suppðA ! C;DÞ ¼ PðACÞ respectively.
Given D, the probabilities PðAÞ and PðACÞ quantify the likelihood
that a design meets all conditions in A or in A and C, respectively.
The support provides information about the generality of a design
concept. Concepts with low support are often too speciﬁc to be of
major relevance and concepts with very high support are likely to
represent trivial associations which are already known to experts.
If the conﬁdence is high that the ascribed design speciﬁcation, de-
ﬁned by A, causes the abstracted consequence C an association is
called reliable. In terms of support and coverage, the measure of
conﬁdence is deﬁned as follows:
confðA ! C;DÞ ¼ suppðA ! C;DÞ
covðA ! C;DÞ ¼ PðCjAÞ ¼
PðACÞ
PðAÞ : ð5Þ
The conﬁdence is low, if the concept covers many designs but
has a low support. Design concepts with low conﬁdence are poten-
tially irrelevant to the engineer and can often be rejected from fur-
ther considerations. However, using the conﬁdence measure only
to quantify the relevance of an association can result in misleading
evaluations, see [35]. Under the assumption that the strength of
the correlation between antecedent and consequences reﬂects
the interestingness of an association, Tan and Kumar [35] intro-
duced a new metric that takes the conﬁdence of the association
and its reversal into account:
ISðA ! C;DÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
confðA ! C;DÞ  confðC ! A;DÞ
q
: ð6Þ
IS has been shown to allow a sensible ordering of the associa-
tions according to the interestingness assumption made.
Measure of Utility. The support, conﬁdence as well as the inter-
estingness measure alone do often not provide an adequate mea-
sure to quantify the relevance of an association. In existing
evaluation methods the expected quality of a concept or associa-
tion and the objectives of the design process are not considered.
In the engineering domain, objective values that quantify the de-
sign goal are typically well deﬁned, allowing us to derive a mea-
sures of relevance quantifying the utility of a design concept.
Design engineers typically deﬁne a set of objective values
O ¼ fo1; . . . ; ong, e.g. targeting the minimization of all the objective
values, minðo1; . . . ; onÞ. For example, objective values can relate to
the minimization of manufacturing costs, the minimization of fuel
consumption or the maximization of the car volume. In the context
of shape optimization, objective values are typically formulated
based on the design quality as well as on the shape itself. In the
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tion and C to the related design quality, so that A ^ C ! O. For each
concept, O speciﬁes the expected objective values given the speci-
ﬁcation of A and C.
In the case that O contains multiple quantitative attributes, one
can adopt performance values used in multi-objective optimiza-
tion algorithms [36] to evaluate the compliance of a concept with
the objectives. One established measure is the hypervolume indi-
cator, see [37]. Following While et al.: ‘‘The hypervolume of a set
of solutions measures the size of the portion of objective space
that is dominated by those solutions collectively.’’, where a solu-
tion a is said to dominate a solution b if for each objective, solu-
tion a equals or outperforms solution b, and solution a at least
outperforms b with respect to one objective. Thus, based on a
set of design solutions D the compliance of a concept with the
objectives O can be estimated by calculating the hypervolume
volðO;DÞ based on the non-dominated solutions of all designs cov-
ered by the concept.
Combining the hypervolume indicator and the IS metric, a new
measure of relevance is deﬁned to evaluate the utility of a design
concept:utilðA ! C;DÞ ¼ volðO;DÞ  ISðA ! C;DÞ: ð7ÞThereafter, the utility measure is deﬁned as the product of the
hypervolume volðO;DÞ and the ISmetric. According to the IS metric,
deﬁned in Eq. 6, a design concept is of high utility if it has a high
conﬁdence that the association (A ! C) described by the concept
is true for all designs in D. Furthermore, a concept is of high utility,
if according to the calculation of volðO;DÞ, the related design
changes are expected to result in a high design quality, by means
of complying with the pre-deﬁned design objectives.
Example. A simple illustrative example should clarify the dif-
ferences between the different measures of relevance. In the
example, three design concepts a, b and c are deﬁned, as depicted
in form of dashed rectangles in Fig. 5. The concepts are evaluated
against a data set D containing N ¼ 14 solutions. Fig. 5 plots all
N ¼ 14 solutions and its link to the design concepts in the design
Fig. 5(a) and the objective space Fig. 5(b). The variables D1 and D2
refer to design variables quantifying the surface difference, e.g.,
the displacement between corresponding vertices, see Section 2.2.
The objective values O are deﬁned based on the design quality
differences /1 and /2, with the goal to minimize both, /1 and
/2 simultaneously.Fig. 5. Example design data set, where solutions areEach of the concepts a, b and c can be transferred into a human
readable form, as described in Section 4.1. For example, concept a
can be written as follows:
a : D1 2 ½0:0;0:4 ^ D2 2 ½0:6;1:0 ! /1 2 ½0:0;0:4 ^ /2
2 ½0:6;0:9:
The example rule implies that if the values of the design vari-
ables D1 and D2 lie within the given interval, then the objective val-
ues /1 and /2 will also lie in the speciﬁed intervals. Therefore, from
rule a it can be expected that a joint modiﬁcation of the surface re-
lated to vertices ~v1 and ~v2, with D1 2 ½0:0;0:4 and D2 2 ½0:6;1:0,
results in a change of the design qualities /1 and /2 in the range
of /1 2 ½0:0;0:4 and /2 2 ½0:6;0:9, respectively.
According to Section 4.2, for each concept a;b and c the cover-
age, support, conﬁdence and IS measure have been calculated
based on the probabilities PðAÞ; PðCÞ and PðA;CÞ, estimated by the
respective relative frequencies from all data in data set D. In order
to evaluate the utility (Eq. 7), the expected hypervolume volðO;DÞ
for each concept is calculated with respect to the reference point
ð/1;/2ÞT ¼ ð1:0;1:0ÞT , as illustrated in Fig. 5(b). The reference point
deﬁnes the worst assumable design quality. The results of the eval-
uations are summarized in Table 1, ordered by the measure of
utility.
Concept b covers the largest proportion of the design solutions,
followed by a and c. Concepts b and c show that the maximum
conﬁdence value confðA ! C;DÞ ¼ 1:0 is reached if the support
equals the coverage value. IS ¼ 1:0 only if the conﬁdence of the
reversal of the association confðC ! A;DÞ ¼ 1:0 as well. If IS would
be applied to the evaluation of relevance, concepts b and c would
be equally ranked. However, considering that both /1 and /2
should be minimized, engineers would clearly favor concept b over
concept c. This is reﬂected by the introduced measure of utility.
4.3. Design concept learning
The automatic retrieval of potential design concepts from a set
of designs is directly related to concept learning [38] and classiﬁca-
tion algorithms [39]. In machine learning and data mining a large
amount of classiﬁcation algorithms have been studied that differ
mostly in the way the classiﬁcation boundaries are constructed.
Among the most prominent ones are Decision Trees [40], Rough
Set Theory [41], Fuzzy Sets [42], Artiﬁcial Neural Networks [43]
and Support Vector Machines [44]. The choice of the classiﬁer
should be based on the characteristics of the design data, thegrouped into three different concepts a, b and c.
Table 1
Evaluation results of the concept candidates (Fig. 5) ordered according to their utility
value.
Concept cov supp conf IS vol util
b 0:429 0:429 1:000 1:000 0:714 0.714
c 0:286 0:286 1:000 1:000 0:220 0.220
a 0:357 0:286 0:801 0:895 0:224 0.200
L. Graening, B. Sendhoff / Advanced Engineering Informatics 28 (2014) 166–185 173classiﬁcation error as well as on the possibilities to represent the
retrieved concepts in a human readable way. Two classiﬁcation
algorithms, the decision trees and the self-organizing map are
brieﬂy introduced.
Decision Trees. Decision trees are supervised learning models
frequently used in data mining, machine learning and other do-
mains. Their popularity comes from their conceptual simplicity,
from their interpretable structure and because they can be applied
to regression and classiﬁcation tasks similarly [40,45,46]. Decision
trees are constructed by recursively splitting the input space into
hyper-rectangular sub-spaces. They are represented by a directed
graph that consists of a ﬁnite set of nodes and branches connecting
them. One distinguishes between the root node, internal or test
nodes and terminal nodes representing the leaves of the tree. The
root and internal nodes represent attributes at which conditions
are tested, splitting the solution set into two or more homogenous
sub-sets. A class or target value is assigned to each node abstract-
ing the characteristics of the designs in the represented sub-space.
At each node the variable and split-point is chosen based on a
quality measure, minimizing the impurity at each node, e.g., mis-
classiﬁcation error, the gini index or the cross-entropy. Pruning
strategies can be applied for a subsequent shrinkage of large deci-
sion trees. Each branch in the ﬁnal tree can be transferred into an
association rule by processing each node along the branch.
Self Organizing Maps. Motivated from cortical maps, Kohonen’s
Self-Organizing Maps (SOM) [47,48] belong to the class of unsuper-
vised artiﬁcial neural networks. Meanwhile SOMs have been
adopted to a broad variety of applications, e.g. see [49]. For the
investigation of structured aerodynamic design data SOMs have
ﬁrst been studied by Obayashi et al. [50] in order to group and ana-
lyze the trade-off of aerodynamic designs with respect to multiple
performance criteria. SOMs implement a feed-forward network
structure consisting of two layers, one input and one output layer,
referred to as the feature map. The structure of the input layer is
directly deﬁned by the number of input variables while the topol-
ogy of the output layer needs to be pre-deﬁned a priori to the SOM
training procedure. Typically a 1D or 2D feature map is used where
neurons are organized on a regular lattice. Each neuron of the input
layer is fully connected to the neurons of the output layer by
continuous weights. The training algorithm realizes a topology
preserving mapping from the input space to the low dimensional
feature map by iteratively applying competitive learning and coop-
erative updating to the adaptation of the weight vectors. After the
training phase, each weight vector connected to each output
neuron makes up a prototype vector, representing a class of similar
input vectors. The low dimensional output layer preserves the sta-
tistics and structure of the input data set. The investigation of the
output neurons thus unveils information about the structure of the
high dimensional input data.
Although, the visualization of information of the output neu-
rons can already provide a deep understanding of the organization
of the input data, the correct interpretation of the results requires
knowledge about the underlying SOM principles. The extraction of
linguistic rules from the trained network can provide a direct ac-
cess to the concepts and ease their interpretation. Based on a
trained SOM, sophisticated rule extraction algorithms perform an
additional abstraction and rule extraction step, see [51–53].4.4. Utilizing information about design concepts
The extracted concepts and formulated rules can be directly uti-
lized within a knowledge based engineering system, see [54] for an
introduction, or to build up expert systems for distinct design
problems. In combination with the universal design representation
concepts linked to the holistic design can be formulated. As such
the acquired design concepts and their formulation in linguistic
form can directly help engineers in decision making, beyond indi-
vidual processes. Depending on the overall strategy, sparsely sam-
pled areas in the design space can be further explored, or the
information about outperforming concepts can be exploited to
guide the design process. The analysis can lead to the discovery
of new design concepts and hypothesis which can be validated in
subsequent experimental or simulation studies. Furthermore, the
clear description of such concepts can reveal relevant interrela-
tions between design parts, domains and engineers, upon which
communication strategies can be revisited. In computational opti-
mization, global search algorithms like evolutionary strategies typ-
ically employ strategy parameters to guide the search process. The
a priori adaptation of the strategy parameters has a positive effect
on the performance of the search algorithm as shown in [55]. The
initialization of those strategy parameters prior to the optimization
run, or the deﬁnition of optimization constraints based on the ac-
quired knowledge could further increase its efﬁciency.5. Interaction analysis
As stated in Section 1, complex design problems are often
decomposed into smaller subsystems which are optimized in par-
allel. Finding a proper problem decomposition is not trivial and has
a strong affect on the efﬁciency of the overall design process. In
practice, the decomposition is mostly done based on engineers
experiences and remains ﬁxed over time. Interaction analysis
targets an automatic identiﬁcation and analysis of interrelated
sub-components. It investigates the interplay between different
components and the objectives deﬁned by the engineers. As an
example, the inﬂuence of a formula one car’s rear wing on the
overall downforce of the car strongly depends on the correct
adjustment of the front wing angle. The identiﬁcation and analysis
of those interactions is an important step to understand and im-
prove the overall system behavior.
Adopting the deﬁnition from Krippendorff [56], we deﬁne de-
sign interactions as follows:
Design Interaction A design interaction is deﬁned as a unique
dependency between design and objective parameters from which
all dependencies of lower ordinality are removed.
Mostly, mathematical approaches for the quantiﬁcation of
interactions can either be classiﬁed into methods of variance
decomposition like ANOVA or into probabilistic methods as ap-
plied in the ﬁeld of information theory. In the following, interaction
information as one of the most general attempts for evaluating
parameter interactions is reviewed. Compared to methods of vari-
ance decomposition, the measure of interaction information can be
equally applied to continuous, discrete and qualitative data.
5.1. Interaction information
Information theoretic attempts to quantify interactions are
based on the Shannon entropy. The Shannon entropy for a discrete
random variable Xi is denoted as HðXiÞ. For two variables Xi and Xj,
the mutual information IðXi;XjÞ measures the amount of informa-
tion shared between both variables, with:
IðXi;XjÞ ¼ HðXiÞ þ HðXjÞ  HðXi;XjÞ; ð8Þ
Fig. 6. Visualization of the information graph for 2- and 3-way interactions.
Fig. 7. High level view on the shape mining framework applied to the analysis of
the passenger car design data.
174 L. Graening, B. Sendhoff / Advanced Engineering Informatics 28 (2014) 166–185where HðXi;XjÞ is the entropy of the joint distribution of Xi and Xj.
The mutual information quantiﬁes interactions of ordinality two,
sometimes referred to as two-way interaction.
Based on the work of McGill [57], Jakulin [58] introduced the
interaction information as an extension of the mutual information
to multiple attributes S ¼ fXi; . . . ;Xng. The n-way interaction infor-





ð1ÞjSjjT jHðT Þ; ð9Þ
where T denotes any possible subset of S. The formulation of Jaku-
lin provides the theoretical basis for the quantiﬁcation of interac-
tions of arbitrary ordinality. For three variables S ¼ fXi;Xj;Xkg the
interaction information assesses the amount of information that is
unique to all three variables and is not given by any of the 2-way
interactions. The three-way interaction in terms of mutual informa-
tion can be formulated as follows:
IðXi;Xj;XkÞ ¼ IðXi;Xj;XkÞ  IðXi;XkÞ  IðXj;XkÞ; ð10Þ
where IðXi;Xj;XkÞ deﬁnes the expected amount of information that
Xi and Xj together convey about Xk. Since IðXi;Xj;XkÞ is symmetric,
this holds for any permutation of i; j and k. In contrast to the mutual
information, the interaction information can either be positive or
negative. Jakulin [58] interpreted positive values of the interaction
information as synergy and negative values as redundancy.
Synergy: The interaction information becomes positive if
IðXi;Xj;XkÞ is larger than the sum of the information that each
variable Xi and Xj conveys about the third variable Xk. Thus, the
synergy of Xi and Xj provides additional information about Xk. Lets
consider an example where the acceleration force, the weight and
the engine power of a car are considered as random variables,
neglecting the knowledge of the related physical laws. Both, the
weight and the engine power alone would provide certain informa-
tion about the acceleration capabilities of a car. However, just the
additional information about the interplay between weight and
engine power would allow a correct prediction of the car’s acceler-
ation force. The weight and the engine power are in a synergy rela-
tion to the acceleration force, and the interaction information
becomes positive.
Redundancy: In cases where the joint information IðXi;Xj;XkÞ is
smaller than the sum of IðXi;XkÞ and IðXj;XkÞ;Xi and Xj share redun-
dant information conveyed about Xk. In an example, where the
acceleration, the engine power and the torque are considered as
random variables, the torque and the engine power mostly provide
the same information about the car’s acceleration force. These
parameters are redundant with respect to the acceleration. The
interaction information becomes negative.
The interaction information can get close to zero either in the
absence of information due to synergy and redundancy, or if the
synergy effect and the redundancy cancel each other out, see
[59] for more details.
5.2. Interaction graphs
The results of an interaction analysis can be visualized using so
called interaction graphs, introduced by [60]. The graph denotes
the interaction structure between variables, which, for example,
are characterizing design properties. Jakulin distinguishes between
supervised and unsupervised graphs. As an example, Fig. 6 depicts
the structure of the supervised variant, which contains information
about 2- and 3-way interactions relative to the uncertainty of an a
priori chosen target variable Y, e.g. deﬁning the quality of the de-
signs. All information quantities are normalized by HðYÞ, express-
ing the contribution of the parameters and their interactions in
terms of portions of reduced uncertainty about Y. A label withthe value of the relative mutual information is assigned to the
knots of the graph. The edges connecting two knots Xi and Xj are
representing the values of the relative three-way interaction infor-
mation IðXi;Xj;YÞ=HðYÞ. The thickness of the edges is proportional
to the absolute value of IðXi;Xj;YÞ=HðYÞ and the line style denotes
its sign. Solid lines represent a positive (synergy) and dashed lines
a negative interaction value (redundancy).
5.3. Utilizing interaction information
Applied to design parameters, the analysis of interactions
provides a systematic and data driven approach to identify depen-
dencies between design parts. On the one hand strongly interre-
lated design parameters need to be combined and optimized in
one design process. Thus, the information about parameter interac-
tions can be used to deﬁne the design representation. On the other
hand the interaction analysis allows a decomposition of complex
design problems into largely independent parts. In this context,
the results of the interaction analysis can provide the means to
reconsider the current implementation of the problem decomposi-
tions. Furthermore, results from the interaction analysis can also
be used in model-based optimizations, e.g. to decide to represent
the design space by two separate approximation models of a low
degree of complexity.
Part II: application to passenger car design
The basic concepts of the shape mining framework outlined in
part I of the paper are applied to the analysis of passenger car
design data in part II. The illustration in Fig. 7 provides an overview
of the second part of the paper and relates the conceptual shape
mining framework to individual application steps. Relating to the
passenger car design process, the subsequent section deals with
the representation, evaluation and design of the car shape for
optimal aerodynamic performance. The designs that result from
different design processes are transferred into unstructured sur-
face meshes deﬁning the uniﬁed representation that enables a
holistic design data analysis, by means of shape mining. The result-
ing meta design data are the starting point for the extraction of
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Fig. 7, methodologies for sensitivity analysis, concept retrieval
and interaction analysis are studied, e.g., to investigate the course
of design processes, to identify the design areas which are sensitive
to changes in the aerodynamic performance or to retrieve general-
ized car concepts.Fig. 8. Illustration of the 16 control point groups of Representation A.6. Passenger car design synthesis
To underpin the practicality of concepts for knowledge extrac-
tion, a priori generated design data from a realistic application is
needed. Typically, design data result from various diverse design
processes where each design process follows a pre-deﬁned strat-
egy to reach a speciﬁc design goal. In this chapter two design strat-
egies, as they are frequently used in CAE, are carried out to design
the shape of a passenger car. The ﬁrst one implements a global
search strategy by means of uniformly sampling a constrained de-
sign space, while the second strategy follows a direct local search
by exploiting the characteristics of the design during the progress
of the design process. Both strategies result in design data sets,
which are characteristic for explorative and exploitative design
processes. Typically, a sensible combination of the two strategies
is used, for both computational as well as human driven engineer-
ing design. The design space that represents all potential solutions
is restricted by the representation of the passenger car. The
improvement of the aerodynamic performance of the shape is pur-
sued, with the overall design goal being formulated based on the
results from computational ﬂuid dynamic simulations (CFD).5 http://www.openfoam.com.6.1. Design representation
To model variations of the design of a passenger car Free Form
Deformation (FFD) [61,62] has been applied to the initial car shape.
FFD represents variations of a chosen baseline design, allowing glo-
bal as well as local deformations, depending on the setup of the
control grid relative to the embedded objects. Applying FFD to
the passenger car shape requires the setup of a three dimensional
control point grid. The control points of the grid serve as handles
for the deformation of the embedded objects. The parameterized
grid deﬁnes the degrees of freedom and constraints for the respec-
tive design processes. The choice of the representation strongly de-
pends on the target setting. During the entire synthesis of a new
design the representation seldom remains unchanged. As exam-
ples, two different control point grids have been constructed. The
construction of the ﬁrst one (representation A) incorporates expert
knowledge about expected variations of the car shape, while the
second control point grid (representation B) represents a standard
set-up. For the deﬁnition of the control point grid and the deforma-
tion of the initial mesh an in-house software VisControl has been
used. Finally, the variation of the control points results in a defor-
mation of the embedded surface mesh representing the shape of
the passenger car.
Representation A. The ﬁrst control point grid of the FFD repre-
sentation consists of mA ¼ 567 control points, PA. Splines of degree
3 and order 4 are utilized in the FFD representation. A signiﬁcant
portion of the control points has been introduced to constrain
the deformations on the initial surface meshMI , e.g. to limit defor-
mations at the wheel house. Such limitations ensure, e.g. the
manufacturability of the resulting car design. Based on the control
volume, kA ¼ 16 control point groups, GA ¼ ðCPG1; . . . ;CPGkA ÞT , have
been deﬁned. The individual control point groups are marked and
labeled in Fig. 8(a)–(c). The displacement of the control points
within each group is restricted to displacements along individual
axes, e.g. control point groups CPG0 to CPG3 are restricted to mod-
iﬁcations in x direction. Variations in the y direction are applied sothat the symmetry of the car shape is kept. The introduced control
point groups deﬁne kA ¼ 16 tunable parameters for deﬁning new
car shapes. Formally, given variations of GA, representation A de-
ﬁnes the mapping from the initial mesh MI to a modiﬁed mesh
M0:
RAðMI;PA;GAÞ : ðMI;PAÞ ! ðM0;P0AÞ; ð11Þ
with GA 2 RkA and PA;P0A 2 RmA3.
Representation B. The second control volume is a standard
representation resulting in a grid with mB ¼ 64 control points PB.
In contrast to RA, the control volume is restricted to deformations
of the upper chassis part only. Further constraints, which ensure
the practicability of the designs are not included. For the parame-
terization of the control point grid, control points are effectively
grouped into kB ¼ 12 groups, GB ¼ ðCPG1; . . . ;CPGkB ÞT , as depicted
in Fig. 9(a)–(c). Again, the modiﬁcations of the individual groups
are restricted to displacements along distinct axis. In summary,
given the kB ¼ 12 variable design parameters, the modiﬁcation of
the initial mesh utilizing representation B is deﬁned by:
RBðMI;PB;GBÞ : ðMI;PBÞ ! ðM0;P0BÞ; ð12Þ
with GB 2 RkB and PB;P0B 2 RmB3. Compared to representation A, the
reduced mesh density allows larger variations of the car shape.
6.2. Computational ﬂuid dynamics simulation
For each design that has been generated using FFD the aerody-
namic performance is evaluated with a computational ﬂuid
dynamics solver. OpenFOAM5 an open source CFD software package
is used for simulating the ﬂow around the passenger car surface.
Therefore, the domain occupied by the ﬂow is divided into discrete
cells generating an octree based hexahedral CFD mesh with 3.3 mil-
lion cells. Boundary conditions are speciﬁed, which deﬁne the ﬂow
behavior at the boundaries of the computational area, e.g. at the inlet
or the design surface. A uniform ﬂow with a velocity of 110 km/h is
deﬁned at the inlet of the ﬂow domain. The Reynolds-averaged
Navier–Stokes equations are solved including the SST kx turbu-
Fig. 9. Illustration of the 12 control point groups of Representation B.
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Mainly two quantities are derived from the solution of the ﬂow
simulation, the overall drag force FD acting on the car in the direc-
tion of the freestream ﬂow, and the rear lift FLR, which is perpen-
dicular to the ﬂuid ﬂow. FD and FLR are used to quantify the
aerodynamic characteristics of each passenger car. Both measures
deﬁne the objective of the design process, where a decrease in FD is
directly linked to a reduction in the fuel consumption and a de-
crease in FLR to an improvement of the car stability.6 http://shark-project.sourceforge.net, [68].
7 In the formulation of the quality function and its algorithmic realization, we
nore physical units and implicitly assume that the units of free parameters are
osen accordingly.
8 In practice the number of generations is most often limited due to the high
mputational costs of the ﬁtness evaluation. Improved designs can already be found
sing a lower number of generations, even the optimizer does not converge.6.3. Explorative search with latin hyper cube sampling
Sampling methods are widely used in engineering design in
order to explore a constrained design space. Optimal sampling plan
strategies are highly relevant for applications where full factorial
experiments are infeasible due to high experimental costs. In
engineering design, sampling plan methods are typically applied
in order to produce properly distributed data for constructing an
approximation model of the quality function. Subsequent optimi-
zation and design processes can utilize these approximation
models as surrogates for expensive quality function evaluations.
Among the most prominent and most frequently used sampling
techniques are Latin hypercube sampling (LHS), Sobol sequences
and orthogonal arrays. In this study, an optimized LHS method, as
described in [64] is used, which applies the optimality criteria of
Morris and Mitchel [65] to achieve a space-ﬁlling sampling.
Given the representation RA, as described in Section 6.1, an
optimal sampling of the kA ¼ 16 dimensional design space is
targeted. The optimized LHS algorithm has been applied to gener-
ate a limited number of 500 design samples within a constrained
design space. Each dimension is bounded between 0:3 and 0:3,
which corresponds to a maximum displacement of each control
point group by 0.3 m. The resulting samples are positioned in the
center of each hyper cubic element. Utilizing RA, 500> modiﬁed
instances of the baseline surface are generated. For all modiﬁed
designs the airﬂow around the surface of the passenger car is sim-
ulated and its aerodynamic characteristics are calculated according
to Section 6.2. Fig. 10 shows the resulting data. The relation
between the drag force FD and the rear lift FLR is depicted inFig. 10(a) and the shapes of two different non-dominated solutions
are shown in Fig. 10(b) and (c).
6.4. Exploitive search with an evolutionary strategy
While sampling techniques target a uniform sampling of the
entire design space, optimization algorithms like evolutionary
strategies perform selective sampling along certain paths towards
optimal solutions. Optimization algorithms often adapt their strat-
egy parameters by exploiting information from previously gener-
ated solutions. In the following experiments, two optimization
runs are carried out targeting the minimization of a pre-deﬁned
ﬁtness function. A ðl; kÞ evolutionary strategy with covariance ma-
trix adaptation (CMA-ES) has been used for the optimization, see
[66]. The process starts with the initialization of a population of
l parameter vectors. In each generation g; k solutions are sampled
from a multi-variate normal distribution, ~xgþ1i  N h~xig ; ðrgÞ2Cg
 
;
i ¼ 1 . . . k, around the mean h~xig of the l so called parent solutions.
After the ﬁtnesses for all k solutions have been calculated, l best
out of k solutions are recombined to provide a new mean h~xigþ1
for the sampling in the subsequent generation. Besides the mean,
the global step-size rg and the covariance matrix Cg are updated
according to Eqs. 2 to 5 of [67].
For the optimization of the passenger car a ð2;12Þ CMA-ES has
been applied using the implementation in the Shark machine
learning library.6 The kA ¼ 16 and kB ¼ 12 parameters of representa-
tion PA and PB span the search space for the two optimization runs,
respectively. The l ¼ 2 solutions are initialized with the baseline
passenger car shape. The initial step size r0 is set to r0 ¼ 0:1. The
covariance matrix Cð0Þ is set to the unity matrix in the ﬁrst genera-
tion. Thus, the ﬁrst k ¼ 12 so called offspring are sampled from a uni-
form multi-variate normal distribution. Both optimization runs
target the minimization of the overall drag force FD constrained by
the rear lift FLR, the volume V and the maximum control point group
displacements. This results in the following ﬁtness function7:




a; a ¼ 0 if jxij 6 0:3
1 if jxij > 0:3

p2ðVÞ ¼ ðV  VcÞ2
p3ðFLRÞ ¼
0 if FLR 6 FcLR
ðFLR  FcLRÞ2 if FLR > FcLR
(
;
where pi and si deﬁne the individual penalty terms and respective
weightings. The values for si are determined based on experience
with s1 ¼ 100; s2 ¼ 1000 and s3 ¼ 1. With Vc ¼ 9:40 m3, the gener-
ated meshes are expected to enclose a similar volume as the initial
car. The upper bound for the rear lift FLR is set to F
c
LR ¼ 300:00 N,
allowing the rear lift to increase by about 16% compared to the
baseline value of FLR ¼ 252:53 N. Furthermore, the search process
should keep the control point displacements in a constrained range,
punishing extreme deformations.
Two optimization runs have been carried out for 14 genera-
tions8 based on RA and RB, respectively. Each optimization run
results in 168 different designs. The results of the two runs are sum-
marized in Fig. 11. Fig. 11(a)–(d) visualize the progress of the ﬁtness




Fig. 10. Results from the explorative search with LHS.
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performance of the baseline car. Both optimization runs succeeded
in developing car shapes that outperform the baseline. In most gen-
erations, the best solutions of both runs do not violate any of the vol-
ume and rear lift constraints. Especially in early generations, the
optimization run based on RB outperforms the optimization run
usingRA with respect to the ﬁtness and the achieved drag reduction.
However, the designs from the run withRA manage to achieve a bet-
ter performance with respect to the rear lift. The advantage of RB
over RA in the optimization results from the more severe constraints
used for RA. This is apparent when comparing the shapes of the
respective best designs, as depicted in Fig. 11(e) and (f). As can be
seen, the optimization based on RB results in designs with large
deformations at the trunk of the car and mesh distortions at the
back, ending up in an infeasible car shape.
For comparison to the results from the explorative search strat-
egy, the position of all generated solutions in the overall objective
space is shown in Fig. 11(g).
7. Passenger car meta design data
Each design that has been generated in one of the sub-processes
1–3 from the previous section, see Fig. 7, has been transferred into
a surface mesh representation, with about n ¼ 550; 000 vertices.
The respective performance values for FD and FLR have been linked
to each design and its related mesh representation. From the entire
set of designs, 4 meta design data sets are compiled, containing the
designs from:
	 Data set 1: optimized LHS with RA (process 1).
	 Data set 2: CMA-ES with RA (process 2).
	 Data set 3: CMA-ES with RB (process 3).
	 Data set 4: CMA-ES with RA & RB (process 2 & 3).
In each data set for each design m the surface differences by
means of the vertex displacements dr;mi; j have been calculated with
respect to the initial car shape, which has been chosen as reference
design r. For simplicity, the Euclidean distance has been used toidentify pairs of corresponding vertices. In addition to the displace-
ment values, the differences in the design qualities have been
quantiﬁed as well with respect to the reference design with
/FD ¼ /r;mFD ¼ F
m
D  FrD and /FLR ¼ /r;mFLR ¼ F
m
LR  FrLR.
In the ﬁrst experimental studies, the design variations (relative
to the baseline design r) within the different data sets have been
visualized.
7.1. Identiﬁcation of weakly deformed design areas
The analyses of the variances of local surface variations are
shown in Fig. 12. For visualization, the calculated displacement
variances are mapped as color values to the corresponding vertices
of the reference design. Bluish areas indicate non or hardly de-
formed surface regions whereas reddish areas highlight those re-
gions with a high variance.
From Fig. 12(a) and (b) it can be seen that the constraints on
representation RA, e.g., at the front screen, result in regions of
low variance. Comparing Fig. 12(a) and (b) one can note: while
the LHS strategy targets an equal variation of all design parame-
ters, the variations from the CMA-ES are restricted by the search
path that the optimization algorithm follows. Fig. 12(d) depicts
the results from the analysis of the combined data set.
A low variance might be assigned to a vertex for several reasons.
Either a variation of a vertex was not possible due to limitations in
the representation, e.g. due to hard constraints on the shape vari-
ations, or the variations were not realized in the search process.
If the low variance is due to the representation of the design one
might think about a change of the representation for any subse-
quent process. If the low variance is due to the course of the design
process one might re-think the design strategy instead.
In our example, the variance analysis was carried out ofﬂine
after the design processes were ﬁnished. However, it is equally
possible to use the variance analysis as a monitoring tool during
the search process to identify design regions which have been left
unexplored.
7.2. Evaluation the course of design
Given the initial objectives and constraints of the design pro-
cesses, each process follows a certain strategy to reach the design
goals. However, whereas a clear strategy might be obvious for indi-
vidual processes, for multiple sequential and parallel processes,
where many engineers are involved, the actual direction of the
overall design process might not be apparent to everyone. The
analysis of the mean surface feature differences can depict infor-
mation on the individual and combined strategies at the same
time. As an example, estimating the arithmetic mean of the dis-
placements for each vertex provides information on the global
trend of the direction and the amount of surface modiﬁcations rel-
ative to the pre-deﬁned reference design.
The resulting mean vertex displacements for the four example
data sets are visualized in Fig. 13(a)–(d). Reddish (bluish) regions
show that the mean displacement relative to the baseline surface
is in (against) the direction of the surface normals, towards the
outside (inside) of the car surface. Greenish regions are those
where the average displacement is zero. Either, those regions have
not been modiﬁed at all or the displacements in either direction
have canceled each other out. Since the LHS targets an equal vari-
ation of the baseline design, the mean displacement value for each
vertex vanishes, and an explicit direction or strategy is not visible,
see Fig. 13(a). Small deviations from a zero mean displacement can
be observed for individual vertices due to the non-linear transfor-
mation from the control point variations to variations of the sur-
face points. Fig. 13(b) and (c) emphasize the overall direction of
the CMA-ES optimization runs. It can be observed in Fig. 13(b), that
Fig. 11. Illustration of the results from the optimization with the CMA-ES, using different design representations.
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Fig. 12. Visualization of the displacement variance related to each vertex. Fig. 13. Visualization of the mean displacement value related to each vertex.
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the inside of the car surface. These modiﬁcations let to an improve-
ment of the overall aerodynamic drag while complying with the
constraints on the rear lift and the volume. For the optimization
based on representation B (RB), the optimizer took a partly differ-
ent strategy, see Fig. 13(c). While the rear of the car surface has
also been modiﬁed towards the inside of the car, areas around
the side mirror have been deformed to the outside.
The results show, that the analysis of the mean feature varia-
tions allow the observation of the trends of individual and com-
bined, see Fig. 13(d), design processes. The interpretation and
communication of the results can guide individual and global de-
sign strategies.8. Passenger car sensitivity analysis
In the following experiments, sensitivity analysis has been ap-
plied to the design data in order to explicitly evaluate the relation
between of local shape modiﬁcations dr;mi; j and the objective values
/FD and /FLR .8.1. Direction of performance improvement
Given the displacement data for each vertex of the reference
mesh and the differences in the performance numbers, the
sensitivities for a chosen reference design are calculated using
the Pearson correlation coefﬁcient. In addition to the correlation
value, the statistical signiﬁcance for each correlation value has
been calculated. For visualization, both values have been mapped
onto one color scale, where the actual color value is deﬁned by
the correlation value and the saturation of the color is deﬁned by
its signiﬁcance. The results of the sensitivity analysis are depicted
in Fig. 14(a)–(d), where Fig. 14(a)–(c) visualize the sensitivity to
/FD and Fig. 14(d) to /FLR for different data sets. The interpretation
of the correlation values has to be related to the surface features:
Red (blue) areas indicate, that a modiﬁcation of the surface into
(against) the normal direction of the vertices will lead to an in-
crease (decrease) of the performance indicator FD or FLR. Areas of
low correlation, i.e. without signiﬁcant effect on the performanceare shown in green. For regions with low saturation (white areas)
no conclusion can be drawn since the statistical signiﬁcance of the
correlation is low.
From the analysis of the sensitivity results in Fig. 14(a)–(c) one
can derive the basic rule that a deformation of the rear part to the
inside of the car will reduce the drag and thus improve the car per-
formance. While this concept is likely to be known to the aerody-
namic engineer, the information that the deformation of the area
close to the front door of the car towards the outside of the initial
car surface can lead to an reduction of the drag might denote a
more interesting relation. Furthermore, the analysis of the joint
data set (see Fig. 14(c)) results in drag sensitivities at the outer
front bumper, which are less obvious from the analysis of the indi-
vidual data sets. Figs. 14(c) and (d) allow the comparison between
drag and rear lift sensitivities. A clear trade-off between FD and FLR
can be observed for the region around the passenger’s door. A
deformation of those surface patches to the outside is expected
to result in a lower drag value. However, such a modiﬁcation
would also result in an increase in the rear lift.
In general, it should be noted that there is always the chance
that high correlations can result from unresolved co-variances or
from outliers in the data, and thus a veriﬁcation of the most inter-
esting sensitivities should be obligatory.8.2. Reliability of probabilistic sensitivity estimates
Mutual information or its robust variant, see [25] for reference,
provide an alternative and more general approach to the sensitiv-
ities estimation, of which compared to the correlation coefﬁcient
make no assumption on the kind of interrelation between design
modiﬁcations and performance changes. However, for a reliable
estimation a sufﬁcient number of data samples needs to be avail-
able for analysis. Based on the given passenger car design data
the dependency of the mutual information and the robust mutual
information on the size of the design data set is studied. Given the
data set 4, the sensitivities are calculated for different sample sizes
K 2 f100;200;300g. Instead of randomly selecting K designs from
the data set, the K designs closest to the baseline shape are identi-
ﬁed based on the calculation of the average absolute displacement.
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robust mutual information are summarized in Fig. 15. Red areas
show surface patches with high sensitivity and blue areas are those
that have no inﬂuence on the drag value. The results of the two
measures for K ¼ 300 are qualitatively similar. If K is reduced,
the mutual information fails in clearly separating sensitive from
insensitive areas, in particular for K ¼ 100. The results show that
especially for the analysis of small design data sets the robust mu-
tual information should be preferred to the classical mutual
information.
8.3. Sensitive areas
The number of vertices that deﬁnes the shape of each design in
the data sets is around n ¼ 550;000. A reliable modeling of the
interrelations between distant design regions based on all vertices
is hardly possible. Therefore, the feature reduction method from
Section 3.2 has been applied to pre-select the most relevant fea-
tures from the data set. In order to form sensitive areas along the
baseline passenger car surface the sensitivity information from
the Pearson correlation analysis, see Fig. 14(d), has been used. To-
gether with the geodesic distance, the sensitivity values deﬁne the
similarity between vertices. In a pre-processing step vertices with
a low sensitivity, jrrDi j < 0:6, have been removed before the cluster-
ing step. Thereafter, the K-Means clustering algorithm is used for
the formation of sub-areas on the surface. The results of the clus-
tering are illustrated in Fig. 16(a) and (b), where vertices with
the same color value deﬁne one cluster. Vertices with low sensitiv-
ity have been neglected and are shown in dark blue. With k ¼ 12,
the number of clusters has been pre-deﬁned. Vertices closest to
their centers deﬁne the cluster centers.
As can be seen from the results, the sensitive areas are not sym-
metric along the center line, while the surface mesh is. Such sym-
metry requirements need to be explicitly incorporated into the
clustering algorithm. This has not been considered so far and re-
mains future work. For simplicity, a subset of k ¼ 6 cluster centers
has been selected manually from the entire set, neglecting centers
which represent identical design areas. The selected centers are la-
beled in Fig. 16, whereas the sensitive areas are labeled from A0 toFig. 14. Illustration of the results from the sensitivity analysis based on the
calculation of the Pearson correlation.A5. In addition the vertex index of the cluster center is given. Thus,
e.g. v129125 deﬁnes the cluster center of area A2. The displace-
ment values of the extracted cluster centers are the basis for the
identiﬁcation of car concepts and the investigation of higher order
interaction patterns between distant design areas.9. Passenger car design concept retrieval
In the following experimental studies, design concepts are ex-
tracted by applying two machine learning techniques, the tree
learner and the self-organizing map to the reduced data set. Target
is the formulation of abstract classes of passenger cars, which are
similar with respect to their surface representation and their
aerodynamic quality. For each concept crisp rules are extracted
in human readable form.
9.1. Tree induction for car concept retrieval
The applied tree learner is an implementation of the standard
C4.5 tree induction algorithm [40]. The gain ratio has been applied
to split the data samples at each node and thus grow the tree. If the
gain ratio is lower than 0:2 or the number of samples represented
by one node is below three the growth has been stopped. In addi-
tion, each node is restricted to binary splits. The independent
parameters for the induction algorithm capture the displacement
values of the cluster centers that represent the k ¼ 6 sensitive
areas A0; . . . ;A5. The gain ratio for the split of the nodes is calcu-
lated based on a single scalar value. Therefore, the aerodynamic
drag and the rear lift force have been combined into one character-
istic value /F , which is deﬁned as the product between the normal-
ized force differences:
/F ¼ /^FLR  /^FD ; ð13Þ
where /^FLR and /^FD deﬁne the respective normalized drag and rear
lift force difference. The difference value /F has been calculated
for each design of data set 4 prior to the tree induction.
The resulting tree is visualized in Fig. 17(b), where each node




Fig. 15. Comparison of the sensitivity analysis using mutual information (left) and
the robust variant of the mutual information (right).
Fig. 16. Results of the feature reduction step by means of identifying sensitive areas
and related cluster centers.
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iable (not present in the terminal nodes). The split variable
v244522 in the root node, representing deformations of the roof
among area (A0), deﬁnes the variable that best splits the entire
set of designs with respect to /F . Three nodes A;B and C have been
selected to describe the underlying concepts in linguistic form,
such as:
A : A0 2 ½0:29;0:20 ^ A2 2 ½0:27;0:24 !
/FD 2 ½111:25;102:40 ^ /FLR 2 ½99:50;66:31;
B : A0 2 ½0:29;0:20 !
/FD 2 ½111:25;59:65 ^ /FLR 2 ½99:50;44:10;
C : A0 2 ½0:07;0:04 ^ A5 2 ½0:11;0:06 !
/FD 2 ½49:83;5:81 ^ /FLR 2 ½140:92;31:91:
The designs covered by each of the three rules are depicted with
respect to their quality values in Fig. 17(a). The rules describe gen-
eral coherences between surface deformations with respect to the
reference design and the expected objective values. As an example,
rule B describes that a deformation of the surface patch around the
roof (area A0) to the inside of the surface between 29 and 30 cm
will lead to a respective drag and rear lift reduction of 111:25 N
to 59:65 N and 99:50 N to 44:10 N. Especially for more com-
plex or multiple trees generated from different data sets an analy-
sis of all nodes can get laborious and the ranking or ﬁltering of
concepts is needed. For this purpose the utility measure, as intro-
duced in Section 4.2, is used to rank concepts according to their rel-
evance. In order to emphasize the beneﬁt of the utility measure,
concepts A to C have been evaluated accordingly. The results are
summarized in Table 2.
The concept evaluation assigns the highest utility value to con-
cept A followed by B and C. The hyper-volumes of concepts A and B
are the same, since both concepts share the non-dominated design
solutions. However, the IS value is lower for concept B and thus,
concept B is of lower utility compared to A.
9.2. Car concept learning with SOMs
As an alternative to the tree learning, an unsupervised
partitioning of the design data has been carried out using theSOM algorithm in order to derive new design concepts. The input
parameters for the artiﬁcial neural network are again the parame-
ters capturing the displacements of areas A0–A5. In order to
perform a supervised clustering with the SOM algorithm, the per-
formance number /F (see Eq. 13) has been added as an additional
input. The weight vectors of the 5 5 feature map are adapted
based on the Euclidean distance between the input samples. After
learning, each weight vector represents one prototype vector for
one potential design concept. The topographic map, colored with
the weight values of A0, is shown in Fig. 18(d). In addition, the
U-Matrix has been calculated and is depicted in Fig. 18(e). The
U-Matrix shows the distance between the weight vectors in the in-
put space and can provide information to further group individual
concepts into more general ones. Three concepts D; E and F have
been selected and the corresponding designs have been denoted
in the objective space in Fig. 18(f). The linguistic rules are as
follows:
D : A0 2 ½0:29;0:18 ^ A1 2 ½0:31;0:22^
A2 2 ½0:27;0:20 ^ A3 2 ½0:00;0:00^
A4 2 ½0:00;0:03 ^ A5 2 ½0:00;0:00 !
/FD 2 ½111:25;79:17 ^ /FLR 2 ½99:50;66:31;
E : A0 2 ½0:11;0:06 ^ A1 2 ½0:05;0:03^
A2 2 ½0:05;0:01 ^ A3 2 ½0:02;0:00^
A4 2 ½0:07;0:00 ^ A5 2 ½0:09;0:05 !
/FD 2 ½59:02;35:05 ^ /FLR 2 ½141:63;82:59;
F : A0 2 ½0:22;0:15 ^ A1 2 ½0:26;0:17^
A2 2 ½0:24;0:16 ^ A3 2 ½0:00;0:00^
A4 2 ½0:01;0:03 ^ A5 2 ½0:00;0:00 !
/FD 2 ½98:38;64:97 ^ /FLR 2 ½69:58;26:89;
Here, the parameter range of each design parameter is used to
formulate the antecedent part of the rule. Typically, parameters
with vanishing variances can be removed, requiring an additional
post-processing step.
All in all, the SOM represents 25 concepts. In order to rank the
individual concepts the utilities have been calculated for each con-
cept and visualized in a utility map, see Fig. 18(a). Without analyz-
ing the topographic maps of all objective values, the utility map
provides a quick visual summary of the most relevant concepts.
The three concepts D; E and F are the ones with the highest utilities.
For a detailed analysis, the IS and expected hyper volume for each
concept are visualized in Fig. 18(b) and (c). As can be seen, concept
E has a higher correlation between design parameter values and
the objective values, but a lower hyper volume compared to con-
cept D.
Using the tree induction, SOMs or alternative techniques from
machine learning and data mining engineers can extract new con-
cepts explaining relations in the design domain. By adding the con-
cepts to a global knowledge base the knowledge can be shared
among engineers and utilized to improve future designs. Wherein,
the utility measure can help to sort concepts according to each
engineer’s objectives, as shown in our experimental studies.
10. Passenger car interaction analysis
The interaction analysis, described in Section 5, is applied to the
data set from design process 2 and 3. Each design is deﬁned by the
displacement values of the vertices representing the sensitive
areas, A0–A5. Based on these data the two and three way interac-
tions between the parameter and objective values have been
calculated. Three objective values /FD ;/FLR and /F (Eq. (13)) are
considered for the interaction analysis. The calculated interaction
values are normalized by the entropy of the objectives with
Fig. 17. Result from the concept formation using tree induction. Three concepts A;B and C are selected for a detailed description.
Table 2
Detailed results from the concept evaluation for concepts A;B and C, derived from the
decision tree.
#designs IS vol util
A: 6 1:00 0:79 0.79
B: 21 0:65 0:79 0.51
C: 33 0:52 0:48 0.25
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marginal distributions the parameter values are discretized into
b ¼ 10 bins. The estimation of the joint distributions has been car-
ried out accordingly. The results of the interaction analysis in form
of interaction graphs are depicted in Fig. 19(a)–(c). For each node
the label (A0–A5) and the mutual information between the param-
eter and the quality values are shown. The edges between two
nodes depict qualitatively the interaction between two parameters
and the objective values. Solid lines denote synergy and dashed
lines redundant interrelations between the parameters. The thick-
ness of each line corresponds to the strength of the interaction.
Edges with an interaction value below 0:05 are classiﬁed as irrele-
vant and are not visualized in the graph.
Fig. 19(a) depicts the interaction graph for the drag force. With a
relativemutual information value of 0:465parameterA2, represent-
ing variations at the rear window, reduces already a large portion of
the uncertainty about the drag. Thus, knowing only A2 would al-
ready allow to correctly predict the discrete drag value for nearly
50% of all designs. All evaluated three-way interactions between
parameters result in negative interaction information denoting a
high degree of redundancy between the parameters. For example,analyzing the interaction between A2 and A1, this indicates that
variations in /FD due to A2 can equally result from variations of
A1. Thus, A1 can implement an alternative control parameter in
the design process, e.g. if variations of A2 are constrained.
The interaction graph for the rear lift force is shown in
Fig. 19(b). Parameter A5, which represents modiﬁcations at the
back side of the car, has the highest sensitivity. For this parameter
no signiﬁcant interactions with other parameters have been ob-
served. Thus, for the optimization of the rear lift, area A5 can be
modiﬁed independently. In contrast, the results of the analysis of
the three-way interaction indicate that variations of A0–A4 have
to be jointly considered in the process of optimization.
Fig. 18. Result from the concept formation using SOM. Three concepts D; E and F are
selected for a detailed description.
Fig. 19. Interaction graphs, illustrating the interrelation between distant surface
areas with respect to different quality measures.
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ters and the combination of drag and rear-lift force, the interaction
graph with respect to /F is shown in Fig. 19(c). The most relevant
parameters are A0–A2 representing areas along the roof. Interest-
ingly, a relevant interaction has been discovered between A1 andA4, which represent modiﬁcations at the back and the front side
of the car, respectively. Considering such interactions during the
design process might per se not be obvious.
These examples show that the interaction analysis can be a
helpful tool to identify and characterize relevant interrelations be-
tween design parameters and objectives.
11. Summary and conclusion
In this paper, we have motivated the need for holistic data
analytics in engineering design and outlined a framework for its
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ent design processes into one framework, a uniﬁed design repre-
sentation has to be deﬁned. The uniﬁed surface data is stored in
a database, which is the central element of the framework as de-
picted in Fig. 4. The adaptation of statistical data mining methods
to surface data is preceded by the deﬁnition of appropriate dis-
tance measures between geometrical objects. Even though the sur-
face differences considered in our research are not large, we have
shown that the Geodesic distance is more suitable than the stan-
dard Euclidean distance between surface vertices. The sensitivity
analysis based on correlation methods and information theoretic
approaches applied to surface data constitutes the ﬁrst step to-
wards shape mining.
The application of more sophisticated methods of knowledge
formation necessitates to resolve the typical drawback of the
universal design representation, i.e., its high dimensionality. There-
fore, we apply feature evaluation, reduction and clustering tech-
niques to reduce the representation to a signiﬁcant subset. Based
on this feature set, methods for concept retrieval can be applied.
The procedure for the retrieval, description and evaluation of
design concepts has been generalized and can be carried out inde-
pendently of the used modeling technique. A new measure has
been introduced to evaluate extracted design concepts based on
the estimation of their utility. The new measure allows the ranking
of concepts according to the formulation of the engineer’s
objectives.
The last analytics step in our framework as shown in Fig. 4 is the
interaction analysis. The extension of mutual information to more
than two random variables is non trivial and its comprehensive
statistical treatment is beyond the scope of this paper. Neverthe-
less, we are able to formulate the statistical interaction between
the changes of different surface patches or features and changes
in the design objectives. The resulting interaction graphs provide
a fast and easy way to visualize rather complex statistical
information.
The remaining component in the proposed shape mining frame-
work in Fig. 4 is the utilization of the extracted knowledge. Although
it is impossible to directly show how the result of shape mining
inﬂuences a realistic design process involving different tools, engi-
neers and decision making processes, we apply the framework to
the practical example of passenger car design. We choose two
meaningful objectives and generate data from three different pro-
cesses involving different shape representations and different
strategies for shape space sampling. In the second half of the paper,
we go through the different steps of our framework using these
three realistic data sets.
The ﬁndings of the displacement and sensitivity analysis pro-
vide the engineer with a concise picture of the direction of the
overall design process. The effects of different representations
and sampling techniques can be visualized and unexplored regions
of the design space can be identiﬁed. Whether those ’’white spots’’
on the design landscape are due to constraints or due to shortcom-
ings of the design processes has to be decided by the engineer.
Although the statistical methods to extract this information are
not complex, it is the comprehensive framework that allows their
application to the complete process. In a practical engineering de-
sign process for complex products like automobiles the impact of
such rather basic information should not be underestimated.
The concept retrieval augmented by the new utility measure al-
lows the formulation of simple rules for passenger car design
matched to the speciﬁc objectives that have been formulated.
The key here are the rules of intermediate complexity because they
are still readable and are less likely to represent standard engineer-
ing knowledge for car design. Furthermore, the algorithmic extrac-
tion of design concepts allows the wider distribution of subjective
engineering knowledge in a company.Finally, the interaction analysis revealed the joint inﬂuence of
modiﬁcations at the front and the back of the car on the accumu-
lated objective /F . This is likely to be new and interesting for the
engineer. Whereas experienced engineers are quite conﬁdent to
judge the interaction between design changes for single objectives,
this is usually not the case if objectives are accumulated or when
optimal trade-offs between objectives are sought. At the same
time, design processes based on single objectives become more
and more obsolete and are replaced by multi-disciplinary and
many-objective approaches.
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