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I. INTRODUCTION
Geoda is a collection of software developed by Luc Anselin. It has a friendly and graphical interface that users can easily implement exploratory spatial data analysis (ESDA) with it, such as spatial autocorrelation analysis and spatial econometric analysis. The Geoda software includes an interactive environment that combines maps with statistical graphics, using dynamic-linked-window technology. Its original version date back to the first contribution made to develop a bridge between ESRI's ArcInfo GIS and the SpaceStat software. The second version of Geoda made an improvement to ESRI's ArcView 3.x GIS that it can implement linked windows and brushing. In contrast to the previous versions, the current Geoda is independent software that runs under any of the Microsoft Windows operating systems without a specific GIS system.
Matlab is an advanced language and interactive environment that users can implement numerical computation with it. And its operational efficiency is much higher than traditional programming languages such as C, C++, and FORTRAN due to the excellent design. Matlab can perform many complex tasks such as signal and image processing, computation, control system design, test and measurement, financial modeling and analysis. There are more than 30 Toolboxes in Matlab and they can be divided into two categories: functional toolbo x and field-based toolbox. The functional toolbox is mainly used to expand symbolic computing, modeling and simulation capabilities, word processing and hardware real-time interactivity. Functional toolbox can be used in a variety of disciplines. In the Opposite, the field-based toolbox is highly professional, such as the control system toolbox, signal processing toolbox and finance toolbox. And neural network toolbox is one of them. It extends Matlab with tools for designing, implementing, visualizing, and simulating neural networks.
II. DESCRIPTIVE STATISTICS
As a branch of econometrics, spatial econometrics focuses on dealing with spatial interaction and spatial structure in cross-sectional data and panel data regression model. This area has developed rapidly in recent years. Spatial econometrics is widely used in applied economics and policy analysis, particularly in regional economics, residential economics, environmental and resource economics and development economics and other fields.
Firstly, this paper made an exploratory spatial data analysis of China's manufacturing agglomeration with Geoda. Secondly, we performed a spatial econometric analysis on influencing factors of china's manufacturing agglomeration using spatial lag model and spatial error model. Finally, we used Matlab neural network toolbox to predict China's manufacturing agglomeration based on the existing data. From an economic point of view, this article can also be seen as an example of spatial econometric analysis.
A. Dependent Variable and Indicators
We have many indicators to measure the industrial agglomeration in the actual study. In this paper, we chose Location Quotient (LQ) to describe China's manufacturing agglomeration. It is defined as follows: As can be seen from the above analysis, China's manufacturing industry mainly concentrated in the southeast coastal areas. Manufacturing sector of coastal areas showed an increasing trend, but this trend is gradually slowing down.
(b) Spatial autocorrelation analysis of China's manufacturing agglomeration
In actual research we often use Moran'I index to test the existence of spatial autocorrelation, which is defined as follows:
In the formula above, 
Moran's I rank from -1 to 1.
For Moran's I index results, we can use standardized statistic Z to test the existence of spatial autocorrelation between the regions.
Under the assumption of normal distribution, the expectation and variance of Moran's I can be calculated as follows: H is accepted. From table 1 we can make a conclusion that there was a significant positive spatial autocorrelation between China's provincial manufacturing industries. This indicates that China's manufacturing industry did not distribute randomly, and the spatial distribution of manufacturing industry showed a clear concentration trend over the last decade: the provinces that have similar LQ coefficient tend to concentrate geographically.
III. METHOD AND MODEL

A. Research Methods
(a) Spatial Lag Model Spatial Lag Model (SLM) is mainly used to discuss whether there is a spillover effect of variables in a region. The model is expressed as follows:
In the formula above, y is a dependent variable; X is a k n × matrix of exogenous explanatory variables; ρ is a spatial regression coefficient, reflecting the effect of spatial dependence in observations; W is a n n × matrix of spatial weight; Wy is a spatial lagged dependent variable; ε is a random error vector.
Parameter β reveals the effect the explanatory Anselin and Florax (1995) proposed the following criterion: We can determine that Spatial Lag Model would be more appropriate if (a) LMLAG is more significant than LMERR statistically; (b) R-LMLAG is significant but R-LMERR is not significant. In the Opposite, Spatial Error Model would be better if (a) LMERR is more significant than LMLAG; (b) R-LMERR is significant but R-LMLAG isn't.
Besides R-squared, some common criterion includes Log likelihood, Likelihood Ratio, Akaike Information Criterion (AIC) and Schwartz Criterion (SC). The higher the Log likelihood, the lower the AIC and SC, the better the model. These indicators can also be used to compare the regression effect between OLS, SLM and SEM.
B. Econometric Model
In this article, we proposes the main factors that affecting industrial agglomeration from four perspectives: comparative advantage, new economic geography, knowledge spillovers and the role of government. Considering measurability of indicators and availability of data, we proposes the following twelve indicators in table 2. 
IV. EMPIRICAL ESTIMATION AND RESULTS
A. Econometric Analysis
Considering the formation of industrial agglomeration is a process, it will take some time for the effect becoming apparent. In this article, we set the Location First of all, we make a OLS estimation including all the factors. As can be seen from estimation 1 of table 3, the t value of most variables is not significant and severe multicollinearity exists in the model. So some adjustment need to be made until t value of most variables become significant and model's multicollinearity is weaken. Results after adjustment is shown in estimation 2 of table 3. Obviously, the model of estimation 2 is better than the model of estimation 1. As is shown in table 4, LMERR, LMLAG, R-LMERR and R-LMLAG do not pass the test at significance level of 5%. And SEM is better comparing the value of LogL, AIC, SC and LR of SLM and SEM. The result of estimation of SLM and SEM is displayed in table 5. Table 6 shows the details about the prediction of the location quotient of China's provincial manufacturing. We have high precision in the prediction using BP neural network (Relative errors are within 6%). This also shows that BP neural network has a strong function in learning, association, fault-tolerant and highly nonlinear function mapping with a good ability of generalization.
