By combining a physical model and sensor outputs in an inverse transport-diffusion-reaction strategy, an accurate concentration cartography may be obtained. The paper addresses the in- We show that a 10% error between the reference concentration field and the reconstructed concentration field may be obtained using a coarse discretization. Nevertheless, to keep the error below 10%, a fine concentration discretization is required. We also details the influence of the flow approximation on the concentration reconstruction process. The flow modeling error obtained when the exact Navier-Stokes flow is approximated by a Stokes flow may lead to a 40% error in the reconstructed concentration. However if the flow field is obtained from the full set of
the boundary conditions, i.e. the control parameters, are sought to minimize a data misfit functional.
This minimization problem can be solved by iterative gradient methods. The functional gradient can be computed at a lower cost than classical finite differences using the adjoint state. When focusing on the dispersion of chlorine concentration, both direct and adjoint problems are linear transport-diffusionreaction equations. Contrary to the direct problem, the adjoint problem is backward in time, i.e. null final condition, and virtual chlorine is injected at the sensor location. Indeed, in the adjoint problem, the chlorine injection amplitude is given by the gap between the measured and the simulated chlorine. Let us note that the adjoint framework is used in many domains: sensitivity analysis [7] , error estimation on a quantity of interest [8, 9] , goal-oriented model updating [10] , optimal sensor placement [5] and shape optimization [11] [12] [13] .
In the water quality applications, two time scales can be distinguished for the inverse problems. Model parameters such as the kinetic parameter may be updated [14, 15] once a day due to their low time evolution. However, the reconstruction of the chlorine concentration have to be performed several times per hour in real-time. Two ways can be investigated to get a real-time reconstruction. Firstly, real-time computations can be achieved using reduced order methods [16, 17] . It consists to perform the expensive computation in an offline stage. Hence, sophisticated models such as computational fluid dynamics (CFD) models which are employed in aerodynamic [18] and air quality applications [19] can be considered. Secondly, instead of using complex models, we can use simpler flow and dispersion models.
Simplified one-dimensional models are traditionally implemented in drinking water software such as EPANET [20] to simulate the flow and the propagation of the chlorine concentration. Nevertheless, these simplified models may not be suitable for some key elements of the water networks, especially in junctions where the hypothesis of perfect and instantaneous mixing may not be valid for laminar flow encountered in distribution mains [21] . Consequently, one can consider hybrid model approaches, previously applied to biomechanics applications [22] combining coarse model in straight pipes and refined model in junctions.
In the present article, our main objective is to analyze the influence of several factors on the concentration reconstruction process. The inverse transport-diffusion-reaction method and the application to a T-junction are presented in Section 2. To save computation time in the concentration reconstruction process, one can solve direct and adjoint problems using coarse discretizations. Hence, the influence of the concentration discretization errors is investigated in Section 3. Then, noting that the flow is not well-known in general in water pipe applications [23] , the influence of the flow approximation on the quality of the reconstructed concentration is studied in Section 4. In particular, the influence of flow uncertainties due to modeling error is studied. In Section 5, both influences of discretization errors and modeling errors on the reconstructed concentration field are considered. In the last section we analyze the effect of measurement noise on the reconstruction process. For instance, in the water pipe study, if the flow field is properly known, we show that the error obtained in the concentration field may be less than 5%. However, if an approximate flow field is used in the reconstruction process, a 40% error in the concentration field may be obtained. Finally, concerning the robustness of the inverse technique, we
show that the quality of the reconstructed chlorine concentration does not deteriorate when considering corrupted data with a noise variance of few percents. These may be met in the case of measurement error.
2 Inverse transport-diffusion-reaction method applied to the concentration field reconstruction in a T-junction
Summary of the inverse transport-diffusion-reaction method
To reconstruct the space-time cartography of a concentration field for drinking water purposes, the authors have previously proposed in [5] an inverse strategy combining linear transport-diffusion-reaction equations in 2D and concentration sensor outputs. In the present section, only the outlines of the method are given. The full details of the inverse strategy can be found in [5] .
The considered inverse method is based on the optimal control theory [6] . The control parameter u, which correspond herein to concentration boundary conditions, is sought such as it minimizes the data misfit functional J defined by:
where C denotes the concentration field satisfying 2D linear transport-diffusion-reaction equations, ψ r j
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(resp. C mes j ) is an extracting function (resp. the measured concentration) associated with the j th sensor at x j , n s is the number of chlorine sensors and αR(u,C) is a regularization term.
As we numerically observe that the chlorine reconstruction inverse problem is not ill-posed, the regularization term does not play a significant role. Consequently, the regularization parameter α is taken to zero. The influence of the regularization on the quality of the reconstructed filed lies out of the scope of the article.
To solve the optimization problem associated to the chlorine reconstruction, i.e. minimization of the data misfit functional J, a gradient-based iterative method is used. At each iteration, the different steps can be summarized as follows:
1. solve the linear transport-diffusion-reaction equations, also called "direct problem", considering the concentration boundary conditions u old determined at the previous iteration;
2. solve the adjoint problem, i.e. linear transport-diffusion-reaction equations backward in time where virtual chlorine is injected at the sensor location. The chlorine injection amplitude is given by the gap between the measured and the simulated chlorine;
3. compute the gradient ∇J of the functional at a low computational cost using the direct and the adjoint numerical solutions;
4. determine the optimal descent step γ and get the updated control parameter
Let us note that at each iteration the space-time cartography of the concentration field is updated by computing the direct problem. In the next sections, we analyze the quality of the reconstructed concentration field obtained at each iteration.
The authors verified the ability of the considered gradient-based method to solve optimization problems for the reconstruction of the flow in drinking water networks [2] and for the reconstruction of the chlorine concentration in water pipes [5] .
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Description of the study case: a water pipe T-junction
In the design of water networks one can distinguish two kinds of pipes, "transport mains" and "distribution mains". The first ones are build of large pipes which usually don't supply any costumer.
The second ones involve much smaller pipes connecting the "transport mains" to the end-user. The design of these pipes diameter is mainly based on the liquid retention time which must be limited in order to avoid the development of bacteria. This limitation leads to smaller diameters of the pipes. This result makes networks cheaper to build but leads to higher pressure drops. Furthermore in case of fire, the pipes diameter of the network should not be too small in order to meet fire flow demand. Obviously this demand is mandatory and is much higher than the domestic demand [24] . All these considerations lead to areas of the networks where typical velocities can be very low (less than 1 cm/s) and change rapidly from one second to the next [21] .
Our objective is to reconstruct the chlorine concentration in "distribution mains" for a given flow. Let us note that the authors have previously studied in [2] the reconstruction by an inverse technique of the flow encountered in the "distribution mains" of a drinking water network. It has been applied to the T-junction and to a part of a French water network.
Therefore we have chosen to study a T-junction represented in Fig. 1 . This is one of the key elements of a water network, and it is simple enough to enable an easy understanding the complexity of the flow and concentration fields in the network. To study this T-junction we first consider a constant flow, and then a fluctuating flow (Section 5). In order to have a better understanding of the reconstruction technique we first deal with simplified boundary velocities (see Fig. 2 ) and Reynolds numbers less than 2 × 10 3 .
This enables us to compute all numerical solutions using the finite element code FreeFem++ [25] . The reference flow chosen for our study satisfies the Navier-Stokes and incompressibility equations. On the is considered parabolic (Poiseuille flow):
where n i is the exterior normal vector to the boundary ∂ c i Ω.
The transport-diffusion-reaction equation is implemented with the following parameters so that it includes the full complexity of the modeled phenomena. The diffusion coefficient is taken equal to that of chlorine in water ν = 10 −5 m 2 /s leading to a Peclet number of approximately 10 3 . For the kinetics of the reaction we have implemented a first order reaction, meaning that the kinetics is equal to kC, where k is the kinetic coefficient [20] . From analyses of treated water in U.S. drinking water networks, the kinetic coefficient ranges from 0.08 day −1 to 18 day −1 [26] . In the present article, we have considered a kinetic coefficient of k = 5 day −1 that is in the upper end of the range. A value as high as that may be found when readily biodegradable pollutant is being degraded by chlorine. On the boundary ∂ d Ω, we do not introduce the wall reaction which might be the case when no biofilm is present. Lastly, on the boundary ∂ c Ω, the spatial shape of the control concentration U = (U 1 ,U 2 ,U 3 ), is considered constant:
When considering a laminar flow in a straight pipe, let us remark that the transverse uniformity of the concentration distribution can be established for a length above 10vR 2 /ν [27] where R (resp. v) corresponds to the radius of the straight pipe (resp. the pipe average velocity).
Using all these parameters the problem we are addressing in the following is: one seeks (u 1 (t), u 2 (t), u 3 (t)) using the concentration outputs from 2 sensors. In practice, the sensor outputs are pointwise and experimental. Nevertheless, the sensor outputs are obtained here numerically from the following steps.
First, using a very fine discretization (1.1 × 10 5 dof, 2560 time steps), we solve the transport-diffusionreaction problem considering the reference boundary concentrations
The associated solution is C ex . Then, we compute the simulated sensor outputs using
where ψ r j is an extracting function associated with the j th sensor at x j .
In the three next sections, we do not introduce noise in the simulated sensor outputs. The influence of the measurement noise on the reconstructed field is studied in the last section.
In this article, direct and adjoint problems are solved using the Characteristic-Galerkin method of order 1 [28] and a backward Euler scheme.
For a given flow, the influence of the discretization error on the concentration reconstruction is analyzed. Then, the influence of the flow approximation is studied. To evaluate the quality of the reconstruction process, we define the following normalized errors in the space-time domain:
The normalized indicator ε s j denotes the j th data misfit whereas ε c j (resp. ε C ) represents the error between the exact boundary concentration and the reconstructed boundary concentration on the boundary ∂ c j (resp. the error between the exact concentration and the reconstructed concentration on the whole space-time domain).
Influence of the discretization error on the concentration reconstruction
In this section, we compare the reconstructed concentration for two discretizations:
• fine discretization ( These discretizations are used to solve the direct and adjoint problems when considering a high kinetic coefficient k of 5 day −1 . To evaluate the discretization errors in space and in time, we compute the error estimators previously introduced in [5] . The numerical values of the error estimators are given in Eq. (7).
The combination of chlorine sensors 1 & 2 and the reference Navier-Stokes flow are considered.
The normalized errors (6) are given in Tables 1 and 2 reconstructed concentration field at the first iteration is similar. One has an error on boundary control 1 (resp. boundary control 3) of approximately 30% (resp. 70%) and an error in the reconstructed concentration of 25%. Nevertheless, from the 16 th iteration, we observe a significant difference in the quality of the reconstructed concentration. In fact, a 2% error in the reconstructed concentration is obtained at iteration 32 with the fine discretization whereas the error is approximately 10% for the coarse discretization. Although the data misfit tends toward 0, the error in the reconstructed concentration can't be less than 10% when using the coarse discretization. This is caused by the discretization error. At the 4 th iteration, the error estimators in space and in time associated with the reconstructed velocity obtained with the fine and the coarse meshes are:
A c c e p t e d M a n u s c r i p t N o t C o p y e d i t e d
Herein, discretization errors in space and in time of about 1% allows the reconstruction of the concentration field with an error less than 5%.
Concerning the computation time, on a single core 2.5-GHz processor one needs Table 2 . Chlorine reconstruction for the Navier-Stokes flow -Sensors 1 & 2 -Coarse mesh (1.9 × 10 3 dof 256 time steps) -High kinetic coefficient: • 105 s per iteration when using the coarse discretization.
At each iteration, the most expensive calculations are the resolution of the direct problem, the resolution of the adjoint problem and the determination of the descent step by solving an additional direct problem.
Let us recall that both problems are solved with the Characteristic-Galerkin method and a backward Euler scheme. As the linear system is symmetric, the Crout direct solver is employed.
To summarize, a 10% error in the reconstructed concentration can be obtained using the coarse discretization in 64 iterations, which corresponds to a 112 min of computation time on a single core 2.5-GHz processor. To obtain a 3% error, one needs to use the fine discretization, which leads to a 5 times more expensive calculation. A good strategy to save computation time would be to successively use the coarse discretization and then the fine discretization. Exploring this tracle lies out of the scope of the paper.
In Tables 1 and 2 , the errors on the chlorine reconstruction are obtained for a high kinetic coefficient of 5 day −1 . To show that these results are of general relevance, i.e. not depending on the kinetic coefficient, Table 3 gives the normalized errors ε s j , εc j and ε C for a low kinetic coefficient of 0.5 day −1 considered as a standard value in [29] . It can be noted that the numerical values of the normalized errors are similar to those of Table 1 .
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Influence of flow uncertainty on the reconstructed concentration field
In the previous sections, we assume that the reference Navier-Stokes flow was exactly known. Nevertheless, this is not the case most of the time in water network applications. Indeed, approximate flow velocities are commonly used to predict the evolution of the chlorine concentration [20] . In this section, our main objective is to evaluate the influence of the flow uncertainty on the quality of the reconstructed concentration field. Two different types of approximate flow are considered in the transport-diffusionreaction equations. The first flow type corresponds to the exact flow with a perturbation part. The second flow type is the flow obtained by means of velocity reconstruction process [2] .
To evaluate the quality of the approximate velocity v h , a similar normalized error in the space-time domain is introduced:
One can notice that the perturbation parameter ε exactly corresponds to the normalized error ε v defined in Eq. (8).
The concentration field is then reconstructed for the 2D study case (Fig. 1) are quite similar for the approximate flows with an uncertainty less than 5%. For the approximate flow with an uncertainty greater than 5%, one can observe that there is no use iterating many times to improve ε C . In fact, for ε v = 20%, we obtain a more reliable reconstructed concentration after 1 iteration (ε C ≈ 35%) than after 128 iterations (ε C ≈ 80%). This result can be viewed as a generalization of the discrepancy principle to modeling errors. Indeed, the discrepancy principle initially introduced in [30] recommend the data misfit in a reconstruction process not to be less than the measurement error.
Otherwise, it can lead to a wrong reconstruction field. To sum up, herein the reconstruction process has to be stopped when the data misfit reaches the modeling error induced by the flow uncertainty.
Using a velocity field from a reconstruction process
Before reconstructing the concentration field, the authors first determined an approximate velocity field using a similar inverse reconstruction technique based on velocity sensor outputs [2] . To quickly obtain the reconstructed velocity, two ways were investigated. The first way was to use coarse discretizations to solve the Navier-Stokes equations and its associated adjoint problem. The second way was to use a simpler flow model (as the unsteady Stokes equations or the Stokes equations) for the velocity reconstruction process, although the exact flow satisfies the Navier-Stokes equations. Therefore, one has a flow modeling error.
In the water pipe junction (Fig. 1) , the concentration field is reconstructed using these approximate flows. The fine discretization is employed to solve the transport-diffusion-reaction problems. Sensors Table 1 ). When considering the approximate Navier-Stokes flows with ε v less than 5 %, the errors in the reconstructed concentration are observed to be similar at the first iterations. Additionally, at iteration 32, one observes a 11% error in the reconstructed concentration with the reference flow whereas there is a 16% error with the coarse Navier-Stokes flow (4.4 × 10 3 dof, 64 time steps). By using the unsteady Stokes model with a fine discretization (6.4 × 10 4 dof, 256 time steps) to reconstruct the Navier-Stokes flow, an error in the reconstructed velocity of 16% is obtained. For this approximate flow, it is interesting to note that the error in the reconstructed concentration can not be less than 32%. This result is worth when using an approximate Stokes flow with a fine discretization. In this case, ε C can not be less than 38%.
The approximate velocity fields employed above are shown in Fig. 8 . The reference concentration field and the associated reconstructed concentrations field are given in Fig. 9 and 10. For the unsteady Stokes and the Stokes flows, we observe that the chlorine coming from the branch pipe is not identified by the reconstruction process. This may be due to the fact that the functional J, which involves sensors 1 and 2, is not sensitive to boundary control 3 for these two approximate flows. This work confirms several former papers [4, 21, 31] stating that the flow needs to be highly accurate before it may be used to simulate the dispersion and decay of a residual disinfectant. In this article, we clearly quantify the quality of the reconstructed concentration field as a function of the the flow accuracy.
Combining the concentration field discretization errors and the flow modeling error
In this section, we present a low-cost strategy for the reconstruction of the concentration field. To achieve this, we still employ approximate flows that are reconstructed using simple flow models, and we use the coarse discretization, represented in Fig. 5 , to solve transport-diffusion-reaction problems. As previously, sensors 1 & 2 are considered. The influence of the concentration field discretization and the flow modeling errors is studied on two examples. In the first example, the previous smooth boundary velocities are considered (Fig. 2) . Then, we aim to reconstruct the chlorine concentration for a highlyfluctuating flow, which represents the real flow in "distribution mains" [21] . The associated boundary velocities are presented in Figure 12 . In both examples, the Reynolds number is approximately 2 × 10 3 .
Smooth boundary velocity
Herein, the exact flow is described using the Navier-Stokes equations with smooth boundary velocities (Fig. 2) . The results of the concentration reconstruction are presented in Fig. 11 . With an approximate flow satisfying the Navier-Stokes equations, the error in the reconstructed concentration declines until iteration 128, then a plateau is reached. When considering the coarse Navier-Stokes flow (ε v = 9%), a 15% error between the exact concentration and the reconstructed concentration remains at iteration 128. It may be due to:
• the impossibility to determine boundary control 3
• the 10% uncertainty in the velocity field
• the concentration discretization errors.
It can be noted that there is no use iterating several times when the reconstructed velocity is obtained with simpler flow models. Indeed, Fig. 11 shows that we should stop the reconstruction process after 2 iterations for the unsteady Stokes and Stokes flow models.
To conclude, one observes that an acceptable concentration can be obtained even for high discretization errors in the concentration when considering a reliable flow (ε v < 10%). Using the approximate NavierStokes flows and solving the concentration problems with a coarse discretization leads to a 15% error in the reconstructed concentration. Conversely, the modeling error in the flow drastically reduces the quality of the reconstructed concentration field. Even for fine discretizations, in our study case, we are not able to identify boundary concentration 3 when using a reconstructed velocity obtained from Stokes flow model. This leads to a 39% error in the reconstructed concentration.
Fluctuating boundary velocity
In this part, we aim to reconstruct the chlorine concentration for a highly-fluctuating flow, which represents the real flow in "distribution mains". Therefore, we consider the fluctuating boundary velocities presented in Fig. 12 . The Navier-Stokes equations are still considered to be the reference model.
To save computation time, we reconstruct the concentration filed using the approximate flow and the coarse discretization to solve the transport-diffusion-reaction problems. The approximate flow corresponds to the reconstructed velocity field obtained using a similar inverse technique [2] . The results of the concentration reconstruction are given in Fig. 13 . In the T-junction, introducing flow time fluctuations does not drastically reduce the accuracy of the reconstructed concentration. As in Fig. 11 , the main aspect deteriorating the reconstructed concentration is the flow approximation using a simple model, i.e.
the modeling error of the flow.
Influence of the chlorine measurement error on the reconstructed concentration field
We analyze the capacity of the inverse technique to reconstruct the chlorine concentration field using realistic chlorine sensor outputs. We still consider the 2D water T-junction and the Navier-Stokes flow represented in Fig. 2 . Herein, we use the exact flow (no uncertainty) and sensors S 1 and S 2 represented in Fig. 1 . In the previous sections, we considered idealized sensor outputs, i.e. without noise. To test the proposed inverse method on realistic data, the chlorine sensor outputs are corrupted with random errors following a normal distribution N (µ, σ 2 ). This distribution might induce non physical negative values that have to be set to zero as it will be the case for a real chlorine sensor. In the first subsection, we consider a normal distribution with a null mean value N (0, σ 2 ). In the second subsection, we focus on a normal distribution with a null variance N (µ, 0) wich represents a measurement offset. In both subsections, we use the fine discretization (2.8 × 10 4 dof, 1280 time steps) to solve the direct and adjoint problems involved in the chlorine reconstruction technique. The mesh is given in Fig. 4 .
6.1 Noise normal distribution N (0, σ 2 ) in the chlorine outputs
In Fig. 14 , the corrupted data are represented for different values of σ . In this section, we recall that the mean value of the noise normal distribution vanishes.
The quality of the reconstructed concentration field, when considering corrupted outputs, is shown in Fig. 15 . We can observe that the quality of the reconstructed concentration does not deteriorate when the normal distribution of the noise has a variance less than 10 −5 g/l. Let us notice that a variance of 10 −5 g/l corresponds to 3% of the maximum chlorine concentration at sensor 1. At the 128 th iteration of the inverse problem, one has a 5% L 2 error between the reference and the reconstructed concentrations when we use the idealized outputs (σ = 0). This error reaches 10% when considering corrupted outputs with a noise variance of approximately 6% of the maximum chlorine concentration at sensor 1.
Noise normal distribution N (µ, 0) in the chlorine outputs
In real process, sensors may derive with time. To evaluate the sensitivity of the chlorine reconstruction technique to the bias induced by this derivation, we have added a constant offset µ to the idealized chlorine sensor outputs. The quality of the reconstructed chlorine field at each iteration of the inverse problem is given in Fig. 16 for different values of the offset µ. In this case, we can see that a 10 −5 g/l offset (3% of the maximum chlorine concentration at sensor 1) drastically deteriorates the quality of the reconstructed chlorine concentration. Indeed, the L 2 error between the reference and the reconstructed concentrations is approximately 10% at the 128 th iteration of the inverse problem, whereas the error is 5% with a null offset. To sum up, in view of reconstructing a relevant concentration field both measurement error and modelling error have to be reduced. There is no use considering a sophisticated model in the reconstruction process if the sensor outputs are of poor quality.
Conclusions
In the present paper, we studied the reconstruction of the chlorine concentration in a water pipe junction which is a key element of a water network. To achieve this purpose, boundary controls were determined to minimize the data misfit. An iterative approach based on the resolution of an adjoint problem was employed. The main goal was to study the influence of the concentration discretization errors, the uncertainty on the flow and the measurement noise on the reconstruction process. First, to save computation time, transport-diffusion-reaction problems were solved with coarse discretizations which lead to non-negligible discretization errors. In the 2D water pipe junction, it was shown that a 10% error between the reference concentration field and the reconstructed concentration field may be
Paper number: FE-16-1416, Corresponding author: Waeytens, Page 16 obtained using a coarse discretization. To keep the error below 10%, fine concentration discretizations are preferred. Then, we confirm that an accurate chlorine concentration can not be achieved if the flow is not well determined. When considering the exact flow obtained herein from the full set of Navier-Stokes equations, we show that the error on the reconstructed concentration may be less than 5%. However using an approximate flow may lead to a 40% error between the reference concentration field and the reconstructed concentration field. Finally, the robustness of the inverse technique has been shown in the water T-junction. Indeed, the quality of the reconstructed chlorine concentration is not deteriorated when considering corrupted outputs with a normal distribution noise variance of few percents. Lastly, a good engineering practice would be to stop the reconstruction process according to an extended discrepancy principle including modeling and measurement errors. As shown in the article, the quality of the reconstructed field declines after reaching the threshold of the modeling error. Vc1-Navier-Stokes Vc3-Navier-Stokes Vc1-Stokes Vc3-Stokes 
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