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Abstract
We present a new stabilized mixed finite element method for second order elliptic equations in divergence form
with Neumann boundary conditions. The approach introduces first the trace of the solution on the boundary as a
Lagrange multiplier, which yields a corresponding residual term that is expressed in the Sobolev norm of order
1/2 by means of wavelet bases. The stabilization procedure is then completed with the residuals arising from the
constitutive and equilibrium equations. We show that the resulting mixed variational formulation and the associated
Galerkin scheme are well posed. In addition, we provide a residual-based reliable and efficient a posteriori error
estimate.
© 2005 Elsevier Ltd. All rights reserved.
Keywords: Mixed-FEM; Lagrange multipliers; Stabilization; Wavelet bases; A posteriori analysis
1. Introduction
Let Ω be a simply connected domain in R2 with smooth boundary Γ . In what follows we use standard
notation for Sobolev spaces and norms. Then, given f ∈ L2(Ω), g ∈ H−1/2(Γ ), and a matrix valued
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function κ ∈ C(Ω¯), we consider the model boundary value problem: find u ∈ H 1(Ω) such that
−div(κ∇u) = f in Ω, (κ∇u) · n = g on Γ ,
∫
Ω
u = 0, (1.1)
where n is the unit outward normal to Γ . The data f and g satisfy the usual compatibility condition∫
Ω f +
∫
Γ g = 0, and the last equation in (1.1) has been set for uniqueness purposes. We also assume
that κ is positive definite, that is κ is symmetric and there exists α > 0 such that
(κ(x)z) · z ≥ α‖z‖2 ∀x ∈ Ω, ∀z ∈ R2, (1.2)
which implies that κ is invertible and that there hold
(κ−1(x)z) · z ≥ α‖κ−1(x)z‖2 and ‖κ−1(x)z‖ ≤ 1
α
‖z‖ ∀x ∈ Ω, ∀z ∈ R2. (1.3)
Similarly, the fact that κ ∈ C(Ω¯) implies the existence of M > 0 such that
‖κ(x)z‖ ≤ M‖z‖ and 1
M
‖z‖ ≤ ‖κ−1(x)z‖ ∀x ∈ Ω, ∀z ∈ R2, (1.4)
which, together with the first inequality of (1.3), yields
(κ−1(x)z) · z ≥ α
M2
‖z‖2 ∀x ∈ Ω, ∀z ∈ R2. (1.5)
We now recall the main aspects of the mixed method studied in [1]. To this end, we define the
additional unknown σ := κ∇u, whence the equilibrium equation becomes div(σ ) = − f in Ω , and
introduce the Lagrange multiplier ξ := u |Γ . We remark that the latter is motivated by the fact that the
Neumann boundary condition, which now reads σ · n = g on Γ , is imposed weakly through a test
function λ. Similarly, the relations div(σ ) = − f and κ−1σ = ∇u are multiplied by test functions v and
τ , respectively, and the second one is integrated by parts, using that u = ξ on Γ . Thus, one arrives at the
following dual–mixed variational formulation of (1.1): find (σ , (u, ξ)) ∈ H × Q such that
a(σ , τ ) + b(τ , (u, ξ)) = 0 ∀τ ∈ H,
−b(σ , (v, λ)) =
∫
Ω
f v + 〈g, λ〉Γ ∀(v, λ) ∈ Q, (1.6)
where H := H(div;Ω), Q := L20(Ω)× H 1/2(Γ ), with L20(Ω) := {v ∈ L2(Ω) :
∫
Ω v = 0}, 〈·, ·〉Γ stands
for the duality pairing between H−1/2(Γ ) and H 1/2(Γ ) with respect to the L2(Γ )-inner product, and the
bilinear forms a : H × H → R and b : H × Q → R are defined as follows:
a(ζ , τ ) :=
∫
Ω
(κ−1ζ ) ·τ and b(τ , (v, λ)) :=
∫
Ω
v div(τ ) − 〈τ · n, λ〉Γ ,
for all ζ , τ ∈ H and for all (v, λ) ∈ Q. In [1] we apply the classical Babuška–Brezzi theory to prove that
(1.6) is well posed. This reduces to showing that b satisfies the continuous inf–sup condition and that
a is elliptic on N (b), the null space of b. Actually, some slight modifications of the proofs are needed
for (1.6) since the boundary value problem in [1], being of mixed type, does not require the uniqueness
condition introduced in (1.1). In addition, we prove in [1] that on considering Raviart–Thomas elements
of order zero and piecewise constants on the same triangulation Th of Ω , and continuous piecewise
polynomials of degree ≤ 1 on an independent partition Gh˜ of Γ , to approximate σ , u, and ξ , respectively,
the associated Galerkin scheme also becomes well posed. However, it is important to remark that the
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discrete inf–sup condition for b, which is the main ingredient in the corresponding stability result, is
satisfied only under appropriate assumptions on the mesh sizes h and h˜. More precisely, as shown by
Lemma 3.3 in [1], that condition is guaranteed when h ≤ C0h˜, where C0 ∈ (0, 1) is an unknown
constant.
In order to overcome the above difficulty, we propose here a stabilization of (1.6) based mainly on
the equivalent inner product for H 1/2(Γ ) introduced in [2], which is computed by means of wavelet
bases, and which is used below to incorporate the residual (ξ − u |Γ ) into the formulation. Furthermore,
we partially follow [3] and complete the stabilization of (1.6) by adding the residual terms arising
from the constitutive and equilibrium equations, which are given by σ = κ∇u and div(σ ) = − f ,
respectively. The rest of the work is organized as follows. In Section 2 we introduce the stabilized
continuous formulation and establish its unique solvability and stability. Then, in Section 3 we define
the stabilized mixed finite element scheme, and state that it is also well posed. Finally, we provide a
residual-based reliable and efficient a posteriori error estimate.
2. The stabilized mixed variational formulation
We first follow [2] and define an equivalent inner product in H 1/2(Γ ). To this end, we denote by
〈·, ·〉L2(Γ ) the inner product of L2(Γ ), let I := ∪ j≥0 I j be the numerable union of finite sets I j , and
consider a couple of biorthogonal bases for L2(Γ ), denoted by {ψi }i∈I and {ψ˜i }i∈I, satisfying the
following properties:
1. Any function λ ∈ L2(Γ ) can be expanded in terms of both bases as follows:
λ =
∑
i∈I
〈λ, ψ˜i 〉L2(Γ )ψi =
∑
i∈I
〈λ,ψi 〉L2(Γ )ψ˜i .
2. There exist positive constants c1 and c2 such that for each λ ∈ H 1/2(Γ ) there holds
c1‖λ‖2H 1/2(Γ ) ≤
∑
j≥0
2 j
∑
i∈I j
|〈λ,ψi 〉L2(Γ )|2 ≤ c2‖λ‖2H 1/2(Γ ). (2.1)
At this point we remark that biorthogonal wavelets are natural candidates for constituting the sets
{ψi }i∈I and {ψ˜i }i∈I. We refer the reader to for instance [4,5] for the description and construction of such
bases. Next, we introduce the bilinear form (·, ·)1/2 : H 1/2(Γ ) × H 1/2(Γ ) → R defined by
(λ,µ)1/2 :=
∑
j≥0
2 j
∑
i∈I j
〈λ,ψi 〉L2(Γ )〈µ,ψi〉L2(Γ ) ∀λ,µ ∈ H 1/2(Γ ), (2.2)
which, according to (2.1), constitutes an inner product in H 1/2(Γ ) with induced norm ||| · |||1/2 equivalent
to the usual norm ‖ · ‖H 1/2(Γ ).
Then, similarly to in [2], we suggest enriching the original formulation (1.6) with a residual equation
for the Lagrange multiplier ξ given in terms of (·, ·)1/2, that is
δ(ξ − u, λ − v)1/2 = 0 ∀(λ, v) ∈ H 1/2(Γ ) × H 1(Ω), (2.3)
where δ is a positive constant to be chosen later. We notice that (2.3) implicitly requires the unknown
u to live now in H 1(Ω). Hence, in order to control the corresponding norms in the spaces H 1(Ω) and
H(div;Ω), we proceed as in [3] and include residuals arising from the constitutive and equilibrium
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equations, which are given by
1
2
∫
Ω
(κ∇u − σ ) · (∇v + κ−1τ ) = 0 ∀(v, τ ) ∈ H 1(Ω) × H(div;Ω), (2.4)
and
1
2
∫
Ω
div(σ )div(τ ) = −1
2
∫
Ω
f div(τ ) ∀τ ∈ H(div;Ω), (2.5)
where the reason for the factors 12 will become clear below in the proof of Lemma 2.2.
Consequently, adding the equations from (1.6), (2.3), (2.4), and (2.5), and imposing the uniqueness
condition
∫
Ω u = 0 through a Lagrange multiplier γ ∈ R, we obtain the following variational
formulation: find ((σ , u, ξ), γ ) ∈ H × R such that
Aδ((σ , u, ξ), (τ , v, λ)) + B((τ , v, λ), γ ) = F(τ , v, λ) ∀(τ , v, λ) ∈ H,
B((σ , u, ξ), ρ) = 0 ∀ρ ∈ R, (2.6)
where H := H(div;Ω) × H 1(Ω) × H 1/2(Γ ), and the bilinear forms Aδ : H × H → R and
B : H × R → R, and the functional F : H → R, are defined as follows:
Aδ((ζ , w,µ), (τ , v, λ)) :=
∫
Ω
(κ−1ζ ) · τ +
∫
Ω
w div(τ ) − 〈τ · n, µ〉Γ
−
∫
Ω
v div(ζ ) + 〈ζ · n, λ〉Γ + δ(µ − w,λ − v)1/2
+ 1
2
∫
Ω
(κ∇w − ζ ) · (∇v + κ−1τ ) + 1
2
∫
Ω
div(ζ )div(τ ),
B((τ , v, λ), ) := 
∫
Ω
v, and F(τ , v, λ) :=
∫
Ω
f v − 1
2
∫
Ω
f div(τ ) + 〈g, λ〉Γ ,
for all (ζ , w,µ), (τ , v, λ) ∈ H and for all  ∈ R. It is important to note that one knows in advance
that γ = 0, which follows from the first equation of (2.6) taking (τ , v, λ) = (0, 1, 1) and using
the compatibility condition satisfied by the data f and g. However, we do keep γ there to insure the
symmetry of (2.6).
We now let ‖·‖H be the product norm on H. Also, we denote by ct the norm of the usual trace operator
acting from H 1(Ω) onto H 1/2(Γ ).
Lemma 2.1. Let us define the constants C1 := 4 max{1, 1α , δc2, δc2ct , δc2c2t , M2 }, C2 := C3 := |Ω |1/2,
and C4 :=
√
3{‖ f ‖L2(Ω) + ‖g‖H−1/2(Γ )}. Then the following hold:
|Aδ((ζ , w,µ), (τ , v, λ))| ≤ C1‖(ζ , w,µ)‖H‖(τ , v, λ)‖H,
|B((τ , v, λ), ρ)| ≤ C2‖(τ , v, λ)‖H|ρ|,
sup
(ζ ,w,µ)∈H
(ζ ,w,µ)=0
B((ζ , w,µ), ρ)
‖(ζ , w,µ)‖H ≥ C3|ρ|,
and
|F(τ , v, λ)| ≤ C4 | ‖(τ , v, λ)‖H,
for all (ζ , w,µ), (τ , v, λ) ∈ H and for all ρ ∈ R.
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Proof. The results are consequence of the Cauchy–Schwarz inequality, the estimates (1.3) and (1.4), and
(2.1), and the trace theorem. 
In what follows we let c¯ > 0 such that |v|2H 1(Ω) ≥ c¯‖v‖2H 1(Ω) for all v ∈ H 1(Ω) with
∫
Ω v = 0.
Lemma 2.2. There exists δ∗ > 0, depending only on α, c¯, c2, and ct , such that for all δ ∈ (0, δ∗] and for
all (τ , v, λ) ∈ H with ∫Ω v = 0, it holds that
Aδ((τ , v, λ), (τ , v, λ)) ≥ C5‖(τ , v, λ)‖2H,
where C5 > 0 depends only on α, M, c¯, δ, and c1.
Proof. We just observe, according to the definition of Aδ and the symmetry of κ , that
Aδ((τ , v, λ), (τ , v, λ)) = 12
∫
Ω
(κ−1τ ) · τ + δ|||λ − v|||21/2
+ 1
2
‖div(τ )‖2L2(Ω) +
1
2
∫
Ω
(κ∇v) · ∇v.
The rest follows from the estimates (2.1), (1.5), and (1.2), the generalized Cauchy–Schwarz inequ-
ality, the trace theorem, and the above-mentioned equivalence between the semi-norm | · |H 1(Ω) and‖ · ‖H 1(Ω). 
Theorem 2.1. Problem (2.6) has a unique solution ((σ , u, ξ), 0) ∈ H ×R, where (σ , u, ξ) is the unique
solution of (1.6). In addition, there exists C6 > 0, depending only on C1, C2, C3, and C5, such that
‖(σ , u, ξ)‖H ≤ C6C4.
Proof. We notice first that the null space of B is given by {(τ , v, λ) ∈ H : ∫Ω v = 0}. Hence, the proof
follows from Lemmas 2.1 and 2.2 and the classical Babuška–Brezzi theory. 
3. The stabilized mixed finite element scheme
Let {Th}h>0 be a regular family of triangulations of Ω¯ by triangles T of diameter hT such that
h := max{hT : T ∈ Th}. Let Hσh ⊆ H(div;Ω), H uh ⊆ H 1(Ω), and H ξh ⊆ H 1/2(Γ ) be finite element
subspaces approximating the unknowns σ , u, and ξ , respectively, and set Hh := Hσh × H uh × H ξh . In
particular, we may think of Hσh as the lowest order Raviart–Thomas space on Th , H uh as the continuous
piecewise polynomials of degree ≤ 1 on Th , and H ξh as the continuous piecewise polynomials of degree≤ 1 on the partition of Γ induced by Th .
Next, we observe that the inner product (·, ·)1/2 defined in (2.2) is not practical for defining the mixed
finite element scheme associated with (2.6) since its evaluation involves an infinite series. According to
this, we now take N ∈ N and define the truncated bilinear form (·, ·)1/2,N : H 1/2(Γ ) × H 1/2(Γ ) → R
as follows:
(λ,µ)1/2,N :=
N∑
j=0
2 j
∑
i∈I j
〈λ,ψi 〉L2(Γ )〈µ,ψi〉L2(Γ ) ∀λ,µ ∈ H 1/2(Γ ).
It is easy to see from (2.1) that (λ, λ)1/2,N ≤ c2‖λ‖2H 1/2(Γ ) for all λ ∈ H 1/2(Γ ). The following lemma
provides a reverse inequality valid in the family {H ξh }h>0.
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Lemma 3.1. Assume that {H ξh }h>0 ⊆ H 1(Γ ) and that there exists C > 0, independent of h, such that
‖λ‖H 1/2+t (Γ ) ≤ Ch−t‖λ‖H 1/2(Γ ) ∀λ ∈ H ξh , ∀t ∈ (0, 1/2].
Then for all h > 0 there exists N (h) ∈ N such that
(λ, λ)1/2,N ≥ C˜‖λ‖2H 1/2(Γ ) ∀λ ∈ H ξh , ∀N ≥ N (h),
where C˜ > 0 is independent of h.
Proof. We just remark here that N (h) = Cˆ1 − Cˆ2 ln h, with Cˆ1 ∈ R, Cˆ2 > 0, independent of h. For
further details, we refer the reader to Lemma 6 in [2]. 
By virtue of the above analysis, the mixed finite element scheme associated with (2.6) reads: find
((σ h, uh, ξh), γh) ∈ Hh × R such that
Aδ,h((σ h, uh, ξh), (τ , v, λ)) + B((τ , v, λ), γh ) = F(τ , v, λ) ∀(τ , v, λ) ∈ Hh,
B((σ h, uh, ξh), ρ) = 0 ∀ρ ∈ R, (3.1)
where Aδ,h is the bilinear form resulting from Aδ when (·, ·)1/2 is replaced by (·, ·)1/2,N(h).
Theorem 3.1. Problem (3.1) has a unique solution ((σ h, uh, ξh), 0) ∈ Hh × R, where (σ h, uh, ξh) is
the unique solution of the Galerkin scheme associated with (1.6). In addition, there exists C7 > 0,
independent of h, such that ‖(σ h, uh, ξh)‖H ≤ C7C4. Moreover, the usual Céa estimate holds and,
under suitable regularity assumptions on the exact solution (σ , u, ξ), the rate of convergence O(h) is
obtained.
Proof. It follows also from the classical Babuška–Brezzi theory, making use now of Lemma 3.1 and the
discrete analogues of Lemmas 2.1 and 2.2. 
We end this section with a residual-based reliable and efficient a posteriori error estimate for (3.1).
Let Eh(Ω) and Eh(Γ ) be the set of edges of Th contained in Ω and Γ , respectively, and let E(T ) be the
set of edges of each T ∈ Th . In what follows, he stands for the diameter of the edge e. Also, given a
vector valued function τ defined in Ω , an edge e ∈ Eh(Ω), and the unit tangential vector te along e, we
denote by J [τ · te] the tangential jump across e.
Theorem 3.2. Assume that g ∈ L2(Γ ). Then there exist C8, C9 > 0, independent of h, such that
C8θ ≤ ‖(σ , u, ξ) − (σ h, uh, ξh)‖H ≤ C9θ ,
where θ2 := ∑T∈Th θ2T , and
θ2T := ‖ f + div(σ h)‖2L2(T ) + ‖∇uh − κ−1σ h‖2L2(T ) + h2T ‖curl(κ−1σ h)‖2L2(T )
+
∑
e∈E(T )∩Eh(Ω)
he‖J [(κ−1σ h − ∇uh) · te]‖2L2(e) +
∑
e∈E(T )∩Eh(Γ )
he‖(κ−1σ h − ∇uh) · te‖2L2(e)
+
∑
e∈E(T )∩Eh(Γ )
{
‖ξh − uh‖2H 1(e) + he
∥∥∥∥dξhdte −
duh
dte
∥∥∥∥
2
L2(e)
+ he‖g − σ h · n‖2L2(e)
}
.
We remark that the proof of Theorem 3.2, further details on the remaining proofs, and a second reliable
a posteriori error estimate based now on local problems, will be reported in [6].
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