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Resumo
Este trabalho aborda o problema de Otimizac¸a˜o do Valor Ordenado e tem por objetivo investigar
o papel desempenhado pelas estrate´gias de ordenac¸a˜o, com vistas a aplicac¸o˜es na a´rea de avaliac¸a˜o de
risco. Sa˜o apresentados alguns me´todos cla´ssicos de ordenac¸a˜o, bem como algoritmos e adaptac¸o˜es para
determinar o elemento que ocupa uma dada posic¸a˜o num vetor. Por meio de experimentos nume´ricos,
foi poss´ıvel comparar o desempenho desses me´todos e verificar qual mostrou-se mais eficiente para o
problema de determinac¸a˜o de uma dada estat´ıstica de ordem.
Palavras-chave: Otimizac¸a˜o do valor ordenado; estrate´gias de ordenac¸a˜o; estat´ısticas de ordem;
experimentos nume´ricos.
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Abstract
This paper deals with the Order-Value Optimization problem and it aims to investigate the role
played for the sorting strategies, with sights the applications in the area of risk evaluation. Some classic
methods for sorting are presented, as well as algorithms and adaptations to determine the element that
occupies a given position in a vector. Throughout numerical experiments, it was possible to compare the
performance of these methods and to verify which of them revealed more efficient towards the problem
of determination of a given order statistics.
Keywords: Order-Value Optimization; sorting strategies; order statistics; numerical experiments.
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Cap´ıtulo 1
Introduc¸a˜o
Risco pode se definido como uma medida da incerteza associada aos retornos esperados de investimentos.
O risco esta´ presente na rotina de qualquer investimento (financeiro ou na˜o). Risco na˜o e´ um conceito
novo. Em financ¸as, a Teoria Moderna das Carteiras, que se originou do trabalho pioneiro de Markowitz,
ja´ existe por mais de quatro de´cadas. Esta teoria esta´ baseada nos conceitos de retorno e risco. Risco
assumiu sua justa posic¸a˜o de destaque somente recentemente, seguindo-se a acontecimentos tais como
colapsos, socorros emergenciais, disputas judiciais, entre outros [16].
Se uma carteira, cujo valor de mercado e´ R$ 100.000,00, apresentasse, por exemplo, uma probabilidade
de ocorreˆncia de retornos abaixo de −2% igual a 5%, enta˜o poderia se fazer a seguinte afirmac¸a˜o acerca do
seu risco: a carteira tem 5% de probabilidade de gerar uma perda financeira maior ou igual a R$ 2.000,00.
Os modelos de ana´lise de risco sa˜o, a grosso modo, um conjunto de te´cnicas que tem por objetivo gerar
este tipo de informac¸a˜o.
A sentenc¸a probabil´ısta enunciada no para´grafo anterior e´ a esseˆncia do conceito desenvolvido pelo
banco JP Morgan, o Value-at-Risk (VaR). O valor de R$ 2.000 e´ o VaR daquela carteira de ativos a
5% de probabilidade ou, em linguagem estat´ıstica, a perda sera´ maior ou igual a R$ 2.000 ao n´ıvel de
significaˆncia de 5%. Assim, pode-se dizer que o VaR e´ uma medida que expressa, de forma probabil´ısta,
as variac¸o˜es adversas esperadas de uma carteira de ativos [1, 8, 13, 16, 20, 21, 24].
A noc¸a˜o de risco de um portfo´lio esta´ associada ao fato de seu retorno em um dado per´ıodo de tempo
na˜o ser conhecido de antema˜o. Ao contra´rio, existe um conjunto de retornos poss´ıveis. Quando tomamos
um universo de ativos, podemos considerar um conjunto de cena´rios poss´ıveis para os prec¸os futuros
desses ativos. Para cada decisa˜o tomada, dentro de um espac¸o de deciso˜es poss´ıveis, existe um risco de
perda ligado a esta decisa˜o, associado a um determinado cena´rio.
Assim, dadas as perdas associadas a um conjunto de deciso˜es, propo˜e-se o problema de minimizar a
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perda que ocupa a k−e´sima posic¸a˜o em uma sequeˆncia ordenada, dentro de um certo n´ıvel de significaˆncia.
Esse tipo de problema, conhecido como Problema de Otimizac¸a˜o de Valor Ordenado [2, 3, 4] envolve a
determinac¸a˜o do elemento que ocupa a k−e´sima posic¸a˜o em uma sequeˆncia ordenada, ou, sem outras
palavras, o ca´lculo da k−e´sima estat´ıstica de ordem de um conjunto de perdas poss´ıveis.
A busca de estrate´gias eficazes para a determinac¸a˜o da k−e´sima estat´ıstica de ordem motivou o o
estudo teo´rico dos me´todos de ordenac¸a˜o cla´ssicos [7, 11, 12, 14, 23, 29], eventuais adaptac¸o˜es destes
me´todos [9, 15, 17, 22, 25, 26], bem como algoritmos que apareceram mais recentemente [18, 19, 5].
Paralelamente ao estudo desses algoritmos, trabalhamos com a sua implementac¸a˜o em linguagem Fortran
[10].
No Cap´ıtulo 2 apresentamos o problema a ser tratado, bem como alguns conceitos e terminologias
envolvidos. Enquanto no Cap´ıtulo 3 discutimos alguns dos me´todos cla´ssicos de ordenac¸a˜o, o Cap´ıtulo 4
foca o problema de determinac¸a˜o de estat´ıstica de ordem e os algoritmos adaptados para esta finalidade.
Por fim, no Cap´ıtulo 5 sa˜o apresentados resultados de experimentos nume´ricos, que visam determinar
maneiras eficazes de se calcular a k−e´sima estat´ıstica de ordem de um conjunto de nu´meros representativos
do problema em questa˜o. Algumas considerac¸o˜es acerca dos resultados obtidos, bem sugesto˜es para
trabalhos futuros, sa˜o apresentados no Cap´ıtulo 6.
Cap´ıtulo 2
O problema
Inicialmente apresentaremos alguns conceitos e tambe´m alguns termos que sera˜o utilizados durante a
formulac¸a˜o do problema a ser tratado.
2.1 Alguns conceitos em Economia Matema´tica
Chamamos de ativos reais a todos os componentes da cadeia produtiva de uma economia, como, por
exemplo, terras, maquinarias, pre´dios, fa´bricas, produtos agr´ıcolas, corporac¸o˜es, entre outros. Ja´ os
pape´is negocia´veis sa˜o um exemplo de ativos financeiros. Apesar de na˜o representarem as riquezas
de uma sociedade, eles participam de maneira indireta do processo produtivo, pois tornam poss´ıvel
operacionalizar os processos de transfereˆncia de recursos entre participantes da economia.
O mercado financeiro e´ o ambiente composto por todos os ativos finaceiros, onde estes sa˜o negociados
e, por conseguinte, ganham valor. Podemos identificar treˆs tipos de mercado financeiro:
• Mercado Direto: onde os compradores e vendedores se procuram uns aos outros, sem intermedia´rios;
• Mercado Intermediado: onde existem agentes intermediadores que encarregam-se de juntar com-
pradores com vendedores;
• Mercado de Leila˜o: e´ o mercado mais integrado, onde todos os agentes se juntam e procuram e/ou
oferecem seus ativos financeiros. Devido a esta convergeˆncia, os prec¸os sa˜o estabelecidos em func¸a˜o
da oferta e da demanda desses ativos. O melhor exemplo e´ a Bolsa de Valores.
Um portfo´lio de aplicac¸o˜es financeiras e´ uma colec¸a˜o de investimentos mantida por uma instituic¸a˜o
ou indiv´ıduo. Manter um portfo´lio de aplicac¸o˜es faz parte de uma estrate´gia de diversificac¸a˜o, com o
3
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intuito de diminuir riscos. Assim, dado um ativo qualquer, podemos, entre outros, utilizar o histo´rico de
prec¸os e/ou retornos desse ativo para gerar cena´rios de prec¸os futuros.
O desenvolvimento de modelos de otimizac¸a˜o de portfo´lio tem origem na a´rea econoˆmico-financeira;
tais modelos sa˜o utilizados para auxiliar na determinac¸a˜o da carteira de ativos financeiros que apresente
a melhor relac¸a˜o risco × retorno sob o ponto de vista de um investidor. A principal motivac¸a˜o para o
desenvolvimento destes modelos se relaciona a` reduc¸a˜o do risco a que o investidor esta´ exposto, atrave´s
da diversificac¸a˜o ou balanceamento da carteira.
2.2 Os conceitos de VaR e CVaR
Formalmente, o Value-at-Risk de um portfo´lio trata da maior perda, esperada para uma determinada
carteira, com um determinado n´ıvel de significaˆncia, dentro de um horizonte de tempo fixado. Mollica [16]
apresenta va´rias te´cnicas de ca´lculo do VaR. Dentre elas, provavelmente o me´todo de Simulac¸a˜o Histo´rica
e´ a abordagem mais direta e intuitiva para o ca´lculo do Value-at-Risk de uma carteira de ativos. Tal
me´todo sera´ descrito na sec¸a˜o 2.3.
Embora o VaR seja uma medida de risco largamente aceita e utilizada, seu uso tem sofrido cr´ıticas por
parte da comunidade acadeˆmica pelo fato de ser uma medida de risco que na˜o fornece nenhuma informac¸a˜o
a respeito das perdas que o excedem, as quais podem ser significativamente grandes. Rockafellar &
Uryasev [21] sugerem uma medida de risco denominada Conditional Value-at-Risk (CVaR). Tomando-se
uma sequeˆncia ordenada de perdas poss´ıveis, e escolhido um certo n´ıvel de confianc¸a, o CVaR e´ definido
como a me´dia dos valores superiores ao VaR.
Adotar o CVaR como medida de risco de um portfo´lio se caracteriza como uma estrate´gia de geren-
ciamento de riscos mais conservadora do que o VaR. Isto porque o CVaR de um portfo´lio a um n´ıvel de
confianc¸a nunca sera´ menor do que o respectivo VaR.
2.3 O me´todo de Simulac¸a˜o Histo´rica
Segundo Chaia et al. [6], “ A metodologia de ‘Simulac¸a˜o Histo´rica’ consiste na aplicac¸a˜o de cada uma das
variac¸a˜o passadas (...) sobre seu valor atual”, ou seja, aplicar os pesos atuais de cada ativo na carteira
a`s respectivas se´ries histo´ricas dos retornos destes ativos.
Este me´todo tem uma se´rie de atrativos. Em primeiro lugar, trata-se de uma te´cnica na˜o parame´trica,
o que implica dizer que na˜o e´ necessa´ria a estimac¸a˜o de nenhum paraˆmetro, como volatilidades e cor-
relac¸o˜es, para obtenc¸a˜o do VaR. Com isso, evitam-se problemas de modelagem e erros de estimac¸o˜es
destes paraˆmetros. Outra vantagem do me´todo e´ que ele dispensa qualquer hipo´tese a priori sobre a dis-
tribuic¸a˜o dos retornos dos ativos. Por u´ltimo, os recursos computacionais atualmente dispon´ıveis tornam
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extremamente simples sua implementac¸a˜o.
Infelizmente, o me´todo apresenta tambe´m algumas limitac¸o˜es. A hipo´tese que esta´ impl´ıcita nesta
te´cnica e´ que a distribuic¸a˜o emp´ırica dos retornos e´ capaz de refletir a verdadeira distribuic¸a˜o dos retornos.
Desta forma, o VaR estimado e´ extremamente sens´ıvel a` janela utilizada, inclusa˜o ou na˜o de per´ıodos onde
ocorreram grandes outliers ou de longos per´ıodos de pouca oscilac¸a˜o nos retornos - todos esses fenoˆmenos
produzem grandes diferenc¸as nos resultados. Este efeito e´ mais pronunciado quando o objetivo e´ estimar
o VaR para n´ıveis de significaˆncia muito baixos (menores que 1%).
Outro problema e´ a falta de adaptabilidade das estimativas, ou seja, incapacidade de perceber rapi-
damente mudanc¸as estruturais no ambiente financeiro, como mudanc¸as de regimes cambiais ou aumento
de instabilidade decorrente da desregulamentac¸a˜o de um determinado mercado. Isto acontece porque o
me´todo aplica pesos ideˆnticos a todas as observac¸o˜es da se´rie histo´rica. Assim, eventos ocorridos num
passado distante continuam tendo o mesmo peso nas estimativas que os eventos mais recentes.
Por u´ltimo, o me´todo de simulac¸a˜o histo´rica e´ bastante eficaz para estimac¸a˜o da distribuic¸a˜o dos
retornos num intervalo concentrado ao redor da me´dia, regia˜o na qual a distribuic¸a˜o emp´ırica tende a
ser bastante densa. No entanto, devido a` caracter´ıstica discreta dos retornos extremos, o me´todo produz
uma estimativa bastante pobre das caudas, regia˜o de interesse para o ca´lculo do VaR, o que tende a gerar
alta variabilidade nas estimativas do VaR.
2.4 Nosso problema
Consideremos inicialmente um universo de w ativos e uma decisa˜o x a ser tomada, x ∈ Ω, onde Ω e´ o
espac¸o de poss´ıveis deciso˜es. Suponhamos que existam n cena´rios, cada um deles correspondendo a uma
w−upla de prec¸os futuros. Sem perda de generalidade, suponhamos que todos os cena´rios sa˜o igualmente
prova´veis.
Seja fi(x) a perda provocada pela decisa˜o x, quando ocorre o cena´rio i. Para cada decisa˜o x, podemos
ordenar as perdas da menor para a maior:
fi1(x)(x) ≤ fi2(x)(x) ≤ · · · ≤ fin(x)(x). (2.4.1)
Tomando-se um valor k ∈ {1, 2, · · · , n}, temos um n´ıvel de confianc¸a dado por α = kn ; podemos enta˜o
definir os conceitos de VaR(x) e CVaR(x), em func¸a˜o dessas escolhas, do seguinte modo:
VaRα(x) = fik(x)(x) (2.4.2)
CVaRα(x) =
1
n− k
 n∑
j=k+1
fij(x)(x)
 . (2.4.3)
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Em outras palavras, podemos caracterizar o VaRα(x) como o valor de fi(x) que ocupa o k−e´simo
lugar na ordenac¸a˜o (2.4.1), enquanto CVaRα(x) e´ definida como a me´dia dos (n − k) valores superiores
ao VaRα(x).
A determinac¸a˜o do elemento que ocupa a k−e´sima posic¸a˜o em uma sequeˆncia ordenada e´ parte de
um problema de otimizac¸a˜o mais geral, apresentado por Andreani, Dunder e Mart´ınez [2], e conhecido
como Order-Value Optimization (OVO), ou Problema de Otimizac¸a˜o do Valor Ordenado. Trata-se de
uma generalizac¸a˜o do problema cla´ssico Minimax; entretanto, ao inve´s do ma´ximo de um conjunto de
func¸o˜es, estamos interessados em minimizar o valor da func¸a˜o que ocupa a k−e´sima posic¸a˜o em uma
sequeˆncia ordenada.
Assim, dadas n func¸o˜es f1, · · · , fn, definidas em um domı´nio Ω ⊂ <n, e um inteiro k ∈ {1, · · · , n},
definimos a k−e´sima func¸a˜o f de valor ordenado do seguinte modo:
f(x) = fik(x)(x),
para todo x ∈ Ω, onde
fi1(x)(x) ≤ fi2(x)(x) ≤ · · · ≤ fik(x)(x) ≤ · · · ≤ fin(x)(x).
Se k = 1, f(x) = min{f1(x), · · · , fn(x)}. Por outro lado, se k = n, temos enta˜o f(x) = max{f1(x), · · · , fn(x)}.
Em qualquer outro caso, f(x) e´ a k−e´sima estat´ıstica de ordem do conjunto {f1(x), · · · , fn(x)}.
O problema OVO consiste na minimizac¸a˜o da k−e´sima func¸a˜o de valor ordenado, dentro do domı´nio
em questa˜o:
min f(x)
s.a. x ∈ Ω. (2.4.4)
Andreani, Dunder e Mart´ınez [2] demonstram que f e´ uma func¸a˜o cont´ınua em Ω, e desenvolvem
um algoritmo que generaliza o me´todo de ma´xima descida, para resolver o problema (2.4.4). Em [3] sa˜o
apresentadas as condic¸o˜es de otimalidade, bem como uma reformulac¸a˜o na˜o-linear para este problema.
Em linhas gerais, supo˜e-se que fik(x)(x) e´ efetivamente calculada em cada iterac¸a˜o dos algoritmos
empregados, por meio da ordenac¸a˜o apresentada em (2.4.1) . Se o tamanho n e´ moderado, este trabalho
e´ admiss´ıvel. Entretanto, a` medida que n cresce, o tempo computacional dos algoritmos dedicados a
resolver o Problema de Otimizac¸a˜o do Valor Ordenado e´ quase que exclusivamente dedicado a essas
ordenac¸o˜es de nu´meros.
Sabe-se que, em alguns problemas de risco, e´ fundamental gerar, mediante simulac¸o˜es apropriadas,
centenas de milhares de cena´rios. Neste caso, “abreviar”o tempo computacional das ordenac¸o˜es e´ essencial
para otimizar com relativa eficieˆncia. Nosso trabalho foca enta˜o o estudo dos me´todos mais eficientes de
ordenac¸a˜o, em especial a determinac¸a˜o do elemento que ocupa a k−e´sima posic¸a˜o no vetor ordenado.
Cap´ıtulo 3
Ordenac¸a˜o
Algoritmo de ordenac¸a˜o em Cieˆncia da Computac¸a˜o e´ um algoritmo que coloca os elementos de uma dada
sequeˆncia em uma certa ordem - em outras palavras, efetua sua ordenac¸a˜o completa ou parcial. As ordens
mais usadas sa˜o a nume´rica e a lexicogra´fica. Existem va´rias razo˜es para se ordenar uma sequeˆncia. Uma
delas e´ a possibilidade se acessar seus dados de modo mais eficiente.
Os me´todos de ordenac¸a˜o sa˜o classificados em dois grandes grupos. Se o arquivo a ser ordenado cabe
todo na memo´ria principal, enta˜o o me´todo de ordenac¸a˜o e´ chamado de ordenac¸a˜o interna. Neste caso,
o nu´mero de registros a ser ordenado e´ pequeno o bastante para caber em um vetor. Se o arquivo a ser
ordenado na˜o cabe na memo´ria principal, e por isso, tem de ser armazenado em disco, enta˜o o me´todo
de ordenac¸a˜o e´ chamado de ordenac¸a˜o externa. A principal diferenc¸a entre eles e´ que, em um me´todo
de ordenac¸a˜o interna, qualquer registro pode ser imediatamente acessado, enquanto em um me´todo de
ordenac¸a˜o externa, os registros sa˜o acessados sequencialmente ou em grandes blocos. Trataremos neste
trabalho apenas de algoritmos de ordenac¸a˜o interna.
3.1 A escolha do algoritmo
A ana´lise de algoritmos envolve dois tipos de problemas distintos:
• Ana´lise de um algoritmo particular: Qual e´ o custo de usar um dado algoritmo para resolver um
problema espec´ıfico? Caracter´ısticas do algoritmo devem ser investigadas, geralmente uma ana´lise
do nu´mero de vezes que cada parte do algoritmo deve ser executada, seguida do estudo da quantidade
de memo´ria necessa´ria.
• Ana´lise de uma classe de algoritmos: Qual e´ o algoritmo de menor custo poss´ıvel para resolver
um problema particular? Toda uma famı´lia de algoritmos para resolver um problema espec´ıfico e´
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investigada com o objetivo de identificar um que seja o melhor poss´ıvel. Isto significa colocar limites
para a complexidade computacional dos algoritmos pertencentes a` classe.
3.1.1 Custo de utilizac¸a˜o de um algoritmo
O custo de utilizac¸a˜o de um algoritmo pode ser medido de va´rias maneiras, uma delas sendo a pro´pria
medic¸a˜o direta do tempo de execuc¸a˜o. Esta, entretanto, dependera´, entre outros fatores, do compilador
utilizado. Uma forma mais adequada de se medir o custo de utilizac¸a˜o de um algoritmo e´ por meio
do uso de um modelo matema´tico, baseado em um computador idealizado. O conjunto de operac¸o˜es a
serem executadas deve ser especificado, bem como o custo associado com a execuc¸a˜o de cada operac¸a˜o,
considerando-se as mais significativas.
Para medir o custo de execuc¸a˜o de um algoritmo, e´ comum definir uma func¸a˜o de custo ou func¸a˜o
de complexidade f, onde f(n) e´ a medida do tempo necessa´rio para executar um algoritmo para uma
instaˆncia de tamanho n. Neste caso, na˜o se representa o tempo diretamente, mas o nu´mero de vezes que
determinada operac¸a˜o, considerada relevante, e´ executada.
Costumam-se distinguir treˆs cena´rios poss´ıveis:
• Melhor caso: menor tempo de execuc¸a˜o sobre todas as poss´ıveis entradas de tamanho n;
• Pior caso: maior tempo de execuc¸a˜o sobre todas as poss´ıveis entradas de tamanho n;
• Caso me´dio (ou esperado): Supo˜e-se uma distribuic¸a˜o de probabilidades sobre o conjunto de en-
tradas de tamanho n. E´ comum supor uma distribuic¸a˜o de probabilidades onde todas as entradas
poss´ıveis sa˜o igualmente prova´veis.
3.2 Func¸o˜es de complexidade
Avaliando os problemas por meio de suas func¸o˜es de complexidade1, e negligenciando as constantes de
proporcionalidade, podemos classificar os problemas nas seguintes classes:
• Complexidade constante: f(n) = O(1), ou seja, e´ independente do tamanho n.
• Complexidade linear: f(n) = O(n). Em geral, um pequeno trabalho e´ realizado sobre cada elemento
de entrada. Esta e´ a melhor situac¸a˜o para um algoritmo que tem que processar n elementos de
entrada ou produzir n elementos de sa´ıda.
1Uma func¸a˜o g(n) e´ dita O(f(n)) se existem constantes c ∈ < e m ∈ N tais g(n) ≤ cf(n), para todo n ≥ m.
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• Complexidade logar´ıtmica: f(n) = O(log n) ou f(n) = O(n log n). Este tempo de execuc¸a˜o ocorre
tipicamente em algoritmos que resolvem um problema transformando-o em problemas menores,
resolvendo cada um deles independentemente, e depois juntando as soluc¸o˜es.
• Complexidade quadra´tica: f(n) = O(n2). Algoritmos dessa ordem aparecem quando os itens de
entrada sa˜o processados aos pares, muitas vezes, em um lac¸o dentro de outro.
• Complexidade cu´bica: f(n) = O(n3). Sa˜o u´teis apenas para resolver problemas pequenos, como
por exemplos as fatorac¸o˜es.
• Complexidade exponencial: f(n) = O(2n) e complexidade fatorial: f(n) = O(n!). Em geral, na˜o
sa˜o u´teis sob o ponto de vista pra´tico. Eles ocorrem na resoluc¸a˜o de alguns problemas quando se
usa a forc¸a bruta.
A Tabela 3.1, extra´ıda de [29], compara o tempo de execuc¸a˜o de algoritmos com diferentes func¸o˜es de
custo, para diferentes valores do nu´mero n de dados de entrada.
Func¸a˜o custo n = 10 n = 20 n = 30 n = 40 n = 50 n = 60
n 0.00001 s 0.00002 s 0.00003 s 0.00004 s 0.00005 s 0.00006 s
n2 0.0001 s 0.0004 s 0.0009 s 0.0016 s 0.0025 s 0.0036 s
n3 0.01 s 0.008 s 0.027 s 0.64 s 0.125 s 0.316 s
n5 0.1 s 3.2 s 24.3 s 1.7 min 5.2 min 13 min
2n 0.001 s 1 s 17.9 min 12.7 dias 35.7 anos 366 se´c.
3n 0.059 s 58 min 6.5 anos 3855 se´c. 108 se´c. 1013 se´c.
Tabela 3.1: Comparac¸a˜o de va´rias func¸o˜es de complexidade.
3.3 Algoritmos Cla´ssicos de Ordenac¸a˜o
Conforme citado anteriormente os algoritmos de ordenac¸a˜o colocam os elementos de uma dada sequeˆncia
em uma certa ordem. Entre os mais importantes, podemos citar os algoritmos elementares (Ordenac¸a˜o
por Selec¸a˜o, Ordenac¸a˜o por Inserc¸a˜o e BubbleSort), o QuickSort e o HeapSort, cujas caracterizac¸o˜es
sa˜o apresentadas ao longo dessa sec¸a˜o. Assumiremos um vetor A com n elementos a ser ordenado.
3.3.1 Algoritmos Elementares
Em nossos primeiros “passos”na a´rea de algoritmos de ordenac¸a˜o, estudamos alguns algoritmos ele-
mentares, apropriados para arquivos pequenos ou com algum tipo especial de estrutura. De um modo
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geral, eles nos permitiram compreender melhor a terminologia e os mecanismos utilizados em algoritmos
de ordenac¸a˜o, bem como na linguagem de programac¸a˜o utilizada . Ale´m disso, em diversas aplicac¸o˜es,
esses algoritmos elementares mostram-se mais eficientes que algoritmos mais sofisticados. Por fim, muitos
deles podem ser usados como subrotinas no melhoramento de algoritmos de ordenac¸a˜o mais poderosos.
BubbleSort
O BubbleSort ou Me´todo de Ordenac¸a˜o da Bolha e´ um algoritmo de ordenac¸a˜o popular. Ele funciona
permutando repetidamente elementos adjacentes que esta˜o fora de ordem. Os elementos sa˜o como bolhas
em um tanque de a´gua: cada uma procura o seu pro´prio n´ıvel. A forma mais simples da ordenac¸a˜o bolha
e´ mostrada na Figura 3.1.
BubbleSort(A)
01. for i = n downto 2
02. for j = 2 to i
03. if A[j−1] < A[j] then
04. A[j − 1]⇀↽ A[j]
05. end
06. end
Figura 3.1: Implementac¸a˜o de BubbleSort.
Neste processo, o maior elemento do vetor e´ encontrado no primeiro passo, sendo trocado com cada um
dos elementos a` direita, ate´ encontrar sua posic¸a˜o final. Num segundo passo, o segundo maior elemento
e´ colocado em sua posic¸a˜o final e assim sucessivamente.
Ordenac¸a˜o por Selec¸a˜o
Um dos algoritmos mais simples de ordenac¸a˜o dos n elementos de um vetor A baseia-se no seguinte
princ´ıpio:
1. Selecione o menor elemento do conjunto;
2. Troque este elemento com o primeiro elemento A[1].
A seguir, repita as duas operac¸o˜es acima com os n − 1 elementos restantes, depois com os n − 2
elementos, ate´ que reste apenas um elemento. A implementac¸a˜o deste processo e´ apresentada na Figura
3.2.
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SelectionSort(A)
01. for i = 1 to n− 1
02. min ←↩ i
03. for j = i+ 1 to n
04. if A[j] < A[min] then
05. min ←↩ j
06. A[min]⇀↽ A[i]
07. end
08. end
Figura 3.2: Implementac¸a˜o de SelectionSort.
Neste algoritmo, o ponteiro i percorre o vetor da esquerda para a direita, de modo que os elementos
a` esquerda do ponteiro esta˜o em suas posic¸o˜es finais; assim, o vetor esta´ totalmente ordenado quando o
ponteiro encontra a extremidade direita do vetor.
Apesar do evidente processo de “forc¸a bruta”utilizado, este algoritmo de ordenac¸a˜o tem uma impor-
tante aplicac¸a˜o: como cada elemento do vetor e´ movido na˜o mais que uma vez, ordenac¸a˜o por selec¸a˜o e´
indicado para ordenar arquivos com registros longos e pequenas chaves.
Ordenac¸a˜o por Inserc¸a˜o
E´ tambe´m um algoritmo eficiente para ordenar um nu´mero pequeno de elementos. Funciona da maneira
como as pessoas ordenam as cartas em um jogo de poˆquer, por exemplo. Iniciamos com a ma˜o esquerda
vazia e as cartas viradas com a face para baixo da mesa. Em seguida, removemos uma carta de cada vez
da mesa, inserindo-a na posic¸a˜o correta na ma˜o esquerda, comparando-a com cada uma das cartas que
ja´ esta˜o na ma˜o, da direita para a esquerda. A implementac¸a˜o deste processo e´ mostrada na Figura 3.3.
Como acontece no algoritmo de Ordenac¸a˜o por Selec¸a˜o, os elementos a` esquerda do ponteiro i ja´ esta˜o
ordenados durante o processo; entretanto, na˜o esta˜o em suas posic¸o˜es finais, ja´ que precisam ser movidos
para a direita, dando assim lugar aos elementos com valor menor. Aqui tambe´m o vetor esta´ totalmente
ordenado quando o ponteiro atinge sua extremidade direita.
Caracter´ıticas dos algoritmos elementares
Apresentamos a seguir alguns resultados relativos aos algoritmos elementares de ordenac¸a˜o, apresentados
em detalhes por Sedgewick [23]:
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InsertionSort(A)
01. for i = 2 to n
02. v = A[i]; j = i
03. while A[j − 1] > v do
04. A[j]←↩ A[j − 1]
05. j = j − 1
06. end
07. A[j]←↩ v
08. end
Figura 3.3: Implementac¸a˜o de InsertionSort.
• Ordenac¸a˜o por Selec¸a˜o trabalha com cerca de n22 comparac¸o˜es e n movimentac¸o˜es de elementos. E´
fa´cil ver que, para cada i variando de 1 ate´ n− 1, existem, no ma´ximo, uma movimentac¸a˜o e n− i
comparac¸o˜es, de modo que ha´ um total de n− 1 movimentac¸o˜es de elementos e (n− 1) + (n− 2) +
· · ·+ 2 + 1 = n(n−1)2 comparac¸o˜es;
• Ordenac¸a˜o por Inserc¸a˜o trabalha com cerca de n24 comparac¸o˜es e n
2
8 movimentac¸o˜es de elementos;
• BubbleSort trabalha com cerca de n22 comparac¸o˜es e n
2
2 movimentac¸o˜es de elementos.
3.3.2 QuickSort
QuickSort (C.A.R. Hore, 1960), ou algoritmo de ordenac¸a˜o ra´pida, e´ um algoritmo de ordenac¸a˜o cujo
tempo de execuc¸a˜o do pior caso e´ O(n2) sobre um vetor de entrada de n nu´meros. Apesar disto, e´ com
frequeˆncia a melhor opc¸a˜o pra´tica de ordenac¸a˜o, devido a` sua nota´vel eficieˆncia na me´dia: seu tempo de
execuc¸a˜o esperado e´ O(n log n). QuickSort se baseia no paradigma de dividir e conquistar2: ele divide o
vetor em duas partes, que sa˜o ordenadas independentemente. A posic¸a˜o exata da partic¸a˜o tambe´m faz
parte do procedimento. A estrutura recursiva do algoritmo e´ apresentada na Figura 3.4.
Os paraˆmetros l e r delimitam o sub-arquivo que sera´ ordenado; a chamada QuickSort(A,1,n) ordena
o vetor A todo. O ponto crucial do algoritmo QuickSort e´ o procedimento Partition, que rearranja o
vetor de modo que:
• o elemento A[i] esta´ em sua posic¸a˜o final, para algum i;
2Algoritmos que baseiam-se na abordagem de dividir e conquistar desmembram o problema em va´rios subproblemas que
sa˜o semelhantes ao problema original, mas menores em tamanho, resolvem os problemas recursivamente e depois combinam
essas soluc¸o˜es com o objetivo de criar uma soluc¸a˜o para o problema original.
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QuickSort(A,l,r)
01. if r > l then
02. i =Partition(A,l,r)
03. QuickSort(A,l,i− 1)
04. QuickSort(A,i+ 1,r)
05. end
Figura 3.4: Implementac¸a˜o de QuickSort.
• todos os elementos em A[l], · · · , A[i− 1] sa˜o menores ou iguais a A[i];
• todos os elementos em A[i+ 1], · · · , A[r] sa˜o maiores ou iguais a A[i];
Inicialmente, escolhemos arbitrariamente algum elemento A[i], nosso pivoˆ, que estara´ em sua posic¸a˜o
final. Uma escolha poss´ıvel, e´ tomar A[r] como pivoˆ. A seguir, percorremos o vetor a partir da extrem-
idade esquerda, ate´ que um elemento maior que A[i] seja encontrado, e percorremos o vetor a partir da
extremidade direita, ate´ encontrar um elemento menor que A[i]. Como ambos os elementos esta˜o fora
de suas posic¸o˜es finais, eles sa˜o trocados de lugar. Continuamos o procedimento ate´ garantir que todos
os elementos a esquerda do ponteiro esquerdo sa˜o menores que A[i], e todos a direita do ponteiro direito
sa˜o maiores que A[i]. Quando os ponteiros enta˜o se cruzam, o processo de particionamento esta´ quase
completo: basta apenas trocar o pivoˆ com o elemento indicado pelo apontador esquerdo. O procedimento
Partition3, que reorganiza o subvetor A[l, ..., r] localmente, e´ mostrado na Figura 3.5.
Partition(A,l,r)
01. if r > l then
02. v = A[r], i = l − 1, j = r
03. repeat
04. repeat i = i+ 1 until A[i] >= v
05. repeat j = j − 1 until A[j] <= v
06. A[i]⇀↽ A[l]
07. until j <= i
08. return i
09. end
Figura 3.5: Implementac¸a˜o do procedimento Partition.
3Tomamos aqui o elemento A[r] como pivoˆ.
CAPI´TULO 3. ORDENAC¸A˜O 14
QuickSort aleato´rio
O conhecimento de uma distribuic¸a˜o sobre as entradas pode nos ajudar a analisar o comportamento de
um algoritmo no caso me´dio. Muitas vezes, entretanto, na˜o temos tal conhecimento, e nenhuma ana´lise
de cado me´dio e´ poss´ıvel. Muitos algoritmos aleato´rios tornam a entrada aleato´ria permutando o vetor
de entrada dado.
Podemos usar uma te´cnica de aleatoridade com o QuickSort: ao inve´s de sempre usar A[r] como
pivoˆ, usaremos um elemento de A[l, . . . , r] escolhido ao acaso:
Essa modificac¸a˜o, em que fazemos a amostragem aleato´ria do intervalo l, . . . , r assegura que o elemento
pivoˆ x = A[r] tem a mesma probabilidade de ser qualquer um dos r− l+1 elementos do subvetor. Como
o elemento pivoˆ e´ escolhido ao acaso, esperamos que a divisa˜o do vetor de entrada seja razoavelmente
bem equilibrada na me´dia.
As mudanc¸as em Partition e QuickSort sa˜o pequenas: no novo procedimento de partic¸a˜o, simples-
mente implementamos a troca do particionante, e o novo algoritmo QuickSort chama RandPartition,
implementado no quadro da Figura 3.6, ao inve´s de Partition.
RandPartition(A,l,r)
01. i =Random(l,r)
02. A[l]⇀↽ A[i]
03. return Partition(A,l,r)
Figura 3.6: Implementac¸a˜o do procedimento RandPartition.
3.3.3 HeapSort
O algoritmo HeapSort introduz uma nova te´cnica de projeto de algoritmos: o uso de uma estrutura de
dados, nesse caso uma estrutura que chamamos heap (ou “monte”) para gerenciar informac¸o˜es durante a
execuc¸a˜o do algoritmo.
Um heap e´ um objeto que pode ser visto como uma a´rvore bina´ria4 praticamente completa. Cada no´
da a´rvore corresponde a um elemento do vetor que armazena o valor no no´. A a´rvore esta´ completamente
preenchida em todos os n´ıveis, exceto talvez no n´ıvel mais baixo, que e´ preenchido a partir da esquerda
ate´ certo ponto.
4Em cieˆncia da computac¸a˜o, a a´rvore de busca bina´ria ou a´rvore de pesquisa bina´ria e´ uma a´rvore bina´ria onde todos
os no´s sa˜o valores, todo no´ a` esquerda conteˆm uma sub-a´rvore com os valores menores ao no´ raiz da sub-a´rvore e todos os
no´s da sub-a´rvore a` direita conteˆm somente valores maiores ao no´ raiz.
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Um vetor A que representa um heap e´ um objeto com dois atributos: comprimento[A], que e´ o nu´mero
de elementos no vetor, e tamanho − do − heap[A], o nu´mero de elementos no heap armazenado dentro
do vetor. A raiz da a´rvore e´ A[1] e, dado o ı´ndice i de um no´, os ı´ndices de seu pai Parent(i), do filho
da esquerda Left(i) e do filho da direita Right(i) podem ser calculados de modo simples, conforme e´
ilustrado nos quadros da Figura 3.7.
Parent(i)
return bi/2c
Left(i)
return 2i
Right(i)
return 2i+ 1
Figura 3.7: Implementac¸a˜o dos procedimentos Parent, Left e Right.
Figura 3.8: Nu´mero ma´ximo de no´s em cada n´ıvel de uma a´rvore bina´ria. Figura extra´ıda de [11].
Existem dois tipos de heaps bina´rios: heaps ma´ximos e heaps mı´nimos. Para o algoritmo Heapsort, us-
aremos heapsma´ximos. A propridade de heapma´ximo e´ que, para todo i diferente da raiz, A[Parent(i)] ≥
A[i], isto e´, o valor de um no´ e´ no ma´ximo o valor do seu pai. Desse modo, o maior elemento em um
heap ma´ximo e´ armazenado na raiz, e a suba´rvore que tem raiz em um no´ conte´m valores menores que o
pro´prio no´.
Visualizando um heap como uma a´rvore (Figura 3.8), definimos a altura de um no´ em um heap como
o nu´mero de arestas no caminho descendente simples mais longo desde o no´ ate´ uma folha, e definimos
a altura do heap como a altura h de sua raiz. Em geral, o n´ıvel d de uma a´rvore bina´ria tem na˜o mais
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que 2d no´s, que modo que o nu´mero total de no´s de uma a´rvore bina´ria e´ pelo menos 2h+ 1 e na˜o mais
que 2h+1 − 1. A Figura 3.8 mostra o nu´mero ma´ximo de no´s em cada n´ıvel.
Manutenc¸a˜o da propriedade de Heap
O procedimento MaxHeapify, executado no tempo O(log n), e´ a chave para manter a propridade de heap
ma´ximo. Suas entradas sa˜o um vetor A e um ı´ndice i. Quando MaxHeapify e´ chamado, supomos que as
a´rvores bina´rias com ra´ızes em Left(i) e Right(i) sa˜o heaps ma´ximos, mas que A[i] pode ser menor
que seus filhos, violando a propriedade de heap ma´ximo.
A func¸a˜o de MaxHeapify, ilustrado no quadro da Figura 3.9 e´ deixar que o valor em A[i] “flutue para
baixo”no heap ma´ximo, de tal forma que a suba´rvore com raiz no ı´ndice i se torne um heap ma´ximo.
MaxHeapify(A,i)
01. l←↩ Left(i)
02. r ←↩ Right(i)
03. if l ≤ tamanho-do-heap[A] and A[l] > A[i] then
04. maior ←↩ l
05. else maior ←↩ i
06. if r ≤ tamanho-do-heap[A] and A[r] > A[maior ] then
07. maior ←↩ r
08. if maior 6= i then
09. A[i]⇀↽ A[maior ]
10. MaxHeapify(A,maior)
11. end
Figura 3.9: Implementac¸a˜o do procedimento MaxHeapify.
Em cada passo, o maior entre os elementos A[i], A[Left(i)] e A[Right(i)] e´ determinado, e seu ı´ndice
e´ armazenado em maior. Se A[i] e´ maior, enta˜o a suba´rvore com raiz no no´ i e´ um heap ma´ximo e o
procedimento termina. Caso contra´rio, um dos dois filhos tem o maior elemento, e A[i] e´ trocado por
A[maior ], o que faz o no´ i e seus filhos satisfazerem a propriedade de heap ma´ximo. Pore´m, agora o no´
indexado por maior tem o valor original A[i] e, desse modo, a suba´rvore com raiz em maior pode violar
a propriedade de heap ma´ximo. Em consequeˆncia disso, MaxHeapify deve ser chamado recursivamente
nessa suba´rvore.
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A construc¸a˜o de um Heap
Podemos usar o procedimento MaxHeapify de baixo para cima, a fim de converter um vetor A[1, . . . , n]
em um heap ma´ximo. Como os elementos no subvetor A[bn/2c+1, . . . , n] sa˜o todos folhas da a´rvore, enta˜o
cada um deles e´ um heap de 1 elemento com o qual podemos comec¸ar. O procedimento BuildMaxHeap
percorre os no´s restantes da a´rvore e executa MaxHeapify sobre cada um, como no quadro da Figura
3.10.
BuildMaxHeap(A, n)
01. for i = bn/2c downto 1
02. do MaxHeapify(A,i)
Figura 3.10: Implementac¸a˜o do procedimento BuildMaxHeap.
O algoritmo HeapSort
O algoritmo HeapSort (ou ordenac¸a˜o por monte) comec¸a usando BuildMaxHeap para construir um heap
no vetor de entrada A[1, . . . , n]. Tendo em vista que o elemento ma´ximo do vetor esta´ armazenado na
raiz A[1], ele pode ser colocado em sua posic¸a˜o final correta, trocando-se esse elemento por A[n]. Se agora
“descartamos”o no´ n do heap (diminuindo tamanho-do-heap[A]), observaremos que A[1, . . . , n− 1] pode
ser facilmente transformado em um heap ma´ximo.
Os filhos da raiz continuam sendo heaps ma´ximos, mas o novo elemento raiz pode violar a propriedade
de heap ma´ximo. Pore´m, tudo o que e´ necessa´rio para restabelecer a propriedade de heap ma´ximo e´ uma
chamada MaxHeapify(A,1), que deixa um heap ma´ximo em A[1, . . . , n− 1].
Enta˜o, o algoritmo HeapSort repete esse processo para o heap de tamanho n − 1, descendo ate´ um
heap de tamanho 2. O algoritmo e´ apresentado no quadro da Figura 3.11.
HeapSort(A)
01. BuildMaxHeap(A)
02. for i = n downto 2 do
03. A[1]⇀↽ A[i]
04. tamanho-do-heap[A]←↩ tamanho-do-heap[A]− 1
05. MaxHeapify(A,1)
Figura 3.11: Implementac¸a˜o de HeapSort.
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Algumas caracter´ısticas do HeapSort
Cormen et al. [7] apresentam algumas caracter´ısticas acerca do desempenho do algoritmo HeapSort, das
quais destacamos:
• O procedimento MaxHeapify e´ executado no tempo O(log n), e e´ a chave para manter a propriedade
de heap ma´ximo;
• O procedimento BuildMaxHeap, executado em tempo linear, produz um heap a partir de um vetor
de entrada na˜o ordenado;
• O procedimento HeapSort, executado no tempo O(n log n), ordena um vetor localmente.
3.3.4 Caracter´ısticas dos me´todos de Ordenac¸a˜o por Comparac¸a˜o
Apresentamos ate´ agora dois algoritmos que podem ordenar n nu´meros no tempo O(n log n). HeapSort
alcanc¸a esse limite superior no pior caso, enquanto QuickSort o alcanc¸a na me´dia.
Esses algoritmos compartilham uma propriedade interessante: a sequeˆncia ordenada que eles deter-
minam se baseia apenas em comparac¸o˜es entre os elementos de entrada. Chamamos esses algoritmos de
ordenac¸o˜es por comparac¸a˜o. Todos os algoritmos de ordenac¸a˜o apresentados ate´ agora sa˜o de ordenac¸o˜es
por comparac¸a˜o.
Limites inferiores para ordenac¸a˜o
Em uma ordenac¸a˜o por comparac¸a˜o, usamos apenas comparac¸o˜es entre elementos para obter informac¸o˜es
de ordem sobre uma sequeˆncia de entrada A[1 · · ·n]. Ou seja, dados dois elementos A[i] e A[j], executamos
um dos testes A[i] < A[j], A[i] ≤ A[j], A[i] = A[j], A[i] ≥ A[j] ou A[i] > A[j], para determinar sua ordem
relativa. Cormen et al. [7] utilizam o modelo de a´rvore de decisa˜o para estabelecer um limite inferior
sobre o tempo de execuc¸a˜o de qualquer algoritmo de ordenac¸a˜o por comparac¸a˜o, apresentando o seguinte
resultado5, na forma de Teorema6:
Qualquer algoritmo de ordenac¸a˜o por comparac¸a˜o
exige Ω(n log n) comparac¸o˜es no pior caso.
5Da mesma maneira que a notac¸a˜o O fornece um limite assinto´tico superior sobre uma func¸a˜o, a notac¸a˜o Ω fornece um
limite assinto´tico inferior.
6Teorema 8.1, de Cormen et al. [7].
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3.3.5 Ordenac¸a˜o em tempo linear
Alguns algoritmos de ordenac¸a˜o sa˜o executados em tempo linear. Esses algoritmos utilizam operac¸o˜es
diferentes de comparac¸o˜es para determinar a sequeˆncia ordenada. Em consequeˆncia disso, o limite inferior
Ω(n log n) na˜o se aplica a eles.
Resultados envolvendo tempo linear tambe´m podem ser obtidos quando desejamos ordenar apenas
parte de um vetor, ou determinar o elemento que ocupa uma dada posic¸a˜o no vetor ordenado, a chamada
estat´ıstica de ordem. Esse assunto sera´ abordado no pro´ximo cap´ıtulo.
3.4 FlashSort
FlashSort(K. D. Neubert, 1998)[19] e´ um algoritmo que na˜o utiliza comparac¸o˜es entre todos os elementos
do vetor para determinar a sequeˆncia ordenada, e, portanto, o limite inferior Ω(n log n) na˜o se aplica a
ele, de acordo com o que foi mencionado na sec¸a˜o 3.3.5.
Segundo Neubert[19], FlashSort ordena n nu´meros no tempo O(n) sob a hipo´tese de um distribuic¸a˜o
uniforme, ja´ que e´ poss´ıvel determinar a posic¸a˜o final “aproximada”de cada nu´mero, sem que haja a
necessidade de comparac¸o˜es. Vale mencionar que apenas uma justificativa superficial para o fato do
tempo de execuc¸a˜o ser O(n) e´ mencionada pelo autor. Na˜o nos ateremos aqui a este fato, ja´ que,
conforme mencionado anteriormente, estamos interessados na determinac¸a˜o da k−e´sima estat´ıstica de
ordem, e na˜o na ordenac¸a˜o completa do vetor. Ale´m disso, a eficieˆncia do algoritmo esta´ fortemente
apoiada no fato dos nu´meros apresentarem distribuic¸a˜o uniforme, diferente do tipo de distribuic¸a˜o que
trabalharemos em parte dos experimentos nume´ricos.
O ponto central de FlashSort esta´ na divisa˜o do vetor A de n elementos em m classes, do modo
que, cada classe contenha aproximadamente nm elementos. O algoritmo esta´ estruturado em treˆs blocos
lo´gicos, a saber: classificac¸a˜o, permutac¸a˜o e inserc¸a˜o.
A implementac¸a˜o do algoritmo FlashSort e´ apresentada na Figura 3.12. Supomos, neste caso, que
Amin e Amax, os valores mı´nimo e ma´ximo do vetor, respectivamente, sejam conhecidos, e determinac¸a˜o
e´ feita de acordo com o algoritmo mostrado na Figura 3.13.
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FlashSort(A,L,n,m)
01. C = (M − 1)/(Amax −Amin)
02. for i = 1 to n
03. K ←↩ 1 + int(C × (A(i)−Amin))
04. L(K)←↩ L(K) + 1
05. end
06. for i = 1 to m
07. L(K)←↩ L(K) + L(K − 1)
08. end
09. Amax ⇀↽ A(1)
10. move←↩ 0; j ←↩ 0;K ←↩ m
11. while (move < n− 1) do
12. while (j > L(K)) do
13. j ←↩ j+1; K ←↩ 1+ int(C×(A(i)−Amin))
14. end
15. flash←↩ a(j)
16. while (j 6= L(K) + 1)
17. K ←↩ 1 + int(C × (flash−Amin))
18. A(L(K))⇀↽ hold
19. L(K)←↩ L(K)− 1; move←↩ move+ 1
20. end
21. end
22. for i = 1 to n
23. if A(i+ 1) > A(i) then
24. hold←↩ A(i); j ←↩ i
25. while (A(j + 1) > hold) do
26. A(j)←↩ A(j + 1); j ←↩ j + 1
27. end
28. A(j)←↩ hold
29. end
30. end
Figura 3.12: Implementac¸a˜o de FlashSort.
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01. Amin ←↩ A(1)
02. Amax ←↩ A(1)
03. for i = 1 to n
04. if A(i) < Amin then
05. Amin ←↩ A(i)
06. if A(i) > Amax then
07. Amax ←↩ A(i)
08. end
Figura 3.13: Determinac¸a˜o de Amin e Amax.
Na etapa inicial, caracterizada como classificac¸a˜o, percorremos o vetor para determinar a qual classe
pertence cada elemento A(i) do vetor, computando-se o valor:
K(A(i)) = 1 + int
(
(m− 1) A(i)−Amin
Amax −Amin
)
. (3.4.1)
Aqui, m e´ o nu´mero de classes que se deseja formar e int representa a parte inteira do valor obtido.
O resultado obtido sera´ um nu´mero entre 1 e m, chamado classe de A(i), e, em me´dia, cada classe tera´
aproximadamente nm elementos.
Percorrendo-se o vetor, e´ poss´ıvel saber a qual classe pertence cada um dos elementos e, portanto, o
nu´mero de elementos que cada uma das classes conte´m. Um vetor auxiliar L, de dimensa˜om, inicialmente
contendo zero em todas as posic¸o˜es, armazena esta informac¸a˜o. O vetor L e´ em seguida atualizado de
modo que cada L(i) seja igual ao que chamaremos de quantidade acumulada de elementos, em cada uma
das classes de 1 ate´ i. Assim, L(1) e´ simplesmente o nu´mero de elementos na classe 1, L(2) e´ o total
nas classes 1 e 2, e assim sucessivamente, de modo que L(m) e´ igual a n, o total de elementos no vetor.
Analisando com mais atenc¸a˜o a expressa˜o (3.4.1), vemos que o nu´mero de elementos de L(m − 1) sera´
sempre igual a n− 1, independente da distribuic¸a˜o dos elementos nas classes.
Feito isso, e´ poss´ıvel saber onde cada classe aparecera´ no vetor ordenado. Na etapa seguinte, chamada
permutac¸a˜o, percorremos o vetor movendo cada elemento para sua classe correta. Dado um elemento
qualquer A(i), computamos a classe a qual ele pertence, por meio da expressa˜o 3.4.1. A seguir, verificamos
no vetor L quantos elementos conte´m aquela classe, movendo o elemento para esta posic¸a˜o. Um elemento
que pertence a uma classe que conte´m um total acumulado de j elementos sera´ movido para a posic¸a˜o
A(j). O nu´mero de elementos acumulado naquela classe e´ enta˜o reduzido em uma unidade, e o mesmo
procedimento e´ repetido para o elemento que antes ocupava a posic¸a˜o A(j). Esse processo e´ repetido ate´
que uma das classes esteja complemente cheia, ou seja, o total acumulado naquela classe e´ zero (ou seja,
na˜o existem mais “vagas”naquela classe). O contador j e´ enta˜o incrementado ate´ encontrar um novo
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item que satisfac¸a a condic¸a˜o j < L(K(A(j))), e o processo continua ate´ que todos os elementos do vetor
tenham sido deslocados para suas classes corretas. Ao fim do processo, temos o vetor ordenado segundo
suas classes.
Por fim, na etapa de inserc¸a˜o, cada uma das classes e´ ordenada, determinando assim a posic¸a˜o final
dos elementos no vetor. Isso e´ feito de maneira ana´loga ao procedimento de Ordenac¸a˜o por Inserc¸a˜o,
descrito na sec¸a˜o 3.3.1: o vetor e´ percorrido da direita para a esquerda, e a` medida que avanc¸a vai
deixando os elementos mais a` direita ordenados.
3.4.1 Um exemplo
O exemplo a seguir permite visualizar cada uma das etapas de FlashSort. Tomemos um vetor arbitra´rio
composto por 20 elementos, e suponha que seja dividido em quatro classes.
45 56 7 10 34 89 33 3 13 67 53 23 39 50 47 49 78 65 46 12
Inicialmente, percorre-se o vetor para obtenc¸a˜o dos valores ma´ximo e mı´nimo: Amin = 3 e Amax = 89.
Por meio da expressa˜o (3.4.1), determina-se a qual classe K pertence cada um dos elementos:
45 56 7 10 34 89 33 3 13 67 53 23 39 50 47 49 78 65 46 12
K 2 2 1 1 2 4 2 1 1 3 2 1 2 2 2 2 3 3 2 1
Temos enta˜o o total de elementos em cada classe:
classe 1 2 3 4
n.o. elementos 6 10 3 1
e tambe´m o total acumulado em cada uma delas.
classe 1 2 3 4
n.o. elementos (acumulado) 6 16 19 20
Esta etapa e´ finalizada efetuando-se uma troca de posic¸o˜es entre A(1) e Amax, de modo que o maior
elemento e´ trazido para a primeira posic¸a˜o do vetor; no caso, os elementos 45 e 89 sa˜o trocados entre:
89 56 7 10 34 45 33 3 13 67 53 23 39 50 47 49 78 65 46 12
K 4 2 1 1 2 2 2 1 1 3 2 1 2 2 2 2 3 3 2 1
Na pro´xima etapa, permutam-se enta˜o os elementos de modo que ocupem as classes corretas. Um
contador j e´ incrementado sempre que um elemento e´ deslocado, e cada elemento e´ deslocado uma u´nica
vez nessa etapa. Iniciando com j = 1, temos que A(j) = 89, pertence a` classe 4. Como o nu´mero
de elementos acumulados nessa classe e´ 20, o elemento 89 e´ deslocado para a 20.a. posic¸a˜o, e o valor
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e´ atualizado para 19 (na verdade, isso indica que existem ainda 19 “vagas”a serem preenchidas). O
elemento que antes ocupava aquela posic¸a˜o, no caso o 12, pertence a` classe 1, que conte´m 6 elementos.
Ele e´ enta˜o deslocado para a posic¸a˜o 6, e o total acumulado naquela classe e´ atualizado para o valor 5.
Ao final do processo de permutac¸a˜o, o vetor apresenta-se do seguinte modo:
3 7 10 13 23 12 33 56 46 53 34 39 50 47 49 45 65 78 67 89
K 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 4
Finalmente, organizam-se os elementos, utilizando-se o processo de inserc¸a˜o em cada uma das classes,
obtendo desse modo o vetor ordenado, representado a seguir:
3 7 10 12 13 23 33 34 39 45 46 47 49 50 53 56 65 67 78 89
K 1 1 1 1 1 1 2 2 2 2 2 2 2 2 2 2 3 3 3 4
A eficieˆncia desse algoritmo depende do ajuste do nu´mero de classes a serem utilizadas. Assim,
diminuindo-se o nu´mero de classes, o tempo na etapa de classificac¸a˜o diminui, mas na etapa de inserc¸a˜o
aumenta. Uma discussa˜o acerca desse fato sera´ apresentada na sec¸a˜o 5.1, por meio de resultados obtidos
em experimentos nume´ricos.
Cap´ıtulo 4
Estat´ısticas de Ordem
Conforme apresentado anteriormente, o ca´lculo do VaR (2.4.2) consiste basicamente na determinac¸a˜o do
elemento que ocupa o k−e´simo lugar na ordenac¸a˜o (2.4.1), com 1 ≤ k ≤ m. Quando se trata da CVaR
(2.4.3), conhecido o valor que ocupa a k−e´sima posic¸a˜o, basta apenas saber quais elementos do vetor sa˜o
maiores que este, na˜o sendo necessa´rio que estejam ordenados. Em diversas outras aplicac¸o˜es, estamos
interessados em determinar apenas o elemento que ocupa uma dada posic¸a˜o em uma sequeˆncia ordenada.
Um procedimento seria ordenar todos os elementos do vetor e tomar aquele que ocupa a posic¸a˜o desejada.
Entretanto, e´ poss´ıvel desenvolver procedimentos menos “dispendiosos”, adaptando verso˜es de algoritmos
de particionamento, como o QuickSort, por exemplo.
As operac¸o˜es de encontrar o ma´ximo, o mı´nimo e a mediana de um vetor sa˜o casos especiais do
problema que chamamos de selec¸a˜o: determinar o k−e´simo menor elemento de um conjunto de n nu´meros.
O uso da mediana e de outras estat´ısticas de ordem para dividir um vetor e´ comum em muitas aplicac¸o˜es
que envolvem processamento de dados experimentais. Frequentemente, apenas uma parte de grandes
arquivos e´ processada, ao inve´s do arquivo todo.
Podemos pensar inicialmente em um algoritmo simples para determinac¸a˜o de uma dada estat´ıstica de
ordem, adaptada do me´todo de Ordenac¸a˜o por Selec¸a˜o. Se k e´ pequeno, este me´todo mostra-se bastante
eficiente, e requer um tempo proporcional a nk: primeiro encontramos o menor elemento, depois o segundo
menor elemento, e assim sucessivamente. Entretanto, a` medida que k cresce, torna-se necessa´rio o uso de
outros me´todos mais eficientes.
24
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4.1 Selec¸a˜o em tempo linear
Na obtenc¸a˜o do mı´nimo (ou do ma´ximo) de um vetor, basta examinar cada elemento isoladamente e
manter o controle do menor (ou maior) elemento visto ate´ enta˜o. Podemos estabelecer facilmente um
limite superior de n− 1 comparac¸o˜es neste procedimento, de modo que um algoritmo que alcanc¸a tempo
de execuc¸a˜o O(n) para este problema pode ser desenvolvido.
O problema de selec¸a˜o geral, ou seja, a determinac¸a˜o do elemento que ocupa o k−e´simo lugar, parece
mais dif´ıcil que o problema de se achar um mı´nimo, embora o tempo de execuc¸a˜o assinto´tico para ambos
os problemas seja o mesmo: Θ(n)1.
Apresentamos a seguir um algoritmo de dividir e conquistar para o problema de selec¸a˜o, modelado
sobre o algoritmo QuickSort da sec¸a˜o 3.3.2, e que denominaremos QuickSelect[7]. Como no QuickSort,
a ide´ia e´ particionar o vetor de entrada recursivamente. Pore´m, diferente deste, que processa ambos os
lados da partic¸a˜o, QuickSelect so´ funciona sobre um lado da partic¸a˜o. Essa diferenc¸a fica evidente na
ana´lise: enquanto QuickSort tem um tempo esperado O(n log n), o tempo esperado de QuickSelect e´
O(n).
Neste caso, QuickSelect utiliza o procedimento RandPartition introduzido na sec¸a˜o 3.3.2. Desse
modo, como o algoritmo QuickSort aleato´rio, seu comportamento e´ determinado pela sa´ıda de um
gerador de nu´meros aleato´rios. O co´digo apresentado na Figura 4.1 retorna o k−e´simo elemento do vetor
A[l . . . r].
Apo´s RandPartition ser executado na linha 3, o vetor A[l · · · r] e´ particionado em dois subvetores
A[l · · · q − 1] e A[q + 1 · · · r] tais que cada elemento de A[l · · · q − 1] e´ menor ou igual ao pivoˆ A[q] que,
por sua vez, e´ menor que cada elemento de A[q + 1 · · · r]. A linha 4 calcula o nu´mero i de elementos no
subvetor A[l · · · q], ou seja, o nu´mero de elementos na parte esquerda da partic¸a˜o, mais uma unidade para
o pivoˆ. A linha 5 verifica se A[q] e´ o k−e´simo elemento. Se for, enta˜o A[q] e´ retornado. Sena˜o, o algoritmo
determina em qual dos dois subvetores A[l · · · q − 1] e A[q + 1 · · · r] o k−e´simo elemento se encontra. Se
k < i, enta˜o o elemento desejado esta´ na parte esquerda da partic¸a˜o, e e´ recursivamente selecionado do
subvetor na linha 8. Pore´m, se k > i, o elemento desejado reside na parte direita da partic¸a˜o. Como
ja´ conhecemos i valores que sa˜o menores que o k−e´simo elemento de A[l · · · r], o elemento desejado e´ o
(k − i)-e´simo elemento de A[q + 1 · · · r], encontrado recursivamente na linha 10.
O tempo de execuc¸a˜o no pior caso para QuickSelect e´ O(n2), o mesmo para encontrar o mı´nimo,
porque poder´ıamos estar sem sorte e sempre efetuar a partic¸a˜o em torno do maior elemento. Entretanto,
o algoritmo funciona bem no caso me´dio e, porque ele e´ aleato´rio, nenhuma entrada espec´ıfica surge do
comportamento no pior caso. De acordo com Cormen et al. [7], o tempo exigido por QuickSelect em
um vetor de entrada A[l · · · r] e´ uma varia´vel aleato´ria cujo limite superior e´ O(n), o que nos permite
1A notac¸a˜o Θ limita assintoticamente uma func¸a˜o acima e abaixo. Quando temos apenas um limite assinto´tico superior,
usamos a notac¸a˜o O , e quando esse limite for inferior, usamos Ω.
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QuickSelect(A,l,r,k)
01. if l = r then
02. return A[l]
03. q ⇀↽ RandPartition(A,l,r)
04. i ⇀↽ q − l + 1
05. if k = i then
06. return A[q]
07. elseif k < i then
08. return RandSelect(A,l,q − 1,k)
09. else
10. return RandSelect(A,q+1,r,k−i)
Figura 4.1: Implementac¸a˜o de QuickSelect.
concluir que qualquer estat´ıstica de ordem pode ser determinada em me´dia no tempo linear.
4.2 Alterac¸o˜es no Me´todo FlashSort
Visto que, em nosso problema, na˜o e´ necessa´rio ordenar todo o vetor, mas determinar apenas o elemento
que ocupa a k−e´sima posic¸a˜o no vetor ordenado, sugerimos uma alterac¸a˜o no me´todo FlashSort, apre-
sentado na sec¸a˜o 3.4, para tratar desse caso. Basta que se ordene apenas a classe que conte´m a posic¸a˜o
do elemento procurado.
Uma simples inspec¸a˜o no vetor L acumulado, ao final do processo de classificac¸a˜o, permite obter os
ı´ndices das posic¸o˜es limite da classe que conte´m a k−e´sima posic¸a˜o. O vetor, que antes era percorrido
da direita para a esquerda, e´ agora percorrido apenas do limite inferior ao limite superior, garantido que
toda a classe esteja ordenada, e, portanto, determinando o elemento desejado.
Outra poss´ıvel alterac¸a˜o do algoritmo diz respeito a` substituic¸a˜o do terceiro bloco, que utiliza o
me´todo da inserc¸a˜o, por um me´todo de ordenac¸a˜o mais eficiente, como o QuickSelect.
4.3 SecaMenores
Apresentamos a seguir o me´todo chamado SecaMenores, proposto por Andreani-Martinez-Martinez-Yano
[5]. Baseado no Me´todo da Secante2, este algoritmo utiliza sucessivas construc¸o˜es de retas secantes, que
2O Me´todo da Secante e´ um me´todo de iterac¸a˜o para se obter os zeros de uma func¸a˜o suave f . Os pontos de cruzamento
da secante de uma aproximac¸a˜o sa˜o usados como pontos de base inicial para uma nova secante, mais pro´xima do zero real.
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fornecem aproximac¸o˜es para o elemento que ocupa a k−e´sima posic¸a˜o no vetor ordenado. A imple-
mentac¸a˜o do algoritmo SecaMenores para determinac¸a˜o do elemento da k−e´sima posic¸a˜o e´ apresentada
na Figura 4.2.
SecaMenores(A,k)
01. fmax = n− k
02. fmin = −k
03. der = (fmax − fmin)/(Amax −Amin)
04. v = (Amax −Amin)/der
05. if v < Amin + 0.1(Amax −Amin) ou v > Amax − 0.1(Amax −Amin) then
06. v = 0.5(Amax −Amin)
07. c←↩ 0
08. for i = 1 to n
09. if A(i) < v then
10. c=c+1
11. end
12. if c = n then
13. j ←↩ 1
14. for i = 1 to n
15. if A(i) < v then
16. L(j)←↩ i ; j ←↩ j + 1
17. end
18. if A(i) < v then
19. Amin ←↩ v; fmin ←↩ c− k
20. else
21. Amax ←↩ v; fmax ←↩ c− k
Figura 4.2: Implementac¸a˜o de SecaMenores.
Tomemos inicialmente um vetor A composto por n elementos, tal que min e max, sejam, respectiva-
mente, os ı´ndices do menor e o maior elementos. Sejam Amin e Amax, respectivamente, tais elementos.
Pensando no plano cartesiano, onde os elementos no vetor sa˜o representados no eixo das abscissas, e suas
ı´ndices no eixo das ordenadas, vamos considerar o ı´ndice do elemento que procuramos, ou seja, aquele
que ocupa a k−e´sima posic¸a˜o, como a origem do eixo das ordenadas. Seu valor, representado por v, sera´
aproximado pelo ponto que esta´ na intersecc¸a˜o do eixo das abscissas com o segmento de extremidades
(Amin,−k) e (Amax, N − k), conforme podemos observar na figura 4.3.
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Figura 4.3: Estimativa para o elemento da k−e´sima posic¸a˜o.
Temos enta˜o a seguinte relac¸a˜o de proporcionalidade:
(N − k)− (−k)
Amax −Amin =
(N − k)− (0)
Amax − v ,
ou seja,
N
Amax −Amin =
N − k
Amax − v .
Como k e´ conhecido, e Amin e Amax sa˜o facilmente determinados (Figura 3.13), obte´m-se enta˜o o
valor de v, uma estimativa para o valor do elemento procurado. O vetor e´ enta˜o percorrido e um contador
c e´ utilizado para determinar quantos elementos sa˜o menores que v. A ordenada para v e´ enta˜o corrigida
para esse valor.
Aplicamos enta˜o a ide´ia secante iterativamente. O processo termina quando atingimos um v tal que
exatamente k elementos sa˜o menores que esse valor, e portanto o k-e´simo elemento e´ obtido. Um vetor
auxiliar L fornece os ı´ndices dos elementos com valor menor que v. O elemento procurado enta˜o e´ tomado
como o maior em todos os elementos cujos ı´ndices sa˜o dados em L.
Caso o valor obtido para v esteja fora do intervalo de toleraˆncia
(Amin + 0.1(Amax −Amin), Amax − 0.1(Amax −Amin)),
este e´ substituido pelo ponto me´dio do intervalo (Amin, Amax), ou seja:
v = Amax−Amin2 .
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4.3.1 Um exemplo
Exemplificamos esse procedimento, tomando o mesmo vetor apresentado na sec¸a˜o 3.4.1, composto por 20
elementos:
45 56 7 10 34 89 33 3 13 67 53 23 39 50 47 49 78 65 46 12
Suponha que estejamos interessados em encontrar o elemento que ocupa a posic¸a˜o 18 no vetor orde-
nado, ou seja, k = 18.
Inicialmente, determinamos os valores Amin = 3 e Amax = 89. Temos portanto uma primeira reta
secante, unindo os pontos (3,−18) e (89, 2), representada na Figura 4.4.
Figura 4.4: Construc¸a˜o da 1.a aproximac¸a˜o secante
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Temos enta˜o a relac¸a˜o de proporcionalidade:
2−(−18)
89−3 =
2−0
89−v ,
para o qual obtemos v = 80.4. Como esse valor na˜o pertence ao intervalo de toleraˆncia [11.6, 80.3],
aplica-se o me´todo da bissecc¸a˜o no intervalo [3, 89], obtendo um novo valor v = 46. Percorrendo o vetor,
determinamos que existem 11 elementos menores que 46, e portanto sua ordenada e´ corrigida para o valor
11. Um novo segmento e´ tomado com extremo nos pontos (46,−7) e (89, 2), como ilustrado na Figura
4.5.
Figura 4.5: Construc¸a˜o da 2.a aproximac¸a˜o secante
Nesse caso, obtemos o valor v = 79.44, que pertence ao intervalo de toleraˆncia considerado, e deter-
minamos que existem 19 elementos menores que v. Uma outra aproximac¸a˜o secante, ilustrada na Figura
4.6, fornece o valor v = 75.26 para o elemento procurado.
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Figura 4.6: Construc¸a˜o da 3.a aproximac¸a˜o secante
Como existem exatamente 18 elementos menores que v = 75.26, tomamos esse valor como aproximac¸a˜o
secante. O processo e´ finalizado quando percorremos o vetor armazenando os ı´ndices dos elementos que
sa˜o menores que v = 75.26, de modo que o elemento da k−e´sima posic¸a˜o sera´ o ma´ximo entre eles; no
caso, o elemento 67.
Cap´ıtulo 5
Experimentos Nume´ricos
Nosso objetivo nesse cap´ıtulo e´ descrever, por meio de experimentos nume´ricos, o desempenho dos princi-
pais me´todos de ordenac¸a˜o descritos anteriormente e verificar qual deles mostrou-se mais eficiente para o
problema de determinac¸a˜o de uma dada estat´ıstica de ordem. O testes nume´ricos foram implementados
em Fortran 77 e compilados em uma mesma ma´quina, processador Celeron 2.53 GHz.
5.1 A escolha do nu´mero de classes em FlashSort
Conforme mencionamos anteriormente, um dos fatores que influencia no desempenho do algoritmo FlashSort
e´ a escolha do nu´mero de classes. Embora Neubert [19] apresente m = 0.43n como valor o´timo para o
nu´mero de classes, o valor m = 0.1n tambe´m e´ citado em seu artigo, sendo apresentado na implementac¸a˜o
do algoritmo.
Como forma de verificar experimentalmente valores de m que tornem o algoritmo mais eficiente,
tomamos amostras uniformes de diversos tamanhos (100 mil, quinhentos mil, 1 milha˜o, 2 milho˜es e 5
milho˜es), e realizamos testes para valores de diversos valores de m, fixando nossa atenc¸a˜o para valores
pro´ximos de 0.1n e tambe´m 0.43n. Os resultados encontrados foram ana´logos para qualquer valor de n
testado. A figura 5.1 apresenta os resultados para o caso em que o vetor continha 5 milho˜es de elementos.
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Figura 5.1: Tempo total e distribuic¸a˜o do tempo de das etapas do FlashSort, em func¸a˜o da raza˜o m
n
.
Nesta figura, apresentamos a distribuic¸a˜o do tempo de execuc¸a˜o de cada uma das etapas, para difer-
entes escolhas da raza˜o mn . O tempo de execuc¸a˜o relativo e´ computado em relac¸a˜o ao maior tempo
total obtido. Conforme citamos anteriormente, a` medida que a raza˜o aumenta, ou seja, conforme au-
menta o nu´mero de classes, o tempo destinado a etapa de classificac¸a˜o aumenta. Entretanto, na etapa
de inserc¸a˜o esse tempo diminui, ja´ que as classes tornam-se menores e, portanto, uma quantidade menor
de comparac¸o˜es entre elementos e´ necessa´ria. Ale´m disso, a etapa mais cara do processo e´ a permutac¸a˜o,
independente do nu´mero de classes.
Esses resultados sa˜o melhor visualizados no gra´fico da Figura 5.2, onde o tempo relativo e´ agora
computado com relac¸a˜o ao maior tempo entre as treˆs etapas, entre todos os testes realizados.
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Figura 5.2: Distribuic¸a˜o do tempo de execuc¸a˜o das va´rias etapas do FlashSort, em func¸a˜o de m
n
.
No que diz respeito ao tempo total de execuc¸a˜o do algoritmo, podemos observar no gra´fico da figura
5.3 que este e´ bastante insta´vel. O gra´fico sugere que os melhores resultados sa˜o obtidos quando fazemos
escolhas pro´ximas do valor 0.1 para a raza˜o mn . O valor m = 0.1n sera´ adotado em todos os testes
envolvendo o algoritmo FlashSort, tanto aqueles que envolvem conjuntos com elementos uniformemente
distribuidos, quanto para testes com cena´rios gerados por simulac¸a˜o histo´rica (sec¸a˜o 5.2).
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Figura 5.3: Tempo total de execuc¸a˜o do FlashSort para diversas escolhas de n
m
.
5.2 Gerac¸a˜o de cena´rios para testes computacionais
A gerac¸a˜o de cena´rios para os testes computacionais apresentados nas sec¸o˜es a seguir foi realizada
utilizando-se o me´todo de simulac¸o˜es histo´ricas, descrito na sec¸a˜o 2.3. Sem perda de generalidade,
consideramos em nossos testes a gerac¸a˜o de cena´rios para um u´nico ativo.
A ide´ia de aplicar cada uma das variac¸a˜o passadas sobre seu valor atual e´ bastante ampla, e diversas
inpretac¸o˜es podem ser tomadas nesse sentido. As variac¸o˜es passadas dos prec¸os foram tomadas como
a raza˜o r = P (i+1)P (i) , 1 ≤ i ≤ D − 1, onde P (i) e P (i + 1) sa˜o respectivamente os prec¸os do ativo nos
dias i e i + 1, em uma se´rie histo´rica de prec¸os de D dias. Para obter um dos cena´rios de prec¸o do
ativo correspodente ao dia D+T , contado a partir do in´ıcio da se´rie histo´rica, escolhemos aleatoriamente
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valores de r(j) e constru´ımos a relac¸a˜o:
P (j + 1) = r(j) · P (j),
com D ≤ j ≤ T − 1.
Repetimos esse procedimento tantas vezes quanto for o nu´mero de cena´rios que desejamos obter.
Como forma de exemplificar o procedimento utilizado, apresentamos os dados histo´ricos referentes ao
prec¸o de um ativo durante 5 dias:
Dia Prec¸o
1.o. 10.59
2.o. 10.56
3.o. 10.98
4.o. 10.34
5.o. 10.67
Temos enta˜o um conjunto R que representa as variac¸o˜es passadas desse ativo, dadas pela raza˜o entre
os prec¸os entre dois dias consutivos:
R = { 10.5610.59 = 0.997, 10.9810.56 = 1.039, 10.3410.98 = 0.942, 10.6710.34 = 1.032}.
Suponha que desejamos construir um cena´rio para o prec¸o desse ativo daqui a 7 dias, ou seja, 2 dias
depois do fim da se´rie histo´rica. Tomamos aleatoriamente um valor em R, e multiplicamos pelo prec¸o
no 5.o. dia. Escolhendo, por exemplo, o valor 0.942, e efetuando 10.67 × 0.942, obtemos o valor 10.05.
Escolhemos aleatoriamente outro valor e repetimos o procedimento: 10.05×1.039 = 10.44. Ou seja, 10.44
representa o cena´rio para o prec¸o do nosso ativo no 7.o. dia da se´rie histo´rica.
Para nossos experimentos nume´ricos, utilizamos um conjunto de dados histo´ricos referentes ao prec¸o
de um certo ativo num per´ıodo de 1000 dias consecutivos. A simulac¸a˜o dos cena´rios futuros sera´ feita
o dia 1300 a partir do in´ıcio da se´rie histo´rica. Como os prec¸os dos ativos sa˜o valores no conjunto dos
racionais positivos, trabalhamos com valores truncados. Foram gerados conjunto com quantidades de
elementos variando entre 5.000 e 20.000.000.
5.3 Comparac¸a˜o entre me´todos de ordenac¸a˜o total
Conjuntos de nu´meros uniformes
Como forma de analisar o desempenho do FlashSort, realizamos testes computacionais comparando-o
com outros dois algoritmos cla´ssicos de ordenac¸a˜o total: o Quicksort e o Heapsort. Os testes foram
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inicialmente realizados com conjuntos de nu´meros uniformemente distribu´ıdos, para diversas escolhas
de n. No caso do FlashSort, tomamos sempre m = 0.1n. Os resultados experimentais obtidos sa˜o
ilustrados graficamente na figura 5.4.
Figura 5.4: Desempenho de alguns algoritmos na ordenac¸a˜o de conjuntos uniformes de nu´meros, em func¸a˜o de n.
Os tempos relativos foram computados em relac¸a˜o ao maior tempo de execuc¸a˜o obtido. Podemos ob-
servar que tanto o FlashSort quanto o QuickSort sa˜o mais ra´pidos que o Heapsort para as amostras anal-
isadas. Estes dois apresentam desempenho parecido para pequenos valores de n. Entretanto, QuickSort
mostra-se mais eficiente que o FlashSort a` medida que o nu´mero de elementos no vetor aumenta. Vale
mencionar aqui que Heapsort e´ indicado para problemas que envolvem a determinac¸a˜o dos maiores ou
menores elementos de um vetor.
Da forma como foram plotados esses dados, fica dif´ıcil analisar o comportamento dos algoritmos
FlashSort e QuickSort para valores de n muito pequenos. Para evitar trabalhar com valores de tempo
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muito pequenos, adotamos enta˜o o seguinte procedimento: repetimos a execuc¸a˜o do algoritmo um certo
nu´mero de vezes (no caso, 1000), e tomamos como tempo de execuc¸a˜o o valor total obtido. O gra´fico da
figura 5.5 ilustra os resultados obtidos. Os valores representados no eixo das abscissas correspondem ao
tempo relativo ao maior valor de tempo total obtido nos testes.
Figura 5.5: Desempenho de alguns algoritmos na ordenac¸a˜o de conjuntos uniformes de nu´meros, em func¸a˜o de n.
Vemos aqui um comportamento diferente daquele observado nos testes anteriores. FlashSort mostra-
se mais ra´pido para valores de n menores que 300.000. A partir desse valor QuickSort mostrou-se mais
eficiente. Esse tipo de ana´lise e´ de extrema importaˆncia, uma vez que, em va´rias situac¸o˜es, o tamanho
do vetor a ser ordenado e´ relativamente pequeno, mas precisa ser ordenado muitas vezes ao longo do
programa.
Uma explicac¸a˜o plaus´ıvel para este fato e´ que, a` medida que o tamanho do vetor aumenta, a movi-
mentac¸a˜o de elementos que encontram distantes de suas classes corretas durante a etapa de permutac¸a˜o
CAPI´TULO 5. EXPERIMENTOS NUME´RICOS 39
do FlashSort acaba tornando-se bastante cara. Em Cieˆncia da Computac¸a˜o, esse fenoˆmeno e´ conhecido
como “falha de cache”.
De acordo com [28], a memo´ria cache reside entre a CPU e a memo´ria principal: e´ uma pequena
porc¸a˜o de memo´ria muito ra´pida. diferente da memo´ria convencional, os bytes que aparecem dentro de
uma cache na˜o tem enderec¸os fixos. Em vez disso, a memo´ria cache pode redeterminar o enderec¸o de um
dado. Isto permite que o sistema mantenha os valores acessados recentemente na cache. Enderec¸os que a
CPU nunca acessou ou na˜o acessou em mais recentemente ficam na memo´ria principal (lenta). Ja´ que a
maior parte dos acessos a memo´ra sa˜o para varia´veis acessadas recentemente (ou para posic¸o˜es pro´ximas
de uma posic¸a˜o acessada recentemente), o dado geralmente aparece na memo´ria cache.
A memo´ria cache na˜o e´ perfeita. Embora um programa possa gastar considera´vel tempo executando
co´digo em um local, eventualmente ele chamara´ um procedimento ou desviara´ para alguma sec¸a˜o distante
de co´digo fora da memo´ria cache. Nestes casos a CPU tem que ir a memo´ria principal para buscar os
dados. Como a memo´ria principal e´ lenta, isto requerira´ a inserc¸a˜o de estados de espera.
Um acerto da cache (“cache hit”) ocorre sempre que a CPU acessa a memo´ria e encontra o dado na
cache. Em tal caso a CPU pode realmente acessar o dado com zero estados de espera. Uma falha na cache
(“cache miss”) ocorre se a CPU acessa a memo´ria e o dado na˜o esta´ presente na cache. Enta˜o a CPU
tem que ler o dado da memo´ria principal, causando uma perda de performance. Para tirar vantagem de
localidade de refereˆncia, a CPU copia dados para dentro da cache sempre que ela acessa um enderec¸o na˜o
presente na cache. Como e´ prova´vel que o sistema acessara´ aquela mesma posic¸a˜o pouco tempo depois,
o sistema economizara´ estados de espera tendo aquele dado na cache.
Armazenar posic¸o˜es da memo´ria quando voceˆ as acessa na˜o agilizara´ o programa se voceˆ constan-
temente acessar posic¸o˜es distantes entre si. Isso e´ exatamente o que ocorre na etapa de permutac¸a˜o
do FlashSort, o que justifica o melhor desempenho do QuickSort a` medida que o tamanho do vetor
torna-se muito grande. Na verdade, a existeˆncia da memo´ria cache acaba sendo um ponto positivo para
o QuickSort, uma vez que este algoritmo trabalha com elementos do vetor pro´ximos entre si.
Conjuntos de nu´meros gerados por simulac¸a˜o histo´rica
Em seguida, repetimos os testes utilizando conjunto de gerados por simulac¸a˜o histo´rica, sendo que, no
FlashSort, foi usada a inserc¸a˜o na u´ltima etapa, como proposto no algoritmo original . Os resultados
absolutos de tempo de execuc¸a˜o, medidos em segundos, sa˜o apresentados na Tabela 5.1.
Nesse caso, percebemos que FlashSort mostra-se bastante ineficiente para o conjunto de nu´meros
considerado, se comparado aos outros dois algoritmos; isso fica evidente mesmo para valores de n relati-
vamente pequenos.
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N QuickSort (s) FlashSort(s) HeapSort (s)
5.000 0.0313 0.0781 0.0468
10.000 0.0469 0.1563 0.0625
20.000 0.0625 0.6250 0.0781
50.000 0.1250 3.4844 0.1250
80.000 0.1719 9.0781 0.2187
100.000 0.2344 14.281 0.3750
Tabela 5.1: Desempenho de alguns algoritmos para ordenac¸a˜o de conjuntos de nu´meros gerados por simulac¸a˜o histo´rica.
Vale mencionar que FlashSort foi implementado considerando-se uma distribuic¸a˜o uniforme de nu´meros.
Entretanto, os conjuntos gerados por simulac¸a˜o histo´rica na˜o seguem esse tipo de distribuic¸a˜o. Isso fica
evidente ao observarmos o histograma da Figura 5.6 , constru´ıdo tomando-se um conjunto com 100 de
nu´meros gerados por simulac¸a˜o histo´rica, e distribuidos em 20 classes. Vemos que grande parte dos ele-
mentos fica na 1.a classe, de modo que falha a hipo´tese sobre o qual se apo´ia o FlashSort, ou seja, que
cada classe tenha aproximadamente nm elementos.
Figura 5.6: Histograma para conjunto de nu´meros gerados por Simulac¸a˜o Histo´rica.
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5.4 Determinac¸a˜o da k−e´sima estat´ıstica de ordem
Os experimentos apresentados nessa sec¸a˜o foram realizados tomando-se conjuntos de nu´meros gerados
por simulac¸a˜o histo´rica. Em cada um dos casos, dado um vetor com n elementos, desejamos determinar
o elemento que ocupa a posic¸a˜o correpondente a 0.85n.
As alterac¸o˜es no me´todo FlashSort foram feitas de modo que, apo´s a etapa de permutac¸a˜o, apenas a
classe correspondente a` estat´ıstica de ordem procurada seja ordenada, conforme explicac¸a˜o da sec¸a˜o 4.2.
Inicialmente, mantivemos a estrutura original do algoritmo, ordenando essa classe por meio do me´todo
de inserc¸a˜o. Comparamos enta˜o com o algoritmo QuickSelect, na determinac¸a˜o do elemento procurado.
Os resultados absolutos de tempo de execuc¸a˜o, medidos em segundos, sa˜o apresentados na Tabela 5.2.
Mais uma vez, FlashSort mostra-se bastante ineficiente para o conjunto de nu´meros considerado, se
comparado ao me´todo QuickSelect; isso fica evidente mesmo para valores de n relativamente pequenos.
N Quick Select (s) FlashSort modificado (s)
5.000 0.0468 0.0625
10.000 0.0625 0.1875
20.000 0.0781 0.4531
50.000 0.0937 2.4531
80.000 0.1562 7.6482
100.000 0.1875 9.5937
Tabela 5.2: Desempenho de alguns algoritmos na determinac¸a˜o do elemento que ocupa a posic¸a˜o correpondente a 0.85n.
Tendo em visto tais resultados, resolvemos alterar a terceira etapa do FlashSort: ao inve´s do me´todo
de inserc¸a˜o, usamos QuickSelect para ordenar a classe correspondente a` estat´ıstica de ordem procurada.
Apresentamos no gra´fico da Figura 5.7 os resultados para os testes comparativos entre esse algoritmo
alterado, que denominamos FlashSort + Quick Select, e os algoritmos QuickSelect e SecaMenores.
Os tempos relativos foram computados em relac¸a˜o ao maior tempo de execuc¸a˜o obtido.
O algoritmo SecaMenores usa comparac¸o˜es entre elementos para contagem de quantos elementos sa˜o
menores do que v, o que torna o algoritmo mais lento, a` medida que o tamanho do vetor aumenta. Isso
fica evidente no gra´fico. Podemos notar tambe´m que as alterac¸o˜es propostas em FlashSort tornaram o
algoritmo mais eficiente. Entretanto, entre os algoritmos destados, QuickSelectmostrou-se mais eficiente
na determinac¸a˜o da k−e´sima estat´ıstica de ordem, para qualquer escolha feita para n.
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Figura 5.7: Desempenho de alguns algoritmos na determinac¸a˜o do elemento que ocupa a posic¸a˜o correpondente a 0.85n,
em conjuntos gerados por simulac¸a˜o histo´rica.
Cap´ıtulo 6
Considerac¸o˜es finais
Tendo em vista o grande tempo computacional dedicado a` ordenac¸a˜o de nu´meros ao se resolver Prob-
lemas de Otimizac¸a˜o do Valor Ordenado, propusemos, neste trabalho, analisar estrate´gias eficazes na
determinac¸a˜o do elemento que ocupa a k−e´sima posic¸a˜o no vetor ordenado, sem a necessidade de or-
denac¸a˜o total.
Apo´s um estudo preliminar dos algoritmos cla´ssicos de ordenac¸a˜o, focamos nossa atenc¸a˜o em dois deles:
QuickSort e HeapSort. Entretanto, ao analisar o problema de selec¸a˜o, percebemos que QuickSelect
mostrou-se mais interessante, uma vez que processa apenas o lado da partic¸a˜o que conte´m a estat´ıstica
de ordem desejada.
Embora o algoritmo FlashSort proposto por Neubert [19] tenha apresentado um bom desempenho
para ordenac¸a˜o total de vetores relativamente pequenos (com valores pro´ximos de 300.000 elementos),
QuickSort mostrou-se mais eficiente, a` medida que o tamanho do vetor aumenta, fato este justificado
principalmente pelo existeˆncia de muito mais falhas de cache durante a execuc¸a˜o do primeiro.
No que diz respeito a` determinac¸a˜o da k−e´sima posic¸a˜o, as alterac¸o˜es propostas em FlashSort
tornaram o algoritmo mais ra´pido, para problemas envolvendo cena´rios gerados por simulac¸a˜o histo´rica.
Entretanto, QuickSelect mostrou-se o algoritmo mais eficiente, independente do tamanho do vetor.
SecaMenores mostrou-se mais lento que os demais, a` medida que o tamanho do vetor aumenta.
Dentro deste contexto, finalizamos este trabalho com algumas sugesto˜es para trabalhos futuros. Uma
primeira possibilidade para alterac¸a˜o em FlashSort diz respeito a` etapa de permutac¸a˜o. Como vimos,
a` medida que o nu´mero de elementos no vetor aumenta, a movimentac¸a˜o de elementos que encontram
distantes de suas classes corretas durante esta etapa torna-se bastante cara. Assim, uma vez conhecida
a classe de cada um dos elementos, poder´ıamos trabalhar apenas com um vetor auxiliar que contivesse
os elementos pertencentes a classe da k−e´sima posic¸a˜o.
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Uma vez que FlashSort esta´ estruturado sob a hipo´tese de uma distribuic¸a˜o uniforme, caberia uma
alterac¸a˜o na expressa˜o (3.4.1), adaptada para o tipo de distribuic¸a˜o envolvendo cena´rios gerados por
simulac¸a˜o histo´rica.
Por fim, poderia ser verificada a possibilidade de alterac¸o˜es nos algoritmos propostos, de modo a
trabalhar com a paralelizac¸a˜o dos mesmos. Este tipo de te´cnica consiste em dividir o espac¸o de busca
da soluc¸a˜o conforme a disponibilidade dos processadores, o que possibilitaria maior rapidez na resoluc¸a˜o
desses problemas.
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