Abstract-This paper considers the problem of assigning the tasks of a distributed application to the processors of a distributed system such that the sum of execution and communication costs is minimized. Previous work has shown this problem to be tractable for a system of two processors or a linear array of N processors, and for distributed programs of serial parallel structures. Here we focus on the assignment problem on a homogeneous network, which is composed of N functionally-identical processors, each with its own memory. Some processors in the network may have unique resources, such as data files or certain peripheral devices. Certain tasks may have to use these unique resources; they are called attached tasks. The tasks of a distributed program should therefore be assigned so as to make use of specific resources located at certain processors in the network while minimizing the amount of interprocessor communication. The assignment problem in such a homogeneous network is known to be NP-hard even for N = 3, thus making it intractable for a network with a medium to large number of processors. We therefore focus on task assignment in general array networks, such as linear arrays, meshes, hypercubes, and trees. We first develop a modeling technique that transforms the assignment problem in an array or tree into a minimum-cut maximum-flow problem. The assignment problem is then solved for a general array or tree network in polynomial time.
INTRODUCTION
N a general-purpose distributed system, the tasks of a distributed application must be assigned to the processors in such a way that the system resources will be utilized efficiently and certain cost will be minimized. Unfortunately, this assignment problem is NP-complete for general N-processor systems. Hence, the problem of finding a minimum-cost assignment is computationally intractable for all but small systems. We will therefore restrict the assignment problem to homogeneous arrays or trees, popular multicomputer interconnection topologies, for which one can derive tractable solutions. Our main result is the development of an algorithm that solves the assignment problem for an n-dimensional homogeneous array network of N (= n 1 n 2 n n ) processors or an N-processor tree network in polynomial time.
Many researchers studied the problem of assigning tasks of an application to the processors of a distributed system. Stone [16] suggested an efficient optimal algorithm for the problem of assigning tasks to two processors (two-processor problem) by making use of the well-known network flow algorithm in two-terminal network graphs. He showed how the network flow model can be extended to systems made up of three or more processors. For the threeprocessor case, Stone and Bokhari [18] developed an algorithm that finds an optimal assignment. This algorithm works in most cases, but there are pathological cases for which it fails to find an optimal assignment. Stone [17] also developed an efficient algorithm for the two-processor problem in which the load on one of the two processors is varied. Bokhari [2] analyzed the problem of dynamic assignment for two-processor systems and transformed it into a network flow problem under the assumption that all the system characteristics are known for each phase of a distributed application. If the distributed application structure is constrained in a certain way, one can find the optimal assignment in a system of any number of processors in polynomial time. When the structure is constrained to be a tree, the shortest-tree algorithm developed by Bokhari [3] yields an optimal assignment. Towsley [19] generalized Bokhari's results to the case of series-parallel structures.
All of the above work is well documented in [4] and implicitly assumes the computing system to be fullyconnected, i.e., there exists a communication link between any two processors. If a given distributed application is a chain-structured parallel or pipelined program, it can be optimally partitioned over a chain or ring of processors subject to the constraint that each processor is assigned a contiguous subchain of program modules [5] , [15] . In this case, the objective of assignment is to minimize the load of a bottleneck processor rather than to minimize the total load of the processors. This approach can also be used to find an optimal global assignment of a set of independent serial distributed programs over a single-host, multiplesatellite system [5] . However, the general N-processor problem (N > 3) in a fully-connected system is NP-complete [3] , [14] , and hence, several heuristic methods [1] , [13] , [14] have been proposed to solve the problem.
Recently, we proposed in [12] an optimal algorithm to solve the problem of assigning interacting tasks to a linear array network of an arbitrary number of processors. A linear
PROBLEM STATEMENT
A homogeneous network is composed of N functionallyidentical processors p 1 , p 2 , , p N , each with its own memory, joined by an interconnection network. The distance, d k,l , between two processors p k and p l is defined as the minimum number of links connecting them, e.g., the distance between any two adjacent processors is equal to 1. When two nonadjacent processors p k and p l (d k,l > 1) are to communicate with each other, the intermediate processors between them must participate in the communication.
Even in a homogeneous network, it is desirable to avoid duplicating resources such as data files or certain expensive peripheral devices [7] , [13] . We therefore assume that some processors have certain unique capabilities in the network. It is also assumed that each unique capability exists in one and only one processor in the network. Some tasks may have to be assigned to certain fixed processors in order to exploit their unique capabilities. Considering this fact, we classify tasks into two categories: 1) "attached tasks" that can only be assigned to certain processors; 2) "general tasks" that can be assigned to any processor in the network.
The notation t i À p k is used to denote that task t i is "attached" to processor p k . The processors may be multiprogrammed, may concurrently execute different programs, but may not concurrently execute the same program. A distributed application P to be executed on such a network of processors consists of M interacting tasks t 1 , t 2 , , t M . The execution cost of t i is assumed to be known a priori and is denoted as E i > 0. The execution cost, R i,k , of t i on processor p k is then equal to E i if t i is a general task. If t i cannot be executed by p k , then its execution cost R i,k on p k is set to be infinite.
The interaction among the tasks in P is represented by a task interaction graph (TIG), in which nodes correspond to the tasks in P and there is an edge between two nodes if and only if the corresponding tasks interact. For each pair of tasks, t i and t j , in the TIG, we define W i,j (= W j,i ) as the communication volume, measured in number of packets, between t i and t j during their execution. Obviously, if there is no edge between t i and t j in TIG then W i,j = 0. An example TIG of seven tasks, to be executed by a 2 3 array network (Fig. 1a) , is shown in Fig. 1b with the execution costs shown in Fig. 1c , where t 1 À p 1,1 , t 3 À p 2,2 , and t 7 À p 1, 3 .
The communication cost in executing a set of tasks is defined as the sum of time units each communication link is used during the execution. In other words, the communication cost is a measure of the link resources used by an instance of execution expressed in time units. Suppose c(,) is the number of time units needed to send a packet over a path of length/distance ,, and the time a link is kept busy for purposes other than packet transmission-such as establishing a communication path-is assumed to be negligible. For packet-switched networks, it is obvious that we have c(,) = ,c(1). This relation may be less accurate in case of circuit switching. However, if the "call request" signal to hunt for a free path occupies each link only for a very short time, then this expression would be a good approximation for circuit-switched networks [20] . Without loss of generality, we define c(1) as the unit of communication cost (i.e., the link usage by one packet traversing one link). Thus, if two interacting tasks t i and t j are assigned to two different processors p k and p l , respectively, then the two tasks will incur the interprocessor communication cost, W i,j ¹ d k,l . We assume that the communication cost between two tasks assigned to the same processor is negligible, since all interprocess communication is done by reading from and/or writing to memory as opposed to message passing via (multiple) communication links. (The latter takes much longer than the former.)
We use an assignment function X : t i p X(i) to represent an assignment of the M tasks in TIG to the N processors in the network. The cost of an assignment X is the sum of the total execution and communication costs:
An assignment X is said to be feasible if every task is execu- Fig. 1 is shown in Fig. 2 , where the total execution and communication costs of the assignment are 185 and 265, respectively. Note that the distance between two processors p k k 1 2 , and p l l 1 2 , in Fig. 2 is |k 1 − l 1 | + |k 2 − l 2 |. Therefore, the task assignment problem in homogeneous networks is the problem of finding a feasible assignment X o with the minimum communication cost,
The task assignment problem in homogeneous networks is intrinsically hard. Note that when the interconnection topology of an N processor network is fully-connected and every processor in the network has exactly one attached task, the task assignment problem is equivalent to the following N-cut problem with specified vertices: given an undirected graph G, find a minimum weight N-cut which, when deleted, partitions the graph into exactly N components each of which contains exactly one of the given N vertices. The N-cut problem with specified vertices is NPhard even for N = 3 [10] , [14] . Thus, there is no known polynomial-time algorithm to find an optimal assignment in a general homogeneous network of N 3 processors. However, the modeling technique to be presented in the next two sections has a polynomial worst-case bound on homogeneous array or tree networks.
ASSIGNMENT IN ARRAY NETWORKS
In this section, we develop a modeling technique that transforms the assignment problem in a homogeneous array network of N processors into a minimum-cut maximumflow problem. The main idea of this technique is to construct a network-flow graph for the assignment problem in such a way that every feasible assignment is represented by a set of cutsets each on an appropriately-defined networkflow graph, and that the total weight of the cutsets is equal to the total communication cost of the assignment. Thus, an interpretation of the cutsets with the minimum total weight determines the assignment of tasks to processors with minimum total communication cost. In the next section, this modeling technique is applied to tree networks by slightly modifying the network-flow graph representation.
An n-dimensional homogeneous array is composed of N , , , L and
The Cutset Formulation
Given the TIG = (V, E) of a distributed application submitted to an n 1 n 2 n n array, we first generate a corresponding The N-terminal network graph G N is obtained from the TIG by adding N terminal nodes each of which corresponds to each processor, i.e.,
, for all i} and E N = E. We denote by P i,j the set of processor nodes whose ith coordinate is less than or equal to j, and by P i j , the set of the other processor nodes, i.e., P i j
. For a (2 3) two-dimensional array network, for example,
For each ith coordinate, we build
1) Generate a node S i,j by combining all the processor nodes in P i,j and all the task nodes which are attached to one of these processors, i.e.,
2) Generate a node T i,j by combining all processor nodes in P i j , and all the task nodes which are attached to one of these processors, i.e.,
Each node S i,j is called a source node and T i,j a sink node of the corresponding two-terminal network graph G i,j . For example, given a seven-task TIG to be executed on the 2 3 array network in Fig. 1 , Fig. 3 shows the resulting (2 3)-terminal network graph G 23 and its corresponding three twoterminal network graphs with their cutsets defined as follows. In Fig. 3 , tasks t 1 , t 3 , and t 7 are attached to specific processors, and the others are general tasks. PROOF. First, we prove that, for any admissible set C A , the corresponding assignment X is feasible, and then show that a feasible assignment produces an admissible set C A . For each ith coordinate, the n i − 1 cutsets in , , , L , without loss of generality, we can let k i < l i for some i. Then these two processor nodes are separated by the cutset C i k i
is said to be admissible if each & i is admissible. The weight of C A is the total weight of the cutsets in
, . This means that every pair of nodes are separated by the cutsets in C A . Thus, the node set V N is partitioned into at least N subsets by the cutsets in C A , because there are N processor nodes in V N . V N is therefore partitioned into exactly N subsets by the cutsets in C A , each of which contains exactly one processor node. Let
be the subset that contains
. Then C A corresponds to the assignment X where all tasks in
, it is not sepa-
, , , L by any cutset since t i and
, , , L are combined into a single node in every two-terminal network graph by the above procedure. Therefore, the corresponding assignment X is feasible. Conversely, from a feasible assignment X, we can create the collection of cutsets. It is obvious that the set of created cutsets is admissible since no two cutsets can cross each other. So, each admissible set C A one-to-one corresponds to a feasible task assignment. PROOF. We denote by X(a) i the value of the ith coordinate of the processor to which task t a is assigned under X. Then, the total communication cost of the assignment X is such that For example, the three cutsets in Fig. 4c correspond to the feasible assignment X where every task in each subset A i,j is assigned to processor p i,j . The total communication cost of the assignment X is the sum of the weights of the cutsets, i.e., COMM(X) = W(C 1,1 ) + W(C 2,1 ) + W(C 2,2 ). Lemmas 1 and 2 say that the task assignment problem in an ndimensional array network is equivalent to the problem of finding the minimum-weight admissible set C Ao on the corresponding N-terminal network graph. In what follows we present the solution to this problem.
The Solution
From the correspondence of an admissible set C A to a feasible assignment X, we can see that the value of the ith coordinate of the processor to which each task t a is assigned (i.e., X(a) i ) is uniquely determined by the cutsets in an admissible set & i .
Consider an (n 1 n 2 ) two-dimensional array network. (We can easily generalize to three or more dimensions.) We can build (n 1 -1) two-terminal network graphs on columns and (n 2 -1) two-terminal network graphs on rows. The column problems determine which tasks are assigned to column 1 through i and which are assigned to columns i + 1 through n 1 for each cutset C 1,i , 1 i < n 1 . Gomory and Hu [11] showed that minimum-weight cutsets do not have to cross each other. Hence, if all the column cutsets are minimum-weight cutsets on their corresponding two-terminal network graphs, we can determine uniquely to which column each task is assigned. By doing the same process for rows, we can determine uniquely to which row each task is assigned. We now show that if every cutset C i,j in a set C A is a minimum-weight cutset on the corresponding two-terminal network graph G i,j , then C A is a minimum-weight admissible set C Ao and it corresponds to an optimal assignment X o . A minimum-weight admissible set C Ao is obtained by the following procedure.
procedure : ASSIGN_ARRAY for
:
c) find a minimum-weight cutset C i,j of the two- For example, given a seven-task TIG to be executed on the 2 3 array network in Fig. 1, the resulting (2 3) -terminal network graph G 23 and its corresponding three two-terminal network graphs with their cutsets are presented in Fig. 3 . Note that each cutset C i,j in Fig. 3 is a minimum-weight cutset in G i,j . The following lemmas and theorem enable us to use the network-flow algorithm to find a minimum-cost assignment. The proof technique is similar to the proof technique used by Gomory and Hu [11] . Then the weight of the cutset C i,j , W(C i,j ), is:
We prove the inequality by induction on j.
1) The result is true if j = 1, since C i,1 is a minimumweight cutset. 2) Suppose it holds for j = k -1. Without loss of generality, assume that the task nodes are partitioned into two subsets A and B by the minimum cutset C i,k-1 as shown in Fig. 5a . Let c(A, B) denote the sum of the weights of all edges between two sets A and
B. Then, W(C i,k-1 ) = c(A, B)
. By the procedure AS-SIGN_ARRAY, the next cutset C i,k cannot partition the task nodes in A any more since every task node in A is already included into S i,k at the kth iteration of the inner for loop of the procedure. Let C i,k partition the task nodes into two subsets A< B 2 and ¢ B 2 (see Fig. 5b ), i.e., Every task in ¢ A 1 is executable on at least one of p l 's for k + 1 l i n i , since X' is feasible. Thus, the cutset ¢ -C i k , 1 shown in Fig. 5d is a cutset of a feasible assignment which assigns every task in A 1 to one of p l 's for 1 l i k -1 and every task in ¢ ¢ A B B Fig. 5d is a possible cutset in G i,k which assigns every task in B 1 to p k (we assumed that every task in A A 1 1 U ¢ has already been assigned to one of the processors p l 's, This contradicts the fact that the weight between any two subsets cannot be negative. Thus, the inequality holds for j = k. PROOF By contradiction, assume that X is not an optimal assignment. Let another feasible assignment X' be an optimal assignment, i.e., COMM(X') < COMM(X).
Then there exists at least one j, 1 j n i -1, for at least one coordinate i, 1 i n, such that
This is contradictory to Lemma 4, and hence, X is an optimal assignment. The total communication cost of X is Ç i Ç j W(C i,j ) by Lemma 2. Thus, the theorem follows.
In the above example shown in Fig. 3 , the cutsets C 1,1 , C 2,1 , and C 2,2 corresponds to the optimal assignment, where t 1 is assigned to p 1,1 , t 2 and t 4 to p 1,2 , t 5 and t 7 to p 1,3 , t 3 to p 2,2 , and t 6 to p 2,3 , as shown in Fig. 6 . The total weight of the cutsets, Ç i Ç j W(C i,j ), is 150 which is equal to the total communication cost of the assignment. Since a set C A of minimum-weight cutsets C i,j s found in the procedure ASSIGN_ARRAY corresponds to a feasible assignment with the minimum total communication cost by Theorem 1, the solutions to the task assignment problem for homogeneous array networks can be found in polynomial time. There exist many algorithms [6] , [8] , [9] that find efficiently the minimum cutset of a two-terminal network graph, started by Ford and Fulkerson [8] . The best known algorithm is proposed by Goldberg and Tarjan [9] with the time complexity of O(EV log(V 2 /E)), where E and V are the number of edges and the number of nodes of the network graph, respectively. Each two-terminal network graph developed in the previous subsection has at most (M + 2) nodes and M(M -1)/2 edges, where M is the number of tasks. Thus, we can find each of the Ç i (n i -1) minimum-weight cutsets in time no worse than O(M 3 ). Therefore, the task assignment problem for a homogeneous n-dimensional array network can be solved in time no worse than O(Ç i (n i -1)M 3 ) by applying the network-flow algorithm to each of the Ç i (n i -1) two-terminal network graphs constructed in the procedure ASSIGN_ARRAY. The hypercube is a special case of the array network, i.e., n i = 2 for all i. Thus, we can solve the task assignment problem in an n-dimensional hypercube with N = 2 n processors in time no worse that O(nM 3 ).
ASSIGNMENT IN TREE NETWORKS
A homogeneous tree network is composed of N functionallyidentical processors p 1 , p 2 , , p N connected via a tree structure with N -1 communication links. There is only one path between any two processors p k and p l in a tree, since there is no cycle in a tree. The distance between two processors is then the number of links in the path connecting them.
The Cutset Formulation
For tractability, we arrange the processors in depth-first search order. Given an undirected processor graph G T = (V T , E T ) with N nodes representing processors and N -1 edges representing communication links between the processors in the network, we first choose an arbitrary processor node as the root. Then, we assign a new ID number (starting from 1) to each processor node in sequence as they are visited by the postorder traversal algorithm. For example, a tree network of 14 processors is shown in Fig. 7a with new IDs. From now on, we will use the new ID for each processor. The ancestors of a node p k are all the nodes along the path from p k to the root node. The parent of a node is the first node visited along the path to the root node. If node p k is an ancestor (parent) of node p l , then we call p l a descendent (child) of p k . Note that every node is assigned a higher ID than its descendents. Also, for each pair of processors p k and p k+1 , p k+1 is a parent of p k or p k+1 is a leaf node. Let , k be the communication link between p k and its parent node.
Then each , k separates p k with all its descendents from the other processor nodes. We denote by P k the set of a processor node p k and all of its descendents, and by P k the set of the other nodes, i.e., P P In Fig. 7a , the communication link between p 4 and p 8 is l 4 , and P 4 = {p 1 , p 2 , p 3 , p 4 } and P 4   5  6  1 4 ={ , , , } p p p L . Given the TIG = (V, E) of a distributed application submitted to an N-processor tree, we first make a corresponding N-terminal network graph G N = (V N , E N ) , by adding all the processor nodes to the TIG as was done for the array network. Then, we construct (N -1) two-terminal network graphs G i s, 1 i < N, from the N-terminal network graph G N as follows. 1) Generate a source node S i by combining all the processor nodes in P i and all the task nodes which are attached to one of these processors. 2) Generate a sink node T i by combining all the processor nodes in P i and all the task nodes which are attached to one of these processors.
Note that the root node p N is always combined with the sink node T i , since p N i OEP for all 1 i < N. For example, a two-terminal network graph G 7 for the example in Fig. 7a is shown in Fig. 7b with its cutset C 7 . PROOF. Each admissible set C T of a graph G N partitions the nodes of G N into N subsets A k s each of which has exactly one processor node p k . Then we can associate C T with the assignment that every task in A k is assigned to p k , and vice versa. This proves the lemma.
The Solution
In what follows, we show that if every cutset C i in an admissible set C T is a minimum-weight cutset on the corresponding two-terminal network graph G i , then C T is a minimum-weight admissible set C To and it corresponds to an optimal assignment X o . The correctness follows for the same reason as for array networks. Each cutset in the tree determines if a task is assigned to a particular subtree or not. Since minimum-weight cutsets do not have to cross each other, we can determine uniquely to which processor each task is assigned. A minimum-weight admissible set C To is obtained by the following procedure. PROOF. We prove the inequality by induction on i. The proof is similar to the proof technique used in Lemma 4.
1) The result holds if i = 1, since C i is a minimumweight cutset. 2) Suppose it holds for 1 i k -1. Without loss of generality, we can assume that the task nodes are partitioned into three subsets X, Y, and Z, such that each task in X or Y is assigned to one of the processors in P X or P Y , respectively, by the (k -1) minimum cutsets C j s, 1 j k -1, as symbolically shown in Fig. 8a , where
and Then, by assumption 2, the cutset C X (C Y ) in Fig. 8a is a minimum cutset on the corresponding two-terminal network graph G X (G Y ) where P X ¯ S X (P Y ¯ S Y ) and all the other processor nodes are in T X (T Y ). Note that if p k is a leaf node then both of the sets P X and X become empty, but this will not alter the proof. Let C k partition the task nodes into two subsets X < Z 1 and Z 2 < Y (see Fig. 8b ), i.e.,
where Z 1 < Z 2 = Z. Suppose the inequality does not hold for i = k. Then there exists another feasible assignment X' which partitions the task nodes into two
(see Fig. 8c ), such that , , and ¢ C k shown in Fig. 8d are all possible cutsets on the corresponding two-terminal network graphs G X , G Y , and G k , respectively. Since each of the cutsets C X , C Y , and C k is a minimum cutset, the following three inequalities hold:
By combining the four inequalities (4.1), (4.2), (4.3), and (4.4), we obtain:
This is a contradiction since all weights are nonnegative. Thus, the inequality holds for i = k and the inequality holds for all i by the principle of induction. PROOF. By contradiction, assume that X is not an optimal assignment. Let another feasible assignment X' be an optimal assignment, i.e., COMM(X') < COMM(X).
Then there exists at least one i, 1 i < N, such that comm(X', l i ) < comm(X, l i ). This is contradictory to the result of Lemma 8, and thus, X is an optimal assignment. The total communication cost of X is Ç i W(C i ) by Lemma 6.
Theorem 2 says that the optimal task assignment in a homogeneous tree network of N processors can be found by applying the network-flow algorithm N -1 times each on the corresponding two-terminal network graph. Each two-terminal network graph (as developed in the previous subsection) has at most M + 2 nodes and M(M -1)/2 edges. Therefore, the task assignment problem for an N-processor tree network can be solved in time no worse than O(NM 3 )
by applying the network-flow algorithm to each of the N -1 two-terminal network graphs. For example, consider a fiveprocessor tree network and a nine-task TIG as shown in Figs. 9a and 9b , respectively, where t 1 , t 6 , t 8 , and t 9 are attached to p 1 , p 3 , p 2 , and p 4 , respectively. The optimal assignment for this example is presented in Fig. 10 We have assumed that the distance between each processor p i and its parent p parent(i) in a tree network is equal to 1, i.e., d i,parent(i) = 1. But this restriction can be relaxed to any d i,parent(i) > 0, since Theorem 2 and all lemmas in this section hold even for the relaxed case. In such case, the set C T found in the procedure ASSIGN_TREE corresponds to an optimal assignment with the minimum total communication cost of Ç i W(C i ) ¹ d i,parent(i) .
CONCLUSION
The problem of assigning the tasks of a distributed application to the processors of a distributed system is in general NP-complete. The problem is shown to be tractable only for a system of two processors [16] or a linear array of N proc- essors [12] , and for distributed programs in which intertask relationships are constrained in certain ways [3] , [19] . In this paper, we investigated the assignment problem in homogeneous networks in the presence of attached tasks. We showed that the assignment problem in an N-processor homogeneous network may be tractable for certain interconnection topologies and may not be tractable for others.
Our investigation of the problem has led to the development of a modeling technique that is sensitive to the interconnection topology, and transforms the assignment problem to a minimum-cut maximum-flow problem. We applied the modeling technique successfully to solve the problem of assigning M tasks in an n-dimensional array and an Nprocessor tree in time no worse than O(Ç i (n i -1)M 3 ) and O(NM 3 ), respectively.
Since the assignment problem for both the array and tree networks has an efficient solution, the problem for certain other topologies is likely to be tractable. It may be possible to apply our graph-theoretic modeling approach to obtain efficient solutions for other cases of the assignment problem. These are a matter of our future inquiry. 
