Single-cell RNA sequencing provides a new approach to an old problem: how to study cellular diversity in complex biological systems. Three studies-Saunders et al., Zeisel et al., and Davie et al.-deploy this technique on an unprecedented scale to reveal transcriptional patterns that distinguish cells in the nervous systems of mice and flies.
As you read this, billions of cells in your brain work quietly in the background, communicating with each other to control your attention, eye movements, breathing, understanding, and countless other tasks we take for granted on a daily basis. These miracles are achieved through division of labor: different kinds of cells perform different tasks. But exactly how many kinds of cells are there, and how should we define them? These questions are as old as the field of neuroscience. Not surprisingly, many answers have been proposed, often tracking technological developments.
Studies of anatomical location and morphology produced the earliest cellular taxonomies, followed by electrophysiological and circuit-based classification of neuronal subtypes. The rise of molecular biology then enabled cell assignments based on molecular content. Such assays were initially low throughput, but the development of microarray and sequencing technologies rapidly facilitated genome-wide quantification of transcript levels. Thus began efforts to purify cellular populations for transcriptional profiling using methods such as fluorescence-activated cell sorting (FACS) and immunopanning, which soon gave way to the ultimate reduction in sample complexity: isolation of individual cells. Proof-of-concept studies that transcriptionally profiled small numbers of individual cells isolated by laser-capture microdissection, manual sorting, and flow cytometry have now been replaced by systematic efforts to capture and profile thousands of cells using microfluidics and droplet-based methods. In this issue of Cell, Zeisel et al. (2018) , Saunders et al. (2018) , and Davie et al. (2018) take this approach to a new level by transcriptionally profiling hundreds of thousands of individual cells from mouse and fly brains ( Figure 1) .
Two of the studies focus on the mouse brain and offer complementary insights into the diversity of cell types and states across the nervous system. Saunders et al. used droplet-based single-cell RN sequencing (Drop-seq) (Macosko et al., 2015) to analyze gene expression in nearly 700,000 cells from 9 brain regions of adult male C57BL/6N mice. Importantly, the authors address the problem of sampling bias by comparing estimates of cellular abundance in their dataset to stereological estimates derived from matched tissue samples. These efforts revealed cell-type-specific distortions in representation in their Drop-seq dataset that are important to consider before drawing inferences about the cellular composition of brain tissue from singlecell (sc)RNA-seq data. Applying independent component (IC) analysis to their dataset, the authors identified 565 transcriptionally distinct subclusters, which include many putative cell types and cell states. For example, one block of highly inter-correlated ICs corresponds to a cell state involving immediate early gene activation, while another corresponds to a cell state involving synthesis of axonal and presynaptic components; both of these were active in diverse neuronal subtypes.
Looking at different mouse strains, Zeisel et al. used 10x Genomics to analyze gene expression in 510,000 cells across the mouse brain (Figure 1) , including several regions from the peripheral and enteric systems. The authors developed a multistage analysis pipeline and identified 265 clusters based on a curated subset of 161,000 single-cell transcriptomes. Each cluster was annotated according to its major cell class, neurotransmitter identity (if applicable), putative developmental origin, anatomical location, and region. Among many other observations, the authors provide evidence for distinct cell types associated with postnatal neurogenesis, regional diversity of astrocytes and ependymal cells, a family of broadly distributed vascular fibroblasts, and transcriptional homogeneity of oligodendrocytes throughout the CNS.
Given that an adult mouse brain comprises 109 M cells (Herculano-Houzel et al., 2006) , the sample sizes of the aforementioned studies correspond to 0.005x nominal cellular coverage. In contrast, by analyzing 157,000 cells, Davie et al. achieved 1x nominal cellular coverage of the fly brain (Kremer et al., 2017) across more individuals and ages than the mouse studies (Figure 1) . Beyond identifying many putative cell types, the authors observed an exponential decline in the transcriptional content of single cells with age that was agnostic with respect to cell type and did not compromise cellular identity. Genes involved in oxidative phosphorylation declined faster than most, and this corresponded with a significant decrease in mitochondrial turnover in old brains across cell types.
scRNA-seq provides a valuable approach in the longstanding quest to define cellular diversity. However, it is important to acknowledge the limitations of these data, which are sparse and noisy due to various forms of technical bias. To address these limitations, the authors developed complicated analytical pipelines to distinguish signal from noise. For example, Saunders et al. found that 2/3 of the 1,758 ICs they identified were related to technical artifacts, while Zeisel et al. performed six levels of analysis to reduce their dataset to 161,000 high-quality cells out of 510,000 originally profiled. Notwithstanding these efforts, if the goal of these studies is to answer the question ''how many cell types?'', it is natural to ask how one can and should adjudicate among competing taxonomies. For example, Saunders et al. find evidence for three subtypes of striatal medium spiny neurons, while Zeisel et al. highlight six. Which, if either, is correct? How will these taxonomies change when the same datasets are analyzed by different labs? What information is missed/distorted in single-cell data due to sampling biases of cells and transcriptomes (e.g., detection of only 1,000 unique genes/cell)? How can one distinguish between cell state and cell type without a temporal dimension? Are putative cell types sufficiently defined such that clear predictions are easily made and tested using independent methods? Many questions remain, and new experimental and analytical strategies are still needed. Experimentally, spatial transcriptomics (Marx, 2017; Wang et al., 2018) may provide the next chapter in this story. Analytically, there is a need to transition from descriptive analyses using techniques like clustering to predictive analyses that yield mathematical models of gene expression. For larger brains, such as those of humans, analytical strategies predicated on deconvolution of transcriptomes from intact tissue samples provide an efficient and orthogonal approach to delineate transcriptional architecture (Oldham et al., 2008; Kelley et al., 2018) . Incorporating divergent approaches-including multimodal data on cellular morphology, physiology, function, and additional molecular specieswill ultimately be required to produce comprehensive cellular taxonomies of the nervous system. 
