Abstract. This paper is concerned with the existence of the pulsating type entire solutions of the Fisher-KPP equation with advection term in time periodic media. By constructing appropriate subsolutions and supersolutions, we prove that there exists a pulsating type entire solution which behaves as two pulsating traveling fronts coming from two opposite directions and approaching each other. The main technique here is to characterize the asymptotic behavior of the pulsating traveling front as t → −∞.
Introduction
In the present paper, we consider the nonlinear evolutionary equation in time periodic media of the following form: (1.1) u t − ∇ · (A(t, y)∇u(t, x, y)) + q(t, y) · ∇u(t, x, y) = f (t, y, u) in (t, x, y) ∈ R ×Ω, νA∇u = 0 on (t, x, y) ∈ R × ∂Ω,
where Ω = {(x, y) ∈ R d × ω} is a smooth unbounded domain and ω is a C 2,α bounded domain of R N −d . Equation (1.1) is the generalization of the homogeneous reaction-diffusion equation (1.2) u t − △u = f (u) in R N .
For the homogeneous equation (1.2) , the most interesting problem is the so called planar traveling front and its qualitative properties, which have first been investigated by Fisher [9] and Kolmogorov, Petrovsky and Piskunov [19] in their pioneering articles. Here a planar traveling front is a solution of the form u(t, x) = U (x · e + ct) with e a unit vector and c the propagation speed in the direction e.
For more detailed results, we refer to Chen [6] , Hamel and Nadirashvili [16] and Volpert et al. [38] .
In this paper we only concerned with pulsating traveling fronts. For the equation (1.1), when the variable t in A, q and f is replaced by the variable x and are L i periodic with respect to the variable x i , Freidlin and Gartner [13] and Freidlin [12] investigated propagation phenomena by using a stochastic method. However, they did not give the proof of the existence of fronts. Xin [44] first proved existence of pulsating traveling waves in the form u = φ(x · e + ct, x). Shigesada, Kawasaki and Teramoto [35, 36] first defined the notion of pulsating traveling fronts, which is a generalization of the notion of planar fronts to space periodic environments. Namely, a classical solution of equation (1.1) that satisfies:
∀x ∈ R d , t ∈ R, u(t + L · e/c, x, y) = u(t, x + L, y), u(t, x, y) → 0 as x · e → −∞ and u(t, x, y) → 1 as
where L = (L 1 , ..., L d ) and each L i are positive numbers, c is the wave speed, 0 and 1 are the only zeros of the reaction term f (x, y, ·) for all (x, y) ∈ R N . However, they only carried out numerical approximations and heuristic computations. One can easily check that a pulsating traveling front is a solution of the form u(t, x, y) = φ(x · e + ct, x, y), where φ is periodic in x and satisfies
For a fully space periodic environment with positive nonlinearity, Berestycki and Nirenbeg [2] and Berestycki et al. [3] gave the analytical result by using the same definition as Shigesada, Kawasaki and Teramoto [35, 36] . Then Fréjacques [10] extended the notion of the pulsating traveling front to the time periodic environment with positive nonlinearity. Namely, a solution u that satisfies
where T is the period. The pulsating traveling front for the bistable nonlinearity was studied by Alikakos et al. [1] . Recently, Nolen and Xin [34] studied traveling waves in space-time periodic shear flows, in the form u = φ(x·e+ct, y, t). Nadin [31] extended the results to the space-time periodic media in terms of the contribution of Nolen et al. [32, 33] . For the results of generalized pulsating traveling fronts, we refer to Berestycki and Hamel [4] . Next we give some assumptions on the coefficients and the nonlinearity. For the diffusion matrix A(t, y) = (A i,j (t, y)) 1≤i,j≤N , we assume that it is of class
where α 0 ≥ 0 is some constant. The advection term q(t, y) = (q i (t, y)) 1 i N is of class C 1,α/2;2,α t;y (R ×ω). Assume that equation (1.1) has two stationary solutions p ± (t, y), where p ± (t, y) ∈ C 1,α/2;2,α t;y (R ×ω) satisfies
Without loss of generality, we assume that p − (t, y) ≤ p + (t, y) are periodic in t. Note that, by doing an easy translation, we always assume that equation (1.1) has two equilibrium: 0 and p(t, y) ≥ 0 in the sequel.
We assume that the nonlinearity f (t, y, u) is of class C 1,α/2;2,α t;y (R ×ω) with respect to (t, y) locally uniformly in u ∈ R and ∂f /∂u exists and is continuous in R ×ω × R and satisfies the following monostable condition:
∂f ∂s (t, y, 0) > 0 for all (t, y) ∈ R ×ω , f (t, y, s) > 0, ∀s ∈ (0, p(t, y)) for some (t, y) ∈ R ×ω, for all (t, y) ∈ R ×ω, and for some σ > 0, 0 ≤ s ≤ s ′ ≤ σ, we have
All functions A ij , q i and f (·, ·, u) (for all u ∈ R) are assumed to be periodic with respect to t, Namely,
where T > 0 is a fixed constant.
Define
which belongs to C 1,α/2;1,α t;y (R ×ω). Assume that there is ρ such that 0 < ρ < min R×ω p(t, y) and, for any classical bounded supersolutionû of (1.1) satisfyinĝ u < p(t, y) and Ωû = {û(t, x, y) > p(t, y) − ρ} = ∅, there exists a family of functions
where Ωû ,τ = {(t, x, y) ∈ Ωû,û(t, x, y) + ρ τ (t, x, y) < p(t, y)}. We shall also assume that there are β > 0 and γ > 0 such that the map
and
Given a unit vector e ∈ R d × {0} N −d , a pulsating traveling front u(t, x, y) of (1.1) connecting 0 and p(t, y) travels in the direction e with mean speed c ∈ R * satisfying
Let u(t, x, y) := φ(t, ct − x · e, y). We have
(1.10)
In the present paper, we are interested in the existence of pulsating type entire solutions of (1.1), which are defined for all (t, x, y) ∈ R ×Ω. The entire solutions have first been studied in the one dimensional case in various mathematical models, especially for equation (1.2) with monostable or bistable nonlinearities. See, for instance, Chen and Guo [7] , Guo and Morita [14] , Hamel and Nadirashvili [15, 16] , Fukao, Morita, Ninomiya [8] , Morita and Ninomiya [30] and Yagisita [45] . Recently, Li et al. [20] and Wang et al. [43] have investigated the entire solutions of the nonlocal diffusion equation with delayed nonlinearity. See also Li et al. [21] and Lv [22] for the Fisher-KPP equation with nonlocal dispersal and Wang et al. [42] for delayed lattice differential equations with monostable nonlinearity. Here, it needs to be pointed out that Chen and Guo [7] and Guo and Morita [14] developed an unified approach based on the comparison principle to find entire solutions for reaction-diffusion equations with both bistable and monostable nonlinearities. For high dimensional spaces, entire solutions has been obtained by Li et al. [23] , Liu et al. [24] and Liu and Li [25] in infinite cylinders by considering a pair of traveling curved fronts. In [23] , Li et al. used the comparison argument to prove the existence of the entire solutions of reaction-advection-diffusion equations in infinite cylinders with both the monostable and the combustion nonlinearities. In [24] , Liu et al. got the pulsating type entire solutions of reaction-advection-diffusion equations with monostable nonlinearity in space periodic framework by considering two pulsating traveling front connecting a constant unstable stationary state to a stable stationary state. Liu and Li [25] obtained the entire solutions for the bistable nonlinearity in heterogenous media by using a similar argument to Berestycki, Hamel and Matano [5] and Guo and Morita [14] . For other related results we refer to [26] [27] [28] [29] 37, [39] [40] [41] From the dynamical points of view, the study of entire solution is essential for a full understanding of the transient dynamics and the structure of the global attractors. Also, entire solutions can be used to imply the dynamics of two solutions can have distinct histories in the configuration, though their asymptotic profiles as t → +∞ coincide, see Morita and Ninomiya [30] . It is well known that the existence, uniqueness and stability of the pulsating traveling fronts of the monostable reaction-advection-diffusion equations has been studied by Hamel [17] and Hamel and Roques [18] . However, the pulsating type entire solutions of (1.1) is still open, this motivate us to solve it.
Inspired by the construction in [14] , we prove that, for any given direction vectors, there exist pulsating type entire solutions which behave as two pulsating fronts coming from both directions and approaching each other. Hereafter, for any given unit vectors pair (e 1 , e 2 ), where e i (i = 1, 2) satisfy |e i | = 1 (i = 1, 2) and e 2 = −e 1 , we consider a pair of pulsating fronts (φ i , c i ) (i = 1, 2). Thus we can rewrite (1.10) as the following problem:
(1.11)
Our main result is as follows.
Theorem 1.1. Assume that (1.5) and (1.9) hold. For any unit vectors pair (e 1 , e 2 ) with e 2 = −e 1 , let φ i (t, s, y) (i = 1, 2) be the solutions of (1.11) and c * (e i ) > 0 (i = 1, 2) be the corresponding minimal pulsating traveling speeds. Then for any c i ≥ c * (e i ) and θ i ∈ R (i = 1, 2), (1.1) has an entire solution u(t, x, y) that satisfies:
∂u ∂t > 0, (t, x, y) ∈ R ×Ω; (ii): 0 < u < p(t, y), (t, x, y) ∈ R ×Ω; (iii): lim t→+∞ u(t, x, y) → p(t, y), (t, y) ∈ R ×ω. This paper is organized as follows. In Section 2, we will give the exponential asymptotic behavior of the pulsating traveling fronts φ i (t, s, y) (i = 1, 2) by considering the corresponding eigenvalue problem. IN Section 3, we first deal with an ordinary differential system which plays an indispensable role in constructing the supersolution of (1.1), then we prove Theorem 1.1 by using the subsolution and supersolution constructed in (3.11) and (3.8). At last, we give some discussions in Section 4.
Preliminaries
In this section, we show the asymptotic behavior of the pulsating traveling fronts φ i (t, s, y) (i = 1, 2).
Let ζ(t, y) be defined as in (1.6). For each λ ∈ R, denote k(λ) the principal eigenvalue of the following operator: 
and for each c > c * (e), define λ c > 0 as
These quantities are well-defined real numbers. Under all the assumptions above, (1.1) admits a pulsating traveling front when c ≥ c * (e), and the pulsating traveling front is unique, monotone and stable. For more detailed results, we refer the reader to [10, 17, 18] .
Utilizing the above result and inspiring by Hamel [17] , we can obtain the exponential behavior of φ below in terms of the linear operator. 
where i = 1, 2.
Existence of the Pulsating Entire Solution
In the present section, we prove our main result Theorem 1.1 by constructing appropriate subsolutions and supersolutions. Before giving the definition of the subsolutions and supersolutions, we first discuss the following ordinary differential equations which plays an important role in constructing supersolutions of (1.1):
with the assumptions that 0 < c 1 ≤ c 2 , M > 0 and α > 0. Note that,ṗ 2 (t)−ṗ 1 (t) = c 2 − c 1 ≥ 0. By the additional assumption p 2 (0) ≤ p 1 (0), we obtain
Actually, we can solve the first equation of (3.1) explicitly as follows:
Setting,
Mp1 (0) and (3.4)
Then we have
It immediately follows that
where R 0 is some positive constant. Following a similar argument, we obtain the same estimate for p 2 (t) − c 2 t − ω 2 . Next we give the explicit definition of the subsolutions and supersolutions of (1.1) on (t, x, y) ∈ (−∞, 0] ×Ω Definition 3.1. We call a functionū(t, x, y) ∈ C 1,α/2;2,α;2,α (t, x, y) is a supersolution of (1.1) on (t, x, y) ∈ (−∞, 0] ×Ω, if it satisfies:
By reversing the inequality in (3.7), we can give the definition of the subsolution of (1.1) similarly. Now, we start to construct a supersolution of (1.1).
Theorem 3.2. Assume that the nonlinearity f satisfy (1.5) and (1.9). Let φ i (t, s, y) be the solution of (1.11). Then for any unit vectors pair (e 1 , e 2 ) with e 2 = −e 1 and |e i | = 1, (i = 1, 2), and for c i ≥ c * (e i ) > 0, we can choose α and M such that
is a supersolution of (1.1) for t ≤ 0, where α and M will be defined later.
Proof. Clearly, νA∇ū = 0. Thus, it only remains to verify that (3.9) F (ū) :=ū t − ∇ · (∇A(t, y)ū) + q(t, y) · ∇ū) − f (t, y,ū) ≥ 0 for all t ≤ 0, which is equivalent to prove
where
Then we have e λ2p2 ≤ e λp1 and e λ1p1 ≤ e λp1 since p 2 (t) ≤ p 1 (t) ≤ 0. By the assumption (1.10) and f (0) = 0, we have
where L := max (t,y,u)∈R×ω×[0,2] ∂ uu f (t, y, u). It follows from a similar argument that
In order to prove that F (ū) ≥ 0, we divide it to two cases.
A: x · e 1 ≥ 0. Utilizing Proposition 2.2, we immediately have
B: x · e 1 ≤ 0, that is x · e 2 ≥ 0. Similarly, we have
Then we get F (ū) ≥ 0. Namely,ū(t, x, y) = φ 1 (−x · e 1 + p 1 (t), t, y) + φ 2 (−x · e 2 + p 2 (t), t, y) is a supersolution of (1.1). The proof is complete.
Remark 3.3. In the proof of Theorem 3.2, we use the condition c 2 ≥ c 1 . Indeed, by changing the variable x → −x and the invariance of (1.1), it is easy to show that Theorem 3.2 holds for c 2 ≤ c 1 since the function p 1 (t) and p 2 (t) exchange the roles.
Define (3.11)
u(t, x, y) := max {φ 1 (c 1 t − x · e 1 , t, y), φ 2 (c 2 t − x · e 2 , t, y)} .
Clearly, u(t, x, y) is a subsolution of equation (1.1) in the sense of distribution since the maximum of subsolutions is also a subsolution.
Proof of Theorem 1.1. Considering the following cauchy problem:
where ω 1 and ω 2 are defined by (3.3) and (3.4), respectively. This problem is well posed and the maximum principle holds, since the domain ω is bounded and all the coefficients are periodic with respect to t. For a similar proof, we refer to Freedman [11] .
First it follows from the maximum principle that
where u n (t, x, y) is the unique classical solution of (3.12) that satisfies 0 < u n (t, x, y) < p(t, y) for any (t, x, y) ∈ [−n, 0] × Ω with n > 0 (n ∈ N ). On the other hand, Theorem 3.2 implies that
By the standard parabolic estimates and passing n → +∞, we can obtain an entire solution u(t, x, y) of (1.1) such that, u(t, x, y) ≤ u(t, x, y) ≤ū(t, x, y).
Note that, the entire solution obtained above is just a special case of Theorem 1.1 with θ 1 = ω 1 and θ 2 = ω 2 . For any θ 1 , θ 2 ∈ R, definẽ u(t, x, y) := u(t − τ, x + ξ, y),
Lettingũ(t, x, y) by u(t, x, y), then we find an entire solution of (1.1). Next, we verify (1.11). Without loss of generality, we may assume that c 1 ≤ c 2 . We first consider the case x · e 1 ≥ 0. It follows that 0 < φ 1 (−x · e 1 + p 1 (t), t, y) + φ 2 (−x · e 2 + p 2 (t), t, y) − φ 2 (−x · e 2 + c 2 t + ω 2 , t, y),
where R 2 > 0 is some constant. Hence, we have
Similarly, when x · e 1 ≤ 0, we have
with R 1 > 0 is some constant. Taking R = max{R 1 , R 2 }, we obtain 0 ≤ sup x·e1≤0 {u(t, x, y) − φ 1 (−x · e 1 + c 1 t + ω 1 , t, y)} + sup x·e1≥0 {u(t, x, y) − φ 2 (−x · e 1 + c 1 t + ω 2 , t, y)} ≤ Re cλt .
The proof is complete. By using the ordinary differential equation
we can prove that equation (1.1) with the nonlinearity f satisfies (3.13) and (3.14) has another type of pulsating traveling entire solution u i,k (t, x, y) satisfying:
max{χ i φ 1 (−x · e 1 + c 1 t + θ 1 , t, y), χ k φ 2 (−x · e 2 + c 2 t + θ 2 , t, y), ζ(t)} ≤ u i,k (t, x, y) ≤ min{ū i,k (t, x, y), 1}, where (3.16)ū i,k (t, x, y) := χ i φ 1 (−x · e 1 + p 1 (t), t, y) + χ k φ 2 (−x · e 2 + p 2 (t), t, y) + ρ(t)
with (i, k) = (1, 0), (0, 1), (1, 1) are supersolutions for t ∈ (−∞, −T 1 ]. For any c i ≥ c * (e i ) (i = 1, 2), and θ 1 , θ 2 ∈ R, there exist monotone increasing functions p j (t) (j = 1, 2) satisfying where R 0 is a positive constant.
Discussion
In this paper, we establish the existence of pulsating entire solutions of the reaction-advection-diffusion equation with a classical KPP nonlinearity by constructing appropriate subsolutions and supersolutions. Recently, Nadin [31] and Nolen et al. [32, 33] have obtained the existence of pulsating traveling fronts and theirs' qualitative properties in space-time periodic media, this motivate us to study pulsating entire solutions of the reaction-advection-diffusion equation in space-time periodic media, which we leave it for further studies.
