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ABSTRACT 
A high-resolution, multilevel, primitive equation model is initialized with climatological data to investigate 
the combined effects of wind and thermal forcing on the ocean circulation off Western Australia during the 
austral fall and winter, corresponding to the period of strongest flow for the anomalous Leeuwin Current. This 
process-oriented study builds on previous modeling studies, which have elucidated the role of thermal forcing 
in the generation of the Leeuwin Current and eddies, by including the additional effects of wind forcing for the 
eastern boundary current region off' Western Australia. The ocean circulation is generated by the model using 
a combination of density forcing from the climatological Indian Ocean thermal structure, the influx of warm 
low-salinity waters from the North West (NW) Shelf, and the climatological wind stress. In the first experiment 
(case I), forcing by the Indian Ocean and wind stress are imposed, while in the second experiment (case 2), 
the additional effects of the North West (NW) Shelf waters are considered. In the absence of the NW Shelf 
waters (case I), geostrophic flow, driven by the Indian Ocean thermal gradient, dominates the wind forcing at 
the poleward end of the domain and establishes an equatorward undercurrent and a poleward surface current 
(the Leeuwin Current), which accelerates poleward into the prevailing wind. Wind-forcing effects are discernible 
only offshore at the equatorward end of the region. The inclusion of NW Shelf waters (case 2) completely 
dominates the wind forcing at the equatorward end of the model. The effects of the NW Shelf waters weaken 
away from the source region but they continue to augment the Indian Ocean forcing, resulting in a stronger 
flow along the entire coastal boundary. 
The ocean circulation also has significant mesoscale variability. In the first experiment, both the Indian Ocean 
thermal structure and wind forcing lead to the dominance of barotropic (horizontal shear) instability over 
baroclinic (vertical shear) instability. In the second ~xperiment, the NW Shelf waters add baroclinicity, which 
weakens poleward, to the Leeuwin Current and locally increase the barotropic instability near their source. 
Away from the source waters, where there is a mixed instability, the combined effect of the Indian Ocean thermal 
structure and wind forcing is stronger than the NW Shelf waters and leads to a dominance of barotropic over 
baroclinic instability. Several scales of eddies are found to be dominant. The forcing by the Indian Ocean and 
wind stress (case I ) leads to an eddy wavelength of -330 km. With the inclusion of the NW Shelf waters (case 
2), the wavelengths associated with mesoscale variability are -150 and 330 km, consistent with observed. eddy 
length scales. 
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1. Introduction weak ( < 10 cm s-• ) , broad ( -1000 km wide) surface 
flow toward the equator, cold upwelled water at the 
surface, shallow ( <30-m depth) thennoclines, and high 
biological production (Parrish et al. 1983). These cur-
rents are part of the subtropical anticyclonic gyres, 
which are driven primarily by the anticyclonic wind 
fields, and variations in current strength can be highly 
coherent with variations in local wind stress (Allen 
1980; Huyer 1990). 
Along most subtropical eastern ocean boundaries, 
the prevailing winds are generally directed equator-
ward, the near-surface isopycnals slope upward, the 
surface dynamic height field decreases toward the coast, 
a surface current flows predominantly equatorward, 
and an undercurrent flows poleward (Wooster and 
Reid 1963; McCreary et al. 1986). These major eastern 
boundary currents-that is, Peru, California, Benguela, 
and Canary-are characterized by climatologically 
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Along the eastern ocean boundary off Western Aus-
tralia, the prevailing winds are also predominantly 
equatorward (Thompson 1984; Godfrey and Ridgway 
1985); however, the near-surface isopycnals slope 
downward, the surface dynamic-height field increases 
toward the coast, a surface current flows poleward, and 
an undercurrent flows equatorward (Thompson 1984; 
·McCreary et al. 1986). Unlike other eastern boundary 
currents, the surface coastal current off Western Aus-
tralia, called the I..eeuwin Current, is characterized by 
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a strong(> 150 cm s-• at times), narrow ( <100 km 
wide) flow toward the pole (Cresswell and Golding 
1980; Godfrey et al. 1986), anomalously warm water 
at the surface, downwelling, a deep (>50-m depth) 
thermocline (Thompson 1984 }, and low fish produc-
tion. It appears to have its source in the northeast In-
dian Ocean and extends to Australia's southern coastal 
waters. It flows poleward, opposite to the direction of 
the prevailing winds, along the west coast of Australia, 
then eastward into the Great Australian Bight. The 
current is strongly seasonal in nature, with its maxi-
mum flow off Western Australia observed in the austral 
autumn and winter (Boland et al. 1988). 
According to Andrews ( 1977), as the warm, low-
salinity Leeuwin Current flows poleward along the 
coast of Western Australia, it can encounter a cooler, 
higher saline water mass called the Western Australian 
Current. The Western Australian Current is influenced 
by the presence of a large semipermanent trough ( cen-
tered near 39°S, 1 l0°E), extending in a northeastward 
direction (see Figs. 2d and 4d of Andrews 1977). As 
a result of this strong inflow of subtropical water toward 
the coast, the Leeuwin Current intensifies poleward. 
In the vicinity of this confluence, a series of relatively 
intense cyclonic and anticyclonic eddies have been ob-
served ( Grunlingh 19 8 3 ) . According to Andrews 
(1977, 1983), two distinctive length scales of -150 
and - 300 km have been recorded. The shorter wave-
length (A. = 157 ± 25 km) has been associated with 
Rossby deformation-scale eddy structures in the strong 
poleward flow over the slope, while the longer scale (A. 
= 309 ± 28 km) has been associated with the weaker, 
large-scale West Australian Current offshore. While 
Andrews suggests baroclinic instability in the poleward 
current as a likely generation mechanism, no expla-
nation is offered for the larger offshore scale. 
Despite extensive modeling and observational stud-
ies during the past decade, a complete explanation for 
the unique ocean circulation off Western Australia, 
particularly for the Leeuwin Current and eddy fields, 
remains outstanding. There is general agreement (e.g., 
Thompson 1987; Godfrey and Ridgway 1985; Mc-
Creary et al. 1986; Pearce and Cresswell 1985; Weaver 
and Middleton 1989; Batteen and Rutherford 1990) 
that the Leeuwin Current is generated by a meridional 
pressure gradient, which overwhelms the opposing 
equatorward wind stress. The wind-forcing effects are 
diminished by deep mixed layers (Thompson 1987), 
possibly formed in response to a strong heat flux out 
of the ocean, which is a feature unique to the Leeuwin 
Current among eastern boundary currents ( Hsiung 
1985; Godfrey and Weaver 1992; Weaver and Mid-
dleton 1990). The source of the Leeuwin Current water· 
is predominantly geostrophic inflow from the west 
(McCreary et al. 1986; Thompson 1987) and is aug-
mented by a source from the NW Shelf ( Gentilli 1972; 
Kundu and McCreary 1986; Weaver and Middleton 
1989; Batteen and Rutherford 1990), possibly having 
its origin in the Pacific Ocean (Godfrey and Ridgway 
1985). 
Although significant progress has been made in these 
modeling studies in understanding the Leeuwin Cur-
rent, only the modeling study of Batteen and Ruth-
erford ( 1990) has successfully produced eddy fields, 
which would allow analysis of their generation mech-
anisms. Many of the earlier models, such as McCreary 
et al. ( 1986), were linear models, which produced cur-
rents but no eddies, presumably due to the lack of ad-
vection necessary for both barotropic (horizontal shear) 
instability and enhancement of the Leeuwin Cur-
rent downstream (Weaver and Middleton 1989; Bat-
teen and Rutherford 1990). In addition to being linear, 
other models-such as Thompson ( 1987 )-were con-
fined to the shelf region, well inshore of where eddies 
have been observed off Western Australia (Grunlingh 
1983). The modeling study of Weaver and Middleton 
( 1989) likely would have produced eddy fields if the 
model simulation time had been extended (most of 
their experiments ran for -30 days). Lastly, global 
models, such as Semtner and Chervin ( 1988), have 
been too coarse in horizontal resolution (-one-half 
degree grid spacing in both latitude and longitude) to 
adequately resolve the narrow Leeuwin Current and 
its associated eddy fields. 
Analysis of the model results of Batteen and Ruth-
erford ( 1990) showed that forcing by the Indian Ocean 
is unstable (due to a mixed instability mechanism, with 
barotropic instability dominant) and leads to eddy 
growth on the offshore side of the core of the Leeuwin 
Current. The inclusion of NW Shelf waters created a 
far more energetic and unstable current by adding to 
the baroclinicity of the current and locally increasing 
the barotropic instability near the source region. In both 
cases, the dominant length scales of eddies of -150 
km are close to the wavelength associated with a low-
mode Rossby radius of deformation, consistent with 
observations and laboratory studies. 
Because wind forcing was not incorporated in the 
thermal-forcing models of Batteen and Rutherford 
( 1990) and Weaver and Middleton ( 1989), it is hy-
pothesized that the additional effects of wind forcing 
could play a significant role in producing more realistic 
currents, and in producing the larger eddy scales of 
- 300 km, as observed by Andrews ( 1983). This hy-
pothesis is the basis for the present investigation. 
The objective of this study is to use a full primitive 
equation (PE) model to investigate the combined ef-
fects of wind and thermal forcing on the ocean circu-
lation off Western Australia during the austral fall and 
winter, corresponding to the period of strongest flow 
for the Leeuwin Current. In particular, the combined 
effects of density forcing from the climatological Indian 
Ocean thermal structure, the influx of warm, low sa-
linity water from the NW Shelf, and the climatological 
wind stress in generating currents and eddies are in-
vestigated. The dynamical reasons for the generation 
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and growth of eddies in the ocean circulation are in-
vestigated using the same energy and spectral tech-
niques (described in the Appendix) as Batteen and 
Rutherford ( 1990). Finally, a comparison of model 
results with available observations is made to assess 
whether the simulated features of the currents anded-
dies are consistent with those observed. 
The organization of this study is as follows: section 
2 describes the numerical model, the forcing, and the 
specific experimental conditions; section 3 includes the 
results of the numerical experiments and an analysis 
of the results; and section 4 contains a summary, along 
with a comparison with observations and previous 
modeling studies. 
2. Model description and specific experimental 
conditions 
a. Model description 
The numerical model used in this research is the 
same as the thermal-forcing model used by Batteen 
and Rutherford ( 1990), except that it incorporates the 
additional effects of wind and surface atmospheric 
forcing, described below. It is a ten-level, PE model for 
a baroclinic ocean on a fJ plane, based on the hydro-
static, Boussinesq, and rigid-lid approximations. The 
governing equations are defined in Batteen et al. 
( 1989). For the finite differencing, a space-staggered 
B scheme (Arakawa and Lamb 1977; Batteen and Han 
1981 ) is used in the horizontal. In the vertical, the ten 
layers are separated by constant z levels at depths of 
13, 46, 98, 182, 316, 529, 870, 1416, 2283, and 
3656 m. 
The eastern boundary of the model domain repre-
sents a straight idealization of the continental shelf off 
Western Australia (Fig. l ). A no-slip condition on the 
alongshore velocity is invoked. The northern, southern, 
and western borders are open boundaries that use a 
modified version of the radiation boundary conditions 
of Camerlengo and O'Brien (1980). The model do-
main is a rectangular area 1280 ·km alongshore, cov-
ering latitudes 22°S to 34°S, and extends 576 km off-
shore. Horizontal resolution of the model is 20 km 
alongshore and 9 km cross-shore. 
Since Batteen and Rutherford ( 1990) showed [con-
sistent with the findings of Weaver and Middleton 
( 1989)] that, as long as nonlinear effects are included 
in a model, the presence of a sloping shelf is not nec-
essary to trap the eastern boundary current generated 
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FIG. I. Study domain. The rectangle represents the primitive equation (PE) model domain. 
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cess-oriented study. The inclusion of bottom topog-
raphy and an examination of its effects on the currents 
and eddies are considered a separate study. The con-
stant depth used in the model is 4500 m. 
The model uses biharmonic lateral heat and mo-
mentum diffusion with the same choice of coefficients 
(i.e., 2.0 X 10 17 cm4 s- 1 ) as in Batteen et al. ( 1989). 
Holland ( 1978) showed that the highly scale-selective 
biharmonic diffusion acts predominantly on subme-
soscales, while Holland and Batteen ( 1986) found that 
baroclinic mesoscale processes can be damped by La-
placian lateral heat diffusion. As a result, the use of 
biharmonic lateral diffusion should allow mesoscale 
eddy generation via barotropic (horizontal-shear) or 
baroclinic (vertical-shear) instability mechanisms, or 
both. As in Batteen et al. ( 1989), weak ( 0.5 cm2 s- 1), 
vertical eddy viscosities and conductivities are used. 
Bottom stress is parameterized by a simplified quadratic 
drag law (Weatherly 1972). 
b. Wind and atmospheric thermal forcing 
Climatological wind-stress data were adapted from 
Godfrey and Ridgway (1985), based on their wind-
stress fields for the austral autumn and winter, when 
the maximum flow in the Leeuwin Current is observed. 
The wind-stress component data were subsequently 
converted to the cross-shore and alongshore compo-







Va = ,r;:;- s1n8. 
vCn 
(4) 
Here the same choices as used by Godfrey and Ridgway 
( 1985) for the drag coefficient ( Cn = 1.3 X 10-3 , after 
Nelson 1977) and the density for air, Pa = l.23 X 10-3 , 
are used. 
The wind forcing used in the model, shown in Fig. 
2, shows significant meridional variability in the wind 
forcing, but little zonal variability. To incorporate this 
variability in the model, smooth (cosine) functions 
were used to define spatial variations in the wind forc-
ing and to avoid shear effects and singularities at the 
wind boundaries. Consistent with the wind-band forc-
ing used by McCreary et al. ( 1987) and Batteen et al. 
( 1989), all wind forcing is imposed in the interior only 
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FIG. 2. Wind forcing for the model domain. To avoid clutter, the 
wind vectors are plotted at every eighth (sixth) grid point in the 
cross-shore (alongshore) direction and velocities less than 50 cm s-1 
are not plotted. The maximum wind speed is 460 cm s-1 ( -0.4 
dyn cm-2 ) in the cross-shore direction and 420 cm s-1 ( -0.3 
dyn cm-2 ) in the alongshore direction. The poleward ( equatorward) 
end of the domain is at 0 ( 1280) in the alongshore direction. 
and tapered to zero near the northern and southern 
open boundaries. 
As in Batteen et al. ( 1989), the total heat flux across 
the surface is initially set to zero in all experiments by 
choosing an initial air temperature that forces the net 
flux of longwave radiation, sensible heat, and latent 
heat to zero. This air temperature is then used in the 
model for all experiments. Any subsequent surface heat 
flux forcing is therefore a secondary effect of the 
changes to sea surface temperature due to the forcing 
mechanisms being investigated (i.e., forcing due to the 
wind, or thermal structure of the ocean, or both). 
c. Specific experimental design 
Previous experiments by Batteen and Rutherford 
( 1990) investigated the roles of the Indian Ocean ther-
mal gradient and the NW Shelf waters in generating 
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the Leeuwin Current and eddies. The model was ini-
tialized with climatological thermal forcing, and the 
ocean was then allowed to geostrophically adjust in the 
absence of external forcing. The ocean temperature 
structure used to initialize the experiments in Batteen 
and Rutherford ( 1990) was considered in two parts 
with the warmer, less saline NW Shelf waters separated 
from the Indian Ocean waters. Climatological mean 
temperatures based on Levitus ( 1982) for both the In-
dian Ocean and NW Shelf were used, and zonal ho-
mogeneity was assumed in the Indian Ocean. These 
specific experimental conditions are similar to those 
used by Weaver and Middleton ( 1989). 
In this study, the additional effects of wind forcing 
on the Leeuwin Current and eddies are investigated by 
running the same thermal-forcing experiments as in 
Batteen and Rutherford ( 1990), but with the additional 
effects of wind forcing considered in each experiment. 
In the first experiment (case l ), the effects of wind 
forcing and Indian Ocean thermal gradient in the 
Western Australian region are explored. The wind data 
shown in Fig. 2 are used as the wind forcing. The model 
is initialized with the same Indian Ocean thermal 
structure (Table 1) as used in case l of Batteen and 
Rutherford ( 1990, hereafter referred to as case BR l ) , 
thus allowing comparisons between cases 1 and BRl 
to isolate the effects of the wind. As in Batteen and 
Rutherford ( 1990), the model is run for 160 days. The 
length of this time period was chosen to include the 
generation of both current and eddies that may form 
on the flow. Since the Leeuwin Current is a strongly 
seasonal feature, it is considered unrealistic to run the 
model longer without including seasonal variations in 
the forcing mechanisms. 
In the second experiment (case 2), the combined 
roles of all three forcing mechanisms, that is, wind 
forcing, the Indian Ocean thermal gradient, and the 
NW Shelf waters, in the Western Australian region are 
explored. The same wind velocity and Indian Ocean 
thermal gradient data as in case 1 are used here. In 
addition, the influx of NW Shelf waters (Table 2) as 
used in case 2 of Batteen and Rutherford ( 1990, here-
after referred to as case BR2), is incorporated in the 
model. As in case 1, the model is run for 160 days. 
TABLE I. Initial temperature (0 C) for Indian Ocean. 
Layer 
Latitude 
c•s> 2 4 6 7 8 9 10 
22 24.0 22.9 21.6 19.2 14.5 9.4 5.9 3.5 2.0 1.0 
24 23.3 22.3 20.9 18.6 14.3 9.4 5.9 3.5 2.0 1.0 
26 22.6 21.7 20.3 18.0 14.1 9.3 5.9 3.5 2.0 1.0 
28 22.0 21.0 19.7 17.4 13.9 9.3 5.9 3.5 2.0 1.0 
30 21.3 20.4 19.0 16.7 13.6 9.2 5.8 3.5 2.0 1.0 
32 20.6 19.8 18.4 16.1 13.4 9.2 5.8 3.5 2.0 1.0 
34 19.9 19.1 17.7 15.5 13.2 9.1 5.8 3.5 2.0 1.0 














a. Case 1: Forcing by Indian Ocean density field and 
winds 
The addition of the wind forcing (Fig. 2) to the In-
dian Ocean thermal forcing (Table 1) is expected to 
lead to different responses: inshore, the geostrophic flow 
due to the alongshore pressure gradient is expected to 
dominate, and offshore, the wind forcing is expected 
to dominate. In the presence of thermal forcing only, 
due to the meridional pressure gradient, geostrophic 
inflow is expected throughout the domain. In the pres-
ence of wind forcing only, due to the meridional vari-
ability in both the alongshore and cross-shore com-
ponents of the wind velocity (Fig. 2), a more complex 
flow regime is expected. In particular, at the equator-
ward end of the domain, since the winds have offshore 
and equatorward components, their effect on the sur-
face current, according to Ekman theory, should be to 
transport mass poleward and offshore, respectively. In 
the interior domain, the equatorward wind stress 
should result in an offshore transport of mass. At the 
poleward end of the domain, since the winds have on-
shore and equatorward components, there should be 
mass transport equatorward and offshore, respectively. 
l ) GENERATION OF THE CURRENTS AND EDDIES 
The initialized surface thermal and dynamic height 
fields are shown in Figs. 3a and 3b. A time sequence 
of the fields of surface cross-shore ( u) and alongshore 
( v) velocity components, and of the velocity vectors 
( c) superimposed on the temperature ( T) field is shown 
in Fig. 4, and of the surface dynamic height (p) field 
(calculated from a reference level of 2000 m) in Fig. 
5. As expected, when the temperature decreases pole-
ward (Fig. 3a), the pressure gradient due to the tem-
perature gradient establishes a predominantly onshore 
geostrophic inflow in the interior ocean (Figs. 4a, 4c). 
On approaching the eastern boundary, the onshore flow 
turns and forms a poleward-flowing boundary current 
(Fig. 4b), which advects warm water from the equa-
torial end of the domain (Fig. 4c). Because it is con-
tinually augmented downstream by additional onshore 
flow, the poleward current increases in magnitude to-
ward the pole (Fig. 4b). Although the coastal poleward 
velocities at the poleward end of the region are main-
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FIG. 3. The initialized fields of surface temperature ( T) for case 1 (a) and case 2 (d); of surface dynamic height (p) (referenced 
to 2000-m depth) for case 1 (b) and case 2 (e); and of the 350-m depth temperature (T) for case 1 (c) and case 2 (f). The 
poleward ( equatorward) end of the domain is at 0 km ( 1280 km) in the alongshore direction. The contour interval is 0.5°C for 
(a), (c), (d), and (f), and 5 cm for (b) and (e). In all temperature plots the temperature increases equatorward. 
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FIG. 4. Time sequence for case I at days 10, 40, 80, 120, and 160 for the surface (a) zonal velocity, (b) meridional 
velocity, and ( c) velocity vector fields superimposed on the temperature fields. The contour interval is 2.5 cm s-1 at 
day 10, 5 cm s-1 at days 40, 80, 120, and 160 for (a), and 10 cm s-1 for (b), and 0.5°C for (c). Solid contours denote 
onshore velocities in (a) and poleward velocities in (b). 
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FIG. 4. (Continued) In all the velocity vector fields presented (Figs. 4c, 6b, !Oc, and 12b), to avoid clutter, velocity 
vectors are plotted at every third grid point in both the cross-shore and alongshore directions, and velocities less than 
2 cm s- 1 for the surface and I cm s- 1 for 350 m depth are not plotted. 
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FIG. 4. (Continued) 
tained throughout the experiment, offshore of the 
coastal flow, there is an elongated region of equator-
ward alongshore velocity (Fig. 4b) discernible at days 
120 and 160, attributable to the wind forcing. 
In the offshore regions of the domain, the alternating 
regions of offshore and onshore flow (Fig. 4a) are due 
to the combined effects of wind and thermal forcing. 
For example, in the equatorward end of the domain, 
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FIG. 5. Time sequence for case I at days 10, 30, 50, 80, 100, 120, 140, and 160 for the surface dynamic height field (p). 
The contour interval is 5 cm. Closed solid contours denote anticyclones, while dashed contours denote cyclones. 
there is an offshore Ekman flow that predominates and 
opposes the onshore, density-driven geostrophic flow. 
In the interior of the domain, the offshore effects of 
the wind-driven current are less than those from the 
onshore density-driven current, due to the cumulative 
increase in the strength of the geostrophic flow driven 
by the Indian Ocean steric height gradient. At the pole-
ward end of the domain, the density-driven current, 
augmented by inflow from the Indian Ocean, over-
comes any opposing wind-driven effects. 
The temperature fields (Fig. 4c) show far less me-
ridional structure at day 160 than at day 0 (Fig. 4a), 
when they were initialized with the Indian Ocean tem-
perature fields. In particular, consistent with the zonal 
velocity fields (Fig. 4a), wind-forcing effects are dom-
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while geostrophic flow, driven by the Indian Ocean 
thermal gradient, dominates offshore at the poleward 
end. This leads to a weak upwelling regime at the equa-
torward end. Farther poleward, the stronger Indian 
Ocean forcing establishes a poleward surface current 
(the Leeuwin Current), which accelerates poleward 
into the prevailing wind (Fig. 4b). 
The pressure gradient in the Indian Ocean due to 
the thermal gradient is sufficient to establish an unstable 
poleward flow. The zonal velocity fields (Fig. 4a) are 
generally the best indicators of eddy formation. By day 
80, instability has led to eddy generation (Fig. 4a) at 
the poleward end of the domain. The eddy growth is 
seen at day 120, and by day 160, the eddies have started 
to move offshore. 
The time sequence of the dynamic height field (Fig. 
5) illustFates the evolution of both the current and eddy 
fields. Due to the thermal forcing, by day 10 there is 
an increase in dynamic height near the coast, which is 
maintained throughout the experiment. Also at day 
IO, due to the strong poleward velocity, there is a tight 
dynamic height gradient at the poleward end of the 
domain. From days 30 to 80, the gradient widens with 
time, consistent with the weakening of the poleward 
current (Fig. 4b) during this period. By day 100, an 
eddy has formed at y - 256 km alongshore in the 
same poleward location as in case BR 1, evidence of 
the strength of the geostrophic contribution in that area. 
Between days 100 and 160, there is eddy growth and 
movement offshore. 
The fields of dynamic height and velocity vectors 
(superimposed on the temperature fields) for 350-m 
depth, corresponding to the approximate core depth 
of the undercurrent, are presented in Fig. 6. The initial 
thermal field is shown in Fig. 3c. By day 40, the pressure 
gradient in the Indian Ocean due to the thermal gra-
dient is sufficient to establish a coastal equatorward 
flow (Fig. 6b). By day 120, instability has led to the 
generation of weak, cyclonic eddies not just in the 
poleward end of the coastal domain, as in case BR 1, 
but also in the central, coastal region. The latter eddy 
generation region is due to the combined effects of wind 
and thermal forcing. By day 160, the eddies have 
moved offshore, advecting the cold temperatures with 
them (Fig. 6b). 
2) ANALYSES OF EDDY-GENERATION 
MECHANISMS 
To focus on the dynamical reasons for the generation 
and stability of the eddies in and around the Leeuwin 
Current off Western Australia, we will use the same 
energy and spectral analyses (described in the Appen-
dix) used by Batteen and Rutherford ( 1990). From 
the energy transfer analysis, the location and magnitude 
ofbaroclinic (vertical shear) and barotropic (horizontal 
shear) transfers can be found. Those waves that are 
unstable and, in particular, the fastest growing wave 
can be determined from the internal Rossby radii, and 
the spectra can confirm whether those waves could 
exist. 
( i) Energy analysis 
Energy analyses may be used to determine the tem-
poral mean and eddy kinetic energy and available po-
tential energy from statistics collected during periods 
of near-constant total energy. Plots of the energy trans-
fers during these periods give the dominant transfers 
and the regions in which they are most active. The 
total kinetic energy over the entire domain and for all 
layers is plotted in a time series and shown in Fig. 7. 
While the available potential energy (not shown) de-
creases steadily throughout, the kinetic energy (Fig. 
7)-initially large while the model adjusts geostroph-
ically to the forcing-is nearly steady from days 50 to 
90, just prior to eddy generation. Energy transfers (de-
scribed more fully in the Appendix) are calculated 
during this period and are used to argue for the insta-
bility mechanism, which leads to the initial eddy gen-
eration. 
Using Eqs. (12) and ( 13) in the Appendix, energy 
transfers were calculated for the period covering days 
60-80 for 1 ) the baroclinic (vertical shear) transfer 
[between the eddy available energy and the eddy kinetic 
energy, Eq. ( 12)], and 2) the barotropic (horizontal 
shear) transfer [between the time-mean kinetic energy 
and eddy kinetic energy, Eq. ( 13)]. A comparison of 
the transfer terms showed that barotropic instability 
(Fig. Sa) was dominant over baroclinic instability (not 
shown, since baroclinic transfers were an order of mag-
nitude less than the barotropic transfers). The transfers 
are clearly strongest in the region of the eddy devel-
opment (compare the regions of barotropic transfers 
in Fig. Sa with the cross-shore velocity fields at days 
90 and 110 in Figs. Sb and Sc). 
(ii) Spectral analysis 
A plot of spectral density against alongshore wave-
number for days 20 (a) and 130 (b) is shown in Fig. 
9. A comparison of the two figures shows energy in-
creasing at a dominant wavelength near - 330 km 
(alongshore wavenumber of -0.003 km- 1 ) and evi-
dence of energy increasing at a wavelength -1 SO km 
(alongshore wavenumber of -0.0055 km- 1 ). 
b. Case 2: Forcing by Indian Ocean, NW Shelf, 
and winds 
1) GENERATION OF THE CURRENTS AND EDDIES 
The fields of surface cross-shore ( u) and alongshore 
( v) velocity components, current velocity ( c), and 
temperature ( T) are presented in Fig. 10, and of surface 
dynamic height (p) in Fig. 11. Figures 3d and 3e show 
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equatorward corner), which has been added to the 
same alongshore temperature gradient of the Indian 
Ocean used in case 1. As seen in the alongshore velocity 
component and current velocity fields at day 10 (Figs. 
l Ob and lOc), the inclusion of the NW Shelf waters 
dominates in the NW Shelf equatorial source region, 
as expected. Although the effects of the NW Shelf wa-
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ficient to establish a stronger poleward flow than in 
case 1, not only in the poleward end of the model do-
main, where velocities exceed 100 cm s-1 (Fig. lOb), 
but also along the entire coastal boundary. The advec-
tion of the warmer NW Shelf waters can be seen in the 
velocity vector and temperature fields (Figs. 1 Oc and 
1 Od) with a narrow core of warm water evident along 
the coastal boundary. 
The proximity to the source of the NW Shelf waters 
leads to a rapid development of eddies in the equator-
ward end of the domain, so that by day 10, eddies have 
formed in this region (Fig. 1 Oa) in the strong poleward 
alongshore flow (Fig. 1 Ob). As the time sequences 
show, the generation region for the eddies spreads 
poleward. Closed contours on the temperature plots 
(Fig. lOd) are indicative of rings (Fig. 11) forming. At 
subsequent times these rings pinch off the offshore 
meander, trap warm NW Shelf origin waters, and then 
move offshore (Figs. 1 Od and 11 ) . By day 100 (Fig. 
11 ), eddies have started to form inshore in the poleward 
end of the domain, near the location of the initial eddy 
development seen in case 1 and case BR 1. By day 120, 
the eddies extend throughout most of the coastal do-
main. The continued growth and offshore movement 
are seen through day 160. 
The meridional band of equatorward velocity (Fig. 
1 Ob), seen previously in case 1, is seen again offshore 
of the poleward coastal flow at day 80 and persists with 
time. This alongshore flow is consistent with the large-
scale observations of Andrews ( 1983), described earlier, 
of the wind-driven West Australian Current flowing 
equatorward, offshore of the thermally driven Leeuwin 
Current flowing poleward off the coast of Western 
Australia. 
A time sequence of the meridional velocity com-
ponent, the velocity vector superimposed on the tem-
perature, and the dynamic height fields for 350-m 
depth, corresponding to the approximate core depth 
of the undercurrent, is presented in Fig. 12. The ini-
tialization of the NW Shelf waters is seen at the inshore 
equatorward corner in Fig. 3f. The addition of the NW 
Shelf waters is sufficient to establish a stronger equa-
torward flow (Fig. 12a) than was observed in case 1 
and in case BR 1. Instability has led to the generation 
of eddies first in the equatorward end of the domain 
(Fig. l 2b), which spreads poleward with time. As 
shown by the dynamic height field (Fig. 12c), anticy-
clonic (cyclonic) eddies move offshore, advecting the 
warm (cold) temperatures (Fig. 12b) with them. 
2) ANALYSES OF EDDY-GENERATION 
MECHANISMS 
( i) Energy analysis 
The time series of total kinetic energy (Fig. 13) over 
the entire domain show that the kinetic energy becomes 
quasi-steady during three periods: days 40-60, 80-100, 
and 140-160. Consequently, these periods were se-
lected for more detailed analysis. Over the same time 
periods, the available potential energy (not shown) de-
creased and then became quasi-steady. 
The energy-transfer plots in Fig. 14 apply to days 
40 to 60 and show strong barotropic transfer (Fig. 14b) 
in the equatorward and central coastal regions of the 
domain, in the vicinity of eddy formation (Fig. 14c). 
The energy transfers also show that the instability has 
a weak baroclinic (Fig. 14a) and a dominant barotropic 
energy source. The strong barotropic instability is as-
sociated with the presence of the NW Shelf waters. 
Energy transfers for the period from days 80 to 100 
are shown in Fig. 15. The energy transfers show that, 
in the region of eddy formation (Fig. 15c), both baro-
clinic (Fig. 15a) and barotropic (Fig. l 5b) instability 
are present with barotropic effects dominant. The 
baroclinic effects of the NW Shelf waters are weaker 
toward the poleward end of the current. The region of 
barotropic transfer has expanded farther poleward, 
consistent with the poleward flow of the NW Shelf wa-
ters. 
Figure 16 shows energy transfers from days 140 to 
160. Baroclinic effects (Fig. 16a) are discernible only 
in the NW Shelf region. Barotropic effects (Fig. 16b) 
dominate throughout the domain and are present in 
the regions of eddy formation and growth (Fig. 16c). 
The greater extent of barotropic instability toward the 
poleward end of the domain is consistent with the 
combined effects, seen in case I, of the geostrophic 
current, driven by the Indian Ocean temperature field, 
and the wind-driven flow. 
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FIG. 11. Same as Fig. 5 but for case 2. The contour interval is 5 cm. 
(ii) Spectral analysis 
To examine the wavelengths associated with eddy 
formation, spectral density plots are presented in Fig. 
17. For the first period of energy transfer (days 40-
60), eddy growth can be seen by comparing the spectra 
at day 20 (Fig. 1 7 a) with those at day 70 (Fig. l 7b). 
The spectral peak associated with this growth is at a 
wavelength of -150 km (alongshore wavenumber 
of -0.0065 km- 1 ). A new spectral peak at a wave-
length of -330 km (alongshore wavenumber of 
-0.003 km- 1) is evident at day 110 (Fig. 17c), fol-
lowing the second period of energy transfer (days 80-
100). Also presented is the spectral density during the 
third period of energy transfer (days 140-160), Fig. 
l 7d, which shows two distinct wavelengths at -330 
km (alongshore wavenumber of -0.003 km- 1) and 
-150 km (alongshore wavenumber of-0.007 km- 1 ), 
with the dominant wavelength at 330 km. 
<\ 
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4. Conclusions 
A full primitive equation (PE) model was initialized 
with climatological data to investigate the combined 
effects of wind and thermal forcing on the ocean cir-
culation off Western Australia during the austral fall 
and winter, which corresponds to the period of stron-
gest flow for the Leeuwin Current. The ocean circu-
lation was generated by the model using a combination 
of density forcing from the climatological Indian Ocean 
thermal structure, the influx of warm low-salinity water 
from the North West (NW) Shelf, and the climatolog-
ical wind stress. The currents generated by the model 
were unstable in both of the experiments, and meso-
scale features were observed. A summary of the results 
from each of the two phases, Leeuwin Current gener-
ation and instability, is presented below, followed by 
a comparison with available observations. 
a. Leeuwin Current generation 
1) FORCING DUE TO INDIAN OCEAN AND WINDS 
(CASE I) 
Wind-forcing effects are only discernible offshore at 
the equatorward end of the domain. In the interior of 
the domain, the wind-driven current becomes weaker 
than the density-driven current, due to the increase in 
the strength of the geostrophic flow driven by the Indian 
Ocean steric height gradient. At the poleward end of 
the domain, the density-driven current, augmented by 
inflow from the Indian Ocean, is much stronger than 
the wind-driven current, despite stronger winds. 
2) FORCING DUE TO INDIAN OCEAN, WINDS, AND 
THE NW SHELF (CASE 2) 
The effects of the NW Shelf waters completely dom-
inate the flows driven by the Indian Ocean and the 
wind stress at the equatorward end of the domain. The 
effects of the NW Shelf waters weaken away from the 
source region, but they continue to augment the Indian 
Ocean forcing, resulting in a stronger flow along the 
entire coastal boundary. 
b. Instability and eddies 
1 ) FORCING DUE TO INDIAN OCEAN AND WINDS 
(CASE I) 
The combination of the Indian Ocean thermal forc-
ing and the wind stress leads to eddy formation with 
a dominant wavelength of - 330 km. Barotropic ( hor-
izontal shear) instability dominates over baroclinic 
(vertical shear) instability in the regions of eddy de-
velopment. 
2) FORCING DUE TO INDIAN OCEAN, WINDS, AND 
THE NW SHELF (CASE 2) 
The combined effect of the three forcing mechanisms 
is to generate a vigorous current with instability at two 
dominant wavelengths: 150 and 330 km. The insta-
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bility is mixed, with barotropic instability dominant. 
The NW Shelf waters add baroclinicity, which weakens 
poleward, to the Leeuwin Current. The barotropic 
contribution strengthens toward the poleward end of 
the domain where geostrophic flow and wind forcing 
are strongest. The NW Shelf waters also increase the 
barotropic instability in the vicinity of its source region. 
c. Comparison with observations 
l) COMPARISON OF OCEAN CURRENTS 
For both cases, the magnitudes of the model pole-
ward ( 5-40 cm s _,) and equatorward ( 5-20 cm s _,) 
currents compare favorably with observations taken 
during the austral winter. In particular, at the poleward 
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end of the domain, the current magnitudes are consis-
tent with the current meter data obtained at Cape 
Mentelle (34°S) in the Leeuwin Current Interdisci-
plinary Experiment (LUCIE) (Boland et al. 1988), 
which show mean alongshore poleward velocities of 
28.8 cm s- 1 at 43-m depth, decreasing to 3.2 cm s- 1 
at 230-m depth, with evidence of an undercurrent at 





















compare favorably with the LUCIE current meter data 
at Dongara (29.5°S), which show alongshore poleward 
velocities of 30.3 cm s- 1 at 71-m depth, decreasing to 
0.2 cm s- 1 at 246-m depth, with evidence of an un-
dercurrent with equatc:irward velocities of 5.9 cm s-1 
at 446-m depth. The model Leeuwin Current results 
at both the poleward and interior ends of the domain 
are also consistent with those of previous modeling 
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FIG. 13. Sarne as Fig. 7 but for case 2. 
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FIG. 14. Energy transfers, as defined in the Appendix, for case 2. Transfers of energy from (a) P' to K' 
(eddy available to eddy kinetic energy), and ( b) K to K' (mean to eddy kinetic energy). Transfers of energy 
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studies, for example, McCreary et al. ( 1986) and 
Weaver and Middleton ( 1989). In particular, the gen-
eral structure of the Leeuwin Current is portrayed with 
a poleward surface current overlying an equatorward 
undercurrent. The surface current is augmented by 
onshore geostrophic inflow and accelerates down-
stream. 
Previous model comparisons by Batteen and Ruth-
erford ( 1990) with the LUCIE current meter obser-
vations at the equatorward end of the domain showed 
that the alongshore velocities produced by the model 
were either too weak or too strong. In particular, the 
current meter data obtained at Camarvon ( 25 °S) show 
mean poleward velocities of 5.7 cm s- 1 • The results 
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FIG. 15. Same as Fig. 14 except that transfers of energy are averaged over days 80-100, and subplot ( c) 
is at day 110. The contour interval is 3.1 X 10-3 ergs cm-3 s- 1 in (a) and (b), and 10.0 cm s-1 in (c). 
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FIG. 16. Same as Fig. 14 except that transfers of energy are averaged over days 140-160, and subplot (c) 
is at day 150. The contour interval is 3.9 X 10-3 ergs cm-3 s-1 in (a) and (b), and 10.0 cm s-1 in (c), 
from case BRl showed weak mean poleward velocities 
of 1.5 cm s-1 at the same location and depth, while 
those in case BR2 showed strong mean poleward ve-
locities of 13 cm s - i at the same location and depth 
as Carnarvon. 
In this study, for the Carnarvon region, a mean 
poleward velocity of 4 cm s - I is obtained for case 1, 
while a mean poleward velocity of 8 cm s - I is obtained 
for case 2. Both of these values are closer to the observed 
values than in previous modeling studies. The stronger 
alongshore current velocities in case 1 compared to 
case BRl can be explained as follows. At the equator-
ward end of the domain, the winds have offshore and 
equatorward components (Fig. 2); hence their effect 
on the surface current, according to Ekman theory, 
should be to transport mass poleward and offshore, 
respectively. As a result, the alongshore component of 
the current is stronger in the poleward direction, con-
sistent with Ekman theory and with the increase in 
strength of the poleward flow into the prevailing wind 
observed in current meter data collected at the southern 
end of the NW Shelf by Holloway and Nye (1985). 
For case 2, the flow resulting from the combined effect 
of the three forcing mechanisms shows that their net 
effect is dominated by the inclusion of NW Shelf waters 
and that the combined effect is weakly nonlinear. In 
particular, in case BR2, the addition of the NW Shelf 
waters to the Indian Ocean waters led to a large increase 
in the strength of the poleward component of the flow. 
In case l, the effect of the wind forcing was to create 
an offshore flow, while increasing slightly the strength 
of the poleward flow. Since the combined effect cannot 
be calculated by a simple linear addition of the indi-
vidual effects, it is likely that the forcing mechanisms 
are weakly nonlinear in the equatorward end of the 
domain. 
Overall, the currents generated by the model for both 
cases generally compare well with LUCIE observations, 
particularly in relation to the strength and vertical 
structure of the alongshore surface current and under-
current. Comparing the magnitudes of the velocity and 
temperature fields for case 1 and case 2, however, shows 
that the effect of the winds is clearly less significant 
than the NW Shelf Waters. The wind forcing would 
appear to be a significant feature only during those 
periods when the NW Shelf waters are not present, 
possibly before the influx of the warmer waters. Based 
on Godfrey and Ridgway (1985), the wind stress be-
tween 20°S and 25°S in November and January has 
no zonal component. This is the period during which 
the Leeuwin Current is weakest and often nonexistent. 
The change in the wind stress to a strengthening off-
shore component and weaker alongshore component 
coincides with the seasonal generation of the Leeuwin 
Current. Although this study shows the effect of the 
winds to be second order to the NW Shelf waters, they 
may play a role in determining the timing of the pole-
ward surge of the warmer, NW Shelf waters, which, 
once established, dominates the flow regime. 
2) COMPARISON OF EDDIES 
For both cases, eddy generation occurs on the off-
shore side of the core of the Leeuwin Current, consis-
tent with the buoy observations of Cresswell and Gold-
ing (1979, 1980). The eddies have time scales of 
months and can be cyclonic or anticyclonic, consistent 
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and Golding 1979). The two dominant eddy wave-
lengths of the eddies of -150 and 330 km are also 
consistent with the eddy length scales proposed by An-
drews ( 1983) and observed by Hamon and Cresswell 
( 1972) and Golding and Symonds ( 1978). Because 
these wavelengths are observed simultaneously only i.n 
case 2, the model results suggest that the combination 
of these length scales occurs when all three forcing 
mechanisms (i.e., the Indian Ocean temperature fields, 
the NW Shelf waters, and the equatorward wind forc-
ing) are active. 
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APPENDIX 
Analysis Techniques 
a. Energy analysis 
An energy analysis based on that of Han ( 197 5) and 
· Semtner and Mintz ( 1977) is made to gain a better 
understanding of the energy transfers in the unstable 
flow. The energy calculations are presented using the 
Semtner and Mintz ( 1977) notation: 
( ) time average 
( )' time deviation 
() horizontal space average 
( r horizontal space deviation 
The kinetic energy (K) is calculated by 




and presented in a time series plot. After reaching a 
quasi-steady state in which the total kinetic energy is 
nearly constant, the time mean and time eddy kinetic 
energy are calculated by 




(17) + (;12) 
K' = 2 . (7) 
Available potential energy ( P) is calculated by 
[ 1 (at)- 1 ] p = ag l (T*)2 iJ; (8) 
and plotted in a time series to determine when a quasi-
steady state is reached, and statistics can be collected. 
The temporal mean and eddy available potential energy 
are then calculated by 
(9) 
( 10) 
The transfers between the energy types are defined, 
after Semtner and Mintz ( 1977), by 
{K- P} = -ag[Tw] 
{P' - K'} = ag[T'w'] 
{ K - K'} = v · ( V · v'v' + :z w'v') 
{P-P'} = ag[T*V·v'T'*(:~r 1 J. 




Using the energy transfers calculated above and the 
temporal mean and eddy kinetic and available potential 
energy values, energy transfers are calculated for those 
periods in which the total energies are nearly constant 
and used to argue for the instability mechanism which 
leads to the initial eddy generation in each case. 
b. Spectral analysis 
A spectral analysis technique is used to estimate the 
dominant wavelengths at which eddy growth occurs. 
The alongshore wavenumber is selected based on an 
anisotropic preference for the eddy development. The 
model configuration of 65 alongshore temperature grid 
points and 64 velocity points is ideal in allowing data 
over the entire domain to be used to compute the dis-
crete Fourier transform based on 64 points. Prior to 
computing the spectral density, the mean has been re-
moved from the time series. Detrending (which does 
not happen in these experiments) can also be used 
when necessary. Leakage due to the finite length of the 
time series is reduced using a Hanning window. The 
loss of variance due to the windowing is then compen-
sated by scaling the calculated one-sided spectral den-
sity appropriately. Following Chatfield (1984 ), the 
physical interpretation of spectral density (e.g., Fig. 17) 
indicates the contribution to the variance at a particular 
frequency. In our cases, a peak (e.g., at -330 km, 
corresponding to an alongshore wavenumber of 
-0.003 km- 1 in Fig. 17) in the spectrum indicates an 
important contribution to variance at frequencies in 
that region. The total area underneath the spectral 
density curve is equal to the variance of the process. 
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