Abstract. We prove the uniqueness of the self-similar profile solution for a modified Boltzmann equation describing probabilistic ballistic annihilation. Such a model describes a system of hard spheres such that, whenever two particles meet, they either annihilate with probability α ∈ (0, 1) or they undergo an elastic collision with probability 1 − α. The existence of a self-similar profile for α smaller than an explicit threshold value α 1 has been obtained in our previous contribution [6] . We complement here our analysis of such a model by showing that, for some α ♯ explicit, the self-similar profile is unique for α ∈ (0, α ♯ ).
Introduction
We investigate in the present paper a kinetic model, recently introduced in [8, 11, 12, 13, 14, 20] , which describes the so-called probabilistic ballistic annihilation of hard-spheres. In such a description, a system of (elastic) hard spheres interact according to the following mechanism: they freely move between collisions while, whenever two particles meet, they either annihilate with probability α ∈ (0, 1) or they undergo an elastic collision with probability 1 − α. In the spatially homogeneous situation, the velocity distribution f (t, v) of particles with velocity v ∈ R d (d 2) at time t 0 satisfies the following
where Q is the quadratic Boltzmann collision operator defined by
where the post-collisional velocities v ′ and v ′ * are parametrized by
The above collision operator Q(g, f ) splits as Q(g, f ) = Q + (g, f ) − Q − (g, f ) where the gain part Q + is given by
with C d = 1/|S d−1 | while the loss part Q − is defined as
For the sequel of the paper, we shall define the annihilation operator
We refer to [6] and the references therein for a more detailed description of the above annihilation model. Throughout the paper we shall use the notation · = 1 + | · | 2 . We denote, for any η ∈ R, the Banach space
1.1. Self-similar solutions. From the mathematical viewpoint, the well-posedness of Equation (1.1) has been studied in our previous contribution [6] where it is proved that if f 0 ∈ L 1 3 (R d ) is a nonnegative distribution function, then, there exists a unique nonnegative weak solution
to (1.1) such that f (0, ·) = f 0 . Moreover, multiplying (1.1) by 1 or |v| 2 and integrating with respect to v, one obtains
It is clear therefore that (1.1) does not admit any non trivial steady solution and, still formally, f (t, v) → 0 as t → ∞. According to physicists, solutions to (1.1) should approach for large times a self-similar solution F = F α (depending a priori on the parameter α) to (1.1) of the form
for some suitable scaled functions λ(t), β(t) 0 and some nonnegative function ψ α = ψ α (ξ) such that ψ α ≡ / 0 and
Notice that, as observed in [6] , F α (t, v) is a solution to (1.1) if and only if ψ α (ξ) is a solution to the rescaled probleṁ
where the dot symbol stands for the time derivative. The profile ψ α being independent of time t, there should exist some constants A = A ψα and B = B ψα such that A =λ (t)β d+γ (t) λ 2 (t)
, and
B =β (t)β d+γ−1 (t) λ(t)
. Thereby, ψ α is a solution to
The coefficients A and B can explicitly be expressed in terms of the profile ψ α . Indeed, integrating first the above stationary problem with respect to ξ and then multiplying it by |ξ| 2 and integrating again with respect to ξ one sees that (1.3) implies that
It was the main purpose of our previous contribution [6] , to prove the existence of an explicit range of parameters for which such a profile exists. Namely, we have Theorem 1.1. [6] There exists some explicit threshold value α 1 ∈ (0, 1) such that, for any α ∈ (0, α 1 ) the steady problem A ψα ψ α (ξ) + B ψα ξ · ∇ ξ ψ α (ξ) = B α (ψ α , ψ α )(ξ) (1.4) 
(1.6)
Moreover, for any α ⋆ < α 1 there exists K > 0 such that
Remark 1.2. We give in the Appendix a sketchy proof of Theorem 1.1, referring to [6] for details. Notice that the stationary solutions constructed in [6] are radially symmetric and therefore satisfy the above zero momentum assumption. Note that we consider here α ∈ (0, α ⋆ ) with α ⋆ < α 1 in order to get uniform estimates with respect to α. In the physical dimension d = 3, one sees that α 1 2/7. Remark 1.3. Let us note that here as in [6] , we only consider profiles satisfying (1.5) . Indeed, once we have shown some result of existence or uniqueness for such profiles, we readily get the same result for profiles with arbitrary positive mass and energy and zero momentum by a simple rescaling.
Our goal in the present paper is to prove the uniqueness of such a self-similar profile (for a smaller range of the parameters α). More precisely, our main result can be formulated as Theorem 1.4. There exists some explicit α ♯ ∈ (0, α 1 ) such that, for any α ∈ (0, α ♯ ), the solution ψ α to (1.4) satisfying (1.5) is unique.
1.2.
Strategy of proof and organization of the paper. In all the sequel, for any α ∈ (0, 1), we denote by E α the set of all nonnegative solution ψ α to (1.4) with (1.5). Theorem 1.1 asserts that provided the parameter α belongs to (0, α 1 ), the set E α is non empty while our main result, Theorem 1.4, states that E α reduces to a singleton as soon as α is small enough.
Our strategy of proof is inspired by a strategy adopted in [7, 16, 17, 5] for the study of driven granular gases associated to different kinds of forcing terms. The approach is based upon the knowledge of some specific limit problem corresponding to α → 0.
To be more precise, since B 0 = Q is the classical Boltzmann operator and because one expects A ψ 0 = B ψ 0 = 0, one formally notices that for α = 0, the set E 0 reduces to the set of distributions ψ 0 satisfying (1.5) and such that Q(ψ 0 , ψ 0 ) = 0.
It is well-known that the steady solution ψ 0 is therefore a unique Maxwellian distribution; in other words, one expects E 0 to reduce to a singleton:
The particular case α = 0 will be referred to as the "Boltzmann limit" in the sequel. As in [7, 16, 17, 5] , our strategy is based upon the knowledge of such a "Boltzmann limit" and on quantitative estimates of the difference between solutions ψ α to our original problem (1.4) and the equilibrium state in the Boltzmann limit. More precisely, our approach is based upon the following three main steps:
(1) First, we prove that any solution ψ α to (1.4) satisfies
in some suitable sense. This step consists in finding a suitable Banach space X such that ψ α ∈ X for any α > 0 and lim α→0 ψ α − M X = 0. Notice that the above limit will be deduced from a compactness argument.
(2) Using the linearized Boltzmann operator around the limiting Maxwellian M
we prove that, if ψ α and ϕ α are two functions in E α , then, for any ε > 0, there exists some threshold value α such that
for some suitable subspace Y ⊂ X . The proof of such a step comes from precise a posteriori estimates on the difference of solutions to (1.4) and the first step. Using then the spectral properties of the linearized operator L in X , one can deduce that the above inequality (1.8) implies the existence of some positive constant C 2 > 0 such that
from which we deduce directly that ϕ α = ψ α provided α is small enough. This proves Theorem 1.4. However, since the first step of this strategy is based upon a compactness argument, the approach as described is non quantitative and no indication on the parameter α ♯ is available at this stage. (3) The final step in our strategy is to provide a quantitative version of the first step. This will be achieved, as in [5] , by providing a suitable nonlinear relation involving the norm ψ α − M Y for any α. To prove the first step of the above strategy, one has first to identify a Banach space X on which uniform estimates are available for any solution ψ α to (1.4). We can already anticipate that X is a weighted L 1 -space with exponential weight:
and the determination of such a space will be deduced from uniform a posteriori estimates on elements of E α . Such estimates are described in Section 2 and rely on a careful study of the moments of solutions to (1.4) . Concerning the convergence of any solution ψ α ∈ E α towards the Maxwellian M, we first prove that
where H m k is a suitable (weighted) Sobolev space (see Notations hereafter). The proof of such a convergence result is, as already mentioned, based upon a compactness argument and requires a careful investigation of the regularity properties of the solution to (1.4). Our approach for the study of regularity of solutions to (1.4) is similar to that introduced in [5] for granular gases and differs from the related contributions on the matter [17, 16] where the regularity of steady solutions is deduced from the properties of the time-dependent problem. In contrast with these results, our methodology is direct and relies only on the steady equation (1.4) and the crucial estimate is a regularity result for Q + (f, g) (see Theorem 2.7). By using standard interpolation inequalities, we complete the first step of our program. Concerning the second step (2) , it uses in a crucial way some control of the difference of two solutions ψ α , ϕ α ∈ E α in some Sobolev norms (see Proposition 3.4) . Again, such estimates rely on the regularity properties of the collision operator Q + . Notice also that the spectral properties of the linearized operator L have been investigated recently in [18] where it is shown that the linearized operator shares the same spectral features in the weighted L 1 -space X than in the more classical space L 2 (R d , M −1 (v)dv) (in which the self-adjointness of L allows easier computations of its spectrum). The proof of this second step is achieved in Section 3 and, more precisely, in Sections 3.1, which deals with the Boltzmann limit, and 3.2 which addresses the non-quantitative proof of the uniqueness result.
Finally, the proof of of the third above step, as already mentioned is simply based upon a nonlinear estimate on ψ α − M Y of the form
for some positive constants c i > 0, i = 1, 2 and for α small enough. Such a nonlinear estimate is provided in Section 3.3. Notice that, as in [5] and in contrast with the reference [17] on granular gases, our approach on the quantitative estimates comes a posteriori (in the sense that quantitative estimates are deduced from the uniqueness result whereas, in [17] , the uniqueness result is already proved through quantitative estimates). The main difference between these two approaches is that the present one does not rely on any entropy estimates.
The paper is ended by three appendices. In Appendix A we give a detailed proof of the regularity properties of the gain part operator Q + (g, f ) which, as already said, play a crucial role in our analysis of the regularity of the solution ψ α to (1.4). Then, in Appendix B, we briefly recall some of the main steps of the proof of the existence of the self-similar profile ψ α . This gives us also the opportunity to sharpen slightly the constants appearing in Theorem 1.1 with respect to [6] . In this appendix, we also investigate the regularity properties of the solution to the timedependent version of (1.4) introduced in [6] . These results have their own interest and illustrates the robustness of the method developed in Section 2.3 to investigate the Sobolev regularity of the steady solution ψ α . Finally, Appendix C recalls some useful interpolations inequalities that are repeatedly used in the paper. 
We shall also use weighted Sobolev spaces H s η (R d ) (s ∈ R + , η ∈ R). When s ∈ N, they are defined by the norm
and |ℓ| = ℓ 1 + . . . + ℓ d . Then, the definition is extended to real positive values of s by interpolation. For negative value of s, one defines
A posteriori estimates on ψ α
In all the sequel, for any α ∈ (0, α 1 ), ψ α ∈ E α denotes a solution to
which satisfies (1.5) where A ψα and B ψα are given by (1.6). Let us note that A ψα and B ψα have no sign. However,
Notice that
2.1. Uniform moments estimates. We establish several a posteriori estimates on ψ α ∈ E α , uniform with respect to the parameter α. We first introduce several notations. For any k 0, let us introduce the moment of order 2k as
One has first the obvious uniform estimates Lemma 2.1. For any α ∈ (0, α 1 ) and any ψ α ∈ E α one has
Proposition 2.2. For any α ⋆ < α 1 , one has ,
where M k depends only on α ⋆ and k 0.
Proof. The proof follows from the computations made in [6, Proposition 3.4]; we sketch only the main steps for the sake of completeness. Let α α ⋆ and ψ α ∈ E α . One has, for any k 0,
and, in particular, 
This inequality shall be useful in next section.
2.2. High-energy tails for the steady solution. We are interested here in estimating the high-energy tails of the solution ψ α . In all the sequel, α ⋆ < α 1 is fixed. Namely, we have the following Proposition 2.5. There exist some constants A > 0 and M > 0 such that, for any α ∈ (0, α ⋆ ] and any ψ α ∈ E α , one has
Proof. We adapt here the strategy of [9, 7] . Formally, we have
where M k (ψ α ) is defined by (2.2). In order to prove Proposition 2.5, it is sufficient to show that the series in the right hand side has a positive and finite radius of convergence. By the Cauchy-Hadamard theorem, it suffices to prove the existence of some uniform constant C > 0 such that for any α ∈ (0, α ⋆ ] and any ψ α ∈ E α ,
Let us now introduce the renormalized moments
where Γ denotes the Gamma function and γ > 0 is a constant (to be fixed later on). Thereby, we are thus led to show the existence of some constants γ > 0 and K > 0 such that for any 
Consequently, by [9, Lemma 4]
where C = C(γ) does not depend on p and
We have β p (α) = (1 − α)̺ p where ̺ p is defined by (B.6). It is easily checked that
Let γ ∈ (0, 1). There exist some constants c 1 , c 2 , c 3 > 0 such that for p 3/2,
Let k 0 ∈ N and K ∈ R satisfying k 0 3,
It follows from Proposition 2.2 that such a K exists. We now proceed by induction to prove that (2.6) holds. For k k 0 , it readily follows from the definition of K. Let k * k 0 . Assume that (2.6) holds for any k k * . Then, taking p = k * 2 in the above inequality (2.7) and noting that Z k * 2 (ψ α ) only involves renormalized moments z j/2 (ψ α ) for j k * , we may use the induction hypothesis and we get
whence (2.6).
2.3.
Regularity of the steady state. We investigate here the regularity of any nonnegative solution ψ α to (1.4). We begin with showing uniform L 2 k -estimates of ψ α : Proposition 2.6. For any k 0, one has
Proof. For given k 0, we multiply (1.4) by ψ α (ξ) ξ 2k and integrate over R d . Then, one obtains
One notices that
and we obtain
Now, according to [1, Corollary 2.2], for any ε ∈ (0, 1), there exists C ε > 0 such that
and, using Prop. 2.2, one sees that
where
do not depend on α. We first consider the case k = 0 and then k > 0.
• First step: k = 0. We look now for conditions on α ensuring that
Now, by Lemma 2.1, one has b ψα 1 √ 2 a ψα and it is enough to estimate
As in [6, Section 4], we compound ψ α 2 L 2 and a ψα into a unique integral to get
and therefore, with (2.5),
. Thus
But, α 1 α = min(α 2 , α 0 ) by Lemma B.2 and Proposition B.5. Thus, choosing α ⋆ < α 1 and ε η 2 (α ⋆ )C 0 /4, we get for any α ∈ (0, α ⋆ ),
where the constants are independent of α. This completes the proof of (2.8) for k = 0.
• Second step: k > 0. Using (2.5), (2.10), Remark 2.3 and bounding the
. Now, choosing ε such that 2εM k C 0 we get the existence of some positive constants
Now, one uses the fact that, for any R > 0,
and, since sup α∈(0,α⋆) sup ψα∈Eα ψ α L 2 < ∞, one can choose R > 0 large enough so that
The conclusion follows easily since 1 + 1/d < 2.
We extend now these estimates to general H m k estimates. The key argument is the regularity of Q + obtained recently in [5] 
(2.13)
The proof of this result, for general dimension d, is given in Appendix A. One then has Theorem 2.8. Settinĝ
where C 0 > 0 is the constant from (2.5), one has, for any integer m 0 and any
Proof. In several steps of the proof, we shall resort to the following way of estimating weighted L 1 -norms by L 2 -norms with higher order weights:
where the universal constant M µ is given by [5, Theorem 3.6] , the proof uses induction over m. Namely, Proposition 2.6 shows that the result is true if m = 0 since α * < α 1 is arbitrary. Let then m 1 and 0 < α m <α m be fixed. Assume that for any 0 n m − 1, for any k 0 and for any δ > 0, there exists C n,k > 0 such that
Note that α m <α n for any 0 n m. We then deduce from Lemma C.1 and (2.15) that for any real number
Let now ℓ be a given multi-index with |ℓ| = m and let k 0. For simplicity, set
Since ψ α is a solution to (
where we simply noticed that
. Multiplying this last identity by F ℓ (ξ) ξ 2k and integrating over R d yields, as above,
Let us now estimate the integral involving Q − . Noticing that
For any ν with ν = ℓ, there exists i 0 ∈ {1, . . . , d} such that ℓ i 0 − ν i 0 1 and integration by parts yields
Thus, estimating the L 1 norm by some weighted L 2 norm thanks to (2.14) (with µ = d/2 for simplicity) we get
for some universal constant C > 0 independent of α. From the induction hypothesis (2.15), this last quantity is uniformly bounded and using Cauchy-Schwarz inequality we obtain
for some positive constant C k,m independent of α. Second, whenever ν = ℓ one has
Therefore, according to (2.5), we get the lower bound
Estimates (2.18) and (2.19) together with (2.17) yield then
where we simply bounded (1 − α) by 1. Let us assume now that k 1/2. One has
One can use Theorem 2.7 with
) and the uniform L 1 k bounds to get, for any ε > 0, the existence of some positive constants C 1 (ε, k, m) > 0 and C 2 (k) > 0 such that, for any α ∈ (0, α m ),
Summing (2.20) over all ℓ ∈ N d such that |ℓ| = m, we deduce that, for some C 2 (k, m) > 0,
we get finally
where C 3 (k, m) > 0 is a positive constant independent of α. Recall that
At this stage, we first consider the case of small k. Namely, let us assume that
Then, neglecting all the terms involving b ψα , one has
Consequently, one sees that, for any α ∈ (0, α m ], (2.21) yields
In particular, for any k m + d 2 , one has sup
We now turn back to (2.21) for any k > d 2 + m. Bounding as in Prop. 2.6 the absolute value of |A ψα | and |B ψα | uniformly with respect to α, we see that there exist positive constants
Now, arguing as in the proof of Prop. 2.6, one has, for any R > 0,
Choosing R > 0 big enough and using (2.22) completes the proof. One deduces directly from Sobolev inequalities the following uniform L ∞ bound. 2.4. High-energy tails for difference of steady solutions. Now we established the regularity of ψ α , we can extend Proposition 2.5 to the high-energy tails to the first order derivative of ψ α . Namely Lemma 2.10. Let α 1 ∈ (0,α 1 ) whereα 1 is defined in Theorem 2.8. There exist some uniform constant C > 0 and γ ∈ (0, 1) such that for any α ∈ (0, α 1 ] and any ψ α ∈ E α ,
As a consequence, there exist some constants A 1 > 0 and M 1 > 0 such that, for any α ∈ (0, α 1 ] and any ψ α ∈ E α , one has
Proof. The proof follows the strategy of Prop. 2.5 and exploits some of the results of [3] . First, with the notations of Theorem 2.8, for any α 1 ∈ (0,α 1 ), for any k 0, there exists M > 1 such that, for any α ∈ (0, α 1 ] and any ψ α ∈ E α , ψ α H 1 k M . In particular, by a simple use of Cauchy-Schwarz inequality, for any k 0
For any fixed α ∈ (0, α 1 ) and any solution ψ α ∈ E α we denote (omitting for simplicity the dependence with respect to α), for p 1,
For any fixed j ∈ {1, . . . , d}, set
and, for any p 3/2, multiplying this identity by sign(Ψ j (ξ)) |ξ| 2p and integrating over R d , one gets
where we used the fact that
and using (2.1), one checks easily that
Now, using Jensen's inequality
while it is easy to check that
Therefore,
According to [3, Lemma 6] , one can estimate this last integral as follows: there is some universal constant η > 0 such that
and ̺ p is defined in (B.6). Neglecting the term involving a ψα 0 and since b ψα b for some
2 independent of α (see Lemma 2.1 and Prop. 2.2) we obtain from (2.24)
where, as in Proposition 2.5,
uniformly with respect to α. We introduce the renormalized moments
where Γ denotes the Gamma function and γ ∈ (0, 1) is a constant. We proved in (2.6) that there exist some constants γ ∈ (0, 1) and K > 0 such that for any α ∈ (0, α ⋆ ] and any ψ α ∈ E α ,
Moreover, reproducing the arguments of both [9, Lemma 4] and [3, Lemma 7] , there exists some positive constant A depending only on γ such that
Arguing as in the proof of Proposition 2.5 and using (2.26), for any α ∈ (0, α ⋆ ), there exist positive constants c i , i = 1, . . . , 4 such that
Let us show then that there exists C K such that
One argues as in Proposition 2.5. Namely, choose k 0 ∈ N large enough so that
and let C K > 1 be such that
Thanks to (2.23), such a C exists and let us prove by induction that (2.28) holds. If k k 0 , it readily holds by definition of C. Let now k * k 0 and assume that (2.28) holds for any k k * . Then, taking k = k * in the above inequality (2.27) and since
for k k * , we may use the induction hypothesis to get first that Z
This proves the result.
Thanks to the above technical Lemma, we are in position to extend Proposition 2.5 to the difference of two solutions as in [17, Proposition 2.7, Step 1] Proposition 2.11. Let α 1 ∈ (0,α 1 ) whereα 1 is defined in Theorem 2.8. There exist some positive constants r > 0 and M > 0 such that
Proof. Let α ∈ (0, α 1 ] and ψ α,i ∈ E α , for i = 1, 2. Then, for i ∈ {1, 2}, ψ α,i satisfies
where A i α and B i α are defined by (1.6) with ψ α obviously replaced by ψ α,i , i = 1, 2. We set g α = ψ α,1 − ψ α,2 and s α = ψ α,1 + ψ α,2 .
Clearly, g α satisfies
Multiplying the previous equation by ϕ(ξ) = |ξ| 2p sign(g α (ξ)) and integrating over R d , we get, after an integration by parts,
Thanks to the pre/post-collisionnal change of variables, we have
where, for any function f , we use the shorthand notations f = f (ξ),
by [6, Lemma 3.1] with ̺ p defined by (B.6). Setting β p (α) = (1 − α)̺ p , we then deduce from the Jensen's inequality, the estimate |ξ − ξ * | |ξ| + |ξ * | and [9, Lemma 2] that
where we recall that, for any ϕ 0,
Moreover, by Proposition 2.2, there exists some constant C > 0 depending only on d such that
Thus, there is C > 0 (independent of p) such that
Let γ ∈ (0, 1). Introducing renormalized moments
,
and gathering (2.32), (2.33) and (2.34), we obtain, thanks to [9, Lemma 4] , the existence of a constant C γ depending only on γ such that
Then, for p 1, α(p − 1) a 1 α δ p 0 and by Lemma 2.1, b 1 α is bounded uniformly in α. Thus, arguing as in the proof of Proposition 2.5, there exist some constants c 1 , c 2 , c 3 , c 4 , c 5 > 0 such that, for p 3/2,
According to Proposition 2.5 and Lemma 2.10, if γ ∈ (0, 1), there exists Λ > 0 such that
Therefore, (2.35) reads
One concludes then as in the proofs of Proposition 2.5 and Lemma 2.10 (details are left to the reader).
3. Uniqueness and convergence results 3.1. Boltzmann limit. On the basis of the results of the previous section, we can prove the convergence of any solution ψ α ∈ E α towards the normalized Maxwellian M given by (1.7). Namely, we have the following convergence result: , to ψ 0 (notice that, at this stage, the limit function ψ 0 may depend on the choice of m and k 0 ). Using the decay of ψ α guaranteed by the polynomially weighted Sobolev estimates, we can prove easily as in [5, Theorem 4.1] that the convergence is strong in H 1 k for any 0 k < k 0 : lim
It remains therefore to identify the limit ψ 0 . Since, for any α ∈ (0, α † m ), ψ α satisfies (1.4), one gets that
Now, according to Remark 2.3, one sees that there exists C > 0 such that
and, using the uniform Sobolev estimates provided by Theorem 2.8, one sees there exists
In particular,
By Theorem A.4, there is some positive constants C 2 (independent of α) such that
and, thanks to Propositions 2.2 and 2.6, there exists C 3 > 0 so that (3.2) reads
is converging to M for the H 1 k topology. Arguing in the very same way we can prove that the convergence actually holds in any weighted Sobolev space H m k , k 0 and m 0.
Remark 3.2. Because of the use of some compactness argument, the above convergence result is clearly non quantitative, i.e. no indication about the rate of convergence is provided.
As in [5, Corollary 4.2], the above convergence in Sobolev spaces can be extended easily to weighted L 1 -spaces with exponential weights. Namely, for any a 0, let
Then, one has the following result (we refer to [5, Corollary 4.2] for a proof which uses simple interpolation together with Proposition 2.5):
Corollary 3.3. For any a ∈ [0, A/2) (where A is given by Proposition 2.5) and any
Uniqueness. We will now deduce from the above (non quantitative) convergence result that the set E α actually reduces to a singleton whenever α is small enough. Before proving such a result, we first establish some important estimate on the difference between two solutions to (1.4):
for any ψ α,i ∈ E α , i = 1, 2.
Proof. The proof uses some of the arguments of Theorem 2.8 and follows the method of [17, Proposition 2.7] . For a given α ∈ (0, α ⋆ ), let ψ α,1 and ψ α,2 be two elements of E α . Set
with G α defined by (2.31).
First step: N = 0. We actually prove here a stronger estimate than (3.3). Namely, we show that there exists α ‡ 0 > 0 such that for any k 0, there exists C k > 0 such that:
where k * = max(1 + k, 3). Fix α 1 ∈ (0,α 1 ) and k 0 (see Theorem 2.8 for the definition ofα 1 ). Multiplying (3.4) by g α (ξ) ξ 2k and integrating over R d , we get
and
Let us estimate these three terms separately. One has
Now one easily gets that there exists C > 0 such that
We deduce from (3.7) and Theorem 2.8 the existence of some constant C 1 > 0 such that
On the other hand, by virtue of Theorem A.4
where, for d 3,
Finally, by virtue of Proposition 2.6, the norms involving ψ α,i i = 1, 2 are uniformly bounded with respect to α so that there exists C 2 > 0 so that
To deal with the last term, one has
and, according to Proposition 2.6, there exists C 3 > 0 such that
Now, according to (2.5), one has
Therefore, collecting (3.6), (3.8), (3.9), (3.10) and (3.11), one gets
As in the proof of Proposition 2.6, we first consider the case k = 0 and then k > 0. When k = 0, we deduce from (2.11) that
by virtue of Lemma 2.1. Therefore, one gets
) −1 , we have,
whence (3.5) for k = 0. For k > 0, using Remark 2.3 and bounding the L 2 k−1 norm by the L 2 k one, (3.12) leads to
for some constantC k > 0 independent of α ∈ (0, α 1 ). Now, one uses the fact that, for any R > 0,
and one can choose R > 0 large enough so thatC k R −1 = C 0 /2 to obtain
Since we have already proved (3.5) for k = 0, we easily deduce that (3.5) holds for any k 0.
Second step: N > 0. For larger N , one proves the result by induction using now Theorem 2.7. Namely, let N 1 be fixed and assume that for any 0 n N − 1, there exist α ‡ n > 0, q(n) > 0 and C n > 0 such that
for any ψ α,i ∈ E α , i = 1, 2. Let now ℓ be a given multi-index with |ℓ| = N and set G ℓ = ∂ ℓ g α . From (3.4), G ℓ satisfies
Multiplying this identity by G ℓ and integrating over R d yields, as above,
Recall, as in the proof of Theorem 2.8, that
and, for ν = ℓ, one has
thanks to (2.5). Thus,
As in Theorem 2.8 (see Eq. (2.18)), one obtains
for some positive constant C > 0 depending only on uniform weighted L 2 -norms of ∂ σ ψ α,1 (with |σ| < |ℓ|). Therefore, thanks to the induction hypothesis, there is C 1 > 0 such that
Now, in the same way
where σ = (σ 1 , . . . , σ d ) is defined with
For ν = ℓ, we have directly
so that, thanks to the uniform bounds on the derivatives of ψ α,2 provided by Theorem 2.8, there exists C > 0 so that
Now, thanks to Bouchut-Desvillettes estimates for Q + (see Theorem A.5), Theorem 2.8 and Lemma C.1 it is easy to deduce that
for some positive constant C > 0 depending on uniform weighted H
and L 1 norms of both ψ α,1 and ψ α,2 . Finally,
so that, as in Theorem 2.8,
for some positive constant c > 0. Gathering all theses estimates, we obtain the existence of a positive constant C > 0 such that
Now, estimating the L 1 norms by weighted L 2 norms as above and using Lemma C.1, we get that there exists q > 0 so that
N small enough (but explicit), the above lefthand side can be bounded from below by
Now, using Lemma C.1 in Appendix (see also Remark C.3) with s 2 = k 1 = 0 and s = N − 1, s 1 = N , we get that there exists C > 0 such that
Moreover, according to Step 1, up to reduce α ‡ N again (so that α ‡ N α ‡ 0 ), one sees easily that there exists q(N ) > 0 and c = c(q, N ) > 0 such that
Gathering all this, one obtains the existence of some constant C > 0 so that
and this concludes the proof thanks to the induction hypothesis.
We have the following consequence of the above estimate (we refer to [5, Proposition 3.8] for the proof which uses simple interpolation combined with Proposition 2.11): 
We introduce here the spaces
, where a > 0 is small enough (the precise range of parameters will be specified when needed). We recall here the continuity properties of Q ± in this space: there exists
In this space, let us introduce the Boltzmann linearized operator L :
M is the Maxwellian distribution defined in (1.7) . The spectral analysis of L in the space X is by now well-documented [18, 7] and 0 is a simple eigenvalue of L associated to the null set
while L admits a positive spectral gap ν > 0. In particular, if
and L is invertible from Y to X and there exists some explicit c 0 :
With this in hands, one can prove the following (non quantitative) uniqueness result Proposition 3.6. There exists some α ♯ such that the set E α reduces to a singleton for any
there exists a unique solution ψ α to (1.4) that satisfies (1.5).
Proof. The proof, as explained in the introduction, follows an approach initiated in [17] and revisited (and somehow simplified) in [5, 7] . We shall work in the above spaces X = L 1 (m a ) and Y = L 1 1 (m a ) with a ∈ (0, min{A/2, A 1 , r/12}) where A, A 1 and r are given respectively by Proposition 2.5, Lemma 2.10 and Corollary 3.5. For any α ∈ (0, α ⋆ ), let as above ψ α,1 and ψ α,2 be two elements of E α , i.e. ψ α,i satisfies (2.29) for i = 1, 2 and set
According to Proposition 2.11, g α ∈ Y and, since both ψ α,1 and ψ α,2 satisfy (1.5), one actually has g α ∈ Y.
Moreover, g α satisfies (3.4) from which we easily check that
We compute then the
According to the continuity estimate (3.14), one easily sees that there exists C > 0 such that
Moreover, according to Remark 2.3, one also has
Finally, thanks to Proposition 2.5, Lemma 2.10 together with (3.7), there exist some explicit δ ∈ (0, α ⋆ ) and some positive constant C > 0 so that
Gathering all these estimates, we deduce from (3.16) that there is some µ ∈ (0, δ) and some positive constant C > 0 independent of α so that
where we used (3.13) to bound the W 1,1 1 (m a ) norm of g α by its Y norm. Now, according to Corollary 3.3, for any ε > 0, there exists α ε > 0 so that
from which we get that
Now, from (3.15), recalling that g α ∈ Y, one obtains
Therefore, choosing ε > 0 and α small enough so that C(α + ε) < c 0 , one gets that g α Y = 0 which proves the result.
3.3.
Quantitative version of the uniqueness result. Notice that, because of the method of proof which uses Theorem 2.8, the above parameter α ♯ is not explicit and depends on the rate of convergence of ψ α towards M. As in [5] , it is enough to estimate the rate of convergence towards M to get some explicit estimate of α ♯ . This is the object of the following Proposition 3.7. There exist an explicit δ † and some explicit κ > 0 such that
Proof. Let a < min{A, A 1 } where A and A 1 are given respectively by Proposition 2.5 and Lemma 2.10. As in [5] , the idea of the proof is to find a nonlinear estimate for ψ α − M L 1 (ma) . Namely, let α ∈ (0, α ⋆ ) and ψ α ∈ E α be given. One simply notices that, since Q(M, M) = 0,
where we used the continuity property of Q ± in (3.14) together with Remark 2.3. Now, thanks to Proposition 2.5 and Lemma 2.10, one sees that, for some explicit δ > 0, sup α∈(0,δ) ψ α W 1,1 1 (ma) < ∞ from which we see that there exist two positive constants c 1 , c 2 > 0 such that
where we also used (3.15) by noticing that ψ α − M ∈ Y. Now, since lim α→0 ψ α − M Y = 0, there exists some δ † < δ (non explicit at this state) such that
and estimate (3.17) becomes
Such an estimates provides actually an explicit estimate for δ † since the optimal parameter δ † is the one for which the two last estimates are identity yielding δ † = 1 4c 1 c 2 . Since both c 1 and c 2 are explicitly computable, we get our result with κ = 2c 2 .
With this in hands, one can complete the proof of Theorem 1.4
Proof of Theorem 1.4. As already explained, the only non quantitative estimate in the proof of Proposition 3.6 was the convergence of ψ α,i towards M. This is made explicit by the above Proposition from which we conclude, as in [5, Theorem 4.9] , that the parameter α ♯ is explicitly computable. Details are omitted.
Appendix A. Regularity properties of Q + revisited
We prove in this section the regularity result Theorem 2.7. The proof follows the paths of the similar result established in [5, Theorem 2.5] in dimension d = 3 for the collision operator associated to inelastic collisions. The proof is simpler here since we are dealing with elastic interactions, however, the result differs in some points since we are dealing with dimension d arbitrary: the case d = 3 is very peculiar since exactly one derivative is gained. In general dimension d, the regularizing properties concern d−1 2 derivative. The proof given in [5] extends the results and is inspired, in several aspects, by the results of [19] dealing with smooth kernels that are not compactly supported: in such a case, the price to pay for the control of large velocities consists in additional moments estimates. The starting point is a suitable Carleman representation of the gain part of Q + .
A.1. Carleman representation. Let B(u, σ) be a collision kernel of the form
where u = u/|u|, Φ(·) 0 and b(·) 0 satisfies b L 1 (S d−1 ) = 1. Let us introduce the associated gain part of the collision operator:
Let us also introduce the following linear operator Γ B given by
where dπ z is the Lebesgue measure in the hyperplane x ⊥ perpendicular to x and
Then, one has the following Carleman representation Lemma A.1. For any velocity distribution functions f, g one has
Proof. The proof is rather standard and can be found in several places (see for instance [4, Lemma 4.1]); we recall it here for the sake of completeness. Notice simply that, for any test-function ϕ,
Using then the general identity
valid for any given function F we obtain
where we set u = z + x. Keeping x fixed, we remove the Dirac mass using the identity
and obtain
which is the desired result.
Remark A.2. Notice that, from the above representation, one sees that
A.2. Regularity properties for cut-off collision kernels. For this section we assume that the kernel B(u, σ) satisfies: 1) and Φ(r) = 0 for r < ǫ r for r > 2ǫ, (A. 4) for some ǫ > 0.
Lemma A.3. Assume that the collision kernel B(u, σ) satisfies assumption (A.4). Then, for any s
with κ > 3/2 and where the constant C = C(s, B, ǫ) depends only on s and on the collision kernel B.
Proof. There is no loss of generality in assuming that
2 is an integer. Indeed the general case shall follow thanks to interpolation. The proof of this estimate follows the approach given in [19, Theorem 3 .1] where a similar estimate has been obtained, for κ = 0, under the additional assumption that Φ(·) has support in [ǫ, M ] with M < ∞. Our proof will consist essentially in proving that the weighted estimate (i.e. with κ > 0) allows to take into account large velocities. First, one notices that the representation formula (A.3) together with Minkowski's inequality leads to
k , for all N ∈ N and any k 0, the lemma would follow from Γ B (f )
Since we assumed that s +
and |ℓ| = ℓ 1 + . . . + ℓ d . Changing coordinates, we get
It follows from (A.7) that, for j ∈ {1, . . . , d},
Thus, by induction, we deduce from (A.7) and the above equality that
One easily checks that for any sufficiently smooth function ψ and for any p ∈ N,
Thus, defining
we get
Now, for any sufficiently smooth functions ψ and ϕ and for any i ∈ N, we have
Consequently, setting
we obtain
We introduce the radial Fourier transform RF[h] for a function h defined on R × S d−1 and the Fourier transform F in R d with the formulas
The Plancherel theorem then implies that
Then, as in [19] , we have
where κ ∈ R shall be fixed later on and
Consequently, setting ξ = rσ, since drdσ = |ξ| −(d−1) dξ we get
Splitting the above integral according to |ξ| 1 and |ξ| > 1, one gets, as in [19, p. 183-184] ,
for two positive constants C 1 (depending only on d) and C 2 (depending on d and k). By CauchySchwartz inequality, we have
By [19, Lemma A.5] , we obtain for
This finally leads to (A.6) with
(A.10) To conclude, it remains only to check that the above quantity is indeed finite, i.e.
for any multi-index ℓ and any integers i, k with 0
2 . This leads us to investigate the regularity and integrability properties of the mapping
2 , D ℓ and g are defined by (A.8) and (A.9) respectively. Observe that
Because of our cut-off assumptions (A.4), b(1−2x 2 ) = 0 for |x| δ for some δ > 0 and Φ(|u|) = 0 for |u| < ǫ. Thus, for any ω ∈ S d−1 , F ω is well-defined and belongs to C ∞ (R d ). Hence, it suffices to investigate the integrability properties of the mapping F ω and of its derivatives for large values of u (uniformly with respect to ω). It is easy to check that any derivative (with respect to x) of b remains bounded on (−1, 1) while any u-derivative of R ω has a faster decay (for |u| → ∞) than R ω (u). It is then easy to check that
This achieves the proof.
A.3. Regularity properties for hard-spheres collision kernel. We now use the previous result for smooth collision kernels to estimate the regularity properties of Q + (f, g) for true hardspheres interactions. We first recall the following convolution-like estimates for Q + as established in [2] :
for some k ∈ R and let 1 p, q, r ∞ with 1/p + 1/q = 1 + 1/r. Then, for any η 0, there exists C p,r,η,k (b) such that
where the constant C r,p,η,k (b) is given by
for some numerical constant c k,η,r (d) independent of b and where r ′ , p ′ , q ′ are the conjugate exponents of r, p, q respectively.
We can combine Theorem A.4 together with the estimates of the previous section to prove Theorem 2.7
Proof of Theorem 2.7. Notice that, for hard-spheres interactions, one has B(u, σ) = Φ(|u|)b( u·σ) with Φ(|u|) = |u| ∈ L ∞ −1 and b(x) = b d is constant for any x ∈ (−1, 1). In particular, for any η 0, both the constant C 2,1,η,1 (b) and C 2,2,η,1 (b) appearing in (A.11) are finite. Let us now fix η 0 and ε > 0 and split the kernel into four pieces
with the following properties:
(i) b S and Φ S are smooth satisfying the assumptions of the previous Section.
is the angular remainder satisfying
.
Notice that Φ S ∈ L ∞ −1 while Φ R ∈ L ∞ . Notice that, in contrast to previous approaches, the last point is made possible because Φ S (|u|) = |u| for large |u| which makes Φ R compactly supported. Thus, on the basis of relation (A.12), one splits Q + into the following four parts,
We shall then deal separately with each of these parts. We prove the result for s such that
The general case will follow by interpolation. First, we know from Lemma A.3 that, for µ > 3/2, Q
Second, we estimate Q + SR . Since
for any multi-index ℓ with |ℓ| s + d−1 2 , one gets 
where we used the assumption (ii) with the fact that Φ S L ∞ −1
1. Using the general estimate (2.14) with µ = 1/2 for simplicity and since |ℓ| s +
for some constant A s > 0 depending only on s. In the case |ℓ| = s + d−1 2 , argue in the same way to obtain Q
for any 0 < |ν| < |ℓ|. If ν = 0 one still has
additionally, for ν = ℓ we use Theorem A.4 with (p, q) = (2, 1) to get
On the other hand, as in the proof of [6, Lemma 3.10], one has
for some constant C > 0. Consequently, it follows from (B.8) that there exists some constant C 0 > 0 such that
The next step for proving the existence of a steady state is to prove propagation and estimates on L p -norms of the solution ψ. This is the object of the following in which, with respect to [6, Theorem 1.6] we sharpen the range of parameters for which uniform estimates would hold true:
Proof. Multiplying (B.1) by 2ψ(t, ξ) and integrating over R d , we get
Now performing the same manipulations as in the proof of Proposition 2.6 in the case k = 0, choosing ε η 2 (α)C 0 /4 where C 0 is now given by (B.9) and setting α = min(α 2 , α 0 ) where α 2 is defined in (2.12), we get for any α ∈ (0, α),
for some positive constant K independent of α.
Remark B.3. Whenever d = 3, one has α 2 ≃ .401. In particular, α 2 α 0 .
These uniform estimates on the moments and the L 2 -norm of the solution enable us to get weak-compactness in L 1 (R d ) thanks to the Dunford-Pettis theorem. It remains now to identify a subset of L 1 (R d ) that is left invariant by the evolution semi-group (S t ) t 0 governing (B.1). We thus investigate the regularity properties of the solution to the time-dependent annihilation equation (B.1)-(B.2). We show in particular how the approach used in Section 2.3 for the steady solution ψ α is robust enough to cover regularity properties of time-dependent solutions to (B.1).
We begin with the propagation of weighted L 2 -norms in the spirit of Proposition 2.6:
Proof. We only consider here the case k > 0 since for k = 0, Proposition B.4 follows from Lemma B.2. The proof is nothing but a dynamic version of the proof of Prop. 2.6. Namely, multiply (B.1) by 2ψ(t, ξ) ξ 2k and integrate over R d . After an integration by parts, one gets
According to [6, Corollary 3.6] , since ψ 0 ∈ L 1
and, in turns,
On the other hand, we have
for some constant C > 0 and C 0 > 0. Thus, bounding the
for some constants C > 0 and M > 0 (depending on k). Now, choosing ε such that 2εM C 0 we get the existence of some positive constants C 1 > 0 and
and, since sup t 0 ψ(t) L 2 < ∞ by [6, Theorem 1.6], one can choose R > 0 large enough so that
We now prove the "propagation" of Sobolev regularity together with the creation of higherorder moments. We begin with first-order derivatives to illustrate the techniques: Proof. Again the proof is only a dynamic version of the proof of Theorem 2.8. For the solution ψ(t, ξ) to (B.1), we set G j (t, ξ) = ∂ j ψ(t, ξ) for j ∈ {1, . . . , d}. Then, G j satisfies
where one has ∂ j B α (ψ, ψ)(t, ξ) = (1 − α)∂ j Q + (ψ, ψ)(t, ξ) − Q − (ψ, G j )(t, ξ) − Q − (G j , ψ)(t, ξ).
For given q 1/2, we multiply this equation by 2 G j (t, ξ) ξ 2q and integrate over R d . Then, after an integration by parts and using (B.9), one obtains
Clearly, one has
. Now, using Theorem 2.7 with s = C ε ψ(t)
Since d 3, one estimates the H
3−d 2
q+1+δ norm by the L 2 q+1+δ norm and, using Proposition B.4 together with [6, Corollary 3.6], our assumptions on the initial datum implies that Therefore, for any ε > 0, there exists C 1 (ε, q) > 0 and C 2 (q) > 0 such that
One estimates the last integral in (B.14) as in the proof of Theorem 2.8; namely, an integration by parts yields |Q − (ψ, G j )(t, ξ)| = ψ(t, ξ)
∂ j ψ(t, ξ * )|ξ − ξ * | dξ * ψ(t, ξ) ψ(t) L 1 = ψ(t, ξ).
Then, Cauchy-Schwarz inequality yields
for some positive C q > 0 where we used the uniform bounds on the L 2 q -norm of ψ(t) provided by Proposition B.4. Recall that
while 2qB ψ (t) = −α q a ψ (t) + α q b ψ (t). Since q 1 + d 2 , one may neglect all the terms involving b ψ (t) to obtain the bound from below:
using the fact that a ψ (t) √ d for any t 0 (following the arguments of Lemma 2.1). Thus, (B.14) reads
where C q , C 1 (ε, q) and C 2 (q) are positive constants independent of α and t. Define, for any k 0, the semi-norm
Setting α 1 := min α,
and summing over all j ∈ {1, . . . , d}, we get
One sees that G ℓ satisfies ∂ t G ℓ (t, ξ) + A ψ (t)G ℓ (t, ξ) + B ψ (t) ∂ ℓ ξ (ξ · ∇ψ(t, ξ)) = ∂ ℓ ξ B α (ψ, ψ)(t, ξ).
Noticing that ∂ ℓ ξ (ξ · ∇ψ(t, ξ)) = ξ · ∇G ℓ (t, ξ) + |ℓ| G ℓ (t, ξ) we get ∂ t G ℓ (t, ξ) + [A ψ (t) + |ℓ| B ψ (t)] G ℓ (t, ξ) + B ψ (t) ξ · ∇G ℓ (t, ξ) = ∂ ℓ ξ B α (ψ, ψ)(t, ξ).
Given q 1/2, multiplying the above equation by ξ 2q G ℓ (t, ξ) and integrating over R d we get
Since q 1/2, one has
. Let δ ∈ (0, . Therefore, our assumption together with interpolation imply that there exist C 1 (ε, s 2 , q), C 2 (q) > 0 such that
C 1 (ε, s 2 , q) + ε C 2 (q)
and this shows that, for any ε > 0 , the terms involving b ψ (t) can be neglected to get
Remark C.2. The constant C > 0 is actually missing in the statement [19] but appears clearly from the method of proof.
Remark C.3. Clearly, using Young's inequality ab θa We also recall the following result from [17] Lemma C. 
Remark C.5. The above Lemma is stated in [17] for m(v) = exp(−a|v| s ) with a > 0 and s ∈ (0, 1) but the proof can be extended in a straightforward way to the case s = 1.
