Big data analysis has become a crucial part of new emerging technologies such as Internet of thing (IOT), cyber-physical analysis, deep learning, anomaly detection etc. Among many other techniques, dimensionality reduction plays a key role in such analyses and facilitate the procedure of feature selection and feature extraction. Randomized algorithms are efficient tools for handling big data tensors. They accelerate decomposing large-scale data tensors by reducing the computational complexity of deterministic algorithms and also reducing the communication among different levels of memory hierarchy which is a main bottleneck in modern computing environments and architectures. In this paper, we review recent advances in randomization for computation of Tucker decomposition and Higher Order SVD (HOSVD). We discuss both random projection and sampling approaches and also single-pass and multi-pass randomized algorithms and how they can be utilized in computation of Tucker decomposition and HOSVD. Simulations on real data including weight tensors of fully connected layers of pretrained VGG-16 and VGG-19 deep neural networks and also CIFAR-10 and CIFAR-100 datasets are provided to compare performance of some of the presented algorithms.
INTRODUCTION
Randomized algorithms are modified variants of deterministic algorithms for solving problems ranging from number theory to numerical analysis more efficiently and with lower computational complexity. Randomized algorithms are efficient tools for performing various tasks such as solving linear system of equations and least squares regression problem [1] , [2] , [3] , [4] , optimization [5] , [6] , [7] , [8] , [9] , higher order subspace separation [10] , tensor reconstruction [11] , Robust PCA (RRPCA) [12] , [13] , [14] , [15] , matrix completion [16] , [17] , [18] , numerical analysis [19] , etc.
In recent years, there is a growing interest in developing randomized algorithms for different types of tensor and matrix decompositions. This is mainly because of potentials of such algorithms for handling big data tensors or matrices. More specifically, simulation results show that randomized algorithms are methods of choice in applications that a huge amount of data should be handled by reducing the computational complexity of deterministic algorithm counterparts and also reducing the communication among different levels of memories which is a main bottleneck in modern computing environments and architectures.
From one prospective, randomized algorithms for low-rank approximation can be divided into the following two categories [20] : a low-rank approximation of a given data (matrix or tensor) with a prior given rank.
• Fixed-precision randomized algorithm: For a given data tensor X and predefined precision ε, a low-rank tensor B is sought satisfying X − B F ≤ ε where . F is Frobenius norm of tensors, From another prospective, two alternative categories for randomized algorithms for low-rank approximation are 1 • Single-pass algorithms: In this kind of randomization, throughout the data processing, these algorithms pass the raw data once. This makes this category very efficient, especially when the data does not fit into the memory.
• Multi-plass algorithms: These algorithms need several passes over the raw data and can provide a better accuracy, see Figure 1 .
The main goal in randomization for low-rank matrix approximation is capturing column or row space of underlying matrices. To achieve this, also there exist two categories called sampling and random projection techniques (to be discussed later, see Section 3).
In this paper, we focus on the task of low multiliear rank or Tucker rank approximation of tensors [23] , [24] , [25] , [26] . It has found several applications such as reducing the number of parameters in deep neural networks [27] , [28] , handwritten digit classification [29] , computer vision [30] , recommender systems [31] , [32] , [33] , [34] , signal processing [35] , [36] , [37] etc. It should be noted that in case of matrices, i.e., second order tensors, Krylov subspace and rank revealing (RR) algorithms as deterministic approaches are often used to compute low-rank matrix approximation, however, Krylov subspace algorithms need to pass the raw data O(k) times where k is the number of iterations required to achieve a prescribed accuracy. This makes these algorithms inefficient for very large-scale data. In addition to that, these methods are also applicable only when the data matrix is structured, e.g., sparse so that the matrix-vector multiplication can be computed more efficiently. Also, parallelization of these algorithms is a challenging task and communications among memory hierarchy levels make the algorithms relatively slow. On the other hand, although the rank revealing algorithms such as RRQR decomposition [38] , strong RRQR decomposition [39] , RRLU decomposition [40] and strong RRLU decomposition [41] can be applied but these algorithms are still prohibitive for big data. However, randomized versions of these algorithms have also been proposed in [42] , [43] .
The choice of a randomized algorithm for low-rank approximation depends on the underlying dataset. There are mainly the following three different categories for data tensors (see Figure 2) • Standard data: Data that can be stored in RAM on a single workstation.
• Distributed data: Data that is too large and needs to be stored in one or several disks.
• Streaming data: Each part of the data is accessible just once and never visited again [44] .
It is worth mentioning that the presented algorithms in this paper are mainly well-suited for the computation of Tucker decomposition and HOSVD of the first or second kind of data tensors with the exception of two streaming algorithms 2 (Algo-2. It is also called on-line algorithms, incremental algorithms or distributed algorithms. rithm 19 and Algorithm 20) . Also constraints such as sparsity or nonnegativity can be imposed on factor matrices or the core tensor but these constrained tensor decompositions are not studied in this paper.
The procedure of mapping a tensor to a matrix is called unfolding, matricization or flattening, and the corresponding generated matrices are called unfolding or flattening matrices. In the context of tensor computations, unfolding matrices are of interest because of their applications in computing different types of tensor decompositions where low-rank approximations of these matrices are required in each step of the underlying algorithms. For example, it is known that the factor matrices of the Higher Order Singular Value Decomposition (HOSVD) or equivalently MultiLinear SVD (MLSVD) are computed via the left singular vectors of unfolding matrices [26] . The HOSVD is a direct generalization of the classical SVD of matrices where instead of rank, multilinear rank or Tucker rank is defined which is a tuple containing the rank of unfolding matrices along different modes.
The unfolding matrices make it possible to reduce tensor problems from multilinear space into linear space for which the efficient frameworks for matrices can be utilized. For instance, they can be used to construct algorithms for the best multilinear approximation of tensors [45] , [46] .
Unlike matrices, where the singular values of a matrix and its transpose are the same 3 , the singular values of unfolding matrices along different modes are not the same, but not completely independent. Since the decay rate of singular values of unfolding matrices plays a key role in low multilinear rank approximation of tensors, in [47] , [48] , a perturbation analysis is made for n-folding matrices. Also, a geometrical description of singular values of the n-mode unfolding matrices is presented in [49] which are used in the Tensor Train (TT) decomposition [50] and the Tensor Ring 4 (TR) decompositions [51] , [52] .
Obviously, depending on the dimensions of tensors, the unfolding matrices may have different structures. As a special case when I 1 ∼ = I 2 · · · ∼ = I N , the n-unfolding matrices are very wide and thin although we can generate a tensor with carefully tuned dimensions so that the unfolding matrices are of balanced sizes, i.e., the number of columns is approximately the same as the number of rows.
For computation of the HOSVD of structured tensors, specific algorithms have been developed. For instance, there are fast algorithms for the HOSVD of structured (symmetric, Toeplitz and Hankel) tensors [53] . A fast algorithm is proposed for the HOSVD of incomplete tensors in [54] . For sparse tensors, a scalable algorithm was developed in [55] .
Randomized algorithms have been proved to be appropriate tools to cope with very large matrices [19] , [42] , [56] , [57] . Because of the success of these algorithms in numerical linear algebra community, several attempts have been made to generalize them to multilinear algebra. Indeed, during past few years, a variety of randomized algorithms have been constructed to decompose large-scale tensors. For instance, Zhou and Cichocki proposed a randomized version of the HOOI algorithm [58] to compute an approximate HOSVD of very big tensors of low mulilinear rank [59] . Also, other randomized algorithms for the Tucker decomposition and the HOSVD can be found in [60] , [61] , [62] . In all of these algorithms, during the decomposition process, the low-rank approximation of unfolding matrices is required and instead of using the standard SVD or its variants, like truncated or economic version, randomized algorithms have been used to find such low-rank approximations.
The remainder of this paper is structured as follows. In Section 2, we introduce the preliminary concepts and notations that we need throughout the paper. Here, the Tucker decomposition and the HOSVD are briefly introduced and also basic concepts of randomization are presented. Randomized algorithms and related concepts and definitions are introduced in Section 3. In Section 4, we discuss and review a variety of randomized algorithms for the computation of the Tucker decomposition and the HOSVD. An application of the randomized HOSVD in fast computation of CPD is presented in Section 5. Simulations are provided in Section 6 to compare performance of some of the presented randomized algorithms.
PRELIMINARY CONCEPTS AND NOTATIONS
In this section, we present some concepts and notations that we need throughout the paper.
Tensors 5 , matrices and vectors are respectively denoted by underlined bold upper case letters, e.g., X, bold upper case letters, e.g., X and bold lower case letters, e.g., x. The number of indices or modes of a given tensor is called order.
The notations ⊗, , †, T denote the Kronecker product, the Khatri-Rao product, the Moore-Penrose pseudoinverse and the transpose of matrices, respectively. The Frobenius norm of tensors and spectral norm of matrices are respectively denoted by . F and . 2 . In the case of vectors, . 2 denotes the Euclidean norm.
There are several types of unfolding procedure including nunfolding and mode-n unfolding [63] . The first one is used in computation of the Tucker decomposition and the HOSVD.
Let X ∈ R I1×I2×···×I N is a given N th-order tensor, where I n , n = 1, 2, . . . , N are tensor dimensions, then the multi-index notation i 1 · · · i N , is used to group together a set of indices {i 1 , i 2 , . . . , i N } in the following manner
Although the unfolding operator can be defined in a general form (see [64] ), throughout this paper we are dealing with nunfolding defined as follows Given an N th-order tensor X ∈ R I1×I2×···×I N , then the n-unfolding matrix of tensor X is denoted by X (n) ∈ R In×I1···In−1In+1···I N , whose components are defined as follows
Tensors and matrices can be multiplied in different modes which have the same dimensions (sizes). This is called tensormatrix multiplication along mode n or n-mode (matrix) product of a tensor with a matrix and is a generalization of matrixmatrix multiplication. To be precise, let X ∈ R I1×I2×···×I N and B ∈ R J×In , then the tensor-matrix multiplication along mode 5 . Equivalently tensors are also called multidimensional arrays or multiways data. From this prospective, vectors and matrices are first order and second order tensors respectively. n is denoted by X × n B ∈ R I1×···×In−1×J×In+1×···×I N and defined as follows
for j = 1, 2, . . . , J. Assume that tensor X and two matrices A, B are of conforming sizes, then for the same mode we have X× n B× n A = X× n AB.
(
If a tensor is multiplied with several matrices along its different modes, then its mode-n unfolding can be computed as follows
(2) Tensor-vector multiplication along mode n or n-mode (vector) product of a tensor with a vector can also be defined analogously. Let X ∈ R I1×I2×···×I N is an N th-order tensor and y ∈ R In be a vector, then n-mode (vector) product of tensor X and vector y is an N − 1th-order tensor denoted by X×y ∈ R I1×···×In−1×In+1×···×I N and is defined as follows
In the sampling procedure as a kind of randomized algorithms (to be discussed later, see Section 3), the concept of column (or row) leverage score plays a key role in the accuracy of obtained solutions. Here we define this concept. Definition 1. [56] Given A ∈ R I×J , I < J, the leverage score of the j-th column of A is l j = V R (j, :) Note that the columns of V R are orthogonal but not their rows, and as a result in general l j , j = 1, 2, . . . , J are not necessarily equal to 1. It is not difficult to verify V T
An analogous definition of row leverage scores can be formulated using the top R left singular vectors.
We point out that column and row leverage scores indicate the importance of columns-(rows) in capturing the column-(row) space of a given matrix and as we mentioned earlier, this is the main goal in randomization. A closely related concept for sampling columns (rows) is the leverage score probability distribution [65] , which is defined as follows
where l j and R were introduced in Definition 1. The distribution (3), is concerned with column selection because of utilizing column leverage scores. Here, p j denotes the probability of choosing the j-th column among all columns. Clearly p j ≥ 0
The best existing random sampling algorithms use the leverage score probability distribution [66] but computation of the leverage scores is expensive because of the computation of SVD. In [66] , a fast and computationally efficient approach has been proposed for computing the leverage scores. In some applications we need interpretable low rank approximations, and columns should be taken from the original matrix. Here, in the first step, the leverage scores of underlying data matrix can be computed by randomized SVD. Afterwards, columns of the original data matrix are selected based on leverage score probability distribution.
A useful criterion to check whether uniform sampling approach provides satisfactory results or not is based on the concept of column (row) coherence. This concept is defined based on the column (row) leverage scores. The next definition presents the column coherence of matrices and the same definition can be stated for row matrix coherence. Definition 2. (column)-Coherence is the maximum column leverage score of X ∈ R I×J , i.e.,
where l i is the leverage score of the j-th column of X.
In next section we introduce Tucker decomposition and HOSVD and their main properties including existing algorithms for its computation.
Tucker Decomposition and Higher Order Singular Value Decomposition (HOSVD)
Let X ∈ R I1×I2×···×I N be a given tensor, then the Tucker decomposition of tensor X gives the following decomposition [23] , [24] , [25] 
where S ∈ R R1×R2×···×R N is a core tensor and Q (n) ∈ R In×Rn , R n ≤ I n , n = 1, 2, . . . , N are matrices. HOSVD or equivalently Multilinear SVD (MLSVD) is a constrained Tucker decomposition [26] that ensures the orthogonality of factor matrices and all-orthogonality of the core tensor 6 . Figure  3 , illustrates the HOSVD decomposition graphically.
Unlike the SVD, the core tensor S in general is not diagonal or even not nonnegative, but it has pseudo-diagonal property, which means that the Frobenius norm of slices in each mode is non-increasing as the index is increased [26] . Also, another interpretation of this concept is that the density of the core tesnor S is mainly concentrated one of corners (position (1, 1, · · · , 1)) and it decreases as the components move away from this corner.
Due to the pseudo-diagonality property of HOSVD which plays a role similar to singular values in the SVD, a truncated version of HOSVD is used in practice. To this end, first the orthogonal matrices Q (n) ∈ R In×Rn , n = 1, 2, . . . , N in (4) are computed through the truncated SVD (tSVD) or randomized SVD (rSVD) algorithms applying to the unfolding matrices
where V (n) ∈ R I1···In−1In+1···I N ×Rn , S n ∈ R Rn×Rn and R n is the numerical rank of unfolding matrix X (n) .
The truncated HOSVD does not provide the best multilinear rank approximation while a quasi-best approximation can be achieved [26] as follows
A tensor is called all-orthogonal if all its slices in each mode are mutually orthogonal [26] . where X best is the best multilinear rank approximation of the tensor X. Due to the orthogonality of factor matrices Q (n) ∈ R Rn×In , n = 1, 2, . . . , N , the core tensor can be computed as
The tuple (R 1 , R 2 , . . . , R N ) is called multilinear rank or Tucker rank of tensor X.
Example. For example, consider a 4th-order tensor X whose (i, j, k, h)-th components are X(i, j, k, h) = tanh (i + j + k + h) , for i, j, k, h ∈ {1, 2, . . . , 40}. This tensor has multi-linear rank (4, 4, 4, 4) which means that instead of storing the whole tensor with 40 4 components only 4 4 + 4 × (40 × 4) = 896 parameters are required to recover the whole tensor. The first quantity 4 4 is the number of elements of the core tensor and the second number 4 × (40 × 4) the number of elements of the four factor matrices of the HOSVD each of which is of size 40 × 4. Table 1 presents a list of such multivariate functions and their corresponding low multi-linear ranks. For a comprehensive list of such "low-rank" functions which arise in several applications we refer to [67] , [68] , [69] , [70] , [71] , [72] , [73] .
Substituting (5) in (4), we have
and this is a starting point in our analysis. Note that each factor matrix Q (n) ∈ R In×Rn is an orthonormal basis for the range of the unfolding matrix X (n) and Q (n) Q (n) T with property Q (n) T Q (n) = I n is an orthogonal projector onto the range of the unfolding matrix X (n) . Note that if the factor matrices Q (n) are not orthogonal and just have full column rank, then (5) and (6) are replaced with 7
7. If Q is full-rank then Q † Q = I, where I is identity matrix of conforming dimension. (45, 45, 45) and
where † is Moore-Penrose pseudoinverse operator. It is worth mentioning that if the dimension of a particular mode, say mode n, is relatively small, then we can ignore reduction in the mentioned mode or, equivalently, ignore its corresponding orthogonal matrix Q (n) and remove it from (6) and (8) . In view of (6) and (8), it is seen that to find an approximate HOSVD or an approximate Tucker decomposition, good approximations for the range of unfolding matrices are required. More precisely, the main problem is: How can we find a good approximation for the range of unfolding matrices X (n) , i.e., Q (n) ? This problem can be formally formulated as follows: Given a data tensor X ∈ R I1×I2×···×I N and tolerance , the problem is finding orthogonal matrices Q (n) ∈ R Rn×In , satisfying
and in the case when Q (n) are not orthogonal
We will return to these problems later in Section 4.
Sequentially Truncated HOSVD (STHOSVD) algorithm
A more efficient algorithm with less computational complexity for computing HOSVD is Sequentially Truncated HOSVD (STHOSVD) algorithm [74] . Instead of dealing with all unfolding matrices (all with the same size) and finding their low-rank approximations, this algorithm reduces the size of underlying unfolding matrices sequentially. More precisely, at each iteration of the algorithm, a new unfolding matrix which provides an approximation for a specific factor matrix has smaller size compared to the previous ones. This is differs from the conventional techniques under which all unfolding matrices have the same dimensions. This trick results in significant speed up with comparable accuracy or sometimes even better accuracy 8 .This procedure is described in Algorithm 1 [74] . Note that Algorithm 1, starts from the first mode and proceeds computing other factor matrices in ascending order but, other possible orderings can be also considered. 8 . Although there is no theoretical evidence establishing better accuracy of SHOSVD compared to HOSVD, numerical simulations highly support this. However, there are some examples for which HOSVD provides better accuracy compared to SHOSVD [74] .
Algorithm 1: Sequentially Truncated HOSVD (STHOSVD) Algorithm
Input : A tensor X ∈ R I1×I2×···×I N and a tolerance ; Output: Approximative representation of a tensor X X = [S, Q (1) , Q (2) , . . . , Q (N ) ] and multilinear rank (R 1 , R 2 , . . . , R N );
Higher Order Orthogonal Iteration (HOOI) algorithm
Unlike Yang-Eckart property for matrices [75] , neither truncated HOSVD (THOSVD) nor sequentially truncated HOSVD (STHOSVD) do not provide the best multilinear rank approximation of higher order tensors. Several algorithms have been developed for computation of the best multiliear rank approximation among which we can mention Newton-Grassmann algorithm [45] , Riemannian trust-region algorithm [76] , Higher-Order Orthogonal Iteration (HOOI) algorithm 9 [58] etc. HOOI algorithm is the simplest kind of these algorithms. It is based on the idea of Alternating Least Squares (ALS) technique where at the iteration all factor matrices are fixed except one and it is updated by solving a least-squares problem. To be precise, consider the Tucker decomposition as follows
and applying the unfolding operator along mode n on both sides of (11), we have
for n = 1, 2, . . . , N . Assume that the core tensor S and all factor matrices Q (i) , i = n, are known. The unknown factor matrix Q (n) can be computed by solving the following least-squares problem
where
It can be shown that the solution of the least-squares problem (12) is equivalent to finding R n leading singular vectors of Z (n) where
This procedure is repeated for all factor matrices Q (n) ∈ R In×Rn , n = 1, 2, . . . , N, where for computing a new factor matrix, the latest updated ones are used. After computation of all factor matrices, the core tensor S is updated in the following form
9. This algorithm is also known as Tucker-ALS algorithm.
This procedure is outlined in Algorithm 2 [58] . Since the randomized algorithms are applied to find a low rank approximation of unfolding matrices, in next section, we briefly introduce these algorithms.
Algorithm 2: HOOI Algorithm
Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative representation of a tensor in Tucker format (Improved approximation by Tucker-ALS) 1 Initialize factor matrices Q (2) , . . . , Q (N ) with HOSVD or random matrices; 2 while A stopping criterion is satisfied do 3 for n = 1, 2, . . . , N do
RANDOMIZED ALGORITHMS
Randomized algorithms are utilized for finding low rank approximation of very large-scale matrices X or X (n) using reasonable amounts of time and memory. These algorithms have found many applications in the area of machine learning and data mining, where we encounter very large-scale matrices with more than hundreds of millions nonzero entries. Clearly deterministic approaches are time-consuming in processing such data and here it is required to reduce both computational cost and also memory requirement of algorithms to process the data. Randomized algorithms can be used in such scenarios by finding a low approximation of unfolding matrix X = X (n) using the following formula
) are approximate orthonormal bases for the column and row spaces of matrix X . Remark 1. Since for an unfolding matrix X = X (n) the dimension of the second mode is usually much larger than the first mode, i.e., i =n I i I n , it is often enough to make reduction in the second mode and just consider Q = Q (1) in the approximation procedure. Because of this, in the rest of our paper we mostly consider this case.
The main steps of the randomized algorithms are • Replacing an extremely large-scale matrix with a new one of smaller size compared to the original one capturing either the column or row space of the original matrix as much as possible and with high probability. This step can be considered as a preprocessing step which makes reduction in the data.
• Applying classical deterministic algorithms such as truncated SVD or randomized SVD to the reduced data and finding its low rank approximation 10 .
• Recovering the SVD of the original matrix from the SVD of the compressed one.
The first step can be done by random projection strategy. The main idea of random projection is approximating the column (row) space of a given matrix by few new columns (rows) each of which is a linear combination of the columns (rows) of the original matrix, where the coefficients of linear combinations come from some probability distributions such as Gaussian, Bernoulli or uniform distribution 11 . It is also possible to project a matrix to both column and row spaces at the same time. However, if one dimension of the matrix is relatively small and the other is large, the projection is usually performed only with respect to the large dimension. This procedure can be performed by multiplying a given matrix by a random matrix from the right-hand or left-hand side. This is called random projection and it has been shown that this procedure preserves the Euclidean distance among the points approximately [78] , [79] . To be precise, let us consider matrix X and target rank R In the first stage of the random projection approach, we generate a random matrix Ω = [ω 1 , ω 2 , . . . , ω R ] ∈ R J×R whose components are independently taken from some probability distributions, e.g. Gaussian distribution and multiply matrix X with its columns as follows
The compact form of the relation (15) 
Matrix Y has smaller size than matrix X and gives an approximation for the range of the matrix X. Note that columns of the matrix Y are generally not orthogonal and to compute the orthogonal projection on Y, it is necessary to generate a new orthonormal basis for this matrix. This can be done by computing the QR decomposition of the matrix Y = QR and using the matrix Q as an orthonormal basis. The goal of this process is finding an approximate SVD of the matrix X. Since Q is an orthonormal basis for the range of matrix X, we have X ∼ = QQ T X.
Having computed the SVD of the matrix
Here note that B ∈ R R×J where R is much smaller than J and its SVD is much less expensive compared to the original matrix X. Also, if we do not need the SVD of the original matrix and just a low-rank approximation of it is required, this can be easily achieved by the following approximation
and this is called QB approximation. Remark 2. (Over sampling and power iteration methods) The oversampling and power iteration techniques can be used 10 . In [77] , randomization is also used in the second step. This is considered as a two-step randomized algorithm for Nystrm kernel matrix approximation. At the first step, authors use a sub-sampling approach after which they apply randomized SVD instead of deterministic SVD.
11. It is mentioned in [19] the difference among different random matrices is negligible. We have also confirmed this in our simulations.
to improve the solution accuracy of randomized algorithms. In the oversampling technique, we use additional random vectors (for example R + p random vectors instead of R random vectors) at the random projection step. The power iteration technique replaces matrix X by XX T q X (q is a nonnegative integer number) and randomized algorithms are applied to this new matrix. Since XX T q X = US 2q+1 V T , it is seen that the left and right singular vectors of the new matrix are the same as those of the matrix X but the singular values of the former have faster decay rate. This can improve the solution accuracy obtained by randomized algorithms. In practice, p = 5 and q = 1, 2 are enough to achieve a good accuracy [19] .
Remark 3. The most computationally expensive and timeconsuming part of the random projection technique is multiplication of the original matrix with the random matrix. In order to accelerate this step, structured random matrices can be used, for example sparse random matrices [80] , [81] and subsampled random Fourier transform (or SRFT) [82] , [83] , subsampled Hadamard transforms, sequence of Givens rotations [83] , [84] are established techniques and have been used extensively in the literature [85] .
Remark 4. Storing a random matrix requires a large storage space and tensor random projection (TRP) [86] is a simple technique to resolve this issue. It employs Khatri-Rao product operator of smaller random matrices to generate large random matrices. For example, to generate a matrix of size I 1 I 2 · · · I N × R which includes (I 1 I 2 · · · I N ) R components, the following random matrices are constructed
Here, each matrix Ω n is a random matrix with relatively small size and is the KhatriRao product. Such a method requires much less number of parameters N n=1 I n R compared to a large random matrix of size (I 1 I 2 · · · I N ) × R. KhatriRao product can be replaced by other operations. For example in [87] the Kronecker product has been used and all operations have been performed in Tensor Train matrix format.
The basic form of randomized SVD (BRSVD) algorithm equipped with oversampling and power iteration strategies is outlined in Algorithm 3 [19] .
Algorithm 3: Basic Randomized SVD algorithm with oversampling and power iteration
Input : Matrix X ∈ R I×J , target rank R, oversampling parameter p and power iteration parameter q;
As we have already mentioned, it is possible to make a reduction on both dimensions of a matrix. This can be performed by simultaneously multiplying a matrix with two different random matrices from the left and right-hand sides. The structure of twosided randomized algorithm is outlined in Algorithm 4 [19] . Both Algorithms 3 and 4 are randomized SVD multi-pass algorithms because in Line 4 both of them require matrix-matrix multiplication with the original matrix X. These algorithms can be modified to become single-pass. Line 4 in both algorithms can be replaced by alternative representations. For Algorithm 3 consider
and for Algorithm 4 consider
The benefit of these approaches is that they avoid computation of terms Q T X and Q T 1 XQ T 2 which may be computationally expensive. Instead, in formulations (17) and (18), the original data matrix X is sketched by random projection and the corresponding matrix B is obtained by solving some well-conditioned overdetermined linear least-squares problems [88] . On one hand, matrix multiplication with a random matrix can be performed relatively fast by employing structured random matrices. We should note that this strategy passes the original data matrix only once because all sketching procedure can be done in the first pass over the raw data. Other types of single-pass techniques can be found in [19] , [89] , [90] , [91] , [92] .
Algorithm 4: Two-Sided Randomized SVD Input : Matrix X ∈ R I×J , target rank R and a positive integer l;
Randomized rank-revealing algorithms
A main drawback of the random projection algorithms described so far is that they need an estimation of the rank of matrix which may be a difficult assumption. To resolve this difficulty, randomized rank-revealing algorithms, or equivalently randomized fixedprecision algorithms have been developed. They are independent of initial rank. In practice, we use randomized rank-revealing Algorithm 5 developed in [93] which is a modification of the rank-revealing algorithm [94] where operator "orth" in Lines 5, 8, 9, 11 is used to compute an orthonormal basis of the given matrix. It requires as input only a tolerance , block size b and power iteration parameter P . For detailed explanations of this algorithm and its main properties we refer to [93] , [94] .
Algorithm 5: Randomized Rank-Revealing Algorithm [93] , [94] . Input : An I × J matrix X; tolerance ; block size b and parameter P .
Sampling techniques
The other type of randomized algorithms for finding a low rank approximation of a given matrix is based on selecting a part of its columns or rows randomly. The previous approach does not choose individual columns of the matrix X, but instead it tries to find a set of linear combinations of columns (rows) of matrix X capturing the column (row) space of the matrix X with the high probability. Sampling technique is an alternative approach to the random projection where instead of multiplication by random matrices, some columns or rows of the original matrix are selected and the original matrix is compressed in this manner 12 . The procedure of column or row selection can be performed based on different kinds of probability distributions such as uniform distribution, leverage scores [65] , length squared [96] , [97] and also with or without replacement 13 . The accuracy of solution highly depends on the probability distribution used in the sampling procedure and either additive or relative error can be achieved.
Let X ∈ R I×J be a given data matrix and C a matrix containing the columns selected based on some sampling algorithms, then we have two kinds of approximation 14 [56] • Relative approximation
• Additive approximation
. where X R is the best rank R-approximation of matrix X. Clearly, randomized algorithms with relative-error guarantees are of much 12 . Component selection is another sampling approach where some components of the original matrix are selected based on a given probability distribution [95] . This can be considered as a sparsification procedure. 13 . It has been reported that for fixed distribution, and when the columns are uniformly correlated the uniform sampling without replacement works quite well in practice [98] , [99] , [100] , [101] .
14. The same concepts are used for spectral norm . 2 . more interest than the additive-error ones. The number of selected columns should be large enough to capture the range of a matrix and satisfy the relation (19) .
To sum up, the main question which naturally arises in this topic is:
Is it possible to pick some columns (rows) of a given matrix X (not a set of linear combination of columns (rows) as a good approximation for its column (row) space? or, equivalently, can we select independent as many as possible columns or rows of a given matrix and with high probability? For simplicity of presentation, we discuss only columns selection case and here the main task is capturing the column space (range) of a given matrix. In the field of machine learning and data analysis this problem is know as column (feature) selection.
In the sampling procedure, a probability distribution is first chosen, and the columns of the matrix X are then selected based on this probability distribution. This procedure is outlined in Algorithm 6, where in Line 3, the selected columns are scaled [102] . This scaling provides an unbiased estimators for matrixmatrix multiplication [56] .
Remark 5. Please note that exploiting random uniform sampling of columns (fibers) provides relatively fast computation. However, this method works well only if columns are not highly correlated otherwise they do not provide a reliable compression. In this case other random sampling probability distributions such as leverage scores or length-squared should be used. An alternative approach is to spread out the information of the matrix or uniformize by a prior random projection. This preprocessing step allow applying the uniform sampling [102] . The first step can be performed by fast random matrices mentioned in remarks 3 and 4. .;
end
Applying Algorithm 6 to a given matrix makes a reduction of it by reducing the number of its columns significantly. The sampling low rank approximation is outlined in Algorithm 7. Algorithm 7 picks R columns of the matrix X and constructs the reduced matrix Y [102] . The output of Algorithm 7 is used to find the low rank approximation YY T X. For more study on this topic we refer to [56] , [103] .
It is shown that if the sampling is performed based on probability (3), then picking independently c = O R log R/ε 2 columns of the matrix X with replacement for some 0 < ε < 1 gives an approximation satisfying the following relative error [65] , [102] where C is a matrix containing the selected columns of X and X R is the best rank-R approximation of X. Other distributions give additive error, for the detailed theoretical and algorithmic results about sampling algorithm we refer to [56] , [65] , [102] .
Count Sketch
Count Sketch was originally introduced in the context of data stream [104] and has been used to speed up the matrix-matrix computations [105] , [106] , [107] . Similarly to random projection and sampling, Count Sketch technique aims at capturing the range of a given matrix. The Count Sketch operator consists of the following three steps:
• Hashing procedure,
• Grouping together the columns that have the same hash numbers,
• Signing the columns and summing each group as a representative column.
Assume that we want to pick R columns of a matrix. Hashing procedure labels each column of a given data matrix with numbers 1, 2, . . . , R with uniform probability, i.e., 1/R probability. In the second step, the columns with the same label are grouped together and finally after signing the columns 15 , the columns in each group are summed up as a representative column.
Randomized algorithms for solving least-squares problems
In this section, we briefly describe the randomized algorithms for solving large-scale least-squares problems. In the procedure of computing the Canonical Polyadic Decomposition [108] , [109] and the Tucker decomposition, we often need to solve leastsquares problems for tall and skinny coefficient matrices, i.e., the number of rows is much more than the number of columns. For example, let Q (n) ∈ R In×Rn I n R n be given matrices, then the following two matrices
15. By signing we mean multiplying the columns by ±1. This is also called binary Rademacher variable. 
have tall and skinny structures and they arise in the procedure of computation of the CPD and the Tucker decomposition. Consider the following least-squares problem
where we assume that the matrix A is defined as in (21) In is the unknown vector that needs to be determined. The randomized or sketching techniques for solving least-squares problem (22) , consider the following alternative least-squares problem
instead of least-squares problem (22) where TA and Tb are reduced form of A and b, see Figure 4 , for more clarification.
Here T is a sketching matrix. More precisely, T is a map reducing the dimensionality of matrix A and right-hand side b defined as follows
Reduction of A and b can be performed based on the idea of random projection or sampling techniques. In the case of uniform sampling, the concept of leverage scores and coherence of matrices play key roles in accuracy of solution obtained by sampling techniques. Actually, in the framework of randomized sampling approach, it is of interest to perform uniform sampling procedure on a matrix whose incoherence is small. The leverage scores of matrices (21) and (20) can be efficiently computed through the leverage scores of smaller matrices Q (n) [110] . The goal is making reduction in A and b so that the solutionx of the least-squares problem (23) satisfies
with a high probability where x * is the optimal solution of least-squares problem (22) and > 0 is a given tolerance. The interested readers are referred to [89] for a detailed study on this topic. 
Single-Pass algorithms
Multi-Pass Algorithms BRSVD [19] (Basic Randomized SVD) RSVD-PI (RSVD Power Iteration) [18] Single-Pass-svd [19] Compressed SVD (CSVD) [111] Single-Pass-range [19] RSVD-BKIr (RSVD Block Krylov Iteration) [18] PCAFast [112] FRPCA (Fast Randomized PCA) [113] RSVDPack [114] 
State-of-the-art Randomized algorithms for lowrank approximation of unfolding matrices
The main building block of computation of the Tucker decomposition or the HOSVD is low-rank approximation of unfolding matrices. Keeping this in mind, clearly all techniques and algorithms proposed for matrices can also be utilized for the computation of the Tucker decomposition or the HOSVD. More precisely, any progress in low-rank approximation of matrices naturally leads to a progress in the Tucker decomposition or the HOSVD. In this section, we introduce state-of-the-art randomized algorithms for low-rank approximation of matrices some of which have been developed for sparse matrices. The list of these algorithms is outlined in Table 2 . All randomized algorithms mentioned in Table 2 belong to the fixed-rank category. Moreover, we also examine fixed-precision randomized algorithms for which the rank of matrices are chosen adaptively. Such algorithms require only a tolerance as an input. We use randomized rank-revealing Algorithm 5, for the case of fixed-precision algorithms [93] , [94] . The single-pass algorithms in the left-hand side of Table 2 are used for the approximation of the SVD and the approximation in the QB form respectively. Here Q, is an orthonormal basis for the range of a given data matrix. To the best of our knowledge, these algorithms are among the best randomized algorithms for lowrank approximation of matrices. Actually, our empirical results confirmed this. Examining state-of-the-art algorithms for tensors can be considered as one of our contributions in this paper. Explaining details of each of these randomized algorithms is beyond the scope of this paper due to lack of space. The are readers refereed to the mentioned references for more details.
RANDOMIZED TUCKER DECOMPOSITION AND RANDOMIZED HOSVD
It can be seen that the most computationally expensive part of HOSVD or STHOSVD is low-rank approximation of unfolding matrices. Randomized algorithms for computations of HOSVD are algorithms which use randomized algorithms instead of truncated (or economic) SVD to compute low-rank approximations of unfolding matrices. In this section, we discuss a variety of algorithms for this goal. The focus of our presentation is the algorithmic description We ignore the corresponding sophisticated error analysis which is beyond the scope of this paper. The interested readers are referred to the relevant references for this issue. In the rest of the paper, we focus on the following randomized algorithms for computation of the Tucker decomposition and HOSVD • Random projection HOSVD algorithm [59] , [62] , [115] ,
• Random projection Orthogonal Iteration (HOOI) algorithm [59] ,
• Randomized Sequentially truncated HOSVD (R-STHOSVD) [116] ,
• Randomized Adaptive Tucker approximation [62] ,
• Randomized Higher Order Interpolatory Decomposition (HOID) [117] ,
• Randomized sampling and TensorSketch for HOSVD [60] , [61] ,
• Cross-approximation HOSVD [118] , [119] ,
• Randomized algorithms for steaming data [120] .
These algorithms are outlined in Algorithms 8-19 and basically they are the same as for matrices and just the difference is in the strategy used for generating orthonormal bases for the range of unfolding matrices X (n) .
Randomized HOSVD decomposition
Algorithms 8 and 9, randomized versions of the HOSVD and HOOI algorithms [59] .
Algorithm 8: Random projection HOSVD Algorithm
Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative HOSVD of tensor X as S; Q (1) , Q (2) , . . . , Q (N ) ; 1 Z = X; 2 for n = 1, 2, . . . , N do 3 Compute W (n) = Z (n) Ω (n) , where Ω (n) is an k =n I k × R n random Gaussian matrix; 4 Compute Q (n) as an orthonormal basis of W (n) by using, e.g., the QR decomposition; 5 end 6 Compute core tensor
Both Algorithms 8 and 9 are not adaptive therefore they need an estimation of multiliear rank (R 1 , R 2 , . . . , R N ) which may be impractical in real application. To overcome this difficulty, it is possible to apply the adaptive randomized Algorithm 5 within Algorithms 8 and 9 instead of classical (standard) rank-dependent randomized Algorithm 3. In this case, the multilinear rank of a given tensor is obtained automatically.
Also, a different strategy has been used in [62] for adaptively computing the multilinear rank of tensors. This idea basically relies on solving Problems (9)-(10) numerically and finding orthonormal matrices Q (n) . Using the following identity
Algorithm 9: Random projection HOOI algorithm
Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative HOSVD of a tensor X as S; Q (1) , Q (2) , . . . , Q (N ) ;
1 Initialize factor matrices Q (n) ∈ R In×Rn as factor matrices of HOSVD or random Gaussian matrices; while Until convergence do 2 for n = 1, 2, . . . , N do
Rp×Rn is a random matrix drawn from Gaussian distribution; 5 Compute Q (n) ∈ R In×Rn as an orthonormal basis of W (n) , e.g., by using QR decomposition
it can be shown that
for n = 1, 2, . . . , N . This implies that finding orthonormal factor matrices is equivalent to finding orthonormal matrices Q (n) ∈ R In×Rn that satisfy
The Formula (24) is equivalent to
and as a result, it is sufficient to find the factor matrix Q (n) which captures the range of the unfolding matrix X (n) . Here, the available randomized algorithms for matrices can be applied. Following the above discussion, Algorithm 10 has been proposed in [62] to solve Problem (25) which is a direct generalization of the matrix case for capturing the range of a given matrix. For more study, see Algorithm 4.2 in [19] . This algorithm has potential to instability because the small size of the vectorq k can cause numerical problems. Algorithm 11 is a more robust algorithm where the norm of the vectorq k is controlled by utilizing more Gaussian vectors in each of the modes and also choosing a vector with the largest Euclidean norm. This is actually done by the boolean flag variable used within the algorithm. Applying these algorithms to unfolding matrices, we can compute all orthonormal bases. The details of this procedure are outlined in Algorithm 12 [62] . This algorithm solves subproblem (24) for n = 1, 2, . . . , N sequentially applying either Algorithm 11 or 12 and the orthogonal basis matrices Q (1) , Q (2) , · · · , Q (N ) are computed where the multilinear rank (R 1 , R 2 , . . . , R N ) is found automatically (adaptively).
Algorithm 10: The randomized algorithm for solving Problem (24) Input : X ∈ R I1×I2×···×I N ; Output: A columnwise orthogonal matrix Q (n) ∈ R In×Rn ; 1 k = 0, Q (0) = 0; 2 while satisfying the stopping criterion do Similar to HOSVD and HOOI algorithms, the randomized versions (both adaptive and in-adaptive) of Sequentially Truncated HOSVD (STHOSVD) algorithm, can be also presented. These algorithms are outlined in Algorithms 13 and 14 respectively [116] . The main difference between them is that in one of the algorithms, the rank is automatically selected by the algorithm while the other needs the multilinear rank as an input. Both of these algorithms do not preserve the structure of the data tensor. A structural preserving version of Algorithm 13 called Structurepreserving STHOSVD (SP-STHOSVD) is developed in [116] .
Randomized Higher order Interpolatory Decomposition (HOID)
Higher Order Interpolatory Decomposition (HOID) is an approach for finding an approximation of Tucker decomposition of tensors where the factor matrices are not required to be orthogonal. This approach uses strong rank-revealing QR (RRQR) for finding a basis for unfolding matrices X (n) . Assume X (n) ∈ R I×J is a given matrix whose Pivoted QR factorization is
where Π ∈ R J×J and Q ∈ R I×I are permutation and orthogonal matrices respectively. The permutation matrix Π and the corresponding orthogonal matrix Q are partitioned as follows
. Here Equation (26) can be rewritten to
Algorithm 11: The adaptive randomized algorithm for solving (24) [19] , [62] .
Input : X ∈ R I1×I2×···×I N , an integer P , a tolerance , a and Boolean flag "take max" and maximum number of iterations R max ; Output: A columnwise orthogonal matrix Q (n) ∈ R In×Rn ; Draw N − 1 independent families ω (p) m ∈ R Im : p = 1, 2, . . . , P of standard Gaussian vectors where m = 1, 2, . . . , N (m = n); 1 Compute y p = X× 1 ω Input : A tensor X ∈ R I1×I2×···×I N , an integer P , a prescribed tolerance , a Boolean flag take max, and maximum number of iterations R max ; Output: N columnwise orthogonal matrices Q (n) ∈ R In×Rn with n = 1, 2, . . . , N ; 1 Set the temporary tensor S = X; 2 for n = 1, 2, . . . , N do 3 Implement Algorithm 11 or 10 with S to generate the columnwise orthogonal matrix Q (n) ∈ R In×Rn ; 4 Set Q (n) as a orthonormal basis for the range of unfolding matrix X (n) and R n as the number of all columns of Q (n) ; 5 S = S× n Q (n) T ; 6 end Algorithm 13: Randomized Sequentially Truncated HOSVD (r-STHOSVD) algorithm Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative representation of a tensor in Tucker format, X = S; Q (1) , Q (2) , . . . , Q (N ) ; 1 Z = X (n) ; 2 for n = 1, 2, . . . , N do 3 [Q (n) , ∼, ∼] = rsvd S (n) , R n ; 4 S = S × n Q (n) T ; 5 end 6 Return X ∼ = S; Q (1) , Q (2) , . . . , Q (N ) Algorithm 14: Adaptive Randomized Sequentially Truncated HOSVD Algorithm (ar-STHOSVD)
Input : Full N -tensor X ∈ R I1×I2×···×I N and tolerance ; Output: Approximative representation of a tensor in the Tucker format X = [S, Q (1) , Q (2) , . . . , Q (N ) ],; 1 Set S = X 2 for n = 1, 2 . . . N do 3 Q (n) = Apply Algorithm 5 on S (n) .
and 0 ∈ R (I−K)×K with all entries equal to zero. From (28) , by straightforward computations we have
if R 22 2 is small enough. It can be seen that
and substituting Q 1 = Q (n) R −1 11 in (29), we have
which is a low rank approximation for the matrix X (n) . The matrix Q (n) which is a full-rank matrix 16 can be used as an approximation for the basis of range of matrix X (n) . The HOID algorithm applies the earlier procedure on all unfolding matrices X (n) and computes the basis matrices Q (n) . Afterwards, the core tensor S can be computed by (7) or an approximation for X can be directly computed via (8) . This procedure is summarized in Algorithm 15. Also, an accelerated version of this algorithm called Sequentially Truncated HIOD (STHIOD) is developed in [117] and like Algorithm Sequentially Truncated HOSVD Algorithm 1 1, at each step of algorithm the size of unfolding matrices are reduced. 16 . Because it is a multiplication of nonsingular and orthogonal matrices.
Algorithm 15: HOID Algorithm
Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Tucker decomposition S; Q (1) , Q (2) , . . . , Q (N ) ; 1 for n = 1, 2, . . . , N do 2 Compute an interpolatory decomposition of unfolding
Randomized sampling HOSVD
In randomized sampling HOSVD, each factor matrix Q (n) is computed by sampling columns of the corresponding unfolding matrices X (n) . The structure of this approach is outlined in Algorithm 18 where in the Lines 2-3, either Algorithm 16 or Algorithm 17 can be applied to find a basis for X (n) [98] . In Algorithms 16 and 17, X S denotes a matrix whose columns are taken from the columns of a matrix X with indices coming from subset S [98] . It is proved that both Algorithms 16 and 17 provide additive errors by choosing the parameters properly, for more details we refer to [61] . It is worth mentioning that Algorithm 17 involves a parameter t for refining the approximation leading to better accuracy. After computing an approximation for the range of unfolding matrices, they can be used to find a Tucker approximation (6) for the given tensor X, although they can be orthogonalized by QR decomposition to be used for a HOSVD approximation. A main drawback of sampling algorithms 16 and 17 is that they need the Euclidean norm of all columns which is expensive for large matrices. As we mentioned in Section 3.2, the procedure of column or row selection can be performed based on different kinds of probability distributions such as uniform or other distributions and also with or without replacement. Moreover, the algorithms naturally provide either additive or relative errors. 
Algorithm 16: Single-pass algorithm for column selection
Compute (for some positive β ≤ 1) probabilities (:, j) is the j-th column of E l ; Output: Matrices Q (n) ∈ R In×Rn , n = 1, 2, . . . , N such that
Apply Algorithm 16 on X (n) to find matrix Q (n) ∈ R In×Rn or; 3 Apply Algorithm 17 on X (n) to find matrix Q (n) ∈ R In×Rn for given parameter t; 4 
end
The sampling technique can also be used for HOOI algorithm 2. In the randomized HOOI algorithm 9, at each iteration of the algorithm, it needs matrix-matrix multiplication with random matrices and also contraction of the core with factor matrices which may be expensive if the algorithm needs many iterations to converge. Motivated by this fact, in [60] , the randomized HOOI algorithm is proposed. The authors reformulate the two main parts of HOOI Algorithm as least-square problems and use sampling strategy to solve them. To be precise, instead of performing Lines 4 and 5 of Algorithm 2, the least-squares problem (12) is solved by sketching algorithms. Also the computation of core tensor S in Line (7) , can be equivalently computed by solving the following least-squares problem S = arg min
, and x(:) and s(:) are the vectorized forms of tensors X and S respectively. Here, a sketching technique can also be utilized. One should note that because of a special structure of the coefficient matrix of least-squares problems (12) and (30) , sketching procedure can be performed very fast by employing FFT [60] . It is shown in [110] that the leverage scores of matrix A (2) can be exactly computed through the leverage scores of smaller matrices Q (n) , n = 1, 2, . . . , N which is clearly computationally much expensive that computing the leverage scores of the huge tall and skinny matrix A (2) . Other sampling techniques for HOSVD can be found in [121] , [122] .
Algorithm 19: Sampling HOOI Algorithm
Input : A tensor X ∈ R I1×I2×···×I N , and a multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative representation of a tensor in Tucker format (improved approximation by Tucker-ALS) 1 Initialize factor matrices Q (1) , Q (2) , . . . , Q (N ) and core tensor S with i.i.d uniformly random entries; 2 while A stopping criterion is satisfied do 3 for n = 1, 2, . . . , N do 4 Compute Q (n) by solving least-squares problem (12) via sketching technique for n = 1, 2, . . . , N ;
Find core tensor S by solving least-squares problem (30) via sketching technique; 7 end Remark 6. Sampling based on leverage scores are used in [123] to find low approximations of unfolding matrices for Hierarchical Tucker decomposition.
Cross-approximation and computation of HOSVD
Cross-approximation 17 [124] , [125] , [126] , is a method for lowrank approximation of matrices. It selects a part of columns and rows of a given large matrix and computes a low-rank approximation of the original matrix based only on these sampled data.
To be precise, let matrix X ∈ R I×J be given and the selected columns and rows are denoted by C ∈ R I×C and R ∈ R R×J , respectively. A matrix produced by intersecting these columns and rows is denoted as W ∈ R C×R . Then the optimal approximation is achieved by U = C † XR † which is of less practical interest because of the requirement to access the whole data X. In practice U = W † can be used. The cross-approximation can be used to compute low-rank approximation of unfolding matrices. This approximation is exact if rank (X) ≤ min {C, R}, but for general setting the matrix W with maximum volume 18 is close to optimal low rank. Finding a matrix with the maximal volume has exponential complexity but there are greedy algorithms to find suboptimal solutions [127] , [128] , [129] , [130] . Based on crossapproximation idea, several algorithms are proposed in [118] , [119] for low Tucker rank approximation. The proposed algorithms in [118] basically apply cross-approximation to unfolding matrices where the long rows of the unfolding matrices can be treated as slice matrices. Here, a low-rank approximation of these 17 . Equivalently, (pseudo)-skeleton decomposition or CUR decomposition. 18 . The volume of a matrix W is |det (W)|.
slices can totally reduce the computational complexity of crossapproximation. Two algorithms proposed in [119] are based on the fiber selection and they do not apply cross-approximation to unfolding matrices. The first algorithm is analytic while second one is iterative (adaptive). The analytic one is of less practical interest because it requires quite large number of fibers, but the adaptive one is a straightforward generalization of crossapproximation of matrices to tensors. We should mention that cross-approximation, sampling and HOID algorithms not necessarily provide approximation with orthogonal property of factor matrices and all-orthogonal of core tensor. This problem can be solved by orthonomalizing the factor matrices and computing the core tensor through multiplication of the original tensor by factor matrices. However, the second computation may be expensive. The cross-approximation algorithms proposed in [11] , [118] avoid dealing with the whole data for the computation of the core tensor, although this may cause loosing the all-orthogonality property of the core tensor. For more details, we refer to [11] , [118] . Moreover, the count sketch operator can be utilized for finding low-rank approximation of unfolding matrices using the same strategy. Also in [131] , [132] , Higher-order Count Sketch (HCS) is introduced and is used for fast computation of Tucker decomposition.
A randomized algorithm for streaming data tensor
For the case of streaming data 19 , two randomized algorithms are proposed in [120] where one of the algorithms needs one pass over the data while the other needs two passes. Here, we describe the one-pass algorithm. First we introduce a tensor sketch operator which is used for computing the important actions of the tensor in each mode and also their corresponding interactions. This is performed by multiplying the unfolding matrices by random matrices and at the same time multiplying the original tensor along its different modes. The structure of this procedure is presented in Lines 1 and 3 of Algorithm 20 where
Ii ×Kn
, Ω n ∈ R Sn×In , and K = {K 1 , K 2 , . . . , K N } , S = {S 1 , S 2 . . . , S N } are sketching parameters and the goal is achieving approximation with multilinear rank R = (R 1 , R 2 . . . , R N ). Because of theoretical reasons, the sketching parameters S and K should satisfy S ≥ K ≥ R (element-wise inequality). To recover the core tensor S without an additional pass over the original data tensor X, Line 4 of Algorithm 20 is used and it basically uses Formula (17) . Note that in Algorithm 20, Q (n) ∈ R In×Kn , H ∈ R S1×S2×···×S N , and it produces an approximate HOSVD with multilinear rank (K 1 , K 2 , . . . , K N ). Finally, the obtained core tensor and its corresponding factor matrices are truncated to get a truncated HOSVD approximation with multilinear rank (R 1 , R 2 , . . . , R N ). This procedure is illustrated in Figure 6 .
Recently, several scalable algorithms were proposed in [133] , [134] , [135] for computation of HOSVD. These algorithms inherently do not have randomized structures and basically they exploit the idea of on-the-y-computation and parallel row-wise update rule roles to avoid the intermediate 19 .
Note that the Sketching HOOI algorithm 19 and randomized algorithms proposed in [121] are also applicable for streaming scenario. Algorithm 20: Optimal Pass Sketch and Low-Rank Recovery for streaming data Input : Tensor X ∈ R I1×I2×···×I N , sketching parameters K, S, S ≥ K and predefined multilinear rank (R 1 , R 2 , . . . , R N ); Output: Approximative representation of a tensor in Tucker format 1 Compute factor sketches, Y n = X (n) Ω n , n = 1, 2, . . . , N ;
2 Recover factor matrices, Q (n) , ∼ = QR (Y n );
3 Compute core sketch. H = X× 1 Ω 1 × · · · × N Ω N ; 4 Recover core tensor
5 Truncated the core tensor and factor matrices with multilinear rank (R 1 , R 2 , . . . , R N ) approximation;
data explosion problem. Combining these algorithms with randomization techniques is our ongoing research topic.
Remark 8. Block Term Decomposition (BTD) [136] , [137] , [138] is a generalization of CPD and Tucker decomposition and has found many applications such as blind source separation [139] , feature extraction [140] , electroencephalogram (EEG) analysis [141] etc. Proposing randomized algorithms for this tensor decomposition is a potential research topic needed to be investigated.
Remark 9. Motivated by some applications in Cyber-Physical-Social Systems and Internet of Things (IOT), distributed algorithms for computation of HOSVD were recently developed in [142] , [143] , [144] , [145] , [146] . The proposed algorithms mainly distribute the unfolding matrices among several machines and integrate their low-rank approximations to find HOSVD approximation of the original data tensor.
Application of HOSVD in fast Canonical Polyadic Decomposition (CPD)
The idea of making a prior reduction in Tucker format for large data tensors and then decomposing the compressed core tensor in CPD format was first proposed by Bro in his PhD thesis [147] . This technique is applicable if the rank of tensor does not exceed its dimensions. Motivated by this difficulty, a prior reduction in TT format was recently suggested in [148] . In this section, we focus on the former and discuss how randomization can be exploited within the tensor decomposition procedure.
The main procedure of this technique is as follows
•
Reducing the dimensionality of a given tensor in Tucker format as a preprocessing step,
• Computing the CPD of the compressed core tensor data in Tucker decomposition
Recovering the factor matrices of the CPD of the original data from the factor matrices of the CPD of the core tensor see Figure 6 for more clarification.
Assuming that the data has a low multilinear rank approximation, the first step can be done with randomized HOSVD algorithms. This makes the decomposition procedure of this algorithm much faster compared to the deterministic counterparts because of utilizing randomized algorithms.
Let us consider tensor X ∈ R I1×I2×···×I N . The goal is finding a set of orthonormal matrices Q (n) ∈ R In×Rn , n = 1, 2, . . . , N such that
capturing the actions of tensor X along its different modes. Algorithm 21 was proposed in [149] to find orthogonal matrices Q (n) , n = 1, 2, . . . , N and it sequentially computes the factor matrices based on the idea of Sequentially Truncated HOSVD (STHOSVD) [74] .It is possible to compute the compressed core tensor S in the last step via
However, this is done in a sequential manner where at each step of the algorithm, the size of the core tensor S will be reduced leading to a significant reduction in running time and computational complexity. The algorithm is equipped with random projection together with oversampling and power iteration techniques. However Algorithm 21 needs estimations of multilinear rank which may be difficult. This can be solved by using randomized (rankrevealing) STHOSVD [116] where the multilinear rank of a tensor is automatically computed. It is worth mentioning that the LU decomposition used instead of QR decomposition in power iteration loop (Line 6-10) because it has lower computational complexity [150] . The output of Algorithm 21 is a compressed tensor S of multilinear rank (R 1 , R 2 , . . . , R N ) is an approximation of original tensor X. In the next step, the classical algorithms such as CP-ALS algorithm can be applied to the core tensor S.
In the final step, the factor matrices of the original tensor X can be recovered from the factors of the compressed tensor S. Let A (1) , A (2) , . . . , A (N ) be the CPD of compressed tensor S where A (n) ∈ R Rn×R , n = 1, 2, . . . , N . Then the CPD of the original tensor is X ∼ = A (1) , A (2) , . . . , A (N ) , where A (n) = Q (n) A (n) , n = 1, 2, . . . , N. Remark 10. The idea of prior reduction of the data in TT format for computation of CPD was suggested in [148] . Randomized variant of these algorithms can also be developed.
SIMULATIONS
In this section, we experimentally examine some of the randomized algorithms presented in Section 4 and study their efficiency and performance. All numerical simulations were performed on a laptop computer with 2.60 GHz Intel(R) Core(TM) i7-5600U processor and 8GB memory. We real data in our simulations. Although sampling procedure can be done based on different types of probability distribution but we use uniform and leverage score samplings in our computations.
Pretrained VGG-16 and VGG-19 convolutional neural network
In this experiment, we consider the VGG-19 and the VGG-16 deep convolutional neural networks trained on Imagenet database, for classifying 1000 types of objects such as pencil, animals etc. with more than millions of parameters required for their representations. These deep neural networks (DNNs) consist of 47 and 41 layers respectively, including convolutional and fully connected layers. We study the second last fully connected layers of these DNNs (layer number 42 of the VGG-18 and layer number 39 of the VGG-16) and compress them by computing low multilinear rank approximations of them. The weight matrix of the 42th layer of the VGG-18 (also the weight matrix of the 39th layer of the VGG-16) is of size 4096 × 4096 and we reshape these weight matrices to 3th-order tensors of size 256 × 256 × 256. We use multilinear rank (50, 50, 50) for randomized algorithms and tolerance = 10 −1 for fixed-precision Algorithm 5. The results of this simulation are reported in Table 3 where Rel-Err denotes the relative errors of approximations.
6.0.2 CIFAR-10 and CIFAR-100 datasets CIFAR-10 and CIFAR-100 datasets are two celebrated databases used in training DNNs for the task of object classification. Both of them consist of 50000 training and 10000 testing colour images of size 32 × 32 × 3 respectively. The CIFAR-10 is used to classify 10 classes of objects while there are 100 classes of objects in the CIFAR-100. The data tensors corresponding to both of them are of size 60000 × 32 × 32 × 3 and they can be reshaped to 3th-order tensors of size 600 × 800 × 384. We consider multilinear rank R = (100, 100, 100) in our experiment and apply some of the randomized algorithms to find A low multilinear rank approximation of the mentioned 3th-order tensor.
The results corresponding to CIFAR-10 and CIFAR-100 databases are depicted in Figures 7 and 8 respectively. In this experiment, sampling technique provided the best approximations in terms for running time and relatively the same accuracy of others. Also, single-pass algorithms failed to find satisfactory approximations. 
CONCLUSION
In this paper, we have studied and reviewed a variety of stateof-the-art randomized algorithms for computation of Tucker decomposition and Higher Order SVD (HOSVD). We studied both single-pass and multi-pass randomized algorithms and also random projection and sampling randomized techniques for the task of Tucker decomposition and HOSVD. Simulations were conducted on real data including weight tensors of fully connected layers of pretrained VGG-16 and VGG-19 deep neural networks and also CIFAR-10 and CIFAR-100 datasets to show the performance of some of the randomized algorithms compared to deterministic ones.
