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is absolutely continuous and uniformly Ho¨lder continuous and that it’s finite
difference function does not oscillate infinitely often on a bounded interval,
then the decay rate of its Fourier coefficients can be estimated exactly. This
rate of decay predicts the same uniform Ho¨lder continuity but the two other
conditions are not necessary. Several examples from literature and by the
author show that none of the assumptions can be relaxed without weakening
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thoroughly.
Keywords Fourier analysis, Ho¨lder continuity, absolute continuity, chirps,
Fox’s H-function
Mathematics Subject Classification 42A10 · 42A16 · 42A38 · 26A16 ·
26A46 · 33C60
Juhani Nissila¨
juhani.nissila@oulu.fi
Applied and Computational Mathematics
Faculty of Information Technology and Electrical Engineering
University of Oulu, P.O. Box 4500, FI-90014, Oulu, FINLAND
1 Introduction
It is a well-known result, that the decay of Fourier coefficients or the Fourier
transform is related to the smoothness of the function. Intuitively this is
caused by the fact, that we decompose the function as a sum or integral of
infinitely differentiable cosine and sine functions. Thus, the more irregular
the function is, the more its Fourier representation requires high frequency
components to represent the abrupt changes in it.
A bijective result to predict the same continuity from the Fourier decay
alone exists in the case of L2 Ho¨lder continuity and the decay of the function’s
L2 approximation. In this paper, the connection between uniform Ho¨lder
continuity and the decay rate of Fourier coefficients is studied in detail. It
is shown that a bijective result is not possible, since absolute continuity and
infinite oscillations affect the decay rate but are not necessary conditions.
Specifically, I will prove the following in Section 3:
Theorem 1.1. For some m = 0, 1, 2, . . ., suppose that f (m) is absolutely
continuous, f ∈ Cm,µ[0, T ] with some µ ∈ (0, 1], f is T -periodic and the
number of oscillations of the finite difference function ∆hf
(m) is uniformly
bounded for every 0 < h ≤ h0. Then the Fourier coefficients of f decay like
ck(f) ∈ O(1/|k|1+m+µ) as |k| → ∞.
The decay rate O(1/|k|1+m+µ) of Fourier coefficients also implies that
f ∈ Cm,µ[0, T ]. This result is probably known in the literature, though it is
not explicitly written in the textbooks. I will add a proof of this result in
Section 3 using difference calculus and the fact that the falling factorial is
asymptotically equal to a polynomial with the same exponent (which is also
proved in this paper in Section 2). This decay rate also implies the absolute
continuity of f (m) in the case µ ∈ (0.5, 1) but not in the case µ ∈ (0, 0.5).
This part of the problem was studied by Littlewood, Wiener and Wintner
as well as Schaeffer in the 1930s and these results are shortly reviewed in
Section 3.
To prove that the finite oscillations condition is necessary for Theorem
1.1, we calculate the uniform Ho¨lder continuity of chirps and estimate their
Fourier decay in Section 4. The exponents which define these infinitely oscil-
lating functions can be chosen so that the chirps are absolutely continuous
and in Cm,µ[0, T ]. Then we find out that for some chirps their Fourier coef-
ficients decay slower than O(1/|k|1+m+µ).
Finally, the main result is generalised to Fourier transforms in Section 5
and some examples are discussed. Mellin-Barnes integral representations of
the Fourier transforms of absolutely continuous chirps are derived.
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2 Definitions
We will mostly be interested in signals of length T and they will mostly be
defined on the interval [0, T ] or on [−T/2, T/2]. The usual Lebesgue spaces
of complex-valued functions on the interval are denoted by Lp(0, T ) and on
the real line by Lp(R), with 1 ≤ p ≤ ∞. The corresponding discrete spaces of
infinitely long complex-valued vectors defined over the integers are denoted
by lp(Z). The important regularity properties of functions for the interval
are as follows.
Definition 2.1. Function f : [0, T ] → C is of bounded variation, i.e. f ∈
BV [0, T ], if its total variation is finite, i.e.
V T0 (f) = sup
P
N∑
k=1
|f(tk)− f(tk−1)| <∞, (2.1)
where tk, k = 0, 1, . . . , N is a partition of the interval [0, T ] and the supremum
is taken over all possible partitions P (of any number N of points) of [0, T ].
Definition 2.2. Function f : [0, T ] → C is absolutely continuous, i.e. f ∈
AC[0, T ], if its derivative f ′ exists a.e. on [0, T ] and is Lebesgue integrable∫ t
0
f ′(τ) dτ = f(t)− f(0), for every t ∈ [0, T ]. (2.2)
If f (m) ∈ AC[0, T ] for some m = 0, 1, 2, . . ., then f belongs to Sobolev space
W 1m+1[0, T ].
Let us review a couple of basic results related to BV and AC functions.
Lemma 2.3. If f, g ∈ BV [0, T ] and α, β ∈ C, then αf + βg ∈ BV [0, T ] as
well and
V T0 (αf + βg) ≤ |α|V T0 (f) + |β|V T0 (g). (2.3)
If 0 ≤ a < b < c ≤ T , then
V ca (f) = V
b
a (f) + V
c
b (f). (2.4)
Proof. For real-valued functions: [1, pp. 328-330].
Lemma 2.4. If f, g ∈ AC[0, T ] and α, β ∈ C, then αf + βg ∈ AC[0, T ] as
well.
Proof. For real-valued functions: [1, p. 337].
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Lemma 2.5. Let f : [0, T ]→ R. If f ∈ BV [0, T ], then it can be represented
as the difference of two increasing functions. If f ∈ AC[0, T ], then it can
be represented as the difference of two increasing and absolutely continuous
functions. In both cases this representation is
f(x) = V x0 (f)−
(
V x0 (f)− f(x)
)
(2.5)
Proof. For real-valued functions: [1, pp. 331 and 337-338].
Lemma 2.6 (Lebesgue decomposition). Any real-valued function f ∈ BV [0, T ]
can be represented as the sum
f = φ+ ϕ+ χ, (2.6)
where φ ∈ AC[0, T ], ϕ ∈ BV [0, T ] and ϕ is also continuous and its derivative
is zero a.e. Finally, χ is a jump function, i.e. it is piecewise constant with
at most countably infinite number of steps. It follows that f ′ = φ a.e.
Proof. [1, p. 341].
Definition 2.7. Function f : [0, T ] → C is uniformly Ho¨lder continuous of
order µ = (0, 1], if
|f(t+ h)− f(t)| ≤ Chµ, (2.7)
holds for all t, t + h ∈ [0, T ] and 0 < h < h0, where h0 is some sufficiently
small number. Then we write f ∈ Cµ[0, T ]. If for some m = 1, 2, 3, . . . it
holds that f (m) ∈ Cµ[0, T ], we write f ∈ Cm,µ[0, T ]. The supremum of all µ
such that (2.7) holds for f (m) is called the Ho¨lder coefficient of f .
The case µ = 1 is often called a Lipschitz condition and the case µ = 0
would simply mean that f is bounded, but we are mainly interested in the
fractional orders of regularity in this paper. The condition (2.7) with µ >
1 is satisfied only by constant functions. Pointwise Ho¨lder conditions are
possible to define if one considers for example the equation (2.7) only at the
neighbourhood of t. Different definitions for pointwise Ho¨lder exponents are
discussed for example at the beginning of [2].
Definition 2.8. Let f ∈ Lp(0, T ) and T -periodic, where p ≥ 1. Function f
is Lp Ho¨lder continuous of order µ = (0, 1], if for all 0 < h < h0
‖fh − f‖p =
(
1
T
∫ T
0
|f(t+ h)− f(t)|pdt
)1/p
≤ Chµ, (2.8)
and we write f ∈ Cpµ[0, T ]. If f (m) ∈ Cpµ[0, T ], we write f ∈ Cpm, µ[0, T ]. The
case p =∞ would give us just the uniform Ho¨lder continuity.
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We will also deal with asymptotic notations near the infinities. These are
the usual big O and small o function spaces O(f) and o(f) generated by a
function f : R → C or O(fn) and o(fn) generated by a sequence {fn}∞n=−∞.
We also say that functions f and g (or similarly for sequences fn and gn) are
asymptotically equal iff
lim
|t|→∞
f(t)
g(t)
= 1, (2.9)
which we notate f ∼ g and it implies that f ∈ O(g) and g ∈ O(f). The
asymptotic equivalence may also be considered for positive or negative in-
finities separately. The next Lemma is a classic example of an asymptotic
equivalence which we will also utilise shortly.
Lemma 2.9. The Gamma function
Γ(s) =
∫ ∞
0
xs−1e−x dx, Re(s) > 0, (2.10)
satisfies the Stirling’s formula for t ∈ R+
Γ(t + 1) ∼
√
2πt
(
t
e
)t
, as t→∞. (2.11)
Proof. Multiple proofs exist in the literature, see for example [3] or [4, pp.
12 – 13]. The rate of this approximation was first discovered by Abraham de
Moivre and the constant was evaluated by Stirling.
The Gamma function satisfies the following formulas which also define its
analytic continuation [4, pp. 3 – 4]
Γ(s+ 1) = sΓ(s), s 6= 0,−1,−2, . . . , (2.12)
Γ(s)Γ(1− s) = π
sin(πs)
, s 6= Z. (2.13)
Example 2.10. We will also need the following simple asymptotic equiva-
lences, where t ∈ R+, x ∈ R and t > x
(t− x)t−x ∼ e−xtt−x, as t→∞, (2.14)
and √
t ∼ √t− x, as t→∞. (2.15)
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The proofs are straightforward calculations
lim
t→∞
(t− x)t−x
tt−x
= lim
t→∞
(
t− x
t
)t−x
= lim
t→∞
(
1− x
t
)t−x
= lim
t→∞
exp
(
(t− x) ln
(
1− x
t
))
= exp
(
lim
t→∞
t ln
(
1− x
t
)
lim
t→∞
t− x
t
)
= exp
(
lim
t→∞
ln
(
1− x
t
)
1/t
lim
t→∞
1− x
t
1
)
= exp
(
lim
t→∞
d
dt
ln
(
1− x
t
)
d
dt
1/t
)
= exp
(
lim
t→∞
x
t2(1−x/t)
−1/t2
)
= exp
(
lim
t→∞
x
x
t
− 1
)
= e−x,
where we used L’Hoˆpital’s / Johann Bernoulli’s rule. This proves the first
statement. The second is simpler
lim
t→∞
√
t− x√
t
= lim
t→∞
√
t− x
t
= lim
t→∞
√
1− x
t
=
√
lim
t→∞
(
1− x
t
)
= 1.
Definition 2.11. Let f ∈ L1(0, T ) and T -periodic. Its Fourier series is
∞∑
k=−∞
ck(f)e
i2πkt/T , (2.16)
where the Fourier coefficients ck(f) are calculated as
ck(f) =
1
T
∫ T
0
f(t)e−i2πkt/T dt, k = 0,±1,±2, . . . . (2.17)
Definition 2.12. The Discrete Fourier transform (DFT) of a sequence
{fn}N−1n=0 ∈ CN at the point k is
F{fn}k = Fk = 1
N
N−1∑
n=0
fne
−i2πkn/N (2.18)
and its inverse transform (IDFT) at the point n is
F−1{Fk}n =
N−1∑
k=0
Fke
i2πkn/N . (2.19)
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The IDFT always returns the original sequence, which is why we could
safely write above that the IDFT at the point n is indeed fn [5, p. 30]. If we
sample a finite length interval with a finer resolution, then the DFT values
(2.18) approach the Fourier coefficients (2.17) in the limit N → ∞ [5, p.
53]. One just needs to realise that in this definition of the DFT the negative
frequencies are located at the points N/2 < k ≤ N−1. If N is even, the DFT
at k = N/2 is a combination of the highest resolvable positive and negative
frequency.
Definition 2.13. The Fourier transform of a function f ∈ L1(R) is
F{f(t)}(ν) = f̂(ν) = ∫ ∞
−∞
f(t)e−i2πνt dt (2.20)
and its inverse transform is
F−1{f̂(ν)}(t) = ∫ ∞
−∞
f̂(ν)ei2πνt dν. (2.21)
Definition 2.14. The Mellin transform of a locally integrable function f is
M{f(t)}(s) = F (s) = ∫ ∞
0
ts−1f(t) dx, (2.22)
for such s ∈ C that the integral converges.
Example 2.15. Some known Mellin transforms and general properties that
are needed later are listed here. Let a ∈ R
M{f(ta)}(s) = |a|−1F (s/a), (2.23)
M{f(at)}(s) = a−sF (s), (2.24)
M{ sin(t)}(s) = Γ(s) sin(π
2
s
)
, −1 < Re(s) < 1, (2.25)
M{ cos(t)}(s) = Γ(s) cos(π
2
s
)
, 0 < Re(s) < 1, (2.26)
M{f(t)g(t)}(s) = 1
2πi
∫ σ+i∞
σ−i∞
F (z)G(s− z) dz. (2.27)
Proofs for (2.23), (2.24), (2.25) and (2.26) can be found for example in [6, pp.
262 – 263] and for (2.27) on [6, pp. 273 – 275]. Results (2.25) and (2.26) are
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also listed in [7, p. 406] and a proof of (2.27) is sketched in [7, pp. 82 – 83].
The formula (2.27) is also given in [8, p. 52] and conditions on its validity
are also examined [8, p. 60]. It is valid if for example F (σ+ it) ∈ L1(R) and
t−σg(t) ∈ L1(0,∞), but can also be extended to non-absolutely convergent
integrals.
Definition 2.16. The Fox’s H-function is a wide class of special functions
which are defined by the Mellin-Barnes integral
Hm,np,q (z) =
1
2πi
∫
L
Hm,np,q (s)z−s ds, (2.28)
where 0 ≤ m ≤ q, 0 ≤ n ≤ p are natural numbers, al, bj ∈ C and Al, Bj ∈ R+
such that
Hm,np,q (s) =
∏m
j=1 Γ(bj +Bjs)
∏n
l=1 Γ(1− al − Als)∏p
l=n+1 Γ(aj + Ajs)
∏q
j=m+1 Γ(1− bj − Bjs)
. (2.29)
The path L divides the poles of the Gamma functions Γ(bj +Bjs) to its left
side and the poles of the Gamma functions Γ(1− aj −Ajs) to its right side.
Definition 2.17. The forward difference operator ∆h acts on a function f
with a difference interval h > 0
∆hf(t) = f(t+ h)− f(t) = fh(t)− f(t). (2.30)
Lemma 2.18 (The fundamental theorem of sum calculus).
h
(N−1)h∑
n=0
f(a+ nh) = S(t)|a+Nha , (2.31)
where S is such that ∆hS(t) = f(t).
Proof. [9, p. 96].
Definition 2.19. The factorial polynomial or falling factorial is defined as
t(m)h = t(t− h)(t− 2h) . . . (t− (m− 1)h), (2.32)
for m ∈ Z+ and some h > 0. Also
t(m)h =
1
t(t− h)(t− 2h) . . . (t− (m− 1)h) , (2.33)
for m ∈ Z−. A general definition for all γ ∈ R is
t(γ)h =
hγΓ
(
t
h
+ 1
)
Γ
(
t
h
− γ + 1) . (2.34)
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Lemma 2.20. For all γ ∈ R the forward difference of a factorial polynomial
is another factorial polynomial with the exponent (γ−1)h, i.e. for any h > 0
∆ht
(γ)h = γht(γ−1)h . (2.35)
Proof. [9, p. 104].
Thus the factorial polynomials behave similarly with respect to forward
differences as typical polynomials do with respect to differentiation. In [9,
p. 104] it is also proved that the digamma function has the same role in
difference calculus as logarithm has in differentiation, i.e.
∆h
(
d
dt
ln Γ
(
t
h
+ 1
))
= ∆h
(
Γ′
(
t
h
+ 1
)
hΓ
(
t
h
+ 1
)) = 1
t+ h
.
The three asymptotic equivalences mentioned earlier are all utilised to
prove the following Lemma.
Lemma 2.21. Let γ ∈ R. Then the factorial polynomial is asymptotically
equal to a polynomial with the same exponent, i.e.
t(γ)h ∼ tγ, as t→∞. (2.36)
Proof. To simplify notations, we first write t/h = x. Then we replace the
gamma function with its asymptotically equivalent Stirling’s formula (2.11)
t(γ)h =
hγΓ (x+ 1)
Γ (x− γ + 1) ∼
hγ
√
2πx
(
x
e
)x
√
2πx− γ (x−γ
e
)x−γ , as t→∞.
Next we use the asymptotic formulas from the Example 2.10 and tidy up the
results
t(γ)h ∼ h
γ
√
2πx
(
x
e
)x
√
2πx
(
x
e
)x−γ
e−γ
= hγ
(x
e
)γ
eγ = hγ
(
t
h
)γ
= tγ , as t→∞.
3 Characterisation of smoothness with Fourier decay
First we state from the literature that L2 Ho¨lder continuity and the tail sum
of Fourier coefficients squared give a simply bijective result.
Theorem 3.1. Suppose that f ∈ L2(0, T ) and T -periodic. Then(∑
|k|>N |ck(f)|2
)1/2
∈ O(1/Nm+µ), for some m = 0, 1, 2, . . . and µ ∈ (0, 1)
if and only if f ∈ C2m,µ[0, T ] and f ∈ W 1m[0, T ] (when m > 0).
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Proof. The case m = 0 in [10, p. 40] and the cases m > 0 stated as an
exercise on page 43. The case m = 0 also in [11, pp. 44 - 46].
The goal now is to find something similar between uniform Ho¨lder conti-
nuity and the decay rate of Fourier coefficients. There are well-known simple
bounds for the decay of Fourier coefficients of Ho¨lder continuous functions.
Theorem 3.2. Suppose that f is T -periodic, f ∈ W 1m[0, T ] (when m > 0)
and f ∈ Cm,µ[0, T ] or f ∈ Cpm,µ[0, T ] for some µ ∈ (0, 1]. Then
ck(f) ∈ O(1/|k|m+µ) (3.1)
Proof. Case m = 0 proved in [12, p. 46], [11, p. 38]. For m > 0 we use the
equality ck
(
f (m)
)
=
(
i2πk
T
)m
ck(f), since f ∈ W 1m[0, T ].
It is also noteworthy that µ-Ho¨lder continuous functions with 0.5 < µ < 1
are ”tamer” in many ways when compared to ones with 0 < µ ≤ 0.5. This
is seen for example in the absolute summability of the Fourier coefficients.
Lemma 3.3. Let 0.5 < µ < 1 and suppose that f ∈ C2µ[0, T ] and T -periodic.
Then the Fourier coefficients ck(f) ∈ l1(Z). For µ ≤ 0.5 this is not neces-
sarily true.
Proof. [10, pp- 43 - 44].
In the other direction it is actually easier to study the tail sums of Fourier
coefficients, if they are summable, i.e. ck(f) ∈ l1(Z).
Theorem 3.4. Suppose that
∑
|k|>N |k|m|ck(f)| ∈ O(1/Nµ), for some m =
0, 1, 2, . . ., and µ ∈ (0, 1). Then f ∈ Cm,µ[0, T ].
Proof. [11, pp. 27 - 28, 49].
We see that Theorems 3.2 and 3.4 are not symmetric and that it is gen-
erally harder to estimate the uniform Ho¨lder continuity from the Fourier
coefficients than to bound the coefficients if the regularity is known. The
next two examples show that Theorem 3.2 is sharp but also that we can eas-
ily find simple Ho¨lder continuous functions whose Fourier coefficients decay
faster than it predicts.
Example 3.5. Many of the first examples of nowhere differentiable but ev-
erywhere continuous functions were defined with the help of Fourier series.
The first of these published (but not the first discovered) was theWeierstrass
function
∞∑
k=0
ak cos(bkπt), (3.2)
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which for 0 < a < 1, ab, b > 1 is continuous and nowhere differentiable [13].
In Weierstrass’s original proof he assumed that ab > 1+ 3
2
π and b is a positive
odd integer. Writing µ = − ln(a)/ ln(b), we get
wµ(t) =
∞∑
k=1
b−kµ cos(bkπt), (3.3)
and from this form it is proved in [12, p. 47] that for 0 < µ < 1, wµ ∈ Cµ[0, 2].
Writing m = bk, we see that the Fourier coefficients cm(wµ) ∈ O(|m|−µ) [12,
p. 48]. The study of these kinds of fractal functions which are defined via
the Fourier series is still an active field, as the recent paper [2] demonstrates.
Example 3.6. Let us define
gµ(x) = |x|µ, for − T/2 ≤ x ≤ T/2, (3.4)
where 0 < µ < 1. It is proved in [10, p. 42] that the Fourier coefficients
ck(gµ) ∈ O(1/|k|1+µ), although one can criticize that partial integration was
used twice in the proof, since the second application gives a divergent integral.
A more elegant way is to divide the integral in to two parts where the other
one is a Mellin transform and the other one a tail integral which decays to
zero as |k| → ∞. This method was presented to me by professor Valery Serov
when solving these same Fourier coefficients during his course in Fourier series
[11, p. 38]. I will apply this method also to bound the Fourier coefficients of
chirps in Example 4.3. Figure 1 shows the function |x|0.7 calculated on the
interval [−1, 1] with 2 · 105 samples and Figure 2 shows the decay of its DFT
on a log-log scale from k = 0 to 105 − 1. One can calculate the slope of the
curve
log(0.003635)− log(2.073 · 10−8)
log(9)− log(9999) = −1.721 . . . ≈ −1.7 (3.5)
so the DFT decays like O(1/|k|1.7) to one decimal accuracy. Since the Fourier
coefficients are approximated with the DFT, there is some aliasing error
present and it affects the higher frequencies the most.
Such examples motivated the author to find exact smoothness conditions
which explain the additional 1/|k| decay for functions which behave bet-
ter than for example the fractal Weierstrass function. Two simple function
spaces exist which cause this kind of behaviour.
Lemma 3.7. Suppose that f ∈ BV [0, T ]. Then ck(f) ∈ O(1/|k|).
Proof. [12, p. 48], [14].
11
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Figure 1: Function |x|0.7 on the interval [−1, 1] calculated with 2 ·105
points
100 101 102 103 104 105
k+1
10-15
10-10
10-5
100
X: 1e+04
Y: 2.073e-08
X: 10
Y: 0.003635
Figure 2: Absolute values of the DFT of the samples of |x|0.7 from
Figure 1 from k = 0 to 105 − 1 on a log-log scale
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Lemma 3.8. Suppose that f ∈ AC[0, T ] and T -periodic. Then ck(f) ∈
o(1/|k|).
Proof. The Lemma follows directly from the Riemann-Lebesgue-lemma, which
states that ck(f) ∈ o(1) if f ∈ L1(0, T ). The proof of Riemann-Lebesgue-
lemma can be found for example in [12, p. 45], [11, pp. 37 – 38] and [10, p.
18].
Absolutely continuous functions are of bounded variation [1, p. 337],
which explains why in the previous Lemmas their Fourier coefficients decay
slightly faster. It is also easy to show that Lipschitz continuous functions are
absolutely continuous, but Ho¨lder continuous functions with 0 < µ < 1 are
not necessarily so. Thus, our investigations to study the bounded variation
property and absolute continuity together with Ho¨lder continuity are valid.
Functions which are both Ho¨lder continuous and of bounded variation do
indeed have quicker decay of Fourier coefficients in the sense of summability.
Lemma 3.9. Suppose that f ∈ BV [0, T ] ∩ Cµ[0, T ] with 0 < µ < 1 and f is
T -periodic. Then ck(f) ∈ l1(Z).
Proof. [11, pp. 59 – 60], [10, p. 44].
Nevertheless, we can rule out these functions from our considerations via
a counterexample, which is Ho¨lder continuous and of bounded variation but
its Fourier coefficients decay only like ck(f) ∈ O(1/|k|). This is the Cantor-
Lebesgue function, another famous function with fractal properties.
Example 3.10. The Cantor-Lebesgue function is a continuous and increas-
ing function defined on the interval [0, 1]. The construction uses the fractal
Cantor set, and is described for example in [1, pp. 334 - 335] and [12, pp.
194 - 196]. Zygmund presents the theory for a more general class of func-
tions, Kolmogorov for the classic case where the Cantor set is constructed by
always removing the middle thirds of the intervals at each step. The Cantor-
Lebesgue function can then be thought of as the cumulative distribution of
the Cantor set.
The derivative of this function is 0 almost everywhere although its values
increase continuously from 0 to 1. Hence it is not absolutely continuous. It
is of bounded variation and the classic case (now denoted by f) is also in
Cµ[0, 1] with µ = ln(2)/ ln(3), which by Lemma 3.9 means that the Fourier
coefficients of the periodic function f ∗ = f(t)− t are in l1(Z). Nevertheless,
the decay rate of ck(f
∗) is only O(1/|k|) [12, pp. 196 - 197].
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Thus, we are left to check the case of functions which are absolutely and
Ho¨lder continuous. Before proving Theorem 1.1, let us also state here a result
in the other direction from the literature. This is a direct consequence of the
Riesz-Fischer theorem of the isomorphism between square summable Fourier
coefficients and functions in L2(0, T ).
Lemma 3.11. Suppose that f ∈ L2(0, T ) has Fourier coefficients that satisfy
∞∑
k=−∞
k2m|ck(f)|2 <∞,
for some m = 1, 2, 3, . . .. Then f (m−1) is a.e. equal to an absolutely continu-
ous function with derivative f (m) ∈ L2(0, T ) and ck
(
f (m)
)
=
(
i2πk
T
)m
ck(f).
Proof. In [10, pp. 37 - 38] case m = 1 is proved and for m > 1 stated as an
exercise, which follows with induction. Proof of the Riesz-Fischer theorem
on page 37 also. Proved also in [11, pp. 42 - 44].
Theorem 3.12. Suppose that f ∈ W 1m+1[0, T ] ∩ Cm,µ[0, T ] with some µ ∈
(0, 1], f is T -periodic and the number of oscillations of the function ∆hf
(m)
is uniformly bounded for every 0 < h ≤ h0. Then the Fourier coefficients of
f decay like ck(f) ∈ O(1/|k|1+m+µ).
Proof. Suppose that f ∈ Cµ[0, T ]. The cases m = 1, 2, . . . follow with induc-
tion. Since f is also absolutely continuous, we know that its derivative f ′
exists a.e., is integrable and thus we can study the L1 Ho¨lder continuity of
f ′. Let us denote g = ∆hf = fh − f . Then by Lemma 2.4 g is absolutely
continuous and by Lemma 2.5 we can decompose it also as a difference of two
increasing absolutely continuous functions g = g1 − g2, where g1(t) = V t0 (g)
and g2(t) = V
t
0 (g) − g(t). Then g′1(t), g′2(t) ≥ 0 for almost every t ∈ [0, T ]
and
T‖f ′h − f ′‖1 =
∫ T
0
|f ′(t+ h)− f ′(t)|dt =
∫ T
0
|g′1(t)− g′2(t)|dt
≤
∫ T
0
g′1(t)dt+
∫ T
0
g′2(t)dt
= g1(T )− g1(0) + g2(T )− g2(0)
= V T0 (g)− V 00 (g) + V T0 (g)− g(T )− V 00 (g) + g(0)
= 2V T0 (g)− g(T ) + g(0)
= 2V T0 (g),
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since V 00 (g) = 0 and g(T ) = g(0) since g is clearly also T -periodic. Now let us
partition the interval [0, T ] so that the partition points are the local minima
and maxima of g. Then on all of the M intervals between these points the
function g is either increasing or decreasing and by Lemma 2.3
V T0 (g) =
M∑
k=1
V tktk−1(g) =
M∑
k=1
∣∣g(tk)− g(tk−1)∣∣
=
M∑
k=1
∣∣f(tk + h)− f(tk)− f(tk−1 + h) + f(tk−1)∣∣
≤
M∑
k=1
(∣∣f(tk + h)− f(tk)∣∣ + ∣∣f(tk−1 + h)− f(tk−1)∣∣)
≤ 2MC|h|µ ≤ 2LC|h|µ,
where L is the supremum of the number of intervals on which ∆hf is either
increasing or decreasing over all h > 0 small enough. Since we assumed that
the number of oscillations of the function ∆hf is uniformly bounded for every
0 < h ≤ h0, this supremum exists and is finite.
Thus f ′ ∈ C1µ[0, T ] and it follows from Theorem 3.2 that ck(f ′) ∈ O(1/|k|µ).
Since f is absolutely continuous, we know that ck(f
′) = i2πk
T
ck(f) and thus
ck(f) ∈ O(1/|k|1+µ).
I will also provide a shorter proof, which does not use total variations,
but rather just the properties of derivatives.
Proof. Again let us partition the interval [0, T ] so that the partition points
are the local minima and maxima of g = ∆hf . Then the derivative g
′ has
a constant sign in any of these intervals. Thus, we can evaluate the integral
over all these intervals and get
T‖f ′h − f ′‖1 =
∫ T
0
|g′(t)| dt
=
M∑
k=1
∫ tk
tk−1
|g′(t)| dt
=
M∑
k=1
∣∣g(tk)− g(tk−1)∣∣,
and the rest of the proof is the same as in the previous proof.
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Theorem 3.13. Suppose that the Fourier coefficients of a T -periodic func-
tion f decay like ck(f) ∈ O(1/|k|1+m+µ), with some µ ∈ (0, 1). Then
f ∈ Cm,µ[0, T ]. Also if µ ∈ (0.5, 1), then f ∈ W 1m+1[0, T ] as well.
Proof. Suppose that ck(f) ∈ O(1/|k|1+m+µ). Let us first estimate the tail
sum ∑
|k|>N
|k|m|ck(f)| ≤
∑
|k|>N
C1
|k|1+µ ≤ 2
∞∑
k=N+1
C1
k1+µ
,
and the sums are still clearly convergent. Then Lemma 2.21 allows us to
change to factorial polynomials and Lemmas 2.20 and 2.18 to estimate the
sum ∑
|k|>N
|k|m|ck(f)| ≤
∞∑
k=N+1
C2
k(1+µ)h
≤ C3
(N + 1)(µ)h
≤ C4
(N + 1)µ
≤ C4
Nµ
,
and Lemma 2.21 was used again. Now it follows from Theorem 3.4 that
f ∈ Cm,µ[0, T ].
The absolute continuity in the case µ ∈ (0.5, 1) follows from the estimate
∞∑
k=−∞
k2(m+1)|ck(f)|2 ≤
∞∑
k=−∞
k 6=0
k2m+2
C
|k|2+2m+2µ =
∞∑
k=−∞
k 6=0
C
|k|2µ <∞,
and Lemma 3.11.
Perhaps a little simpler proof would utilise that fact that we could replace
the infinite sums with integrals, since they are asymptotically equal in these
cases. A similar result for multidimensional Fourier series can be found in
[15, p. 178], although in one dimension it only states that the decay rate
ck(f) ∈ O(1/|k|1+m+µ) implies Cα[0, T ] for all α < µ.
It is not possible to deduce the absolute continuity from the Fourier co-
efficients in the case µ ∈ (0, 0.5). First hint into this direction was made in
1936 by J.E. Littlewood [16] with the following counterexample.
Theorem 3.14. There exists an increasing function f with f ′(t) = 0 for
a.e. t ∈ [0, T ] (hence f is not absolutely continuous) and a positive real
number µ such that the Fourier coefficients of the periodic function f ∗(t) =
f(t)− t
T
(
f(T )− f(0)) decay like
ck(f
∗) ∈ O (1/|k|1+µ) . (3.6)
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From Theorem 3.13 we know that µ in Littlewood’s Theorem must be
from the interval (0, 0.5]. It was actually proved by Wiener and Wintner in
1938 [17] that for every µ ∈ (0, 0.5) such non-absolutely continuous functions
exist. In 1939 [18] Schaeffer sharpened this result slightly by proving that for
any increasing sequence r(k) that approaches ∞ as k →∞ (no matter how
slowly), there exists a non-absolutely continuous function f whose Fourier
coefficients are
ck(f) ∈ O
(
r(|k|)
|k|1.5
)
, (3.7)
but whether the case µ = 0.5 in Theorem 3.13 implies absolute continuity, is
probably still an open question.
4 Chirps
Next, we consider probably the simplest infinitely oscillating class of func-
tions. These are called chirps and they have been studied a lot with wavelet
theory [19]. The example is a lengthy one, but it provides us the information
that the condition for finite oscillations is necessary in Theorem 3.12. We will
need the following Lemmas considering the convergence of certain improper
integrals and the asymptotic behaviour of H-functions.
Lemma 4.1 (Leibniz’s test for improper integrals). Suppose that f : [a,∞)→
R has infinitely many zeros a1, a2, a3, . . . in the interval [a,∞), where a1 <
a2 < . . . and an → ∞ as n → ∞. Suppose that f(t) > 0 if a2n−1 < t < a2n
and f(t) < 0 if a2n < t < a2n+1 and let
bn =
∫ an+1
an
f(t) dt.
If |bn| ≥ |bn+1| and |bn| → 0 as n→∞, then∫ ∞
a
f(t) dt <∞. (4.1)
Proof. [20, pp. 438 - 439]
Lemma 4.2. If for a given H-function Hm,np,q the quantity
q∑
j=1
Bj −
p∑
l=1
Al ≤ 0, (4.2)
and the poles of the Gamma functions Γ(1 − al − Al), l = 1, . . . , n do not
coincide, then
Hm,np,q (z) ∈ O(zρ) as |z| → ∞, (4.3)
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with
ρ = max
1≤l≤n
{
Re(al)− 1
Al
}
. (4.4)
Proof. This is a part of Corollary 5 in [21].
Example 4.3. Let α, β > 0. Then for x ∈ [0, L] we define
fα,β(x) = x
α sin(1/xβ). (4.5)
It is immediate that (4.5) is pointwise α-Ho¨lder in the neighbourhood of 0
according to equation (2.7) if 0 < α < 1 and infinitely differentiable else-
where. Decay of the wavelet coefficients of such functions reveal both of the
exponents α and β and thus wavelet analysis is clearly superior to Fourier
analysis in the case of pointwise regularity and oscillation. Interested reader
may study for example the excellent books [19, 22]. Nevertheless, we are
interested in knowing how the frequencies of these signals decay and what is
their uniform Ho¨lder continuity.
In [1, p. 331] it is given as an assignment to show that fα,β is of bounded
variation iff α > β and we will utilise this result now. Thus, let us suppose
that α > β. Due to the Lebesgue decomposition of a function of bounded
variation in Lemma 2.6, we can deduce then that ϕ and χ in this decompo-
sition are both zero (since fα,β is infinitely differentiable a.e. on [0, L] and it
is continuous on [0, L]) and thus fα,β ∈ AC[0, L] iff α > β.
Since Theorem 3.12 concerns uniform Ho¨lder continuity, we will next
show that the functions in question are Cα/(1+β)[0, L] for any L > 0 and for
all α, β > 0 such that α/(1+β) ≤ 1. The last limitation comes from the fact,
that for the sake of simplicity we do not consider the Ho¨lder continuity of
the derivatives of fα,β here. If we consider for example only 0 < β < α ≤ 1,
then we will always have α/(1 + β) < 1. This method to bound the Ho¨lder
exponents of chirps was inspired by a discussion at the Mathematics Stack
Exchange [23], where username Gaultier sketched a proof that x sin(1/x) is
0.5-Ho¨lder on [0, 1/2]. What follows is thus a generalisation of that sketch
to more general chirps fα,β with 0 < β < α ≤ 1.
Let us first suppose that x, y ∈
[
1/
(
2π(n+ 1)
)1/β
, 1/(2πn)1/β
]
with some
n = 1, 2, 3, . . . and thus x = 1/(2πn+ǫ)1/β and y = 1/(2πn+δ)1/β where 0 ≤
ǫ, δ,≤ 2π. Then with the help of the Taylor series for sine and the binomial
expansion of Newton we estimate (using the typical abuse of notation with
the O sign)
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|fα,β(x)− fα,β(y)| =
∣∣∣∣∣ 1(2πn+ ǫ)αβ sin(2πn+ ǫ)− 1(2πn+ δ)αβ sin(2πn+ δ)
∣∣∣∣∣
=
∣∣∣∣∣ 1(2πn+ ǫ)αβ sin(ǫ)− 1(2πn+ δ)αβ sin(δ)
∣∣∣∣∣
=
∣∣∣∣∣ 1(2πn+ ǫ)αβ (ǫ+O(ǫ3))− 1(2πn+ δ)αβ (δ +O(δ3))
∣∣∣∣∣
=
∣∣∣∣∣(2πn+ δ)
α
β
(
ǫ+O(ǫ3)
)− (2πn+ ǫ)αβ (δ +O(δ3))
(4π2n2 + 2πnǫ+ 2πnδ + ǫδ)
α
β
∣∣∣∣∣
=
∣∣∣∣∣
∑∞
k=0
(
α/β
k
)
(2πn)
α
β
−kδk
(
ǫ+O(ǫ3)
)−∑∞k=0 (α/βk )(2πn)αβ−kǫk(δ +O(δ3))
(4π2n2 + 2πnǫ+ 2πnδ + ǫδ)
α
β
∣∣∣∣∣
≤
∣∣∣∣∣
∑∞
k=0
(
α/β
k
)
(2πn)
α
β
−k
(
δkǫ− ǫkδ +O(δkǫ3 − ǫkδ3))
(4π2n2)
α
β
∣∣∣∣∣
≤ d0
∣∣∣∣∣n
α
β (ǫ− δ)
n2
α
β
∣∣∣∣∣ ≤ d0|ǫ− δ|nαβ ,
where we estimated the series with its biggest term k = 0 multiplied by some
constant, as ǫ and δ are small. Next, we estimate |x− y| from below
|x− y| =
∣∣∣∣∣(2πn+ δ)
1
β − (2πn+ ǫ) 1β
(2πn+ δ)
1
β (2πn+ ǫ)
1
β
∣∣∣∣∣
≥
∣∣∣∣∣
∑∞
k=0
(
1/β
k
)
(2πn)
1
β
−kδk −∑∞k=0 (1/βk )(2πn) 1β−kǫk
(4πn)
2
β
∣∣∣∣∣
=
∣∣∣∣∣
∑∞
k=0
(
1/β
k
)
(2πn)
1
β
−k
(
δk − ǫk)
(4πn)
2
β
∣∣∣∣∣
≥ d1
∣∣∣∣∣n
1
β
−1(δ − ǫ)
n
2
β
∣∣∣∣∣ = d1|δ − ǫ|n 1β+1 ,
where we estimated the series from below by leaving only the term k = 1. To
combine the two estimates, we need to raise the last inequality to a power u
such that (
1
β
+ 1
)
u =
α
β
, (4.6)
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from which we solve that u = α/(1 + β). Thus we have
|x− y| α1+β ≥ d2|δ − ǫ|
α
1+β
n
α
β
(4.7)
and finally
|fα,β(x)− fα,β(y)| ≤ d3|δ − ǫ|
α
1+β
n
α
β
≤ d4|x− y|
α
1+β . (4.8)
To extend the result to the bigger interval [0, (1/2π)1/β] let y be as before, but
x < 1/
(
2π(n+1)
)1/β
. Then because of the periodicity of sine and the decay of
the function fα,β towards 0, we can find z ∈
[
1/
(
2π(n+ 1)
)1/β
, 1/(2πn)1/β
]
such that
|fα,β(x)− fα,β(y)| ≤ |fα,β(z)− fα,β(y)|
≤ d4|z − y|
α
1+β
≤ d4|x− y|
α
1+β . (4.9)
Since the function fα,β does not oscillate at values x > (2/π)
1/β and it is in-
finitely smooth and bounded there, we can conclude that fα,β ∈ Cα/(1+β)[0, L]
for any L > 0.
Next we want to bound the decay rate of the Fourier coefficients ck(fα,β).
We extend the function periodically as an even function for x ∈ [−π, π]
fα,β = |x|α sin(1/|x|β). (4.10)
Then for k > 0 (we can calculate only these, since for a real-valued signal
the negative frequencies are just complex conjugates of the corresponding
positive ones)
ck(fα,β) =
1
2π
∫ π
−π
|x|α sin(1/|x|β)e−ikx dx
=
1
π
∫ π
0
xα sin(1/xβ) cos(kx) dx
= 0− 1
π
∫ π
0
xα−β−1
[
αxβ sin(x−β)− β cos(x−β)] sin(kx)
k
dx.
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Next we make the substitution kx = y, dx = dy
k
ck(fα,β)
=
−1
πk
∫ kπ
0
(y
k
)α−β−1 [
α
(y
k
)β
sin
((
k
y
)β)
− β cos
((
k
y
)β)]
sin(y)
k
dy.
=
−1
πk1+α−β
∫ kπ
0
yα−β−1
[
α
(y
k
)β
sin
((
k
y
)β)
− β cos
((
k
y
)β)]
sin(y) dy
=
−α
πk1+α
∫ kπ
0
yα−1 sin
((
k
y
)β)
sin(y) dy
+
β
πk1+α−β
∫ kπ
0
yα−β−1 cos
((
k
y
)β)
sin(y) dy
=
−α
πk1+α
(∫ ∞
0
g1(y, k) dy −
∫ ∞
kπ
g1(y, k) dy
)
+
β
πk1+α−β
(∫ ∞
0
g2(y, k) dy −
∫ ∞
kπ
g2(y, k) dy
)
,
where the improper integrals converge because for each k, the tails of the
integrands g1 and g2 are products of decreasing functions and sines or cosines
and thus the requirements of Lemma 4.1 are fulfilled.
Let us first look at the two simpler integrals which do not contain the
infinite oscillations near the origin. Going backwards with our substitutions
we get
α
πk1+α
∫ ∞
kπ
g1(y, k) dy − β
πk1+α−β
∫ ∞
kπ
g2(y, k) dy (4.11)
=
1
πk
∫ ∞
π
xα−β−1
[
αxβ sin(x−β)− β cos(x−β)] sin(kx) dx
=
1
i2πk
F{ϕ(x)}( k
2π
)
,
where the integral is a Fourier transform of the odd function
ϕ(x) =

−|x|α−β−1 (α|x|β sin(|x|−β)− β cos(|x|−β)) , if t < −π
0, if − π ≤ t ≥ π
xα−β−1
(
αxβ sin(x−β)− β cos(x−β)) , if t > π.
(4.12)
The function ϕ decays to 0 as |t| → ∞ and its derivative is in L1(R) (if we
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ignore the jumps at x = −π and t = π), since
d
dt
(
xα−β−1
[
αxβ sin(x−β)− β cos(x−β)])
= α(α− 1)xα−2 sin(x−β)− αβxα−β−2 cos(x−β)
− β2xα−2β−2 sin(xβ)− β(a− β − 1)xα−β−2 cos(x− β).
Then according to definition 5.1
V ∞−∞(ϕ) = V
−π−ǫ
−∞ (ϕ) + V
π+ǫ
−π−ǫ(ϕ) + V
∞
π+ǫ(ϕ)
=
∫ −π−ǫ
−∞
|h′(x)| dx+ V π+ǫ−π−ǫ(h) +
∫ ∞
π+ǫ
|h′(x)| dx <∞,
for some ǫ > 0 and thus ϕ ∈ BV (R) and we can bound (4.11) according to
Lemma 5.3
1
i2πk
F {ϕ}
(
k
2π
)
∈ 1
i2πk
O(1/|k|) = O(1/|k|2). (4.13)
The reason for this decay rate are the boundaries −π and π of our periodically
continued chirp.
The integrals which range from 0 to ∞ can be interpreted as Mellin
transforms
I1(k) =
∫ ∞
0
g1(y, k) dy =M
{
sin
((
k
y
)β)
sin(y)
}
(α), (4.14)
I2(k) =
∫ ∞
0
g2(y, k) dy =M
{
cos
((
k
y
)β)
sin(y)
}
(α− β). (4.15)
The goal is now to evaluate these transforms in terms of H-functions for
which asymptotic expansions are known. The results listed in the Example
2.15 and the formula (2.13) give
I1(k) =
1
2πi
∫ σ+i∞
σ−i∞
1
βkβz
Γ
(−z
β
)
sin
(−πz
2β
)
Γ(α− z) sin
(π
2
(α− z)
)
dz
=
1
2πi
∫ σ+i∞
σ−i∞
k−βz
β
Γ
(
−z
β
)
(−π)Γ(α− z)π
Γ
(
z
2β
)
Γ
(
1− z
2β
)
Γ
(
α−z
2
)
Γ
(
1− α−z
2
) dz.
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Next we use the property (2.12) of the Gamma function and then substitute
u = βz, dz = du/β
I1(k) =
π2
2πβi
∫ σ+i∞
σ−i∞
β
z
Γ
(
1− z
β
)
Γ
(
1− (1−α)− z)k−βz dz
Γ
(
z
2β
)
Γ
(
1− z
2β
)
Γ
(
1− (1− α
2
)− z
2
)
Γ
(
1− α
2
+ z
2
)
=
σ+i∞∫
σ−i∞
1
2πi
(
π2
β
)
Γ
(
u
β
)
Γ
(
1− u
β2
)
Γ
(
1− (1−α)− u
β
)
k−u du
Γ
(
1 + u
β
)
Γ
(
u
2β2
)
Γ
(
2−α
2
+ u
2β
)
Γ
(
1− u
2β2
)
Γ
(
1− (1− α
2
)− u
2β
) .
According to Lemma 4.2 we calculate the quantity
q∑
j=1
Bj −
p∑
l=1
Al =
1
β
+
1
2β2
+
1
2β
− 1
β2
− 1
β
− 1
β
− 1
2β2
− 1
2β
= − 1
β
− 1
β2
≤ 0,
and thus if the poles of the Gamma functions Γ(1− u
β2
) and Γ
(
1−(1−α)− u
β
)
do not coincide, i.e.
1− (1− α) + c
1/β
6= 1− 0 + d
1/β2
, for all c, d ∈ N0,
⇔ α + c 6= β + βd, for all c, d ∈ N0, (4.16)
then the decay rate of this H-function is given by
max
1≤l≤n
{
Re(al)− 1
Al
}
= max
{
Re(0)− 1
1/β2
,
Re(1− α)− 1
1/β
}
= max
{−β2,−αβ}
= −β2,
if α > β, and thus I1(k) ∈ O
(
1/|k|β2
)
if α + c 6= β + βd for all c, d ∈ N0.
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The same steps applied to I2 gives
I2(k) =
1
2πi
∫ σ+i∞
σ−i∞
Γ
(−z
β
)
cos
(
πz
2β
)
Γ(α−β−z) sin
(π
2
(α−β−z)
) dz
βkβz
=
1
2πi
∫ σ+i∞
σ−i∞
k−βz
β
Γ
(
−z
β
)
π2Γ(α− β − z)
Γ
(
z
2β
+ 1
2
)
Γ
(
1− 1
2
− z
2β
)
Γ
(
α−β−z
2
)
Γ
(
1− α−β−z
2
) dz
=
∫ σ+i∞
σ−i∞
1
2πi
π2
β
(
−β
z
)
Γ
(
1− z
β
)
Γ(1− (1−α+β)− z)k−βz dz
Γ
(
1
2
+ z
2β
)
Γ
(
1− 1
2
− z
2β
)
Γ
(
1− (1− α−β
2
)− z)Γ (1− α−β
2
+ z
2
)
=
σ+i∞∫
σ−i∞
1
2πi
(
−π2
β
)
Γ
(
u
β
)
Γ
(
1− u
β2
)
Γ
(
1− (1−α+β)− u
β
)
)k−u du
Γ
(
1+ u
β
)
Γ
(
1
2
+ u
2β2
)
Γ
(
2−α+β
2
+ u
2β
)
Γ
(
1− 1
2
− u
2β2
)
Γ
(
1− 2−α+β
2
− u
β
)
Again according to Lemma 4.2 we calculate the quantity
q∑
j=1
Bj −
p∑
l=1
Al =
1
β
+
1
β
+
1
2β2
− 1
β
− 1
β2
− 1
β
− 1
2β2
− 1
2β
= − 1
β2
− 1
2β
≤ 0,
and thus if the poles of Γ(1− u
β2
) and Γ
(
1− (1−α+β)− u
β
)
do not coincide,
i.e.
1− (1− α + β) + c
1/β
6= 1− 0 + d
1/β2
, for all c, d ∈ N0,
⇔ α + c 6= 2β + βd, for all c, d ∈ N0, (4.17)
then the decay rate of this H-function is given by
max
1≤l≤n
{
Re(al)− 1
Al
}
= max
{
Re(0)− 1
1/β2
,
Re(1− α + β)− 1
1/β
}
= max
{−β2, β(β − α)}
=
{
β2 − αβ, if 0 < α < 2β
−β2, if α ≥ 2β,
Let us note also that the integration path can separate the poles of the
Gamma functions in the numerator according to the definition of the H-
function if α > 0 for I1 and α > β for I2. Thus, our restrictions on α and
β originally chosen because of absolute continuity are of use here as well.
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Now we have all the information on the asymptotic behaviour of the Fourier
coefficients. If (4.16) and (4.17) are fulfilled, then
ck(fα,β) ∈ O(1/|k|2) + −α
π|k|1+α I1(|k|) +
β
π|k|1+α−β I2(|k|)
=
O(1/|k|
2) +O
(
1/|k|1+α+β2
)
+O
(
1/|k|1+α−β−β(β−α)) , if 0 < α < 2β
O(1/|k|2) +O
(
1/|k|1+α+β2
)
+O
(
1/|k|1+α−β+β2
)
, if α ≥ 2β
=
{
O(1/|k|2) +O (1/|k|1+α−β−β(β−α)) , if 0 < α < 2β
O(1/|k|2) +O
(
1/|k|1+α−β+β2
)
, if α ≥ 2β,
since the decay rates of I2 are in both cases slower than those of I1.
As a particular example in the case α = 0.7, β = 0.5 we first check
condition (4.16)
0.7 + c 6= 0.5 + 0.5d, for all c, d ∈ N0,
⇔ 7 + 10c 6= 5 + 5d, for all c, d ∈ N0,
which is clearly true, since the number on the left side always ends with a
seven and the number on the right side with a 5 or a 0. For the same reason
equation (4.17) holds as well. Thus
ck(f0.7, 0.5) ∈ O(1/|k|2) +O
(
1/|k|1+0.7+0.52
)
+O
(
1/|k|1+0.7−0.5−0.5(0.5−0.7))
= O(1/|k|2) +O (1/|k|1.95)+O (1/|k|1.3)
= O
(
1/|k|1.3) .
We can say that the Fourier coefficients of the chirp f0.7, 0.5 decay like O (1/|n|1.3).
This is verified by numerical calculations. Figure 3 shows the function in
question calculated on the interval [−1, 1] with 2 · 105 samples. The absolute
values of its DFT from k = 0 to 105 − 1 are shown in Figure 4 on a log-log
scale. The curve can be bounded by a line with a slope
log(3.708 · 10−5)− log(1.014 · 10−6)
log(541)− log(8780) = −1.291 . . . ≈ −1.3, (4.18)
so indeed the DFT decays like O (1/|n|1.3) to one decimal accuracy. We also
know from equation (4.9) that f0.7, 0.5 ∈ C7/15[0, L], where 7/15 = 0.4666 . . ..
Thus the infinite oscillations affect the decay rate of the Fourier coefficients
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and we do not get O (1/|n|1.4666...) as would be the case without the infinite
oscillations according to Theorem 3.12.
Let us write another example with α = 0.9 and β = 0.4. Now the
condition (4.16)
0.9 + c 6= 0.4 + 0.4d, for all c, d ∈ N0,
⇔ 9 + 10c 6= 4 + 4d, for all c, d ∈ N0,
which is again true, since the number on the left is always odd and the
number on right is always even and similarly equation (4.17) holds as well.
Thus
ck(f0.9, 0.4) ∈ O(1/|k|2) +O
(
1/|k|1+0.9+0.42
)
+O
(
1/|k|1+0.9−0.4+0.42
)
= O(1/|k|2) +O (1/|k|2.06)+O (1/|k|1.66)
= O
(
1/|k|1.66) .
Now based on equation (4.9) the signal is uniformly Ho¨lder continuous with
the exponent 9/14 ≈ 0.6429, but because ck(f0.9, 0.4) ∈ O (1/|k|1.66), Theo-
rem 3.13 reveals that actually f0.9, 0.4 ∈ C0.66[0, L] in this case regardless of
the infinite oscillations. This shows that at least some chirps are actually
smoother than the estimate (4.9) reveals.
5 Extension to Fourier transforms
Our goal now is to extend Theorem 3.12 to non-periodic functions defined
on R and their Fourier transforms. We need to consider integrability and
absolutely continuity on R. We will also discuss the Fourier transforms of
chirps.
Definition 5.1. Function f : R→ C is of bounded variation, i.e. f ∈ BV (R),
if its total variation is finite, i.e.
V ∞−∞(f) = sup
P
N∑
k=1
|f(tk)− f(tk−1)| <∞,
where tk, k = 0, 1, . . . , N is a partition of the real axis R and the supremum
is taken over all possible partitions (of any number of points) P of R.
Definition 5.2. Function f : R → C is absolutely continuous, i.e. f ∈
AC(R), if its derivative f ′ exists a.e. on R and is Lebesgue integrable∫ t
−∞
f ′(τ) dτ = f(t)− C, for every t ∈ R. (5.1)
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Figure 3: Function |x|0.7 sin (1/|x|0.5) on the interval [−1, 1] calculated
with 2 · 105 points
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Figure 4: Absolute values of the DFT of the samples of
|x|0.7 sin (1/|x|0.5) in Figure 3 from k = 0 to 105 − 1 on a log-log scale
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Note that necessarily C = limt→−∞ f(t). This definition is almost equal
to Sobolev space W 11 (R), which simply means that the function and its first
generalised derivative are in L1(R). Note that the two requirements f, f
′ ∈
L1(R) of the spaceW
1
1 (R) guarantee that lim|t|→∞ f(t) = 0. We will not need
the integrability of f in the Theorem that follows and thus we first state it
without Sobolev spaces.
The decay of Fourier transforms of functions f ∈ BV (R) and f ∈ AC(R)
behave similarly as in the periodic case.
Lemma 5.3. If f ∈ BV (R), then fˆ ∈ O ( 1
ν
)
.
Proof. [22, pp. 33 - 34].
Lemma 5.4. If f ∈ AC(R), then fˆ ∈ o ( 1
ν
)
.
Proof. A consequence of the Riemann-Liouville-Lemma for the Fourier trans-
form, proof can be found for example in [10, p. 94].
Definition 5.5. Function f : R→ C is uniformly Ho¨lder continuous of order
µ = (0, 1], if
|f(t+ h)− f(t)| ≤ Chµ, (5.2)
holds for all t, t + h ∈ R and 0 < h ≤ h0. Then we write f ∈ Cµ(R). If for
some m = 1, 2, 3, . . . it holds that f (m) ∈ Cµ(R), we write f ∈ Cm,µ(R).
Definition 5.6. Function f ∈ Lp(R) is Lp Ho¨lder continuous of order µ =
(0, 1], if
‖fh − f‖p =
(∫ ∞
−∞
|f(t+ h)− f(t)|pdt
)1/p
≤ Chµ, (5.3)
and we write f ∈ Cpµ(R). If f (m) ∈ Cpµ(R), we write f ∈ Cpm, µ(R).
Lemma 5.7. If f ∈ C1m,µ(R) and f (m−1) ∈ AC(R) (when m > 0), then
fˆ ∈ O
(
1
|ν|m+µ
)
.
Proof. Suppose that m = 0. Let us look at∫ ∞
−∞
f
(
t+ 1/(2ν)
)
e−i2πνtdt = eiπ
∫ ∞
−∞
f(τ)e−i2πντdτ = −fˆ(ν),
and thus
−2fˆ(ν) =
∫ ∞
−∞
(
f
(
t + 1/(2ν)
)− f(t))e−i2πνtdt.
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Now we can bound the Fourier transform∣∣fˆ(ν)∣∣ ≤ 1
2
∫ ∞
−∞
∣∣∣f(t + 1/(2ν))− f(t)∣∣∣dt,
and if f ∈ C1µ(R), then ∣∣fˆ(ν)∣∣ ≤ C
2
(
1
2ν
)µ
.
If m > 0, then we have F {f (m)} (ν) ∈ O(1/|ν|µ). Since f (m) ∈ L1(R), we
know that f (m) is a tempered distribution. A tempered distribution is always
a finite order derivative of some continuous function of power growth at the
infinities [26, p. 115]. This result means that all the primitives of a tempered
distribution are also temperate [25, p. 108], and thus we know that f also
has a Fourier transform as a tempered distribution. Then we know also that
F {f (m)} (ν) = (i2πν)m fˆ(ν) and thus fˆ ∈ O(1/|ν|m+µ).
The corresponding Theorem 3.2 for Fourier series is valid for all p ≥ 1
and Ho¨lder’s inequality is used to prove this in [11, p. 38]. Using the same
inequality here would result in a divergent integral and thus on R we can
only state this result for p = 1.
Theorem 5.8. Suppose that f (m) ∈ AC(R), f (m)(t)→ 0 as |t| → ∞ and the
number of maxima and minima of the function ∆hf
(m) is uniformly bounded
for every 0 < h ≤ h0. Suppose also that f ∈ Cm,µ[a − h0, b+ h0] with some
µ ∈ (0, 1] and [a, b] contains all the mentioned local maxima and minima of
∆hf
(m) for all 0 < h ≤ h0. Then fˆ(ν) ∈ O(1/|ν|1+m+µ) as |ν| → ∞.
Proof. Suppose that m = 0. Let us partition R so that the partition points
are the local minima and maxima of g = ∆hf and the first point is −∞ and
the last point ∞. Then the derivative g′ has a constant sign in any of these
intervals and for any 0 < h ≤ h0 we have g(t)→ 0 as |t| → ∞. Thus, we can
evaluate
‖f ′h − f ′‖1 =
∫ ∞
−∞
|g′(t)| dt
=
M∑
k=1
∫ tk
tk−1
|g′(t)| dt
=
M∑
k=1
∣∣g(tk)− g(tk−1)∣∣
= |g(t1)− g(−∞)|+ |g(∞)− g(tM−1)|+
M−1∑
k=2
∣∣g(tk)− g(tk−1)∣∣,
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and estimate
‖f ′h − f ′‖1 ≤
∣∣f(t1 + h)− f(t1)∣∣+ ∣∣f(tM−1 + h)− f(tM−1)∣∣
+
M−1∑
k=2
(∣∣f(tk + h)− f(tk)∣∣ + ∣∣f(tk−1 + h)− f(tk−1)∣∣)
≤ 2(M − 1)C|h|µ ≤ 2(L− 1)C|h|µ,
where L is the supremum of the number of increasing and decreasing intervals
of ∆hf over all 0 < h ≤ h0.
Thus f ′ ∈ C1µ(R) and because f ∈ AC(R) as well, it follows from Lemma
5.7 that F{f}(ν) ∈ O(1/|ν|1+µ). The cases m > 0 are proved identically.
If we relax the conditions of the previous Theorem slightly, a more elegant
result follows.
Corollary 5.9. Suppose that f ∈ W 1m+1(R) ∩ Cm,µ(R) and the number of
maxima and minima of the function ∆hf
(m) is uniformly bounded for all
0 < h ≤ h0. Then fˆ(ν) ∈ O(1/|ν|1+m+µ) as |ν| → ∞.
Example 5.10. The function e−a|t|, Re(a) > 0 has the Fourier transform
F {e−a|t|} (ν) = 2a
a2 + (2πν)2
. (5.4)
Interestingly, this decay rate is explained by two different results. Since the
derivative of this function is in BV (R), Lemma 5.3 can be applied. But since
the function is Lipschitz at 0, smooth elsewhere and its difference function
does not oscillate infinitely often, Corollary 5.9 applies as well.
Example 5.11. The function eπt
2 |t|µ satisfies the requirements of Corollary
5.9, and thus we expect that F
{
eπt
2 |t|µ
}
(ν) ∈ O(1/|ν|1+µ). The convolution
Theorem (for functions of rapid descent and tempered distributions) can be
used to decompose this
F
{
eπt
2 |t|µ
}
(ν) =
(
F
{
eπt
2
}
∗ F {|t|µ}
)
(ν)
=
(
eπν
2 ∗ −2 sin
(
πµ
2
)
Γ(µ+ 1)
|2πν|1+µ
)
(ν),
where we substituted the Fourier transforms of the two functions. The for-
mula for F {|t|µ} and other similar ones are proved for example in [26, 170-
173]. Since that distributional Fourier transform F {|t|µ} also decays like
O(1/|ν|1+µ), it is likely that a generalization of Theorem 5.8 to some tem-
pered distributions with enough smoothness is possible.
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Example 5.12. The Fourier transforms of the chirps introduced in equation
(4.5) can also be evaluated. Let us look at the even chirp
fα,β(x) = |x|α sin(1/|x|β), x ∈ R, (5.5)
and the steps done in Example 4.3 repeated give us for ν > 0
F {fα,β} (ν) =
∫ ∞
−∞
|x|α sin(1/|x|β)e−i2πνx dx
= 2
∫ ∞
0
xα sin(1/xβ) cos(2πνx) dx
= 0− 2
∫ ∞
0
xα−β−1
[
αxβ sin(x−β)− β cos(x−β)] sin(2πνx)
2πν
dx.
Now we see that we can state this with the integrals I1 (4.14) and I2 (4.15)
for ν 6= 0
F {fα,β} (ν) = −2α
(2π|ν|)1+α I1(2π|ν|) +
2β
(2π|ν|)1+α−β I2(2π|ν|), (5.6)
since the Fourier transform of an even function is real-valued and the negative
frequencies are then equal to the positive ones. We see that the Fourier
transforms of chirps are simpler than the corresponding Fourier series which
included also the boundary effects because of periodicity. The integrals I1
and I2 were evaluated as H-functions in Example 4.3, so the result (5.6) is
an exact representation as Mellin-Barnes integrals. The asymptotic decay
results from Example 4.3 also give us for |ν| → ∞
F {fα,β} (ν) =
{
O
(
1/|ν|1+α−β−β(β−α)) , if 0 < α < 2β,
O
(
1/|ν|1+α−β+β2
)
, if α ≥ 2β, (5.7)
required that the conditions (4.16) and (4.17) for α and β are fulfilled.
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