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Background: In countries where air pollution stations are unavailable or scarce, station measurements from other
countries and atmospheric remote sensing could jointly provide information to estimate ambient air quality at a
sufficiently fine resolution to study the relationship between air pollution exposure and health. Predicting NO2
concentration globally with sufficient spatial and temporal resolution and accuracy for health studies is, how-
ever, not a trivial task. Challenges are data deficiency, in terms of NO2 measurements and NO2 predictors, and
the development of a statistical model that can typify the regional and continental differences, such as traffic
regulations, energy sources, and local weather.
Objective: We investigated the feasibility of mapping daytime and nighttime NO2 globally at a high spatial
resolution (25 m), by including TROPOMI (TROPOspheric Monitoring Instrument) data and comparing various
statistical learning techniques.
Method: We separated daytime (7:00 am - 9:59 pm) and nighttime (10:00 pm - 6:59 am) based on the local
times. To study if one should build models for each country separately, national models in 4 selected countries
(the US, China, Germany, Spain) were developed. We build the models for 2017 and used 3636 stations. Seven
statistical learning techniques were applied and the impact of the predictors, model fitting, and predicting ac-
curacy was compared between different techniques, national models, national and global models, and models
with and without including the NO2 vertical column density retrieved from TROPOMI.
Result and conclusion: The ensemble tree-based methods obtained higher accuracy compared to the linear re-
gression-based methods in national and global models. The global tree-based methods obtained similar accuracy
to national models. Different spatial prediction patterns are observed even when the prediction accuracy is very
similar. Separating between day and night can be important for more accurate air pollution exposure assessment.
The TROPOMI variable is ranked as one of the most important variables in the statistical learning techniques but
adding it to global models that contain other precedent remote sensing products does not improve the prediction
accuracy.
1. Introduction
NO2 is an important risk factor for respiratory (Chauhan et al.,
1998) and cardiovascular diseases (Collart et al., 2018). Global NO2
maps are required to estimate the global burden of disease (Burnett
et al., 2018), which has been conducted at country level (Chen et al.,
2010), and, more recently, at the neighbourhood level (Anenberg et al.,
2018; Achakulwisut et al., 2019). In addition, modelling air pollution at
the global scale enables consistent comparisons of relations between air
pollution and health in different countries using a universal air
pollution dataset.
As NO2 is highly traffic-related and localised, mapping it at a high
resolution in space and time is needed for the assessment of personal
outdoor exposure, in particular in areas close to sources of the pollutant
such as primary roads. In addition, high resolution maps are a re-
quirement for the incorporation of human spatiotemporal activity
patterns in assessment of personal exposures (Lu et al., 2019; Park and
Kwan, 2017) and for calculating address-based health outcomes (home
or hospital locations) (Morgenstern et al., 2007).
NO2 can be modelled at high resolution using dispersion models
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(Holmes and Morawska, 2006; Institute, 2010), statistical models (Chen
et al., 2019a), or a combination of both (Mölter et al., 2010). Dispersion
models simulate the emission, transforming, transportation, and de-
position of the pollutant, but require detailed emission inventory data,
which is not available globally. Statistical models utilise geospatial
predictors that are related to the emission sources (e.g. road network)
and dispersion processes (e.g. meteorological data) of the pollutants
(Briggs et al., 2000), which are available globally and thus can provide
an estimation of global NO2 at a high spatial resolution (Larkin et al.,
2017).
Statistical models for air pollution mapping are under continuous
development. Hoek et al. (2008) evaluates 25 Land Use Regression
(LUR) studies, with a focus on national and regional models. The Kri-
ging method and Bayesian models were combined to fully assess the
uncertainty (Adam-Poupart et al., 2014). Zhan et al. (2018) integrates
spatial correlations of residuals from a random forest model. Dispersion
models have been integrated into LUR models to account for the me-
chanisms of pollutant dispersal (Marshall et al., 2008; Beelen et al.,
2010; Dijkema et al., 2010; Akita et al., 2014). Statistical learning
techniques have been shown to obtain higher (Kerckhoffs et al., 2019)
or similar (Chen et al., 2019a) prediction accuracy compared to LUR.
Wang et al. (2013) and Geddes et al. (2016) evaluated temporal sta-
bility of spatial structures. Chen et al. (2010) evaluated various tem-
poral aggregations in air pollution modelling. Eeftens et al. (2012) and
Vienneau et al. (2010) developed LUR models for multiple countries.
Hoek et al. (2015) showed that using the column density of satellite
measured NO2 could increase the prediction accuracy of LUR models.
Most statistical air pollution models are developed at intra-urban or
urban scales. Relatively few studies have investigated large-scale air
pollution mapping. Table 1 summarises NO2 studies at country and
larger scales. The study in China by Zhan et al. (2018) focuses on in-
tegrating remote sensing measurements at a relatively coarse resolution
(0.1 degrees). De Hoogh et al. (2018) develops hybrid LUR models for
west European countries and used Kriging to model LUR model re-
siduals. The stability of the spatial structure of models over time is
assessed by comparing with models developed separately for each year.
At the global scale, data deficiency and heterogeneity of air pollu-
tion emitting sources are two challenges. As will be shown in our study,
the same road length within a certain buffer may lead to different
concentration levels between countries, possibly caused by different
fuel and car types and the filter system used in cars. For instance, in
Brazil, ethanol fuels are prevalent due to its agricultural-industrial
technology and massive arable lands (Sperling and Gordon, 2010). The
combustion of ethanol does not produce NO2, which may result in
different road effects of NO2 compared to other countries. In addition,
street characteristics such as the density of buildings and trees, and the
oxidant capacity of the local atmosphere, e.g., the amount of O3 (Han
et al., 2011), also affect the NO2 distribution. Besides the sparsity of
monitoring stations in many areas, another data constraint for large-
scale spatial air pollution prediction is the sometimes limited avail-
ability of air pollution predictors, such as the road traffic intensity.
Reliability and the resolution or detail of the predictors may decrease
when considering larger areas. The heterogeneity of pollutant-emitting
sources and dispersing pathways from region to region call for a sta-
tistical model that can characterise the differences without loss of
generality. Thus far, the global model study of Larkin et al. (2017) used
the highest number of NO2 measurement stations compared to other
large-scale studies listed in Table 1, and has been the only NO2 global
model at a fine resolution (100 m). A Lasso regression was used in
combination with predefined rules to select the predictor variables in
multiple linear regression (LM) model to fit the regression coefficients.
The global model is well-validated and is used in current global health
studies (Achakulwisut et al., 2019).
The studies discussed above are valuable for large-scale air pollution
mapping. However, it is unknown how different statistical methods and
spatial stratification techniques for NO2 prediction can address the
problems of ground measurement data deficiency and the hetero-
geneous air pollutant-predictor relationships at the global scale. Most of
the studies selected a single technique and study area and did not
evaluate how various techniques perform at different scales and in
different areas. In addition, it may be worthwhile separating between
day and night NO2 models for three reasons: 1) temporal air pollution
modelling is expected to lead to improved exposure assessment as it
enables integration of exposure over multiple space–time activities, 2)
the statistical relationships between predictors and NO2 may be better
modelled by separating day and night, and 3) the photochemical oxi-
dation reactions that determine the NO2 levels are different between
day and night. Lastly, the TROPOMI (Tropospheric monitoring instru-
ment, NSO and ESA, 2019) onboard the Sentinel 5p satellite provides
the column density of NO2 and other gaseous pollutants with greatly
improved resolution. It remains unclear how can the retrievals from
TROPOMI (called TROPOMI measurements) contribute to high-resolu-
tion global NO2 mapping.
This study contributes to global high-resolution NO2 mapping and
added in a temporal component by (1) comparing various linear re-
gression-based and ensemble tree-based (e.g. Random Forest, Breiman,
2001) techniques, to investigate if more flexible models can better
capture non-linear relationships between predictors and NO2, (2)
comparing global models with national models, to understand the ef-
fects of the heterogeneity between countries, and (3) separating be-
tween day and night. While this study has a focus on predicting the
spatial variation of long-term NO2 concentrations, the successful pre-
diction of long-term day- and night NO2 merits further research in even
finer temporal resolutions, for example during rush-hour. We evaluate
the TROPOMI measurements to understand the role of it in current
model configurations.
We selected statistical methods to evaluate two classes of statistical
learning methods: regression-based methods which fit one model to the
entire range of each predictor, and ensemble tree-based methods which
build on subsets of data and sub-ranges of predictors. These methods
are representative for the techniques that are evaluated in the most
recent air pollution modelling (Chen et al., 2019a; Kerckhoffs et al.,
2019). We developed models globally and in four countries, the US
(United States of America), Germany, China, and Spain. These countries
were selected because they (1) have different industrial development
and environmental policies and may, therefore, have different dis-
tributions of NO2 monitoring networks, (2) represent different climates
and pollution levels across the globe, and (3) have monitoring networks
sufficiently large to apply statistical learning techniques.
2. Materials and methods
We define daytime in our study as the time span between 7:00 am
and 9:59 pm (local time) and nighttime as the remaining hours, based
on the amount of time a person on average stays indoor and traffic
patterns of several countries (Brasche and Bischof, 2005; Schweizer
et al., 2007; Kwon et al., 2008). The separation between the daytime
and nighttime is not based on the amount of daylight because the exact
Table 1
Large-scale statistical NO2 modelling studies. ”Stations” indicates number of
sensor locations used.
Area Resolution Stations Reference
US 100 m 68 Novotny et al. (2011)
US 25 km 423 Young et al. (2016)
Canada 0.1 degree 134 Hystad et al. (2011)
Australia 100 m 68 Knibbs et al. (2014)
China 1 degree 744–1604 Zhan et al. (2018)
West European countries 100 m 1426 de Hoogh et al. (2016a)
West European countries 100 m 2399 De Hoogh et al. (2018)
Global 100 m 5220 Larkin et al. (2017)
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relationship between human space–time activity and daylight is un-
known.
2.1. Air quality measurement data
The station measurements are obtained from the OpenAQ (2019)
open science community which gathers air pollution measurements
world-wide. The official Chinese air quality data was not available on
OpenAQ and was obtained from the Chinese environmental institute
(CNEMC, 2019). As most of the OpenAQ measurements come from
official national ground monitor networks, we considered the quality of
the data from OpenAQ and CNEMC (2019) the same. A limitation is that
OpenAQ does not provide information about instrument types, which is
discussed in Section 4. We used data from 2017, as in this year the
number of data included in OpenAQ was considerably increased. All of
the stations used have hourly measurements. We removed stations in
Andorra, Argentina, Serbia, and Poland due to insufficient temporal
coverage (less than 6 months) in 2017. Fig. 1 shows summary statistics
of the data set used for each country that are used in our global model.
Table 2 presents summary statistics of the NO2 measurements and the
number of stations in the US, China, Germany, Spain, and globally. The
temporal data are aggregated at 3 levels: annual mean, annual mean
over daytime, and annual mean over nighttime. The geographical dis-
tribution of the stations is shown in a digital supplement (”oaqmean-
NO2.html”). Concentration levels for countries that measure NO2 in
ppm (parts per million) were converted to μg/m3 (micrograms per cubic
meter air) using =NO NO ppm(μg/m ) ( )* 1.91 * 10002 3 2 , assuming an
average temperature of 20 °C and pressure of 1013 mb. The coefficient,
1.91, is subject to an error range of 2% - 7% over a range of tem-
peratures between 0 °C and 25 °C.
2.2. Predictor variables
The candidate predictors were calculated at 25 m resolution. They
are either spatial attributes aggregated within a circular ring centred at
each sensor or prediction location, called buffered predictors, or values
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Fig. 1. Annual mean NO2 concentrations over all stations within a country. The star behind the country name indicates that NO2 is measured in ppm and converted to
μg/m3. The number of ground stations used in the study is shown between brackets. The dots indicate extreme values and the line in the centre of each box gives the
median.
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of the spatial attribute at the observation or prediction location (Table 3
and 4).
For buffered predictors, roads and industrial areas were extracted
from OpenStreetMap data (OpenStreetMap contributors, 2019) using
‘highway’ and ‘landuse’ key values. The road types we refer to in this
paper are the same as the road types classified and tagged in Open-
StreetMap. For the main road types, the link roads were also included.
The secondary, tertiary, and residential roads were combined to a new
road type called ‘local roads’.
We first created raster maps with the total road lengths (in metres)
and industrial areas (in m2) for each 25 m cell, and afterwards ag-
gregated these values using various buffer sizes as follows: for each
×10 10 km area where station data was available, we projected the
OpenStreetMap data from WGS84 to Lambert Azimuthal Equal-Area
(LAEA) using the centroid of the ×10 10 km area as the projection
centre. We then assigned 25 m grids to each of the LAEA areas. For
industrial areas, we used these grids to assign the land use class to cell
values of raster maps. For road lengths, we intersected each road type
with the 25 m grids, calculated the length of the resulting road seg-
ments in each grid cell, summed up the lengths for each cell and as-
signed those values to raster maps. For population, we used grid data of
the year 2015 from the Global Human Settlement Layer population grid
(JRC, 2015). Finally, we used the raster maps to calculate aggregated
values using various buffer radii (see Table 3). The processing of the
buffered candidate predictors was done using Python (2019), PCRaster
(Karssenberg et al., 2010) and GDAL (GDAL Development Team, 2018).
As gridded predictors, i.e. predictors not aggregated over a buffer
area but directly retrieved at the location of the sensor, we used
monthly average temperature at 2 m height and wind speed at 10 m
height of the year 2017 from ERA-Interim (Dee et al., 2011). The ele-
vation was extracted from the ETOPO1 1 arc-minute global relief
dataset (Amante and Eakins, 2009). Two satellite NO2 vertical column
density products were used: the OMI (Ozone Monitoring Instrument)
2017 annual average which is preprocessed to the level 3 (gridded)
product Earthdata (2019) and the monthly mean tropospheric NO2
from TROPOMI from Feb 2018 (the earliest data available) to Jan 2019
(TEMIS, 2019b). For both OMI and TROPOMI, negative values and
values larger than ×20 1015 (mol/cm )2 were treated as missing (TEMIS,
2019a). A GEOS-CHEM (Bey et al., 2001; GEOS-CHEM, 2019) annual
NO2 surface concentration product (Geddes et al., 2016) was included
in the modelling. The product (Geddes et al., 2016) is only available till
2012 and is based on coarser-resolution products from remote sensing
instruments SCIAMACHY and GOME-2. However, we anticipate that a
surface concentration product may relate more directly to NO2 mea-
sured by ground stations compared to the column densities retrieved
from TROPOMI and OMI. The TROPOMI data (2018–2019) and GEOS-
CHEM concentration product (2012) are from different years as the
modelling period (2017); however, we expect that the spatial pattern of
NO2 concentrations is quite stable over these years (De Hoogh et al.,
2018) and therefore these two predictors may improve the mapping of
NO2.
The variables are grouped into road length, population, industrial,
elevation, meteorological, and remote sensing products. In addition,
buffered variables with radii of 25–300 m are referred to as emission-
related variables, and the remaining as background variables. The
scatterplots of predictor variables and NO2 concentrations are shown in
the supplement (SF.1 - SF.4).
2.3. Statistical learning methods
Two different types of statistical learning methods are tested to
explain the spatial variability of NO2. The first group consists of linear
regression model-based approaches, including LM (multiple linear re-
gression), Lasso (Least Absolute Shrinkage and Selection Operator) re-
gression, Ridge regression, and ElasticNet (Zou and Hastie, 2005). The
other group consists of ensemble tree-based approaches (called tree-
based methods), including Random Forest (RF, Breiman, 2001), Sto-
chastic Gradient Boosting (SGB, Friedman, 2002), and Extreme (also
called regularised) Gradient Boosting (XGB, Chen and Guestrin, 2016).
The equations and algorithms of these methods are given in the sup-
plement. Table 5 lists the features of these methods and their im-
plementations.
Among the statistical model-based methods, ElasticNet, Lasso, and
Ridge are regularised to penalise complex models. The L2 norm penalty
that Lasso uses allows for shrinking the variable coefficients to zero,
which enables ”variable selection”. This feature of Lasso makes it a
popular method in LUR modelling (Larkin et al., 2017). Ridge regres-
sion does not select variables but may predict faster and more accu-
rately (James et al., 2013). ElasticNet is theoretically the most flexible
in fitting, in addition to being able to reduce variable space, the penalty
of it can be tuned by cross-validation.
The tree-based methods are robust to the inclusion of less relevant
features and can represent non-linear relationships (Friedman et al.,
2010a). RF grows each tree independently, which may be less prone to
over-fitting and is relatively easy to set up. XGB and SGB grow trees
subsequently, are more likely to model artefacts when the training set is
relatively small. XGB attempts to improve from SGB using a regular-
ization term to penalize complex models. However, this means that
XGB may require an even larger set of training samples to achieve its
full performance. Also, it is the most difficult to obtain the optimal set
up due to the larger number of hyperparameters.
2.3.1. Model setting, hyperparameter tuning, implementation
The hyperparameters of ElasticNet and ensemble tree-based
methods were set before the training process. For ElasticNet, the reg-
ularization term (alpha) is set to 0.2. We tuned the hyperparameters of
tree-based methods using 10-fold cross-validation (with the R caret
Table 2
Summary statistics of the 2017 annual mean, daytime mean, and nighttime
mean NO2 (μg/m3) of ground station measurements in the US, China, Germany,
Spain, and over the globe. Q.: Quartile.
min. 1st Q. median 3rd Q. max. ground sensors (n)
US Mean 5.68 11.77 16.89 24.59 52.81 100
Day 5.02 10.50 16.03 22.94 51.11
Night 6.17 14.08 19.92 27.45 58.15
China Mean 11.44 25.60 34.58 42.93 85.14 1, 296
Day 13.46 30.84 40.44 49.72 88.71
Night 9.40 19.49 25.69 32.28 78.24
Germany Mean 4.53 15.12 21.38 32.56 69.87 338
Day 4.25 15.11 21.75 35.50 84.14
Night 4.98 14.64 20.21 27.55 56.91
Spain Mean 3.25 13.86 19.73 30.45 63.07 380
Day 3.34 13.81 20.59 30.51 67.53
Night 2.85 12.29 18.47 29.34 69.33
Global Mean 4.42 16.80 25.25 36.19 93.88 3, 636
Day 4.25 17.66 27.43 40.81 94.26
Night 4.10 15.02 21.94 29.48 100.58
Table 3
Buffered predictors, ”_buf” indicates the buffer radius. The buffered predictors
with buffer radii of 25 m, 50 m, 100 m, 300 m, 500 m, 800 m, 1000 m, 3000 m,
5000 m are calculated.
Candidate predictor Variable name Unit Source
Total length of highway road_1_buf m polygon, lineString
Total length of primary roads road_2_buf m polygon, lineString
Total length of local roads road_M345_buf m polygon, lineString
Area of industry I_1_buf m2 polygon, lineString
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(Kuhn, 2018) and gbm (Greenwell et al., 2019) package), and for SGB
and XGB with additional manual tuning. All the records of annual mean
NO2 measurements are used for hyperparameter tuning. The tuning
parameters for RF are the number of trees (ntrees) and the number of
variables sampled (mtry) for each tree. Among them, the RF is more
sensitive to mtry. A large mtry may not contribute to the reduction of
model variation, while a small mtry may miss important variables and
may not capture the interactive effects of predictors to the response. In
contrast, after reaching an optimal ntree value, further increasing the
ntree may not affect model performance, only add computations.
Based on the cross-validation results, we finally set the ntree to 2000
and the mtry to 33.
For SGB, the parameters we tuned are the learning rate
(shrinkage), the maximum depth of the trees (maximum.depth) and
the ntree. Among the three, SGB is the most sensitive to shrinkage
and maximum.depth, a high value of shrinkage or maximum.depth
may improve the model performance, but they both depend on suffi-
cient training samples and computation power. Compared to RF, SGB
may be more sensitive to large ntree values; as the trees grow sub-
sequently, a high ntree value may make the model prone to over-
fitting. The value of ntree was tuned using cross-validation. The
shrinkage and the maximum.depth were then tuned manually with
the optimum ntree until the training RMSE (root mean squared error)
remained stable. The ntree was set to 2000, maximum.depth to 6 and
the shrinkage to 0.01.
For XGB, we tuned the shrinkage, maximum.depth, and the
ntrees. The sensitivity of XGB to the shrinkage may be lower than
the SGB and higher for the ntrees. The cross-validation suggests using
0.4 for the shrinkage and 140 for the ntrees; however, we found
that with these parameter settings the model did not converge with
some bootstrapped samples. These two parameters were therefore
tuned manually until the training RMSE remained stable. This resulted
in the eta being 0.02, maximum.depth being 4, and ntrees being
1000. To make it more comparable to the SGB, the ntrees was set to
2000.
2.3.2. Accuracy assessment
As an accuracy indicator, the RMSE (Root Mean Squared Error)
provides general insight into the variance and magnitude of the error.
In addition, we calculated the MAE (Mean Absolute Error) for the
magnitude of the error and the IQR (Inter-Quartile Range) for the
variance of the error. To make the accuracy assessed at different study
areas and between day and night comparable, we calculated the RRMSE
(relative RMSE), RMAE (relative MAE), rIQR (relative IQR), and the R-
squared (R2). The RRMSE was calculated by dividing the RMSE by the
mean of observations. The rMAE was calculated by dividing the MAE by
the mean of observations and the rIQR was calculated by dividing the
IQR by the median of observations.
We used 80% of the dataset for modelling and 20% for validation. A
20-time bootstrapping procedure was used. Thus the accuracy measures
described above were calculated on validation datasets 20 times, and
the median of each was used as the final accuracy measure. For the
global dataset which includes all countries, the data was sampled
proportional to the station measurements of each country, that is, in
each country, the stations were split into 4:1 for model fitting and va-
lidation.
2.3.3. Variable importance
The predictors are ranked by their importance calculated in the tree-
based methods in the modeling process. This means that each variable
is ranked 20 times (Section 2.3.2). The median of the 20 variable im-
portance rankings is used for the final ranking. The proxy of variable
importance for RF is the mean decrease in prediction error using the
out-of-bag (OOB) permutation test, for SGB and XGB it is the mean
decrease in prediction error using the permutation test of the entire
dataset. These rankings are compared between different methods, day
and night (only with XGB), and with the Lasso selected variables using
the penalty (commonly denoted as λ) which gives the model whose
error is within one standard error of the minimum mean cross-validated
error. The Lasso selected variables are the variables that are selected
more than 5 times out of the 20 times bootstrapping.
2.4. Model comparison
2.4.1. Comparison between global and national models for different
techniques
We compared the prediction accuracy and the spatial prediction
patterns of global and national daytime and nighttime RF, XGB, and
Lasso models. To evaluate prediction patterns, spatial predictions were
made over ×10 10 km2 areas that were randomly selected from a city of
each country.
2.4.2. Comparison between global annual and day-night models
To make our global model comparable with other studies that do
not separate between day and night, and to show the added value of
separating between day and night in global modelling, we developed a
RF model with the same settings as our global models but without se-
parating between day and night. We compared the spatial prediction
patterns and the prediction accuracy of the global annual model and
our daytime and nighttime models.
2.4.3. Contributions of TROPOMI measurements in prediction accuracy
The variable importance analysis (Section 2.3.3) will show the im-
pact of the TROPOMI measurements in different models. We assessed
the contribution of the TROPOMI measurements by comparing if the
involvement of it as a predictor in current model settings can improve
the model prediction accuracy. We compared the RMSE of our predic-
tion models (with all the predictors) and models with the same settings
but without using the TROPOMI measurements as a predictor.
2.5. Spatial prediction patterns by settlement type and land use
We analysed the model performance for different settlement types
(rural, urban) and land use types (industry). We applied a global model
to predict a 1° × 1° (approximately 111 km × 111 km) region centred at
a US city, Phoenix, Arizona, and zoom into industrial, urban, and
Table 4
Gridded predictors. ”mon” indicates months, (mon = 1,…,12).
Predictor Variable name Unit Resolution
Monthly wind speed measured at 10 m altitude, for each month of the year. Wind_speed_10m_mon km/hr 10 km
Monthly temperature measured at 2 m altitude, for each month of the year. temperature_2m_mon Celsius 10 km
OMI 2017 annual mean vertical column density (level 3 product) OMI_mean_filt; OMI mol cm/ 2 0.25 degree
TROPOMI vertical column density (level 3 product), mean of monthly average from 2018/02–2019/01 Tropomi_2018; Tropomi mol cm/ 2 0.125 degree
Remote sensing product generated from SCIAMACHY, GOME-2, global GEOS-Chem, 2011 (Geddes et al., 2016) RSp μg m/ 3 10 km
Population 5 km resolution pop5k count 5 km
Population 3 km resolution pop3k count 3 km
Population 1 km resolution pop1k count 1 km
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suburban areas. To further investigate the road effects, the predictor
local roads (Table 4) was classified into secondary, tertiary, and small
local roads as predictors.
3. Results
We compare for each model the variable importance and accuracy
measures, and the contribution of TROPOMI measurements. Table 6
shows the top 10 most important variables that are agreed by at least
two ensemble tree-based methods. It shows that important variables
differ between geographical areas. The US model selected mostly
highway road density variables. The model for China selected mostly
background variables, notably the temperature variables. The model for
Germany selected emission-related variables, i.e. primary and local
road density. The model for Spain selected emission-related variables
representing local road density. The global model selected a combina-
tion of emission-related and background variables partially overlapping
with the four national models. The subsections below give an analysis
of the variable importance and cross-validation results (Tables 7 and 8)
for the national and global models. The relative accuracy measures of
Tables 7 and 8 are shown in bar charts (supplement SF.9 to SF.13) to
facilitate visual comparison.
3.1. National models
The US: Fig. 2 ranks the variables according to the variable im-
portance calculated from the XGB for the daytime. The RF and SGB
ranked the three local road emission-related variables lower and re-
placed them with background variables. The Lasso selected variables
mostly coincide with highly ranked variables of the tree-based methods
(Fig. 2, supplement SF. 7). The most notable difference between the
ranking of the variables of XGB models for daytime and nighttime is the
lower-ranked emission-related variables and higher-ranked background
variables, which may be explained by fewer motor vehicles on roads at
nighttime.
The cross-validation results (Tables 7 and 8, supplement SF. 7) in-
dicate similar performance obtained by regularised linear regression
and ensemble tree-based methods. The negative R2 of the LM model
indicates that the linear model prediction is worse than predicting using
the sample mean. The higher R2 and lower relative indices RRMSE,
rIQR, and rMAE indicate better fitting at the nighttime. The relatively
low performance of XGB among tree-based methods and Ridge among
regularised regression-based methods may be caused by the low
number of observations in the US. This shows that when the data is
sparse, the regularised regression method which allows variable selec-
tion could further prevent over-fitting.
China: Both Lasso and ensemble tree-based methods (Fig. 3) rank
background variables as the most important. Two temperature vari-
ables are ranked top by all the methods for the daytime but lower for
the nighttime. Results of the cross-validation (Tables 7 and 8, supple-
ment SF. 8) show that the tree-based methods have considerably better
performance compared to the regression-based methods. The lower
values of relative indices and higher R2 indicate the tree-based and
regularised regression-based methods perform better for the daytime.
The dissimilarity between the tree-based methods is negligible.
Germany: Both RF and SGB rank the primary road length within
100 m high and the local road length within 50 m lower (Fig. 4). In
addition, the RF ranked the primary road length within 25 m high,
which is ranked low by XGB and SGB. For the nighttime, the TROPOMI
is ranked higher and the local road length within 25 m buffer is ranked
lower. The Lasso regression does not select local road length in the 25
and 50 m buffers, but emission-related highway and primary roads
variables. The primary road length within 25 m is considered an im-
portant variable by Lasso and RF.
The prediction accuracy measures obtained (Tables 7 and 8, sup-
plement SF. 9) are notably different between daytime and nighttime.
With all the techniques the relative indices are all much higher for the
daytime compared to the nighttime, indicating the model performances
are better for the nighttime. However, except for the LM, the differences
in R2 between day and night are not that large. This might be caused by
larger variations of NO2 at daytime. The RF and XGB performed the
best, but the differences between the methods are not that large except
for the LM, indicating redundant NO2 predictors. The differences be-
tween regularization-based linear regression methods are small.
Spain: RF ranked the emission-related variables that are highly
ranked by XGB lower and replaced them with background variables
Table 5
The statistical learning methods used, their features, implementations, and the software used in this study (”R Package”). LM (Multiple Linear Regression), Lasso
(Lasso regression), Ridge (Ridge regression), RF (Random Forest), SGB (Stochastic Gradient Boosting), XGB (Regularised Gradient Boosting). OLS: Ordinary Least
Squares.
Method Feature R package Implementation
LM OLS fitting of all the variables base -
Lasso L2 norm to regularize coefficient sizes glmnet Friedman et al. (2010b,c, 2011)
Ridge L1 norm to regularize coefficient sizes glmnet Friedman et al. (2010b,c, 2011)
ElasticNet Combining the L1 and the L2 norms for regularization glmnet Friedman et al. (2010b,c, 2011)
RF Averaging over trees growing from sampled predictors and observations ranger Wright and Ziegler (2017)
SGB Trees are grown subsequently from results of the previous tree gbm Greenwell et al. (2019)
XGB Regularized SGB xgboost Chen et al. (2019b)
Table 6
The top 10 most important variables that are agreed by at least two ensemble tree-based methods. For the variable names please refer to Tables 3 and 4.
US China Germany Spain Global
1 Tropomi_2018 Tropomi_2018 ROAD_M345_3000 pop3k Tropomi_2018
2 ROAD_1_1000 ROAD_1_5000 ROAD_2_50 pop5k pop3k
3 ROAD_1_100 temperature_2m_10 pop1k Tropomi_2018 pop5k
4 ROAD_1_300 temperature_2m_9 ROAD_M345_300 ROAD_M345_500 ROAD_2_50
5 ROAD_1_800 RSp ROAD_M345_25 ROAD_1_3000 ROAD_2_100
6 ROAD_1_500 OMI_mean_filt pop3k I_1_3000 temperature_2m_7
7 elevation I_1_5000 ROAD_1_5000 ROAD_M345_5000 wind_speed_10m_6
8 pop3k ROAD_1_3000 ROAD_M345_50 ROAD_M345_300 pop1k
9 I_1_300 pop1k ROAD_M345_5000 ROAD_M345_3000 wind_speed_10m_3
10 pop5k temperature_2m_1 pop5k ROAD_M345_50 ROAD_M345_100
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(Fig. 5). Compared to the tree-based methods, the Lasso regression se-
lected more emission-related variables associated with the primary
roads. The differences between day and night are not large for top-
ranked important variables, except for the primary road length within
300 m buffer which is ranked as less important for the nighttime.
The cross-validation results (Tables 7 and 8, supplement SF. 10)
show that the differences between the prediction accuracy for daytime
and nighttime are smaller compared to China and Germany, with
higher accuracy obtained for the daytime. At nighttime, there is a no-
table increase in rIQR, which may indicate the need of additional
predictors to account for potentially different emission sources or land
use categories that influence the transportation process in some areas of
Spain at nighttime. In general, the tree-based methods obtained higher
accuracy compared to the regression-based methods, especially the
rIQR for the nighttime. The reason may be that the tree-based methods
are more flexible to identify the non-linear relationships between pre-
dictors and NO2.
3.2. Global models
For the global XGB model, 30% of the top 15 ranked variables are
emission-related variables (Fig. 6), The top 9 ranked important vari-
ables are consistent between the tree-based methods. The RF ranked the
local road length 100 m buffers and highway length in 100 m buffer
variables lower. The important variable ranking differences between
day and night are mainly in the low ranking of the meteorological
variables for the nighttime.
The cross-validation results (Tables 7 and 8, supplement SF. 11)
show that lower relative indices are obtained for the night than the day
for all methods. The tree-based methods, however, obtained higher R2
for the daytime. The tree-based methods obtained considerably lower
RMSE, MAE, and IQR, and higher R2 compared to regression-based
methods. There is no outstanding method within the ensemble tree-
based methods (RF, SGB, and XGB) and the same applies to the re-
gression-based methods.
3.3. Comparison of global and national models and techniques
Fig. 7 shows that the differences in the RMSE between the global
and national models are small for XGB and RF. For some countries,
global tree-based methods even outperform national models, for in-
stance for Spain (daytime and nighttime) and US (nighttime). This in-
dicates that tree-based methods in some cases gain from a large number
of data points used in the global models. In contrast, Lasso mostly
produces better results when applied to the national models, particu-
larly for the daytime. This indicates geographically heterogeneous re-
lationships between predictors and NO2 concentrations at the global
scale. At the nighttime, the differences between the global and national
models for the US, Germany, and Spain become considerably smaller,
which may be caused by the reduction of traffic-related emissions at
Table 7
Cross-validation results of different methods for the daytime. RMSE (root mean
square error, μg/m3), RRMSE (relative RMSE), IQR (Inter-quartile range,
μg/m3), rIQR (relative IQR), MAE (mean absolute error, μg/m3). rMAE (relative
MAE). US: United States of America, CN: China, DE: Germany, ES: Spain.
RMSE RRMSE IQR rIQR MAE rMAE R2
US day LM 18.62 0.98 19.38 1.17 13.90 0.73 − 3.14
Lasso 7.09 0.40 6.36 0.42 5.32 0.30 0.52
Ridge 7.96 0.45 8.66 0.57 6.17 0.35 0.36
ElasticNet 7.42 0.41 7.34 0.48 5.62 0.32 0.46
RF 6.70 0.37 6.05 0.39 4.99 0.28 0.56
SGB 6.78 0.38 7.03 0.46 5.18 0.29 0.51
XGB 7.15 0.40 6.88 0.45 5.28 0.30 0.49
CN day LM 9.29 0.27 8.56 0.25 7.52 0.22 0.64
Lasso 8.69 0.21 11.42 0.28 6.81 0.17 0.58
Ridge 8.70 0.21 10.89 0.27 6.78 0.17 0.58
ElasticNet 8.67 0.21 11.22 0.28 6.77 0.17 0.59
RF 6.93 0.17 8.27 0.20 5.23 0.13 0.73
SGB 6.94 0.17 8.59 0.21 5.30 0.13 0.73
XGB 7.15 0.18 8.77 0.22 5.47 0.13 0.72
DE day LM 10.48 0.44 11.17 0.53 7.67 0.32 0.31
Lasso 10.08 0.39 10.77 0.51 7.58 0.30 0.56
Ridge 10.07 0.39 10.64 0.50 7.65 0.30 0.56
ElasticNet 10.00 0.39 10.69 0.50 7.56 0.30 0.57
RF 9.44 0.37 9.29 0.44 6.92 0.27 0.61
SGB 10.49 0.41 10.89 0.51 7.67 0.30 0.52
XGB 9.83 0.38 9.45 0.44 7.05 0.27 0.58
ES day LM 7.51 0.33 8.71 0.44 5.79 0.25 0.65
Lasso 7.57 0.32 8.65 0.42 5.81 0.25 0.65
Ridge 7.59 0.32 8.55 0.41 5.77 0.25 0.65
ElasticNet 7.61 0.32 8.66 0.42 5.80 0.25 0.65
RF 7.02 0.30 7.83 0.37 5.27 0.23 0.70
SGB 6.99 0.30 6.96 0.33 5.12 0.22 0.70
XGB 7.16 0.31 7.75 0.37 5.31 0.23 0.69
global day LM 9.19 0.33 9.85 0.38 7.20 0.26 0.60
Lasso 10.76 0.35 13.48 0.47 8.35 0.27 0.54
Ridge 10.74 0.35 13.64 0.48 8.34 0.27 0.54
ElasticNet 10.76 0.35 13.66 0.48 8.36 0.27 0.54
RF 8.69 0.28 9.96 0.35 6.48 0.21 0.70
SGB 8.65 0.28 9.58 0.34 6.39 0.21 0.70
XGB 8.73 0.28 10.01 0.35 6.49 0.21 0.70
Table 8
Cross-validation results of different methods for the nighttime. RMSE (root
mean square error, μg/m3), RRMSE (relative RMSE), IQR (Inter-quartile range,
μg/m3), rIQR (relative IQR), MAE (mean absolute error, μg/m3). rMAE (relative
MAE). CN: China, DE: Germany, ES: Spain.
RMSE RRMSE IQR rIQR MAE rMAE R2
US night LM 19.76 0.91 18.78 0.94 14.41 0.66 − 3.21
Lasso 7.36 0.34 8.33 0.42 5.79 0.27 0.54
Ridge 7.97 0.37 8.18 0.41 6.20 0.29 0.45
ElasticNet 7.69 0.35 8.47 0.43 5.98 0.28 0.50
RF 6.78 0.31 6.98 0.35 5.25 0.24 0.61
SGB 6.46 0.30 6.64 0.33 5.02 0.23 0.62
XGB 7.16 0.33 8.14 0.41 5.71 0.26 0.55
CN night LM 6.07 0.23 6.96 0.27 4.47 0.17 0.60
Lasso 6.65 0.25 8.12 0.32 5.01 0.19 0.51
Ridge 6.69 0.25 8.13 0.32 5.04 0.19 0.51
ElasticNet 6.63 0.25 8.06 0.31 4.99 0.19 0.52
RF 5.39 0.20 6.23 0.24 3.97 0.15 0.68
SGB 5.50 0.21 6.34 0.25 4.07 0.15 0.67
XGB 5.64 0.21 6.42 0.25 4.17 0.16 0.65
DE night LM 6.20 0.29 7.03 0.35 4.56 0.22 0.52
Lasso 5.72 0.27 7.19 0.36 4.40 0.21 0.60
Ridge 5.62 0.27 6.66 0.33 4.33 0.21 0.61
ElasticNet 5.69 0.27 7.09 0.35 4.39 0.21 0.60
RF 5.30 0.25 6.71 0.34 4.17 0.20 0.65
SGB 5.50 0.26 6.75 0.34 4.29 0.20 0.63
XGB 5.34 0.25 6.62 0.33 4.18 0.20 0.65
ES night LM 7.98 0.37 10.23 0.55 6.33 0.29 0.62
Lasso 7.99 0.37 9.50 0.51 6.16 0.28 0.62
Ridge 8.01 0.37 9.31 0.50 6.09 0.28 0.62
ElasticNet 8.03 0.37 9.57 0.51 6.17 0.28 0.62
RF 7.25 0.33 8.06 0.43 5.48 0.25 0.69
SGB 7.45 0.34 8.19 0.44 5.54 0.25 0.67
XGB 7.74 0.35 8.51 0.46 5.77 0.26 0.64
global night LM 7.00 0.30 7.66 0.34 5.09 0.22 0.61
Lasso 7.42 0.31 8.45 0.38 5.48 0.23 0.56
Ridge 7.45 0.32 8.53 0.38 5.51 0.23 0.55
ElasticNet 7.44 0.32 8.53 0.38 5.49 0.23 0.55
RF 6.29 0.27 6.51 0.29 4.47 0.19 0.68
SGB 6.31 0.27 6.81 0.31 4.54 0.19 0.68
XGB 6.33 0.27 6.78 0.30 4.52 0.19 0.68
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Fig. 2. Variable importance rankings and variables selected by Lasso, the US. The variables are sorted along the x-axis according to the rank order of the variables for
the daytime XGB model. For each variable, the y-axis gives the rank order for the SGB daytime model, the RF daytime model, and the XGB nighttime model, using
different symbols for each model. The variables that are selected by the Lasso regression for the daytime are in grey, bold, and with an underline. The blue star tagged
variables on the x-axis indicated the variables that are emission-related. For explanation of variable names refer to Tables 3 and 4. For better visualisation, only the
variables ranked with the importance top 40 using the XGB are shown. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
Fig. 3. Variable importance rankings and variables selected by Lasso, China. The variables are sorted along the x-axis according to the rank order of the variables for
the daytime XGB model. For each variable, the y-axis gives the rank order for the SGB daytime model, the RF daytime model, and the XGB nighttime model, using
different symbols for each model. The variables that are selected by the Lasso regression for the daytime are in grey, bold, and with an underline. The blue star tagged
variables on the x-axis indicated the variables that are emission-related. For explanation of variable names refer to Tables 3 and 4. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 4. Variable importance rankings and variables selected by Lasso, Germany. The variables are sorted along the x-axis according to the rank order of the variables
for the daytime XGB model. For each variable, the y-axis gives the rank order for the SGB daytime model, the RF daytime model, and the XGB nighttime model, using
different symbols for each model. The variables that are selected by the Lasso regression for the daytime are in grey, bold, and with an underline. The blue star tagged
variables on the x-axis indicated the variables that are emission-related. For explanation of variable names refer to Tables 3 and 4. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 5. Variable importance rankings and variables selected by Lasso, Spain. The variables are sorted along the x-axis according to the rank order of the variables for
the daytime XGB model. For each variable, the y-axis gives the rank order for the SGB daytime model, the RF daytime model, and the XGB nighttime model, using
different symbols for each model. The variables that are selected by the Lasso regression for the daytime are in grey, bold, and with an underline. The blue star tagged
variables on the x-axis indicated the variables that are emission-related. For explanation of variable names refer to Tables 3 and 4. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
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night, which is also reflected in the daytime and nighttime variable
importance.
3.3.1. Spatial prediction patterns
The RF model predictions are shown for an area of each country
(Fig. 8). Road infrastructures of the corresponding tiles are shown in the
supplement (SF.5). For all countries, when the global model is used, the
predicted daytime NO2 concentrations are high along roads, reflecting
recognisable patterns of the highway, primary and local roads. For the
nighttime, the NO2 pattern is smoothed along the local roads but
highways and primary roads are identifiable. The predictions at
nighttime for all global models are generally lower and smoother,
which indicates the emission-related predictors are less influential in
the global nighttime models.
To quantify the disparity between the national and global model
predictions, we calculated the R2 of the linear regression between na-
tional and global RF model predictions in the RF predicted tiles
(Fig. 11). The national and global models for China are the least cor-
related. For all countries except China, the correlations between na-
tional and global models are higher for the nighttime, which is con-
sistent with the finding that the global and local RF models obtained
similar accuracy for the nighttime (Fig. 7). Note that the R2 calculated
here is only for a sampled region of each country, the R2 between the
full extent of the national and global model predictions will be dif-
ferent.
To compare the spatial predictions from different techniques and to
study the influence of variable importance rankings on spatial patterns,
we additionally show the spatial prediction using XGB (Fig. 9) and
Lasso (Fig. 10). Compared to the RF predictions, the XGB predictions
show more details spatially but some details are possibly artefacts. As
XGB is regularised, it is expected to be more robust to over-fitting
compared to non-regularised methods. A possible explanation is that
the higher-order of gradient descent it uses may facilitate an optimal
solution to be reached with fewer trees. The Lasso predictions do not
reveal local roads patterns. The US, Germany and Spain models pre-
dictions with RF, XGB, and Lasso show diminishing NO2 concentrations
away from dense road networks. The same pattern was observed with
the global model predictions of RF and XGB but is much less obvious
with Lasso. The lack of strength of Lasso to reveal road-related emission
effects again indicates the necessity of modelling the non-linear re-
lationships between predictors and NO2 concentrations.
For the US, all the models predict high NO2 concentrations along
highways at daytime. At nighttime, the NO2 is distributed more evenly
around the highway. These patterns are consistent with the finding that
emission-related highway variables are ranked high in importance with
RF and XGB for the daytime and low for the nighttime (Fig. 2).
For China, the effect of high NO2 concentrations around primary
roads shown by the RF, XGB, and Lasso global model predictions dis-
appear when the national model is used, which is consistent with the
fact that background variables rank high in the national model (Fig. 3).
For Germany, the XGB and RF national model predictions show
strong local roads effects, which is not observed in the Lasso national
model prediction. Except for the RF national model, all models show
high NO2 concentrations along the highway. The highest NO2 is pre-
dicted by the XGB, RF, and Lasso models in the city centre along a
primary road. Primary road length within 25 m, 50 m and 100 m
buffers are ranked very high in the RF daytime model (Fig. 4). The RF
and XGB models have similar strength in estimating road effects, de-
spite the XGB ranked local road length in small buffers lower.
For Spain, the RF and Lasso national model predictions show high
NO2 at the city centre and diminishing NO2 away from the city centre,
for both daytime and nighttime. The XGB national model predictions
show local road effects at the suburban area, where higher NO2 con-
centrations are predicted at nighttime compared to daytime. This
counter-intuitive spatial pattern could be caused by model over-fitting.
Fig. 6. Variable importance rankings and variables selected by Lasso, global. The variables are sorted along the x-axis according to the rank order of the variables for
the daytime XGB model. For each variable, the y-axis gives the rank order for the SGB daytime model, the RF daytime model, and the XGB nighttime model, using
different symbols for each model. The variables that are selected by the Lasso regression for the daytime are in grey, bold, and with an underline. The blue star tagged
variables on the x-axis indicated the variables that are emission-related. For explanation of variable names refer to Tables 3 and 4. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)
M. Lu, et al. Environment International 142 (2020) 105856
10
3.4. Global annual versus day and night models
A comparison of the predictions from the annual global RF model
(Fig. 12) and the daytime and nighttime models (Fig. 8) shows that the
spatial prediction of an annual model is not a simple aggregation of the
daytime and nighttime models. The annual model prediction in Spain
shows higher values further away from the roads, compared to the
daytime and nighttime models. For the tiles in Germany and the US, the
annual model prediction is more smoothed along the highway and the
primary roads and is more smoothed over the local roads compared to
the daytime model. The RMSE of the annual global RF model is 7.43
(μg/m3) and the R2 is 0.7.
3.5. Contribution of TROPOMI measurements as a predictor
For all the national and global models, the tree-based methods
ranked the TROPOMI variable as an important variable (Tables 7 and
8). If the TROPOMI measurements are not used as a predictor, the RSp
(GEOS-Chem and satellite-based surface concentration product) and
OMI variables become top-ranked for the China, Spain, and global
models, while with TROPOMI, the RSp and OMI are less important
(Table 9). For the model of Germany, which includes TROPOMI as an
important variable, the RSp and OMI predictors are unimportant in the
models which exclude the TROPOMI variable. The lowest RMSE that is
achieved in each study area with and without including the TROPOMI
variable is shown in Fig. 13. The RMSE that is obtained using other tree-
based methods is shown in Tables 7 and 8 for the standard model and in
the supplement (ST.1) for models without including the TROPOMI
variable. Including the TROPOMI variable increased the prediction
accuracy in the US for the nighttime and in Spain for the daytime,
whereas the differences for other countries are negligible.
3.6. Spatial predictions for different land conditions
The spatial predictions of the RF global model for a larger area re-
veal a more gradual decline of NO2 from the city centre to suburban
areas compared to predictions of the Lasso global model (Fig. 14). This
is likely attributed to the flexible tree-based ensembles of RF. Consistent
with Section 3.3.1, the XGB model predictions decline less rapidly to-
wards the suburban areas. In urban areas, Lasso and XGB predicted
higher NO2 compared to RF. Lasso predicted high NO2 at highways
junctions and highway-primary roads, indicating that the predictions
made by Lasso are highly influenced by the highway and primary road
length in small buffers but less by local roads in large buffers. This may
also explain the higher NO2 concentration in the suburban areas from
the RF model predictions compared to the Lasso prediction. XGB shows
rapidly declining NO2 predictions away from the highway and primary
roads, but high NO2 close to local roads, which is likely caused by the
model over-fitting.
4. Discussion
This study evaluates methods to develop a global high-resolution
NO2 model to facilitate health studies. We compared models that were
different regarding (1) geographical extent (global versus national
models), (2) temporal resolution (nighttime and daytime models), (3)
statistical learning technique, and (4) satellite products. In this section,
we discuss these comparisons and compare our results with the global
NO2 model of Larkin et al. (2017) and other national models, and
discuss challenges for global mapping.
Geographical extent: The important variables that are selected by
the ensemble tree-based models differ among models of different geo-
graphical extent. Each national model includes a set of predictors that is
mainly related to a particular determinant of air pollution, while the
global model has a more varied set of important predictor variables.
Emission-related variables are important in Germany and Spain, but are
respectively related to primary and local roads, indicating the necessity
of separating different types of roads between countries. For the China
national daytime models, climate variables have high importance,
which is not the case for other national models. The strong correlation
between climate and NO2 is most likely due to the fact that China spans
different climate zones and latitudes and the climate pattern may co-
incide with the spatial patterns of heavy industry (e.g. in the North) and
economic development (e.g. along the coast) of the country, which may
strongly relate to NO2. The population variable is consistently an im-
portant variable in all models.
The outperformance of ensemble tree-based methods relative to
Lasso in global modelling is reflected in the additional spatial detail in
the predictions and RMSE values that are equal to or even lower than
Fig. 7. RMSE (μg/m3) of global and local extreme gradient boosting (XGB),
Lasso and random forest (RF) models developed for each country, for daytime
and nighttime.
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those found by the national models. Thus, tree-based methods are
capable of preserving local relationships in global mapping. The local
road effects that are found in the national models, for example the
strong local road effects appearing in the model of Germany, are also
present in the global RF model, but not in the global Lasso model. Road
effects in national models are preserved in the tree-based global models
most likely because tree-based methods consider joint effects of back-
ground variables such as climate, elevation, population, and satellite
measurements and interactions between background and emission-re-
lated predictors. By using ground monitor measurements available
globally, data-driven methods can benefit from a larger number of
observations to derive the NO2 emission and dispersion dynamics.
To understand the effect of the road variables on the accuracy
measures, we subdivided the global validation dataset in station mea-
surements close to roads (stations located less than 25 m distance away
from local roads or less than 100 m from highway or primary roads, 396
stations) and station measurements away from roads (the remaining
stations in the validation dataset, 269 stations). We then calculated
performance measures for each subset using the global daytime and
nighttime RF models. The R2 obtained for the close-to and away-from
roads subsets were respectively 0.64 and 0.83 for the daytime and
approximately 0.70 for both subsets for the nighttime. The results in-
dicate that the daytime prediction accuracy may increase with distance
away from roads, possibly due to the higher variation of NO2 close to
roads. In our future research, we will carry out a comprehensive ac-
curacy assessment process that not only considers the accuracy assessed
with point measurements but also is constraint by spatial prediction
patterns. We compared spatial patterns of four relatively small cities to
avoid the nonrepresentativeness of big cities of general national spatial
patterns. The comparison between big cities may lead to additional
Fig. 8. Spatial predictions of NO2 (μg/m3) for the four countries using random forest. For each country, predictions are made using the global and national models
separately for daytime and nighttime. The tile in the US covers a Massachusetts city called Lynn (42.47° N, 70.94° W). The tile in China covers an inner-Mongolian
city called Hulunbuir (49.23° N, 119.76° E). The tile of Germany covers a city in the north of Schleswig–Holstein called Flensburg (54.79° N, 9.44° E). The tile of
Spain covers a city in the region of Asturias called Aviles (43.55° N, 5.92° W). The road structures of the corresponding tiles are shown in the supplement (SF.5).
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findings and is planned in our future work.
Temporal resolution:
Picornell et al. (2019) highlighted that a home-based static exposure
assessment may provide unrealistic estimates for population exposure
and emphasised the need to integrate human activity patterns in ex-
posure assessment. Separating day and night in air pollution mapping,
as was done in our study, has important implications in exposure as-
sessment as human space–time activities are commonly different be-
tween day and night. In addition, our results show differences in spatial
prediction pattern between an annual global model and global models
that separate between day and night. This indicates that separating
between day and night may allow for improved representation of the
relationships between predictors and NO2. Future studies need to
evaluate different criteria to split the day and night and consider finer
temporal resolutions and perform analysis for representative hours for
various periods, for example, 4:00 am to 5.00 pm for atmospheric
stability (Perrino et al., 2001).
Statistical learning techniques: The bootstrapped cross-validation
accuracy differs slightly between the tree-based methods, as well as
between the regularised linear regression methods. For the global
models, XGB, RF, and SGB obtained the same RMSE, but the spatial
predictions from XGB show more artefacts. We suspect that the cause of
Fig. 9. Spatial predictions of NO2 (μg/m3) for the four countries using XGB (Extreme Gradient Boosting). For each country, predictions are made using the global and
national models and separately for daytime and nighttime. For the geographical information of each tile, please refer to the caption of Fig. 8.
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this may be the high number (2000) of trees that is used for XGB to
make the XGB model consistent regarding methodology with RF and
SGB. We, therefore created an additional XGB model by reducing the
number of trees to 1000, which is the optimal setting found in the
hyperparameter tuning procedure (Section 2.3.1). The resulting models
showed similar accuracy measures and spatial patterns compared to our
standard national and global models. This experiment indicates that the
number of trees may not be the main cause of the artefacts in the XGB
predictions. In future studies, XGB, therefore, needs to be further op-
timised, for example by testing the use of lower learnig rates, alter-
native regularizations, and more observations.
For the national models of China and Spain, as well as for the global
models, the tree-based methods obtained higher accuracy compared to
the linear regression-based methods and the differences in terms of
cross-validation accuracy between global and national models are
smaller for the tree-based methods compared to linear regression-based
methods. These results indicate that the non-linear relationship be-
tween NO2 and the predictors could be better modelled by the tree-
based methods. The rankings of the variable importance (even for
variables that are not highly correlated) are different between techni-
ques but for the top-ranked variables are mostly consistent.
Satellite products: Excluding the TROPOMI variable does not
Fig. 10. Spatial predictions of NO2 (μg/m3) for the four countries using Lasso. For each country, predictions are made using the global and national models and
separately for daytime and nighttime. For the geographical information of each tile, please refer to the caption of Fig. 8.
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decrease the RMSE in the global model and most of the national models.
However, as the TROPOMI variable is ranked as one of the most im-
portant predictors in most national models and the global model, in
regions where ground monitors are sparse and the predictors are less
reliable, the TROPOMI measurements may provide essential informa-
tion. Future studies should evaluate the value of TROPOMI also in areas
with less (or lower quality) ground station monitoring data as in these
areas the relative contribution may be larger.
Comparison with other global and national models: The study of
Larkin et al. (2017) obtained an RMSE of 5 ppm (about 9.5 μg/m3) and
an R2 of 0.54. In comparison, our RF global model that does not se-
parate between day and night obtained a lower RMSE (7.4 μg/m3) and a
higher R2 (0.7).
For national models, Cuevas et al. (2014) studied the long-term
(1996–2012) trends in NO2 over Spain using satellite imagery. Though
not completely comparable with our Spain model, Cuevas et al. (2014)
indicated high NO2 concentrations at densely populated areas, which is
consistent with our finding that population is an influential predictor in
Spain, which is also reflected in the spatial prediction map. Xu et al.
(2019) provided a LUR model for China at a 1 × 1 km grid for the year
2014–2015. This study obtained a slightly higher R2 (0.73–0.78)
compared to our model (0.70), which could be caused by the use of
variables that are not yet available globally in the Chinese study.
Other technical challenges: This study used the OpenAQ database,
which required a rigorous quality control before application. We com-
pared the locations of the records with the stations from the Airbase
project (European Environment Agency, 2018; de Hoogh et al., 2016b)
and found that most of the official national public measurements are in
OpenAQ. This indicates that the NO2 measurements from the OpenAQ
community have reliable data sources for conducting multi-country
studies. However, important meta-information, such as the instrument
types, is missing. In addition, some measurement data available in
Airbase (e.g. for Italy, Portugal, and Ireland) were missing in the
OpenAQ. The differences in the locations of the stations between our
dataset and the Airbase dataset is provided in a digital supplement
("airbasevsoaq.html"). For future studies, the Airbase dataset needs to
be combined with the OpenAQ database and more station measure-
ments from US, Australia, South America, and Africa need to be in-
cluded from other datasets.
As we do not have access to an external dataset, we used the same
dataset for hyperparameter tuning and model training. One could argue
this leads to possible information leakage from the validation set.
However, it has been proved in Chen et al. (2019a), who applied the
same hyperparameter tuning and training procedure, that validation
results on an external dataset are similar to the cross-validation results.
This indicates that the model accuracy we obtained is valid. Also,
François (2017) (page 97) shows that if a very small number of hy-
perparameters (in our study 1–3) is tuned, and only once, it is valid to
assess accuracy with the data set also used for hyperparameter tuning.
In addition, Chen et al. (2019a) used 5-fold cross validation for both
hyperparameter tuning and model training. We used 20-times boot-
strapping, which means that even if there is information leakage, it is
minimized. Kerckhoffs et al. (2019) used default hyperparameter set-
tings; however, not tuning hyperparameter may lead to a higher risk of
model over-fitting, and unreliable comparisons between machine
learning models.
Fig. 11. R2 of the linear regression between national and global random forest
model predictions on the tiles of Fig. 8.
Fig. 12. Spatial predictions of NO2 (μg/m3) for the four countries from the annual global random forest model (i.e. not separating between day and night). For the
locations of each tile, see the caption of Fig. 8.
Table 9
Variable importance ranked by the XGB for the daytime using the models that
have been developed in this study (called ”Standard model”) and models that
leave out the TROPOMI measurements (called ”Without TROPOMI”). OMI:
OMI_mean_filt, TROPOMI: Tropomi_2018.
Standard model Without TROPOMI
TROPOMI RSp OMI RSp OMI
the US 1 16 37 16 23
China 1 5 6 1 2
Germany 12 32 31 31 24
Spain 3 19 18 7 8
Global 1 25 13 9 1
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Lastely, prediction accuracy may be improved by downscaling the
coarse-resolution predictors, e.g. using area-to-point Kriging (Yoo and
Kyriakidis, 2006), before reading the values at the station location, as
this will smooth the boundary effects between grid cells. Also, other
global land-use variables may be included, such as remotely sensed
light at night, biomass, and land cover classes.
5. Conclusion
This study evaluated global and sub-domain (US, China, Germany
and Spain) models, different statistical learning techniques, and the use
of the TROPOMI measurements for high-resolution global NO2 map-
ping. Cross-validation accuracies of the tree-based methods are in
general higher than those of linear regression-based methods for the
Fig. 13. The lowest RMSE predicted using the models that have been developed in this study (called ”Standard model”) and models that leave out the TROPOMI
measurements (called ”Without TROPOMI”).
Fig. 14. Spatial predictions of annual mean NO2 (μg/m3) using (a) RF, (b) XGB, and (c) Lasso for a 1 ° × 1° (approximately 111 km × 111 km) region centred at
Phoenix, Arizona, US (33.5 ° N, 112.09° W). Details are shown for each method for urban, industrial, and suburban areas. Figure SF. 8 shows roads and industrial
areas.
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national models and the global model. We found that for the ensemble
tree-based methods, the global models are almost as good as national
models in terms of the cross-validation RMSE, which is not the case
with the linear regression-based methods. This may imply that due to
improved learning from a larger number of observations, global en-
semble tree-based methods are capable of incorporating patterns re-
sulting from underlying emission and dispersal dynamics, providing
useful information to map areas with deficient NO2 ground measure-
ments. Moreover, the RF and XGB models reveal more spatial details
compared to the Lasso models. In addition, techniques may have ob-
tained similar accuracy in terms of validation against point measure-
ments (e.g., different tree-based techniques) while their spatial pre-
diction pattern may be notably different. Based on the spatial patterns,
we favour RF over XGB because of the artefacts that are modelled by
the latter. When more monitor stations are available, and through
better optimization of hyperparameters, XGB may be recommended.
Lastly, we found that despite being an important predictor, adding the
TROPOMI vertical column density on top of OMI measurements and the
satellite-based surface product (Geddes et al., 2016) does not improve
the RMSE in the current model setup and countries used for validation.
Future studies need to evaluate TROPOMI with a particular focus on
countries with limited ground station data.
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