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THE SPECTRUM OF OPERATORS ON C(K) WITH
THE GROTHENDIECK PROPERTY AND
CHARACTERIZATION OF J-CLASS OPERATORS
WHICH ARE ADJOINTS
AMIR BAHMAN NASSERI
Abstract. This article deals with properties of spectra of opera-
tors on C(K)-spaces with the Grothendieck property (e.g. l∞) and
application to so called J-class operators introduced by A. Manous-
sos and G. Costakis. We will show that C(K) has the Grothendieck
property if and only if the boundary of the spectrum of every op-
erator on C(K) consists entirely of eigenvalues of its adjoint. As a
consequence we will see that there does not exist invertible J-class
operators on C(K) with the Grothendieck property. In the third
section we will give a quantitative and qualitative characterization
of all J-class operators on l∞ which are adjoints from operators on
l1.
Preliminaries and notations
Let X, Y be complex Banach spaces and denote by L(X, Y ) the
Banach space of all bounded and linear operators from X to Y . If T :
X → X is a bounded linear operator then σ(T ) stands for the spectrum
of T and ρ(T ) for its resolvent set. An operator T is called weakly
compact if T (BX) is relative weakly compact in Y . ByW (X) we denote
set of all weakly compact operators on X into X and L(X)/W (X) is
called the weak Calkin algebra endowed with the usual quotient norm.
An operator T : X → Y is called tauberian if (T ∗∗)−1(Y ) ⊂ X holds.
Further the operator T co : X∗∗/X → Y ∗∗/Y is defined by T co(x∗∗ +
X) = T ∗∗x∗∗ + Y . For properties of T co and tauberian operators we
refer the reader to [13]. Let E ⊂ X be a T -invariant closed subspace of
T ∈ L(X), then the operator T̂ : X/E → X/E is defined by T̂ [x]E :=
[Tx]E . If A is a Banach algebra then G(A) stands for the invertible
elements and Gr(A) (Gl(A)) denotes the set of the right (left) invertible
elements. An element a ∈ A is called left (right) topological divisor of
zero if there exists a norm one sequence xn in A such that axn (xna)
tends to zero in norm. By Φ(X) we denote the set of the Fredholm-
operators and Φ+(X) stands for the set of all upper-semi Fredholm
operators (i.e. finite dimensional kernel and closed range). Further
1
2 AMIR BAHMAN NASSERI
Φr(X) stands for the set of all essentially right invertible operators
(T ∈ L(X) is called right essentially invertible if there exists S ∈ L(X)
and K ∈ K(X) such that TS = I +K holds). The symbol orb(T, x)
denotes the orbit of x under T , i.e. orb(T, x) := {T nx : n ∈ N}. If X
is separable and orb(T, x) is dense, then T is called hypercyclic, which
is equivalent to say that T is topologically transitive, i.e. for each pair
of non empty open subsets U, V ⊂ X there exists a positive integer n,
such that T n(U) ∩ V 6= ∅. By JT (x) we mean the J-set of x under T ,
i.e.
JT (x) := {y ∈ X : there exists a strictly increasing sequence
of natural numbers (kn) and a sequence
(xn) in X, such that xn → x and T knxn → y}.
If JT (x) = X for some x ∈ X\{0}, then T is called a J-class operator.
By l∞ we denote the space of bounded sequences endowed with the
usual sup-norm. In [6] it is shown that on l∞ there does not exist any
topological transitive operator using spectral properties of operators
on l∞ which are also listed and proved in [6]. On the other hand there
exist J-class operators like the weighted backward shift λB : l∞ → l∞,
λB(x1, x2, . . .) := (λx2, λx3, . . .) for |λ| > 1 (see [8] and [9]).
1. Introduction
In [6] it is shown by T. Bermu´dez and N. J. Kalton that the point
spectrum of the adjoint of an operator defined on a C(K)-space with
the Grothendieck property is non-empty. As a direct consequence there
does not exists topological transitive operators on this space. In [18]
H. Lotz obtained a similar result for operators on Banach spaces X
which have the Grothendieck- and the Dunford Pettis property but
with restrictive assumptions on the resolvent R(λ, T ) := (λI − T )−1
with λ ∈ ρ(T ).
Theorem (Lotz, [18]). Let X be a Banach space which has the
Grothendieck- and the Dunford Pettis property. Suppose λn is a se-
quence in the resolvent set of T ∈ L(X) with the property that λn
converges to some λ ∈ ∂σ(T ). Further assume that (λn − λ)R(λn, T )
is uniformly bounded. Then λ is an eigenvalue of T ∗.
One can construct operators on l∞ for which the uniform bounded-
ness condition in the above theorem is not satisfied. Indeed take a
compact subset K of C such that K has a very sharp peak with the
property that for every sequence (λn) which converges outside K to
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the peak, say λ, we have that (λn − λ) (dist(λn, K))−1 is unbounded.
Now take a diagonal operator T on l∞ such that σ(T ) = K. Then we
obtain
|λn − λ| ‖R(λn, T )‖ ≥ (λn − λ) (dist(λn, K))−1.
This shows that the uniform boundedness condition is not satisfied. In
this section we will show that on the space C(K) with the Grothendieck
property this condition is not necessary. The main theorem in Section
2 reads as follows:
Theorem. Consider T ∈ L(C(K)), where K is a compact Hausdorff
space. Then C(K) has the Grothendieck property (e.g. C(βN) = l∞ or
C(βN\N) = l∞/c0) if and only
∂σ(T ) ⊂ σp(T ∗)
holds for every operator T ∈ L(C(K)). In both cases every J-class
operator is not invertible.
In Section 3 we will characterize the J-Class behavior for operators
on l∞, which are adjoints of operators on l1. As a corollary we get
Corollary. Consider the backward shift B on l∞ and let f be a holo-
morphic function in a neighborhood of the closed unit disc. Then the
following statements are equivalent.
(i) f(B) is J-class.
(ii) f(∂D) ∩ D = ∅ and D ⊆ f(D).
It seems to be a hard task to determine for an operator T on a Banach
space X, those vectors such that JT (x) = X . For Bw : l
∞ → l∞, where
Bw is the backward shift and w = (wn) is a positive and bounded
weight sequence, G. Costakis and A. Manoussos obtained that if Bw is
J-class then
ABw := {x ∈ l∞ : JBw(x) = l∞} = c0.
We will see also in Section 3 that f(Bw), where f is a holomorphic
function defined on a neighborhood of Bw that
Af(Bw) := {x ∈ l∞ : Jf(Bw)(x) = l∞} = c0.
More generally we will see that if T = S∗∗, where S : c0 → c0 then we
get AT ⊂ c0. In our last section we state some open questions occurred
during our research.
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2. Spectrum of operators on C(K)-spaces with the
Grothendieck property
We begin with some lemmas.
Lemma 2.1. Let M be a Banach space isomorphic to a complemented
subspace of L1[0, 1]. Then we have
∂Φ(M) ⊂ {T ∈ L(M) : T is not tauberian}.
Proof. Consider first the case M = L1 = L1[0, 1]. By 3.1 in [23] the
equation ‖T +W (L1)‖ = ‖T co‖ holds for any T ∈ L(L1) (see also
[14], proof of Thm. 2.2). Let T +W (L1) be right invertible in the weak
Calkin algebra. Hence there exist operators S ∈ L(L1) andW ∈ W (L1)
such that TS = I + W . Multiplying this equation from the right
with I −W , we see that T is essentially left invertible, since L1 has
Dunford Pettis Property and soW 2 is compact. It follows that the right
invertible elements in the weak Calkin algebra are the same as the right
essentialy invertible operators. Take T ∈ ∂Φr(L1), then [T ] ∈ ∂Gr(A)
with A := L(L1)/W (L1). One find now a sequence Tn of operators such
that [Tn] = Tn +W (L1) are right invertible and converge in norm to
[T ]. Hence there exists a sequence Sn such that [Sn] tends to infinity
in norm and [TnSn] = [I] for all n (see [19], p. 5, 6). Define now
S˜n :=
1
‖[S˜n]‖Sn. Then 1 =
∥∥∥S˜n∥∥∥ = ∥∥∥(S˜n)co∥∥∥. From this we get
∥∥∥T co(S˜n)co∥∥∥ = ∥∥∥[T ] [S˜n]∥∥∥ =
∥∥∥∥[Tn + T − Tn] [Sn]‖[Sn]‖
∥∥∥∥
≤ ‖[T − Tn]‖+ 1‖[Sn]‖ .
This shows that
∥∥∥T co(S˜n)co∥∥∥ tends to zero and therefore T co is a left
topological divisor of zero, hence T co is not bounded below (see V.M., p.
89) and therefore T is not tauberian (see [13], p. 89). Since ∂Φ ⊂ ∂Φr
(see [19] p. 5, 6) the statement follows for L1[0, 1]. Consider now the
general case, where M is isomorphic to some complemented subspace
of L1[0, 1]. For our purpose it suffices to consider M as a subspace of
L1 and hence we find a closed subspace N of L1 such thatM ⊕N = L1
holds. Take now an operator T from ∂Φ(M) and a sequence Tn in Φ(M)
which converges to T . We can now extend the operator Tn and T by
the identity on N to the operators T˜n = I⊕Tn and T˜ = I⊕T . Then T˜n
is Fredholm and converges to T˜ ∈ ∂Φ(L1) and hence is not tauberian
by the above. It is then easy to see that T is not tauberian. 
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The next lemma is essentially due to Tzafriri (see [22], Lemma 1)
who stated it for a single operator T defined on L1(Ω,Σ, µ), where
(Ω,Σ, µ) is an arbitrary measure space.
Lemma 2.2. Consider L1(Ω,Σ, µ) where (Ω,Σ, µ) is an arbitrary mea-
sure space and let {Tn} be any countable set of operators on L1(Ω,Σ, µ)
into itself. Further let M be any separable subspace of L1(Ω,Σ, µ).
Then there exists a subset Ω˜ of Ω and a σ-subring Σ˜ of Σ such that
(Ω˜, Σ˜, µ) is a σ-finite measure, L1(Ω˜, Σ˜, µ) is separable and
M ⊂ L1(Ω˜, Σ˜, µ). Further L1(Ω˜, Σ˜, µ) is Tn-invariant for each n ∈ N.
Proof. Replace the set Ck defined as in the proof of Lemma 1, [22] by
Ck := {TmχB : B ∈ Bk, m ∈ N}, where {Tm}m∈N is a countable family
of operators in L1(Ω,Σ, µ) and Bk are similar defined as in Lemma 1
of [22]. 
Proposition 2.3. (i) Consider L1(Ω,Σ, µ), where (Ω,Σ, µ) is an ar-
bitrary measure space. Let {Tn}n∈N be a countable set of operators in
∂Φ(L1(Ω,Σ, µ)). Then there exist Ω˜ ∈ Σ and a σ-subring Σ˜ of Σ, such
that (Ω˜, Σ˜, µ) is a σ-finite measure space, E := L1(Ω˜, Σ˜, µ) is separable
and Tn-invariant. Furthermore we have that
Tn|E ∈ ∂Φ(E)
holds for each n ∈ N, where Tn|E : E → E is the restriction of Tn to
E. As a conclusion each Tn is not tauberian.
(ii) Let T ∈ L(L1(Ω,Σ, µ)). Then there exists a T -invariant subspace
E isomorphic to l1 or L1[0, 1] such that
∂σess(T ) ⊂ ∂σess(T |E) ⊂ {λ ∈ C | T − λ is not tauberian }.
Proof. Consider Tn ∈ ∂Φ(X), where X = L1(Ω,Σ, µ). Note that in
particular Tn /∈ Φ+(X) for each n, (see [19], p. 169, Lemma 1).
Hence there exists a sequence (fn,m)m∈N in X such that Tnfn,m is
convergent but fn,m has no convergent subsequence. Define M :=
span{fn,m|n,m ∈ N}. Further there exists sequence Tn,m ∈ Φ(X) such
that Tn,m converges to Tn for m → ∞. Since Tn,m ∈ Φ(X) we find
Sn,m ∈ Φ(X) and Ln,m, Kn,m ∈ K(X) such that
Sn,mTn,m = I +Kn,m and Tn,mSn,m = I + Ln,m
holds for all n,m ∈ N. By the above Lemma we find a separable
subspace E := L1(Ω˜, Σ˜, µ) which contains M and is invariant for
{Sn,m}n,m∈N∪{Tn,m}n,m∈N. Consider the restrictions Tn,m|E and Sn,m|E.
Then we get that
Sn,m|E Tn,m|E = IE +Kn,m|E and Tn,m|E Sn|E = IE + Ln,m|E
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holds for all n,m and IE denotes the identity on E. It follows that
Tn,m|E ∈ Φ(E) and converges to Tn|E for m → ∞. Since M ⊂ E
it follows that Tn|E is not upper-semi Fredholm and therefore Tn|E ∈
∂Φ(E) for each n ∈ N. Note that since E is separable and infinite
dimensional (M ⊂ E), it follows that E is isomorphic to l1(N) or
L1[0, 1], (see [24], p. 83) . By Lemma 2.1 we conclude that Tn|E is
not tauberian and therefore Tn. To prove (ii) take any sequence {λn}
dense in ∂σess(T ). Then apply (i) to the operators Tn := T − λn. 
The next proposition can be found in [6].
Proposition 2.4. Suppose X is a Grothendieck space and T ∈ L(X).
Then N(T ∗) = {0} holds if and only if N(T ∗∗∗) = {0} holds.
Lemma 2.5. (Spectral lemma, [20], [8]) Let X be a Banach space
and consider T ∈ L(X).
(i) Assume there exists a vector x ∈ X such that JT (x) has non-
empty interior. Then for every λ ∈ C with |λ| ≤ 1 the operator
T − λI has dense range. This is equivalent to say that
σp(T
∗) ∩ D = ∅.
(ii) Assume there exists a non-zero vector x ∈ X such that JT (x)
has non-empty interior. Then
σ(T ) ∩ ∂D 6= ∅.
Theorem 2.6. Consider C(K) where K is a compact Hausdorff space.
Then the following assertions are equivalent.
(i) C(K) is a Grothendieck space (e.g. l∞ or l∞/c0).
(ii) For every T ∈ L(C(K)) we have
∂σ(T ) ⊂ σp(T ∗).
In both cases we have that
D ⊂ σ(T )
holds for every operator T ∈ L(C(K)) with (JT (x))◦ 6= ∅ for some
x 6= 0. In particular there does not exist an invertible J-class operator.
Proof. (i)⇒ (ii) Note that (C(K))∗ is isomorphic to an AL-space and
hence can be written as L1(Ω,Σ, µ) for some measure space (Ω,Σ, µ),
see [1], p. 95 . Suppose first that λ ∈ ∂σ(T ) and λ ∈ σess(T ). Then
λ ∈ ∂σess(T ) = ∂σess(T ∗) holds and therefore by the above theorem we
know that S∗ is not tauberian, where S := T − λI. Hence N(S∗∗∗) 6=
N(S∗) since S∗(BX∗) is always closed, see [13], p. 12. Furthermore
since C(K) has the Grothendieck property by assumption, it follows
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by Proposition 2.4 that N(S∗) 6= {0} holds. If λ ∈ ∂σ(T ) = ∂σ(T ∗)
but not in σess(T ) = σess(T
∗) then it is isolated and an eigenvalue of
T ∗, see [1], p. 300 /301. To show that (ii) ⇒ (i), consider first an
arbitrary Banach space X with the property that every T ∈ L(X)
satisfies ∂σ(T ) ⊂ σp(T ∗). We will show that X has no complemented
separable subspaces. Assume the contrary and decompose X =M⊕N ,
where M is separable. Choose now a bounded sequence (xn, x
∗
n) ⊂
M × M∗ with the property that the linear span of xn lies dense in
M and x∗n(xm) = δn,m. Define now the compact operator on M via
K(x) :=
∑∞
n=1
1
2n
x∗n(x)xn. Then σ(K) = {0}∪{λk}k∈N (λk are possible
eigenvalues of K), but 0 /∈ σp(K∗) since K has dense range. Consider
the operator T on X defined by T = K ⊕ I, where I is the identity on
N . Then we have ∂σ(T ) = σ(T ) = {0, 1} ∪ {λk}k∈N and on the other
side 0 /∈ σp(K∗⊕I) = σp(T ∗), a contradiction. In particular in the case
where X = C(K) any copy of c0 cannot be complemented. By Cor. 2
in [7] it follows that C(K) has the Grothendieck property.
Assume now that there exists a vector x ∈ C(K), such that (JT (x))◦ 6=
∅ and C(K) has the Grothendieck property. By the Spectral Lemma
we have σp(T
∗) ∩ D = ∅ (∗) and σ(T ) ∩ ∂D 6= ∅ (∗∗). Hence we get
from the above and (∗) that ∂σ(T ) ∩ D = ∅ holds and because of (∗∗)
and an easy connectedness argument we conclude that D ⊂ σ(T ). 
3. Characterization of J-Class operators which are
adjoints
Definition 3.1. Let X be a Banach space and T ∈ L(X). The in-
jectivity modulus (sometimes called the minimum modulus) is defined
as
κ(T ) := inf{‖Tx‖ : x ∈ X, ‖x‖ = 1}.
We define further
i(T ) := lim
n→∞
κ(T n)
1
n .
The surjectivity modulus of T is defined as
s(T ) := sup{r ≥ 0 : T (BX) ⊃ r · BX},
where BX denotes the closed unit ball. Moreover we define
δ(T ) := lim
n→∞
s(T n)
1
n .
Remark 3.2. The following inequalities hold
κ(ST ) ≥ κ(S)κ(T ) and s(ST ) ≥ s(S)s(T ),
see [19], p. 82.
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For the set LWA (l
∞) := {T ∈ L(l∞) | T = S∗ + W, where S ∈
L(l1) and W ∈ L(l∞) weakly compact} we have the following lemma
stated and proved in [21].
Lemma 3.3. [21] Let T ∈ LWA (l∞). Then we have that
σa(T
∗) = σp(T
∗)
holds. If in addition T satisfies the statement of the Spectral Lemma,
then D ⊂ σp(T ) holds.
Proposition 3.4. Consider the operator T ∈ LWA (l∞). Then the fol-
lowing statements are equivalent.
(i) T is Jmix-class.
(ii) T is J-class.
(iii) JT (x) has non-empty interior for some x 6= 0.
(iv) σ(T ) ∩ ∂D 6= ∅ and σp(T ∗) ∩ D = ∅.
(v) i(T ∗) > 1 and D ⊆ σp(T ).
(vi) i(T ∗) > 1 and 0 ∈ σp(T ).
Proof. The implications (i) ⇒ (ii) ⇒ (iii) are clear and (iii) ⇒ (iv)
is the statement of the Spectral Lemma. The direction (v) ⇒ (vi)
is trivial. Let us prove that (iii) implies (iv). First observe that by
Lemma 3.3 and the Spectral Lemma we get that
σa(T
∗) ∩ D = σp(T ∗) ∩ D = ∅ and D ⊆ σp(T ).
So we have just to show that i(T ∗) > 1. Now for any bounded operator
R on a complex Banach space X we have that
dist({0}, σa(R)) = i(R)
holds, see [19], p. 91. Since σa(T
∗) is closed this implies
1 < dist(0, σa(T
∗)) = i(T ∗).
This shows that (iv) implies (v). Assume that (vi) holds. For arbitrar-
ily operators T on Banach spaces we have the following relation:
i(T ∗) = lim
n→∞
κ((T ∗)n)
1
n = lim
n→∞
s((T )n)
1
n = δ(T ),
where we used the fact that κ(T ∗) = s(T ), see [19], p. 83.
With our assumption that i(T ∗) > 1 we can therefore find n0 large
enough and ε > 0, such that
s(T n0) > (1 + ε)n0.
Choose at this point any y ∈ l∞\{0} and consider y˜ := y
‖y‖
. Looking
at the definition of the surjectivity modulus, we can therefore find
THE SPECTRUM OF OPERATORS ON C(K) 9
x ∈ l∞ with ‖x‖ ≤ 1, such that
T n0x = (1 + ε)n0 y˜,
or equivalently
T n0 x˜ = y,
where
x˜ =
‖y‖
(1 + ε)n0
· x and so ‖x˜‖ ≤ ‖y‖
(1 + ε)n0
.
Define x1 := x˜, and like above we can find x2 with
T n0x2 = x1 and ‖x2‖ ≤ 1
(1 + ε)n0
‖x1‖ .
Hence
T 2n0x2 = y and ‖x2‖ ≤ 1
(1 + ε)2n0
‖y‖ .
Inductively we are able to find a sequence (xm)m in l
∞ with the property
that
Tmn0xm = y and ‖xm‖ ≤ 1
(1 + ε)mn0
.
With zm := T
n0xm we get in particular
lim
m→∞
zm = 0 and lim
m→∞
Tmzm = y.
Since y was arbitrarily it follows that JmixT (0) = l
∞. Last but not least,
take into consideration that N(T ) 6= {0}, which implies together with
JmixT (0) = l
∞ that there exists some x 6= 0, such that JmixT (x) = l∞.
This shows (i). 
Remark 3.5. a) Take into consideration that there are operators for
which there exists a non-zero vector x such that JT (x) has non-empty
interior, but is not J-class, see [4].
b) It follows from the proof of Proposition 3.4 that the direction (vi)⇒
(i) is also valid for arbitrary Banach spaces.
At this point we will consider for the sake of simplicity those T ∈
L(l∞) which are adjoints of operators on l1, i.e. T = S∗, where S ∈
L(l1). Of course these T are contained in LWA (l
∞). Moreover take into
consideration that i(S) = δ(S∗) = δ(T ) = i(T ∗) which can be easily
seen as in the above theorem, since κ(T ∗) = s(T ) and κ(T ) = s(T ∗)
(see [19], p. 83). Hence as a direct consequence of Proposition 3.4 we
get the following important corollary:
Corollary 3.6. Consider the operator T ∈ L(l∞) which is an adjoint
operator, i.e. there exist some S ∈ L(l1) with T = S∗. Then the
following statements are equivalent:
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(i) T is Jmix-class.
(ii) T is J-class.
(iii) JT (x) has non-empty interior for some non-zero vector x.
(iv) σ(T ) ∩ ∂D 6= ∅ and σp(T ∗) ∩ D = ∅.
(v) i(S) > 1 and D ⊆ σp(T ).
(vi) i(S) > 1 and 0 ∈ σp(T ).
Corollary 3.7. Let T1, T2 ∈ L(l∞) be commuting adjoint operators,
which are also J-class. Then T := T1T2 is also J-class.
Proof. Let S1 and S2 be the corresponding operators on l
1, such that
(Si)
∗ = Ti for i ∈ {1, 2}. We have T = S∗1S∗2 = (S2S1)∗ and by the
above theorem, we get that i(Si) > 1 holds for i = 1, 2. Furthermore
we get from Remark 3.2
κ((S2S1)
n) = κ(Sn2S
n
1 ) ≥ κ(Sn2 )κ(Sn1 )
for all n ∈ N. Hence i(S2S1) ≥ i(S2) · i(S1) > 1 and N(T1T2) ⊃
N(T2) 6= {0}. This shows that condition (v) of Theorem 3.6 is satisfied
for T and is therefore J-class. 
Proposition 3.8. Let X be a Banach space. Then the set
M := {T ∈ L(X) : δ(T ) > 1 and N(T ) 6= {0}}
is open with respect to the norm-topology.
Proof. Consider any T ∈ M . Then there exist some m ∈ N and a
positive constant such that s(Tm) > c > 1. In particular T is surjective
and N(T ) 6= {0}. Define
g : L(X)→ L(X∗) by g(S) := (S∗)m.
Then g is continuous since the mappings S → S∗ and S → Sm are
continuous with respect to the operator norm-topologies. Now the set
of all surjective operators with non-trivial kernel is open with respect to
the norm-topology, see [1], p. 73. For ε := c−1
2
we can therefore choose
ν > 0 small enough such that for all S ∈ L(X) satisfying ‖S − T‖ < ν
we have that S is surjective, N(S) 6= {0} and
‖(T ∗)m − (S∗)m‖ < ε.
Hence it follows
‖(T ∗)mx∗‖ < ‖(S∗)mx∗‖+ ε for all x∗ ∈ X∗ with ‖x∗‖ = 1
and therefore
c < s(Tm) = κ((T ∗)m) ≤ κ((S∗)m) + ε = s(Sm) + ε.
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This implies in particular 1 < c+1
2
= c − ε < s(Sm) and therefore by
Remark 3.2 (
c + 1
2
)n
< (s(Sm))n ≤ s(Smn).
Hence we get
1 <
(
c+ 1
2
) 1
m
< (s(Smn))
1
mn → δ(S) for n→∞.
It follows that the open ball with radius ν and center T is included in
M . 
Corollary 3.9. The set
JA(l1) := {S ∈ L(l1) : S∗ is J-class}
= {S ∈ L(l1) : σ(S) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅}
is open with respect to the norm-topology in L(l1).
Proof. Consider the linear isometry φ : L(l1) → L(l∞) defined by
φ(S) = S∗. Then we have
φ−1(M) = {S ∈ L(l1) : δ(S∗) > 1 and N(S∗) 6= ∅}
= {S ∈ L(l1) : i(S) > 1 and N(S∗) 6= ∅}
= {S ∈ L(l1) : S∗ is J-class}
= {S ∈ L(l1) : σ(S∗) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅)}
= {S ∈ L(l1) : σ(S) ∩ ∂D 6= ∅,D ∩ σp(S∗∗) = ∅},
where M is the set as in Proposition 3.8 applied to l∞ and since φ is
continuous the desired statement follows by Proposition 3.8 and the
equivalences of Corollary 3.6. 
Remark 3.10. The latter corollary shows the strong relation between
adjoint J-class operators on l∞ and their spectral behavior. It is also
interesting in its own regarding operators on l1 and their spectrum.
As promised before we will now characterize a large class of operators
on l∞ using our new tools established above.
Theorem 3.11. (i) Consider T ∈ LWA (l∞) with the corresponding op-
erators S ∈ L(l1) and W ∈ L(l∞). Let f be a holomorphic map on a
neighborhood of KR(0), where R > max{r(S∗+W ), r(S∗)} and KR(0)
is the open disk at zero with radius R. Then f(T ) is J-class if and only
if
f(σa(T
∗)) ∩ D = ∅ and D ⊆ f(σ(T ∗)\σa(T ∗)).
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(ii) Let Bw be the unilateral backward shift with a positive and bounded
weight sequence w := (wn)n on l
∞ and consider f(Bw), where f is a
holomorphic map defined on a neighborhood of Kr1. Then f(Bw) is
J-class if and only if
D ∩ f(Kr1\Kr2) = ∅ and D ⊆ f(Kr2),
where
r1 = lim
n→∞
sup
k∈N
(wk · . . . · wk+n−1) 1n ,
r2 = lim
n→∞
inf
k∈N
(wk · . . . · wk+n−1) 1n
and Kri denotes the open disc centered at 0 with radius ri for i = 1, 2,.
Proof. (i) Let
∑∞
n=0 anz
n be the power series expansion of f(z). For
each positive integer we can write (S∗+W )n = (S∗)n+Wn, where Wn
is weakly compact, since the weakly compact operators form a closed
two-sided ideal (see [1], p. 89). Since R > r(S∗) the corresponding
operator f(S∗) = (f(S))∗ exists and so we get
f(T )− f(S∗) =
∞∑
n=0
an(S
∗ +W )n −
∞∑
n=0
an(S
∗)n
=
∞∑
n=0
an((S
∗)n +Wn)−
∞∑
n=0
an(S
∗)n =
∞∑
n=0
anWn =: V
This shows in particular that the series V exists and is weakly compact.
Therefore we get that f(T ) = (f(S))∗ + V ∈ LWA (l∞) holds. Assume
that f(T ) is J-class. Then by Proposition 3.4, the Spectral theorem
and the Spectral theorem for the approximate spectrum, we get that
(1) ∅ = D ∩ σa(f(T ∗)) = D ∩ f(σa(T ∗))
and
D ⊆ σp(f(T )) ⊆ σ(f(T )) = σ((f(T ))∗) = σ(f(T ∗)) = f(σ(T ∗))
holds. Hence with (1) we get that D ⊆ f(σ(T ∗)\σa(T ∗)) holds. This
shows the first direction. For the other direction read the steps in (1)
backward which in particular shows that i(f(T )∗) > 1. Moreover we
have that
D ⊆ f(σ(T ∗)\σa(T ∗)) = f(σ(T )\σs(T )) ⊆ f(σp(T )) = σp(f(T )),
where we used the Spectral theorem for the point spectrum. Again by
Theorem 3.4 we get that f(T ) is J-class.
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(ii) Let T := Bw. Consider the forward shift Sw on l
1 with a positive
and bounded weight sequence w = (w1, w2, w3, . . . , ), i.e.
Sw(x1, x2, x3, . . .) = (0, w1x1, w2x2, w3x3, . . .).
Then T = S∗w and the approximate spectrum of T
∗ is exactly (see, [16],
p. 86)
σa(T
∗) = σa(S
∗∗
w ) = σa(Sw) = {λ ∈ C| i(Sw) ≤ |λ| ≤ r(Sw)}
= Kr1\Kr2 ,
where
i(Sw) = r2 and r(Sw) = r1.
Further the whole spectrum of Sw is the closed disk with center 0 and
radius r1, see [16], p. 86. In other words σ(T
∗) = σ(Sw) = Kr1. Hence
we get by (i) that f(Bw) is J-class if and only if
f(Kr1\Kr2)∩D = f(σa(T ∗))∩D = ∅ and D ⊆ f(σ(T )\σa(T ∗)) = f(Kr2).

The following theorem gives a characterization of operators of the
form T = f(B), whenever they are chaotic. Here B is the unweighted
backward shift.
Theorem 3.12. ([10], [12] p. 122) Let X be one of the spaces lp,
1 ≤ p <∞ or c0. Further let f be a holomorphic function on a neigh-
borhood of D. Then the following assertions are equivalent:
(i) f(B) is chaotic.
(ii) f(D) ∩ ∂D 6= ∅.
(iii) f(B) has a non-trivial periodic point.
Referring to the above theorem, we are interested in the case p =∞
and the J-class behavior of f(B). Geometrically, condition (ii) is not
enough to get the J-class property on l∞. More conditions are needed
as the next corollary will show.
Corollary 3.13. Consider the backward shift B on l∞ and let f be a
holomorphic function in a neighborhood of the closed unit disc. Then
the following statements are equivalent.
(i) f(B) is J-class.
(ii) f(∂D) ∩ D = ∅ and D ⊆ f(D).
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Proof. Note that for the operator B the values r1, r2 are equal to 1.
Then the statement follows directly from Theorem 3.11. 
Example 3.14. (Costakis, Manoussos, [9]) Consider T := Bw on
l∞. Then T is J-class if and only if
r2 = lim
n→∞
inf
k∈N
(wk · wk+1 · · ·wn+k−1) 1n > 1.
Proof. Consider p(z) = z. Then by Theorem 3.11 we have that T is
J-class if and only if
p(Kr1\Kr2) ∩ D = Kr1\Kr2 ∩ D
(∗)︷︸︸︷
= ∅ and D ⊂ Kr2 .
The last inclusion follows already by (∗) and therefore T is J-class if
and only if r2 > 1. This completes the proof. 
Example 3.15. Consider for m ∈ N the operator T := I +Bmw . Then
T is J-class if and only if
r2 = lim
n→∞
inf
k∈N
(wk · wk+1 · · ·wn+k−1) 1n > m
√
2.
Proof. We can write T = p(Bw), where p(z) = 1 + z
m. If T is J-class
then
1 < i(I + Smw ) = dist({0}, σa(I + Smw ))
= min{|1 + zm| : r2 ≤ |z| ≤ r1}
= min
θ∈[0,2pi]
|1 + rm2 eiθm|
follows from Theorem 3.6. Hence this is equivalent to
r2 > 2
1
m .
In view of the the definition of r2, the desired direction follows.
For the other direction take into consideration that
r3 ≥ r2 > 2 1m
holds, where r3 = lim inf
n→∞
(w1 · . . . · wn) 1n and it is easy to see that
Kr3 ⊆ σp(Bw)
(Kr3 is the open disk centered at 0 with radius r3).
This in particular shows that
min
θ∈[0,2pi]
|1 + rm3 eiθm| ≥ min
θ∈[0,2pi]
|1 + rm2 eiθm| > 1
holds. Therefore we get that 0 ∈ σp(I+Bmw ). By Theorem 3.6 it follows
that T is J-class. 
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Proposition 3.16. Consider the positive weighted unilateral backward
shift Bw : l
∞ → l∞. Then we have
σ(B̂w) ⊆ σa(Sw) = {λ ∈ C| i(Sw) ≤ |λ| ≤ r(Sw)},
where Sw is the forward shift on l
1.
Proof. Consider any µ ∈ C with c := |µ| < i(Sw). We choose n0 ∈ N
large enough such that
inf
k∈N
wk · . . . · wk+n0−1 > cn0 .
Therefore we can find δ < 1 such that
1 > δ >
cn0
wk · . . . · wk+n0−1
holds for all k ∈ N. We will show that (B̂w)n0 −µn0I is bijective. Take
into consideration that
Bn0w (x1, x2, . . .) = ((w1w2 . . . wn0 · xn0+1), (w2w3 . . . wn0+1 · xn0+2), . . .)
= (wkwk+1 . . . wn0+k−1 · xk+n0)k∈N.
Consider the equation
((B̂w)
n0 − µn0I) [x] = 0 with [x] = [(x1, x2, . . .)] ,
which is equivalent to say that
Bn0w (x1, x2, . . .)− µn0(x1, x2, . . .) ∈ c0,
or more precisely
wk · . . . · wk+n0−1xk+n0 − µn0xk = εk for all k ≥ 1,
where lim
k→∞
εk = 0. Hence we get the estimate
|xk+n0| ≤
cn0
wk · . . . · wk+n0−1
|xk|+ εk
wk · . . . · wk+n0−1
≤ δ|xk|+ εk
cn0
.
Therefore,
lim sup
k→∞
|xk+n0| ≤ δ lim sup
k→∞
|xk|+ 1
cn0
lim
k→∞
εk
= δ lim sup
k→∞
|xk|.
Since lim sup
k→∞
|xk+n0| = lim sup
k→∞
|xk| and δ is smaller than 1, it follows
that lim sup
k→∞
|xk| = 0 and therefore lim
k→∞
xk = 0. In other words, [x] = 0
holds and hence (B̂w)
n0 − µn0I is injective.
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Next we show that (B̂w)
n0 − µn0I is surjective. For that purpose con-
sider the forward shift Sw on l
1. Since
σs(Bw) = σa(Sw) = {λ ∈ C | i(Sw) ≤ |λ| ≤ r(Sw)}
it follows that Bw−eiθkcI is surjective for k = {1, 2, ..., n0}, where eiθkc
are the roots of the equation zn0 = µn0 . Now notice that
Bn0w − µn0I = (Bw − eiθ1cI) · . . . · (Bw − eiθncI)
and therefore Bn0w − µn0I is surjective. Since the surjectivity of every
operator T implies the surjectivity of the induced operator T̂ , it follows
that (B̂w)
n0 − µn0I is surjective, hence bijective. This means µn0 /∈
σ((B̂w)
n0) and therefore µ /∈ σ(B̂w). From∥∥∥B̂wn∥∥∥ ≤ ‖Bnw‖ = ‖Snw‖
we get r(B̂w) ≤ r(Sw). Finally we obtain with the preceding calcula-
tions that
σ(B̂w) ⊆ {λ ∈ C | i(Sw) ≤ |λ| ≤ r(B̂w)}
⊆ {λ ∈ C | i(Sw) ≤ |λ| ≤ r(Sw)} = σa(Sw)
holds. 
Lemma 3.17. Let (wn)n be a positive and bounded sequence. Sup-
pose there exists λ0 ∈ C and ε > 0 such that the open disk Kε(λ0) is
contained in Km(0), where
m := lim
n→∞
inf (
n∏
k=1
wk)
1
n > 0.
Then the span of the set consisting of the vectors
eλ := (
λ
w1
,
λ2
w1w2
, . . .),
with λ ∈ Kε(λ0) is dense in c0.
Proof. Consider any y∗ ∈ c0∗ ∼= l1. Assume y∗(eλ) = 0. We can find
a sequence (yn)n ∈ l1 which can be uniquely identified with y∗. That
means
y∗(eλ) =
∞∑
n=0
yn · λ
n
(
∏n
k=1wk)
holds. The above equation defines a power series
∑∞
n=0 anλ
n on Km(0)
with an :=
yn
(
∏
n
k=1
wk)
, which is identically zero for all λ ∈ Kε(λ0). There-
fore an = 0 for all n ∈ N, which in turn implies that yn = 0 for all
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n ∈ N. This shows that y∗ = 0. By a well-known application of the
Hahn-Banach theorem it follows that the span of the eλ is dense in
c0. 
Lemma 3.18. Let X be a Banach space and T ∈ L(X). Assume that
T is J-class and that there exists a T -invariant and closed subspace
M ⊆ AT such that AT\M 6= ∅. Then T̂ is J-class.
Proof. We choose any vector x ∈ AT \M , then [x] 6= 0. Now consider
any [y] ∈ X/M . Then there exists a strictly increasing sequence (nk)k of
positive integers and a sequence (xk)k with xk → x, such that T nkxk →
y. Hence [xk] → [x] and T̂ nk [xk] = [T nkxk] → [y] as k → ∞ and this
shows that T̂ is J-class. 
Theorem 3.19. Consider the weighted backward shift on l∞. Assume
that T := f(Bw) is J-class, where f is a holomorphic function defined
on a open neighborhood of σ(Bw). Then
AT = c0.
Proof. To show that AT ⊆ c0, we consider the induced operator T̂ :
l∞/c0 → l∞/c0 and assume that AT\c0 6= ∅. By Lemma 3.18, the
operator T̂ is J-class. Then we get from the Spectral mapping theorems
(see [12], p. 365 and [2], p. 83) and Proposition 3.16
(∗) σ(T̂ ) = σ(f̂(Bw))) = f(σ(B̂w)) ⊆ f(σa(Sw)) = σa(f(Sw)).
Since f(Bw) is J-class it follows as in the proof of Proposition 3.4, that
σa(f(Sw)) ∩ D = ∅
holds. Hence by (∗) we get that
σ(T̂ ) ∩ D = ∅
holds, which is a contradiction to Lemma 2.5 (Spectral Lemma), since
T̂ is J-class.
To show the other inclusion, take into consideration that r2 ≤ m where
r2 is the value as in Theorem 3.11. Hence by the same theorem we
get that D ⊆ D ⊆ f(Kr2(0)) ⊆ f(Km(0)) holds, where Kr2(0) is the
open disk with center zero and radius r2. The set f
−1(D) ∩Km(0) is
open and non-empty. Choose at this point any λ0 and ε > 0 such that
Kε(λ0) ⊆ f−1(D)∩Km(0). Then, f(Kε(λ0)) ⊆ f(f−1(D)∩Km(0)) ⊆ D.
Now each eλ, defined as in Lemma 3.17 is an eigenvector of Bw to
the corresponding eigenvalue λ ∈ Kε(λ0). Hence, eλ is an eigenvalue
of f(Bw) to the corresponding eigenvalue f(λ) ∈ f(Kε(λ0)). Since
18 AMIR BAHMAN NASSERI
|f(λ)| < 1, it follows that eλ is a J-vector by [8], 5.9 . By Lemma 3.17
the set {eλ : λ ∈ Kε(λ0)} is dense in c0. This shows c0 ⊆ AT , since AT
is closed by [8], 2.12. 
4. Open Problems
We conclude this work with some open problems which occurred
during this research.
Problem 1. We have seen in Section 2 that the boundary of the
spectrum of an operator on a C(K)-space with the Grothendieck prop-
erty is contained in the point spectrum of its adjoint. The boundary
of the spectrum is especially contained in the surjectivity spectrum.
So one can formulate the more general question: Is it true that an
operator T : C(K) → C(K) with dense range, where C(K) has the
Grothendieck property, is actually surjective?
In view of Theorem 2.6 and the fact that C(K) has the Dunford Pettis-
and the Grothendieck property we state the following problem.
Problem 2. Suppose X is a Banach space which has the property
that ∂σ(T ) ⊂ σp(T ∗) for every operator T ∈ L(X). Does this imply
that X has the Grothendieck- and the Dunford Pettis property, or at
least one of these properties?
Problem 3. Does Corollary 2.6 hold also for the space H∞, i.e. the
space of analytic and bounded functions defined on D?
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