Replacing current notions of a pammagnetic center in a metalloprotein as a single entity in vivo with the more real&tic concept of an ensemble of spin systems, each uniquely dishded by its own surrounding protein leads to a rigorous description of the spectroscopic factor, g, as a random variable whose statistical properties contain information on the rigidity of the protein. Generation of a consistent set of accurate simulations of very lownoise, multifrequency (3,9,15 GHz) EPR data Corn selected S = 4 proteins has now been achieved. This consistency lends support to the physical and biological inferences drawn from such simulations. The spectml contribution of magnetic hyperfme line-broadening is minimized by studying the "Fe reconstituted [2Fe-2S] cluster in fully deuterated ferredoxin from Synechococcus lividus and the 'Hz0 exchanged [2Fe-2S] ferredoxin from Pseudomonas putida. High-resolution M&batter data on oxidixed and reduced "Fe reconstituted S. lividus ferredoxin are also presented. The oxidized spectrum shows that the inequivalence of the two ferric ions in a [2Fe-2S] cluster can be resolved as two Miissbauer lines. The complete absence of this splitting in the ferric lines of the reduced spectrum is definitive proof that the reducing electron always resides at the same Fe atom in frozen aqueous solutions. To explain the distributed nature of the paramagnetic site in the ferredoxins, three models are considered: (1) a multiplicity of EPR states; (2) external perturbations to the molecular Hamiltonian; (3) a distribution in the crystal field Hamiltonian parameters. The first model is discarded, the second is possible but difficult to verify, and the third model is shown to fit the data well. The latter comparison requires a correction to literature expressions for the g and A tensors in [2Fe-2S] clusters. Statistical analysis strongly suggests that the EPR of metalloproteins in its details is a reflection of protein structure that distributes its spatial coordinates, accommodating different levels of rigidity, the more flexible parts being located at the outside. Q 1986 Academic PBS, hc.
different classes of metalloproteins. Here we analyze the two-iron ferredoxins from S'ynechococcus lividus and from the bacterium Pseudomonas putida, referred to as algal ferredoxin and putidaredoxin, respectively. Algal ferredoxin functions as an electron transfer protein in photosynthesis (3) while putidaredoxin acts in electron transfer in a multienzyme system that hydroxylates camphor (4) . These proteins are paramagnetic in the reduced state and exhibit EPR spectra below 140 K, characteristic of an effective S = 4 system. A detailed examination of the linewidth of the multikquency EPR spectra of these proteins reveals two contributions: a field independent linewidth due to unresolved nuclear hyperfme couplings, and a linewidth that is linearly dependent upon the magnetic field (or microwave frequency) (5) . This second contribution has been postulated to arise from a distribution in the principal g values (6) and has been labeled "'g strain."
These ferredoxins were selected for analysis for a number of reasons: (1) Their physical characteristics, including optical, EPR, PMR, ENDOR, Mossbauer, and magnetic susceptibility, have been determined ( ( 7, 8) and Refs. quoted therein) though as yet no single crystals have been grown for analysis by single crystal EPR or X-ray crystallography. (2) A number of models for the molecular Hamiltonian have been proposed (5, (9) (10) (11) (12) to explain the physical data, including the observed g values and linewidths of the EPR spectra. These models can be reexamined for consistency in the context of the new statistical model (1) . (3) Since the EPR is characterized by S = f , a relatively small number of terms can contribute to the Hamiltonian. (4) Algal ferredoxin was grown in a completely deuterated medium and reconstituted with 56Fe, resulting in a 10% reduction of the EPR linewidth over the spectrum of the native protein (7) , while putidaredoxin, grown in H20, was reconstituted with 56Fe in *H20. Since the effect of the nuclear hyperfme coupling is minimal, these proteins provide EPR spectra whose appearances are dominated by g strain. (5) Finally, these two proteins are each representative of a further division of the [2Fe-2S] ferredoxins into two subgroups. Putidaredoxin is a member of a group characterized by narrow linewidths and an almost axial EPR spectrum, with apparent g values around 2.02, 1.93, 1.93, while algal ferredoxin is a member of a group characterized by broader linewidths and a rhombic EPR spectrum with apparent g values, 2.05, 1.96, and 1.88.
The problem we are addressing has its origins in the failure of current EPR simulation programs to exactly fit data for [2Fe-2S] proteins. These computer programs, however, approach a reasonable fit for any single EPR spectrum. The fits presented here are mainly different because they fit simultaneously the spectra taken at several frequencies. To prove necessity for our formulation, we must argue against all alternatives and show that there is no feature of the spectra that is unexplained by the formulation. We emphasize that underlying the complexity of the computer simulations is a set of physical principles that are very different from those used currently. For example, the use of a single g tensor to describe a spin system is not a part of this formulation.
The statistical theory of g strain. The statistical theory of g strain has been described in detail elsewhere (I). We summarize the salient features of the theory here. (1) To explain the large values and field dependence of the EPR linewidths, we hypothesize that the effective g value is a distributed quantity. ( 2) The anisotropic nature of the linewidths suggests that the effective g value is a function of other random variables, which we designate {p,}. ( 3) The dimensionality of the set of p random variables is three. (4) The elements of the g tensor, from which the effective g value is derived, depend linearly upon the p random variables. The 3 X 3 matrix representation of the g tensor, g, thus depends linearly upon a "constant matrix", go, a matrix, P, whose elements are random variables, and the rotation that connects the go and the P diagonal representations. (5) The observed linewidth is related to the variance of the effective g value. ( 6) The distribution function of the p random variables is joint normal.
The linewidth at a given powder orientation is thus a function of the three principal go values, the first and second moments of the three p random variables, and the rotation between go and P. The first moments of the p variables have been absorbed into the definition of go, since this is mathematically equivalent to the case of nonzero first moments and a redefined go. This was done for convenience, however, the two alternatives have different physical interpretations.
MATERIALS AND METHODS
The isolation of fully deuterated algal ferredoxin and of putidaredoxin has been described elsewhere (13, 14) , as has the efficiency of the exchange of the ferredoxins with 'HZ0 (15) .
EPR spectra were taken under nonsaturating conditions at X band (9 GHz) using a commercial Varian E series spectrometer, at S band (3 GHz) using a homemade spectrometer with a quartz-filled cavity, and at P band (15 GHz) using a homemade spectrometer with a cylindrical air-filled cavity. The characteristics of the S and P band spectrometers have been described elsewhere (16) . The S and P band cavities were constructed to accommodate X-band size sample tubes, so that the same sample could be run at all three frequencies, thus eliminating possible sample-dependent variation in the data, A previous paper describes our algorithm for g strain (2) . As has been done before (I I, 12,I7, IS) we convolve the g-strain lineshape with another Gaussian. This "residual broadening" not only functions as the zero-width protector (2) but also is used to account for unresolved superhypertine broadening in low-frequency spectra.
The minimization routines used in the computer calculations have been discussed elsewhere by Powell (19) . These routines use simultaneous minimization of N variables based on Powell's algorithm to determine the maximum-slope direction in the Ndimensional space of the minimized function and include an algorithm due to Brent (20) to search for the minimum along the current direction in N space.
Mossbauer spectroscopic studies were performed on a homebuilt machine using published (21) data reduction procedures.
RESULTS
Multifrequency EPR data. Shown in Figs. 1 and 2 are the EPR spectra of algal ferredoxin and putidaredoxin taken at 3, 9, and 15 GHz. These spectra have been plotted on the same g-value scale to emphasize their similarities. The bottom spectrum in Fig. 1 is slightly broader, demonstrating that there are still some unresolved superhyperhne interactions present, due to nearby 14N and, possibly, r3C nuclei. This effect is even more pronounced in the 3 GHz spectrum of putidaredoxin ( Table 1 for simulation parameters. EPR conditions for traces a, b, c, respectively: microwave frequencies, 14975, 9204, 3058 MHz, microwave powers, 0.12, 4, 10 mW, modulation amplitudes, 0.6,O. 1,0.4 mT; modulation frequency, 100 kHz; temperatures, 20,22,22 K. are proton hyperfme interactions present. In this case, the broadening due to unresolved hyperfine interactions at 3 GI-Iz is comparable to the g-strain linewidth.
The apparent linewidths of the principal g-value regions of the 9 GHz spectrum are approximately 0.9-2.2 mT (millitesla). From the ENDGR spectra of 'H-algal ferredoxin, Anderson et al. have estimated the linewidth in magnetic field units from T2, the transverse relaxation time, to be about 0.015 mT (7), some two orders of magnitude smaller than the observed linewidths. Thus the model for the observed lineshape cannot be based on a relaxation mechanism.
Spectral synthesis: Algal ferreduxin. The simulations for algal ferredoxin are also shown in Fig. 1 . The final fits were obtained using an unweighted @ function (21) in Fourier space, with @ between one and two for the 9 and 15 GHz spectra, with a slightly higher @ at 3 GHz, due to an increase in the noise level. The spectral parameters, including the correlation coefficients and the rotation between the p tensor principal axis system and the go tensor principal axis system (I) are given in The g-strain linewidth. Shown in Fig. 3 is a graph of the linewidth function versus orientation for deuterated algal ferredoxin. The distance from the origin to a point on the curve gives the value of the linewidth for a given orientation. Three projections are shown for rotations of the coordinate axes such that the x-y, x-z, and y-z planes are each in the plane of the page. Figure 3 illustrates the differences between the present statistical model and other models for g strain. Our model differs from previous models principally in the linewidth function. Contrast this function with those shown in Fig. 4 . This figure shows a series of projections in the x-z plane, using the ui)s and the rotation from Fig. 3 , varying only the correlation coefficients. Figure 3 has full negative correlation with a nonzero rotation, while Fig. 4 shows three other cases of interest. Figure 4a has correlation coefficients of kO.7. Correlation coefiicients of absolute value less than 0.7 do not have statistical significance, and thus nothing can be implied about any relationship between the p random variables. Figure 4b has correlation coefficients of zero. Complete independence between the random variables implies zero correlation, but the converse is not true (22) . Figure 4c has full positive correlation coefficients. Both full negative correlation ( Fig. 3 ) and full positive correlation ( Fig. 4c) imply that the p variables are linear functions of a single random variable; however, they give very different pictures of the linewidth versus orientation. This can be explained as follows. Full negative correlation means that the values of the three p variables for each element of the ensemble are related in a specific way: when the value of one p variable is increased, the values of the other two p variables are decreased. As a result, there exist orientations where the effective g-value shifts go FIG. 3. Three projections of the linewidth function versus orientation for algal ferredoxin. The distance from the origin to a point on the curve represents the value of the linewidth for a given orientation. The values of CJ~ and the rotation can be found in Table 1. to zero, i.e. unstrained contributions to the powder spectra. The zero-width orientations are those for which the curve in Fig. 3 goes to the origin. On the other hand, full positive correlation implies that all three p variables are being shifkd in the same direction. The total g shift can then never go to zero and the strain is always large. For completely uncorrelated shifts in the p variables, a statistical distribution in the shift in g can never go identically to zero. This is why Figs. 4b and c are similar in appearance. The g-strain linewidth is very sensitive to departure from full negative correlation. If the absolute values of the correlation coefficients are reduced from 1 to 0.7, the linewidth function (Fig. 4a) resembles the zero and full positive correlation cases more than the full negative correlation case.
The linewidth function used in the simulations shown in Fii. 1 included the residualbroadening term mentioned earlier. The value of the residual broadening was determined from the 3 GHz simulation and was not a free parameter in the higher frequency simulations. Since the residual broadening is independent of magnetic field, its small effect at 3 GHz is virtually nonexistent at 15 GHz. We did not find it necessary to include a magnetic field-dependent linewidth term in our residual-linewidth expression as was done in the work of Hagen and Albracht (12) .
Spectral synthesis: Putidaredoxin. The data and simulations for putidaredoxin are shown in Fig. 2 , with the spectral parameters listed in Table 2 . The goodness-of-fit parameter, I/?, is between 1 and 2 for the 9 and 15 GHz spectra, and higher for the 3 GHz spectra even though the signal-to-noise ratio is about the same in all three spectra. The poorer fit at 3 GHz, especially in the g, region, illustrates the limits of the model for the residual broadening, i.e., the superhyperhne structure is not well approximated by a Gaussian distribution function. The actual fit was obtained with an anisotropic residual-width tensor modeled to be colinear with the g tensor. This made a marginal improvement in the 3 GHz spectrum and did not noticeably a&% the higher frequency simulations. This relatively poor fit is not surprising, since the model for unresolved hyperhne interactions is being stretched when both the g-strain linewidth is relatively small (e.g., an order of magnitude difference at g, between algal ferredoxin and puti- Table  2 . The right-hand set (R) represents the solution with finite rotation and full negative correlation corresponding to fit B in Table 2. zero, i.e., the g and p tensors are colinear, but there is full positive correlation. In order to determine if this fit was unique, we tried to simulate the EPR spectrum with full negative correlation and a nonzero rotation by starting the minimization from a completely different set of spectral parameters. The result is given in Table 2 and in Fig.  5(R) . The value of @ is slightly, but not significantly higher with full negative correlation and nonzero rotation. Because of the smaller strain and nearly axial spectrum in putidaredoxin, we are unable with these data to resolve any significant differences between the two cases of zero rotation plus positive correlation, and nonzero rotation plus negative correlation.
High-resolution Mtissbauer spectra of algal ferredoxin. We have retaken the Mossbauer spectra of oxidized and reduced algal ferredoxin in order to increase the resolution of the resonances due to the two different iron atoms, by deconvolving the spectra from the source lineshape (21) . The result, shown in Fig. 6 , confirms a previous con- elusion (7) that the reducing electron always resides on one and the same iron atom (see below).
DISCUSSION
Several of the first explanations for the g tensor of ferredoxins (23-25) turned out to be inconsistent with the assignment of spin and formal oxidation state to the iron atoms in reduced ferredoxins. Therefore, the cause of g strain is not found in these models. At present, the possible models for g strain fall into three categories: (1) those with a multiplicity of EPR states, (2) those with external perturbations to the molecular Hamiltonian, and (3) those with fluctuations of terms internal to the molecular Hamiltonian. We will now test these models against a combination of literature data and the new data presented above.
Model 1: Multiplicity of EPR states. In the derivation of the statistical model, the most obvious candidate for the identity of the p variables is the g tensor itself. In this case, Eq. [8] of Ref. (I) was used to define the linewidth function. The application to two-iron ferredoxins had mixed success. The linewidth function using this model successfully fits putidaredoxin at 15 GHz and below (Fig. 2) but this model failed to fit algal ferredoxin (II). The initial extension of this model (II) was the proposed existence of two EPR states, each with three mean g values and linewidths. These states, assumed to occur in a one-to-one ratio, were postulated to arise when the reducing electron (i.e., the electron that changes oxidized ferredoxin to reduced ferredoxin) has equal probability of being on either one of the iron atoms. While allowing a satisfactory fit to algal ferredoxin, this model suffers in comparison to the present result in that the uncertainty in the spectral parameters, especially the mean g values of the two centers, is significantly larger than the uncertainty in the spectral parameters in Table 1 . Also the number of free parameters in the two-state model is larger (6 g values, 6 linewidths, 6 correlation coefficients, and the 1: 1 ratio) than the present model (3 g values, 3 linewidths, 3 correlation coefficients, and 3 angles) .
The main problem with the two-state model is that it is not supported by any other physical evidence. Both PMR (26) and M&batter data ( ( 7) and Fig. 6 ) support the conclusion that there is a single electronic configuration in the reduced state. In the room temperature PMR spectra of reduced spinach ferredoxin, Poe et al. (26) recorded temperature-dependent resonance positions for several different lines. These resonance positions'were interpreted by Dunham et al. (27) to be contact shifted resonances which were, nonstandard due to the presence of the exchange interaction between the iron atoms'in the molecule. The visible resonances in the PMR data were identified as those from (Y-and P-carbon protons of the two cysteines coupled to the ferrous atoms. The positions of the resonances from the cysteinyl protons ligated to the ferric atom were also predicted (27) and later found near the indicated positions by Salmeen and Palmer (28) . As a result of these investigations, it is possible to positively identify four of these resonances as due to the four protons from the two @-carbons of the two cysteine ligands to the ferrous atom. These resonance intensities integrated to single protons each (26) . Therefore, one can say that either the reduced protein always has the same iron atom as the ferrous atom or there is a mixture of two protein structures, one with one iron atom reduced and one with the other reduced. These latter two conformations do not interconvert at a faster rate than 100 Hz or the lines from the ferrous and ferric shifted protons would begin to broaden. Furthermore, the two conformations must have identical proton environments at the ferrous site or there would be eight lines of intensity less than one proton each; hence the two-conformation idea is considered by us to be unlikely. We consider that it is far more likely that these four resonances are simply the result of four nonequivalent /3-CH2 protons. The line positions are likely to be due mostly to contact shifts since Arisen [data compiled in Ref. (29) ] has shown that the proton exchange interactions are smaller than 0.2 ppm for the three charge states of cysteine. The linewidth of these four resonances is on that order, whereas the differences in line positions is almost an order of magnitude larger. We therefore conclude that the room temperature PMR spectra of spinach ferredoxin show that there are four nonequivalent P-CH2 of the ferrous cysteines. Accordingly, the two-state model is incompatible with the room-temperature PMR measurements on the protein solutions.
In the frozen state, the proteins have been studied by Miissbauer spectroscopy. The two iron atoms have been shown to have inequivalent electronic environments from the Mossbauer spectra of oxidized putidaredoxin (30) and oxidized algal ferredoxin (7). These spectra exhibit the inequivalence in the unequal intensity and widths of two peaks, corresponding to two inequivalent quadrupole pairs. This inequivalence is actually resolved when the Mossbauer spectra are deconvolved with the source lineshape [following the methodology of (22)]. The resonances attributable to the ferric nucleus do not exhibit this inequivalence in the reduced spectrum. The deconvolved Miissbauer spectra of oxidized and reduced algal ferredoxin are plotted in Fig.  6 on the same velocity scan to emphasize the difference between the two ferric quad,-rupole pairs in the oxidized state, and the inner two lines attributed to the ferric nucleus in the reduced state. These data support the conclusion that the reduced molecule has just one electronic configuration in the solid state, since the inner two lines in the deconvolved reduced-state spectrum are not broad enough to obscure the resolution of the two inequivalent ferric quadrupole pairs. The two-state model thus has little support other than the previous EPR simulations (II), which in fact have been improved by the present extension of the one-center statistical model. Model 2: External perturbations to the molecular Hamiltonian. External perturbations have been postulated to give rise to the observed linewidths and lineshapes of two-iron ferredoxins (5, 12) . At the heart of this work is the idea that the spin system at the active site of the protein is a unique physical system whose Zeeman interaction is describable by a Cartesian tensor. This physical system is stressed by an electric field (31) or mechanical force (22) that originates outside the protein. The relationship between the perturbing stress and the g tensor of the spin system is described by another (stress-strain) tensor. While we have not done any experiment that relates to an external, physical cause ofg strain, our statistical analysis of the EPR spectra allows us to identify a conceptual ambiguity in this work. The g tensor and stress-strain tensor should describe two unique physical systems: the internal or g system and the connection between this inner system and the external world. However, it is presently impossible to identify this inner, unique system because its EPR spectra are characteristic of a distribution of systems. Furthermore, temperature-dependent X-ray crystallography indicates that protein crystals may also have a large distribution in conformational substates (32, 33) . The mean square displacements of metmyoglobin atoms have been determined at 80K, 220K, and 300K. Part of this displacement is attributed to conformational substates (33) . Thus it is possible that the protein may undergo substantial structural change as a response to mechanical or electric stresses. If there is a structural distribution at the interior of the protein, then the identification of the random variables with the cause of the stress is greatly complicated since cause-effect relationships are difficult to distinguish when neither the solvent nor the solute molecules have a unique structure. The word "external" will have to be redefined so that the tensors used in the previous work have a possible physical interpretation.
Model 3: Fluctuations in the crystal-field Hamiltonian parameters. The observed g values for a two-iron ferredoxin were successfully predicted first by an elementary crystal-field calculation (9) . Antiferromagnetic coupling between the ferric atom, formally Si = 5, and the ferrous atom, formally S, = 2, was held responsible for the net total S = 4 ground state. A previous investigation into possible sources of strain in this equation (5) considered the contributions from random processes varying the ferric and ferrous g values separately. Variation in the ferric g value is assumed to be smaller than variation in the ferrous [cf. Ref. (5)]. Variation in the ferric g value is necessary since the elementary crystal-field calculation predicts no shift from the free electron g value and hence no possible source of strain for the ferrous g, in this model. The strain from the ferrous and ferric g values is assumed to be uncorrelated in order to explain the data. This is inconsistent with our results of full negative correlation. Furthermore, the assumptions in the crystal-field calculation of the ferrous g tensor disallow any off-diagonal elements. This is inconsistent with the presence of a rotation between the p and g principal-axis systems. One logical extension of this model would be to include higher-order corrections in the ferrous g-tensor calculation. Even small off-diagonal elements in the ferrous g tensor would produce the desired result. This extension has two possible parts. The first is a thii order perturbation calculation of the g shift. This calculation still does not allow any off-diagonal elements in the g tensor (34). The second part of the extension is the addition of lower-symmetry distortions to the crystal-field potential. This can be further subdivided into distortions which can give rise to antisymmetric contributions to the g tensor and distortions which give symmetric contributions to the g tensor.
Model 3A: Asymmetric g tensors. Asymmetric g tensors have been shown to arise from anisotropic spin-orbit interactions and perturbations in the orbital wavefunctions and energies (35) (36) (37) . Ham estimates that g shifts due to the antisymmetric part of the g tensor are only a few percent of the symmetric g shifts, or when covalent bonding is strong, they may be comparable to the symmetric g shift (37) . Since in powder EPR we measure only the magnitude of the gtensor, we cannot distinguish the antisymmetric shift from the symmetric part. Furthermore, we have calculated the effect of the antisymmetric contribution in the resonance condition to the renormalization of the probability density function (34) and found the EPR spectra to be unaffected for realistic sizes of the antisymmetric components. The presence of antisymmetric contributions to the g tensor also does not agree with the results of our statistical model. Variation in the antisymmetric elements of the g tensor without variation in the symmetric elements is not probable since both arise through changes in the crystal field. Even if variation in the antisymmetric elements alone were possible, the resulting variance in the effective g value does not have the same functional form as the observed g-strain linewidth (34).
Model 3B: Symmetric variations in the crystal field. The active site of a two-iron ferredoxin in the reduced state consists of a high-spin ferric ion (%) spin-coupled to a high-spin ferrous ion (5D) to form an S = 1 ground state. The ferric ion has no orbital angular momentum; therefore, it should have an isotropic g tensor with a g value around two. In fact, oxidized rubredoxin, which has high spin ferric ions in tetrahedral sulfur arrangements, has a g tensor with values 2.03, 1.98,2.09 [computed from data in Ref. (38) ] which shows itself at g' N 4.3 in EPR spectra for the middle doublet. The A tensor for the % state should likewise be isotropic containing only the Fermi contact term; however, ENDOR measurements on putidaredoxin and algal ferredoxin have shown that this tensor is anisotropic: 18. (8) . The electricfield gradient at the ferric nucleus should have no contribution from the 3d orbital occupancy, but some nonzero contribution from the ligands and the ferrous ion. MSssbauer spectroscopic studies (8) are consistent with this latter prediction. Overall, the idea that the ferric ion is a pure % state does not survive experimental testing.
Since the g and A tensors are anisotropic, there are orbital components in the wavefunctions of the unpaired electrons of the ferric ion.
At the ferrous ion, the spin-orbit interaction is expected to lift some of the quenching of the orbital angular momentum. The spin Hamiltonian for high-spin ferrous ion is discussed by Varret (39) . If we take from Varret's work the part relevant to distort& tetrahedral symmetry, we find that in his scheme there is a largest distortion, called "axial," and two kinds of smaller "rhombic" distortions. In what he calls "case 1") the rhombic change is aimed at two of the faces of the cube defining the tetrahedron in crystal-field theory. This is the more standard way of deforming the cube. The result is a small energy change in the e set: lx* -y') and lz*), a larger splitting of Ixz) and Ivz) in the t2 set with a smaller shift in the IXJJ) orbital position. In "case 2," the basic cube is rotated 45" around the z axis, so that the rhombic distortion is aimed at two of the edges of the cube. Accordingly, the e set now must be renamed as: Iz') and IXJJ), with Ix* -y'), lxz) and IJJZ) in the energy elevated t2 set. One of the terms in the rhombic distortion for both case 1 and case 2 mixes Iz') with lx* -y*) so that the rhombically distorted ground state becomes *O = cos Olz*) + sin 01x* -y').
[II The applicability of Varret's work to two-iron ferredoxins was seen by Bertrand and Gayda (10) . They derived equations for the g, A, and EFG tensors under a case-2 hypothesis and were able to show that the data for many ferredoxins fit this model very well. In the following arguments, we will show further corroboration of their model along with a few "refinements" that take into account our present work.
First, we would like to add to their paper the statement that high-spin ferrous ion is 3d6 and, therefore, more than half-full. The Zeeman term is /3B(-L + 2s) (40) , and there are likewise some sign changes in the operator equivalent in the magnetic hyperhne term. Accordingly, we derive the following equations for the g and A tensor principal components and the anisotropy, t, of the EFG tensor of the ferrous ion: 
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These equations are correct for Vat-ret's case 1 or case 2. They are analogous to the equations in the previous work except that h is now positive and A is now negative as it should be for a free, high-spin ferrous ion that is not spin-coupled to a ferric ion. For case-l systems, the (x2 -JJ*) state is part of the e set and thus is low lying in energy. The rhombic distortion can mix the e set very strongly. The spin-orbit interaction will be to states in the t2 set, and hence perturbation theory should be appropriate. 
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For case 2, the lx* -v') mixing should be smaller than case 1 since Ix* -y") is now in the t2 set. The spin-orbit interaction to the jxv) state should be much stronger than in case 1 due to the smallness on AV. Perhaps perturbation theory will not be appropriate for the spin-orbit interaction in this case. If AXY is less than a few hundred wave numbers, then X/A, will not be small. Betrand and Gayda relied heavily on the g values that were reported in the literature from either spectral simulations with "old' programs or by visual inspections of the turning points in the EPR spectra. Our work shows that neither of the two methods are reliable for two-iron ferredoxins. Furthermore, the Bertrand/Gayda model is based solely on the tensorial properties of the ferrous ion; whereas, the g tensor of the ferric ion can have large rhombic components. Since (S, . S)/S* = 3 for the ferric site and (S2 * S)/S* = -$ at the ferrous site, the gtensor anisotropies at the ferric site are "amplified" via spin coupling. Therefore, the g values are not reliable numbers to judge the validity of this model. Instead, we will evaluate their model in terms of the A tensor and anisotropy of the EFG tensor for the ferrous iron, which are measured by Miissbauer spectroscopy. We will also check whether their model predicts the covariance matrix (I) for the EPR spectra of these proteins.
The anisotropy, 7, in the EFG tensor of the ferrous ion is approximately zero for algal ferredoxin (7) and -3 for putidaredoxin (30) . One can fit these numbers perfectly by having ~9 equal to zero for algal ferredoxin and 30" for putidaredoxin. Thus, the model easily accounts for tbe differences in the EFG tensors, although no other model for these centers has been able to account for both of these EFG tensors. In Table 3 , we compare the A-tensor values with those measured by ENDGR. We have divided the experimental numbers by (S2 * S)/S* so that they will match the assumptions in Eqs. [2] - [4] . We have made assumptions concerning P, K, A, AX,,, A,,, A,,, in line with our previous work (27) and also in line with those of Bertrand and Gayda (IO). Specifically, P = 55 MHz, K = 0.35, X = 80 cm-', A,, = 6000 cm-', A,,, = 4000 cm-', AX,, = 600 cm-'. Note that two terms cancel in the equation for A2+ allowing a good fit to the previously unexplained fact that AZ= is approximately the same in both algal ferredoxin and putidaredoxin. The fit is admittedly less good for Azr and A2y, but we are not compelled to abandon it for this reason because the model will allow a better fit at A& and A, with other values for 0, P, K, A, AX=, and A,,= than these somewhat arbitrarily chosen values. Immediately, we can see that case 2 alone is compatible with the A-value data because AXY must be around 600 cm-' or AZz will have a large de-. pendence on 8. As a measure of the dependence of the ferrous g value on the parameter 0, the independent variable in the Bertrand/Gayda model, the following expressions show the partial derivatives of these g values in terms of 8: Table 4 , we evaluate these expressions at 0 and 30", with the same assumptions used above for the parameter values. We have arbitrarily scaled the elements of the 1P matrix to facilitate comparison in the table. When the linewidth parameters are written as a diagonalized ,P matrix [Eq. [32] in (I)] then only full correlation is allowed and full negative correlation is expressed by differing signs of its elements. Thus, both the data and Eq. [5] have the common quality that the correlation is full negative. In addition, the evaluations of Eq. [5] at 0 and 30" show that the strain is two-dimensional, i.e., one of the partial derivatives is equal to zero. This trend is also present in the data, although much more clearly for putidaredoxin than for algal ferredoxin. Further inspection of Table 4 , however, reveals the limitations of the Bertrand/Gayda model to predict g strain under our interpretation: i.e., 0 equal to 0 and 30". For instance, the strain at the z axis for putidaredoxin should be ten times that of the y axis according to Table 4 , whereas the data show that these strains are approximately equal in magnitude. We feel that this lack of fit could be due to the presence of correlation between the value of 8 and the values of the crystal-field splitting parameters. On the other hand, the unknowns presented by a possibly anisotropic ferric g tensor could also explain the lack of fit. In particular, we note that the physical strain modes of the [2Fe-2S] core are joint displacements at both the ferric and ferrous cysteine sulfurs. Therefore, one may expect full correlation even if the ferric g tensor is displaying strain effects. However, even if the ferric g tensor is important to the g strain, the Bertrand/Gayda model remains as the only self-consistent explanation for theferrous A, g, and EFG tensors in both algal ferredoxin and putidaredoxin.
CONCLUSIONS
The results of our work show that the p tensor and g tensor are not colinear. In terms of the Bertrand/Gayda model, this means that the p tensor is diagonal along the same triad as the ferrous EFG tensor since the strain originates at the ferrous atom in this model, while the g tensor principal axis system corresponds to neither of the g tensors at the ferric and ferrous sites. In our treatment, the first moments of the p system are added to the first moments of the g distribution to form a redefined g tensor. In general, the g tensor formed in the above way is a full 3 X 3 matrix. After diagonalization, the principal axis g values are defined. The Euler angles of our treatment define the relationship between this principal axis system and the p tensor principal axis system; the orientations of the ferric g tensor remain undetermined as do the p tensor first moments. However, it is still possible to make several conclusions concerning the physical origin of g strain since we have shown that rhombic strain must at least manifest itself at the ferrous iron.
It is possible that both g strain and g-tensor anisotropy are freezing artifacts. If we reconsider the room temperature PMR data (26), we find that nonequivalence of the four lines attributable to the four P-CH2 protons at the ferrous ion implies that the local environment of the active center is sufficiently constant to maintain this inequivalence in solution. Note that the energy separations for these lines is much larger than can be attributed to exchange interactions of the protons themselves (29) . Therefore, the lines are separated by differences in the Fermi contact interaction at the four protons, and there must be a rhombic component to the electron spin in room temperature solutions for the protein. Because the interior of the protein is stiff enough to maintain a rhombicity in solution, we can assume that this rhombicity is responsible for the g-tensor rhombicity in frozen aqueous solutions.
If the protein is very stiff in its interior, then we must also assume that it is less stiff or less homogeneous at its exterior in order to account for g strain. Thus, the mechanical and electric stress tensor models may have valid interpretations. The question of whether g strain results from the freezing process or from frozen-in-liquid conformers remains undetermined. However, Frauenfelder et al. (32, 33) have found the presence of different conformers in single crystal samples. Apparently, a protein is able to crystallize while maintaining a distribution in conformeric states. Since our work implies that these conformeric differences consist of changes in the exterior of the molecule (as does the work of Frauenfelder et al.), these changes may account for the difficulties encountered in crystallizing the two-iron ferredoxins.
On the other hand, the work of Hagen (12, 18) has shown that changes in the freezing process can affect the EPR signal of many proteins. Freezing is also a process that can cause large local charge densities (41) and thereby change EPR spectra via electric fields (31) . Therefore, if freezing is an important contribution to g strain, then separating mechanical strain from electric-field strain will be a very difficult problem. A more intriguing question than the fundamental cause of g strain is the question of the location of the protein groups whose structural changes allow the presence of g strain. For example, what part of the protein can be assigned to the "stiff inner core?'
The statistical model we have developed for EPR simulations may have wider applicability than to the class of metalloproteins that exhibit g strain. Our interpretation of these results necessitates a revised conceptual framework for the analysis of EPR spectra of biomolecules. In particular, the idea that the EPR spectrum of a biomolecule can be described by a "single" effective spin Hamiltonian lacks the necessary precision to describe the apparent distribution in structures at the redox center. Our results and the results of the temperature-dependent X-ray crystallography mentioned earlier suggest that there is a distribution of protein conformations even in frozen solutions. If this distribution depends on more than one random variable and these variables are correlated, then the EPR spectra can appear very different from previous simulations. This possibility has both physical and biochemical consequences. Biochemical conclusions which rely heavily on interpretation of EPR spectra, especially the number and stoichiometry of paramagnets in complex proteins, will have to be reexamined in the context of the statistical model. Physical interpretations of EPR spectra, such as inferences of the spin state or the confirmation of the presence or absence of an interaction in the Hamiltonian, will also be affected. Negative correlation, which introduces "zero-width" orientations to the powder spectra, can result in a very skewed lineshape. Although we know of no experimental example, we have produced simulations based on a spin-4 Hamiltonian that mimics interaction spectra.
We are also considering the importance of the "zero-strain orientations" to the simulation of the ENDOR spectra from these proteins. In previous work (6, 7), we did not consider this possibility. It now appears that these orientations can greatly affect the ENDOR spectra taken where the EPR resonance is in the middle of the spectrum, i.e., in the area of the EPR spectrum where there are zero-strain orientations. We note that these are the ENDOR spectra where our simulation programs performed poorly compared to our fits where the EPR resonance was at the extremes of the spectra. Further work is necessary to establish the relationship between distributed protein structure and the fine details of ENDOR and high-spin EPR spectra.
