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1CHAPTER 1. INTRODUCTION
1.1 Background
With recently increasing attentions, the statistical machine learning has been considered
as a collection of modern statistical methods that employ techniques from machine learning,
data mining, optimization, differential geometry and differential equations, etc (Bishop, 2007;
Izenman, 2008; Hastie, Tibshirani and Friedman, 2009; Ma and Fu, 2011; Barber, 2012). Two
characteristics distinguish the statistical machine learning from classical statistical methods:
the data type and the purpose of data analysis. First, advancements in scientific fields and the
computer science over the past few years have made the collection and storage of massive data
set less expensive. Data of new types have been generate by a variety of fields: through the
microarray or high throughput RNA sequencing experiment (Pierre and Søren, 2001); through
experiments that frequently collect infectious tissue samples in pathology lab (Zhang, et al.,
2011); through infrastructure such as smart agriculture and power grids; and through websites
as deployed in businesses and social networking (Bishop, 2007), etc. The new data types have
a great impact in statistics that they require and lead to creations of many new statistical
methods of inference and prediction. Particularly, the statistical machine learning focuses on
those data of new types, such as high-dimensional data with a large number of variables relative
to the number of observations, multivariate functional data, or the so called “Big Data” with
both large numbers of variables and observations. On the other hand, the statistical machine
learning focuses on inference of new types including detecting nonlinear geometric structures
in data cloud (manifold learning), identifying intrinsic grouping structures (data clustering),
building predictive model for decision making, selecting important variables with or without
projections (dimension reductions or variable screenings), and providing data-driven answers
2to scientific questions, etc.
With a very broad scope, the statistical machine learning is roughly divided into two sub-
fields, the supervised learning and unsupervised learning (mainly clustering and manifold learn-
ing) that depends on whether a response being assigned for each observation. Sometimes, a
further categorization is mentioned in literature if we considered regression and classification
problems separately in the supervised learning regime.
Both the Bayesian method and multivariate statistical methods have been broadly employed
in all these three fields in the statistical machine learning. Multivariate statistical methods are
extensively applied in the statistical machine learning given the multivariate nature of the data
of interest. There are many well-established applications in literature, including the least angle
regression (Efron, et al., 2004), nonparametric regression (Izenman, 2008), Fisher’s discriminant
analysis (Anderson, 2003), logistic regression (Hastie, Tibshirani and Friedman, 2009), random
forest (Breiman, 2001), gradient boosting machine (Friedman, 2001) etc. We refer to Izenman
(2008) and Hastie, Tibshirani and Friedman (2009) for more examples.
The Bayesian method is adopted to the statistical machine learning in both the concep-
tual and technical fashions. For example, the naive Bayes classifier is a widely-used powerful
method for classification problems, especially in the high-dimensional settings (Hastie, Tib-
shirani and Friedman, 2009); and it is motivated from the Bayesian concept on optimizing
a posterior risk function. Also, the Bayesian interpretation on the reproducing kernel Hilbert
space (RKHS) using Gaussian processes, which provides the foundation of functional data anal-
ysis and nonparametric regression, provides another examples of using Bayesian concepts in
statistical learning (Rasmussen and Williams, 2006). The Bayesian concept also provides an al-
ternative shrinkage estimator (that adopt a Dirichlet-Laplace priors as a shrinking prior) in the
high-dimensional settings that assembles LASSO’s approach yet provides some optimality for
estimation (Bhattacharya, et al., 2014). In addition, as fundamental concepts in the Bayesian
framework, model comparison and average play important roles in developing ensemble learning
methods such as bagging (Hastie, Tibshirani and Friedman, 2009).
Technically, the Bayesian method provides tools to refine existing machine learning method,
introduce coherent probabilistic learning models, integrate techniques from other fields (par-
3ticularly applied mathematics and statistical mechanics) with machine learning methods, and
design new computational methods. For example, the Bayesian variable selection has been
widely applied in feature selections in high-dimensional settings (Lee, et al., 2002; O’Hara and
Sillanpa¨a¨, 2009). Combining with the compressive sensing, the Bayesian compressive regres-
sion (Ji, Xue and Carin , 2008; Derin Babacan, Molina and Katsaggelos, 2010; Guhaniyogi
and Dunson, 2013) has also provided an alternative to the screening method (Fan and Lv,
2008), marginal regression (Genovese, et al., 2011) and least angle type regression (that in-
cludes LASSO). Neal and Zhang (2006) has presented a so called “Bayesian neural network”,
which has been shown powerful for two-classes classification problems (the original problem
is given in a classification competition organized by Neural Information Processes Systems
(NIPS) in 2003, and the two authors won the competition using the Bayesian neural network).
Besides ubiquitous applications in regression and classification problems, the Bayesian method
has drawn increasing attentions to data clustering and manifold learning. Deng, Geng, and
Liu (2014) has proposed a novel method for clustering character strings based on the Mar-
ket Basket Analysis (MBA) and Bayesian hierarchical models. Their method is efficient to
cluster non-alphabetic strings such as Chinese characters. Recently, Yang and Dunson (2013)
has introduced a Bayesian manifold “regression” to study nonlinear dimension reduction using
Gaussian processes and the nonparametric Bayesian framework. We refer to Barber (2012) for
more applications of the Bayesian method in the statistical machine learning.
A challenge for employing the Bayesian method in the statistical machine learning is de-
veloping tractable computational schemes. Markov Chain Monte Carlo (MCMC) provides
a systematic and efficient treatment to computational issues when we applied the Bayesian
method. Both Deng, Geng, and Liu (2014) and Neal and Zhang (2006), for example, used
hybrid MCMC to solve the proposed model for inference on the learning problems. To accom-
modate news challenges brought by applying the Bayesian method to the statistical machine
learning, new MCMC methods are needed. Robert and Casella (2004) provides an extensive
reviews on this topic.
Last but not least, multivariate functional data analysis is sometimes also considered falling
into the regime of the statistical machine learning. Particularly, it is very important to iden-
4tify the principal component directions or effective dimensions for multivariate functional data
(Ramsay and Silverman, 2005; Li and Hsing, 2010). This is closely related to the linear di-
mension reductions (Anderson, 2003; Izenman, 2008). In this dissertation, we will focus on
modeling multivariate functional data by differential equations model and drawing reasonable
answers to specific scientific questions using the Bayesian approach.
This dissertation would focus on developing an MCMC algorithm for sampling a target
distribution, which could be applied to classifications and data clustering that might be mod-
eled by mixture models; constructing a Bayesian clustering method to preserve topographic
information of data; proposing an classification method based on the weighted bootstrap and
ensemble; and reporting the Bayesian analysis of multivariate functional data using differential
equations model.
1.2 Literature Review
In this section, a brief literature review would be given for each of the main topic covered
from Chapter 2 to Chapter 5.
1.2.1 Adaptive MCMC
Markov Chain Monte Carlo (MCMC) is the most used tool for sampling a target probability
distribution, and it has a broad application in Bayesian statistical inference and scientific com-
putations in statistical physics (Robert and Casella, 2004; Landau and Binder, 2005). Tuning
parameters are critical for an MCMC algorithm to have good mixing properties. Adaptive
MCMC algorithm has been proposed to find satisfactory tuning parameters automatically us-
ing the information of a target distribution and/or the previous posterior samples. This elegant
solution executes tuning adaptively along the updates of the algorithm. There exists a large
literature for this method, see Harrio, Saksman and Tamminen (2001); Andrieu and Moulines
(2005); Atchade and Rosenthal (2005); Atchade (2006) and Roberts and Rosenthal (2009).
Harrio, Saksman and Tamminen (2001) has introduced an adaptive Metropolis algorithm that
uses a repeatedly updated empirical sample covariance matrix from the history of the process
as a covariance matrix for the proposal probability function. Atchade (2006) has extended
5an adaptive MCMC algorithms, which was based on independence samplers and random-walk
Metropolis transition probability kernel, to a more general class of Metropolis-Hastings (MH)
algorithms by employing an extra drift term. Similar adaptive schemes were proposed and
analyzed by Andrieu and Moulines (2005) and Atchade and Rosenthal (2005).
1.2.2 Data clustering and the self-organizing map
Data clustering focus on learning latent heterogeneity of data vectors and separates them
into homogeneous subsets. It has recently played an indispensable role in areas of scientific re-
search as diverse as clustering gene transcripts to detect different functional groups on the basis
of RNA sequencing data Pierre and Søren (2001) and clustering astronomical data searching
new galaxies Izenman (2008). Data clustering has become increasingly important in detect-
ing sub-communities in a network, see Arias-Castro, Cande´s and Durand (2011); Jin (2013);
Arias-Castro and Grimmett (2013). Xu and Wunsch (2005) and Izenman (2008) provide more
applications of data clustering. Data clustering also provides tools in learning latent struc-
ture in graphical models and assists on estimating high-dimensional covariance matrices, see
Banerjee and Ghosal (2013) for example.
There exists a large number of clustering methods in literature. For example, as one of
the most popular clustering methods, the K-means method (Hartigan and Wong, 1979) is a
deterministic greedy optimization algorithm and has nonparametric spirit. The agglomerative
hierarchical clustering method is also algorithm based method and depends on the concept of
distance between clusters that is modeled by the linkage functions (Ward, 1963). Proposed
by Hastie and Stuetzle (1989) and LeBlanc and Tibshirani (1994), the principal curves and
principal surface focus on learning the nonlinear geometry of data cloud, see Ma and Fu (2011)
for more discussions on their connections with manifold learning and differential geometries.
Motivated from the graph theory, the spectral clustering algorithm performs data clustering
based on the spectrum decomposition of the graph Laplacian (Hagen and Kahng, 1992). As
the weight matrix in formulating the graph Laplacian is defined by the heat kernel, spectral
clustering has an intrinsic connection with the Laplace-Beltrami operator and diffusion equa-
tions (Belkin and Niyogi, 2003). Combining the spectrum clustering and the degree-corrected
6block model (DCBM), Jin (2013) has proposed a novel clustering method, the spectral clus-
tering on ratios-of-eigenvectors (SCORE), whose optimality of performance is shown under
mild deviation assumptions. We refer to von Luxburg (2007) for more discussions on spectrum
clustering. Other clustering methods such as nonnegative matrix factorization, independent
component analysis, and dimension scaling, etc. are extensively discussed in literature, see
Hastie, Tibshirani and Friedman (2009) and Izenman (2008).
Different from above clustering methods, the self-organizing map (SOM) was motivated by
a dynamical system modeling the neural network and signal propagation. Originally intro-
duced by Kohonen (1982), it is one of the most used clustering methods for its straightforward
expression as an algorithm. The SOM provides a smooth mapping from an input data space
to an output prototype space and performs automatically vector quantization (Kohonen, 2001;
Yin, 2008). The SOM and its variants have been applied to many regimes including spatial-
temporal data modeling (Sang, et al., 2008) and texture segmentations (Ruiz del Solar, 1998).
See Este´vez, Pr´ıncipe and Zegers (2013) and Lee and Verleysen (2006) for an extensive review
of applications of SOMs. Part of the main objective in this dissertation is to develop a Bayesian
clustering method motivated by the SOM.
1.2.3 Dataset shift in classifications
The data quality has a great impact on the classifiers’ performance in classification problems,
and it has been discussed extensively in literature including the data complexity (Ho and Basu,
2002), missing values (Hastie, Tibshirani and Friedman, 2009; Ghannad-Rezaie, et al., 2010),
intrinsic variances (Zhu and Wu, 2004), imbalances (Fithian and Hastie, 2013) and the dataset
shift. Dataset shift has drawn growing attentions as many theoretically well-behaved methods
suffers from it in practice. It was in Storkey (2009) dataset shift was first defined formally
by “cases where the joint distribution of inputs and outputs differs between training and test
stage”. Dataset shift is then categorized into three types. The first type is called the covariate
shift, for which the distribution of the input variables changes with respect to the training and
test sets. It was first defined by Shimodaira (2000), and has been widely studied in literature
(Hand, 2006; Yamazaki, et al., 2007; Bickel, Bru¨ckner and Scheffer, 2009; Gretton et al., 2009).
7The second type is referred by Storkey (2009) as the prior probability shift, which is similar to
the imbalance problem that the marginal distribution of labels changes between the training
and test sets. Cieslak and Chawala (2009) have provided a comprehensive discussion on the
dataset shift of the second type. The dataset shift of the third type is usually referred to as
the concept shift, in which the conditional distribution of labels on input variables changes
between the training and test sets (Widmer and Kubat, 1996; Yamazaki, et al., 2007).
Considering the dataset shift, especially the covariate shift, as a consequence of sample se-
lection bias or non-stationary environment, many methods have been developed to work under
the dataset shift. Some important methods include, for example, the weighted log-likelihood
method by Shimodaira (2000), the importance-weighted cross-validation by Sugiyama, Kraule-
dat and Mu¨ller (2007), the asymptotic Bayesian generalization error corrections by Yamazaki,
et al. (2007), the discriminative learning by Bickel, Bru¨ckner and Scheffer (2009), and the ker-
nel mean matching procedure by Gretton et al. (2009). We refer to Quin˜onero-Candela, et
al. (2009) for more discussions on other methods targeting on the prior probability shift and
the concept shift. This dissertation would focus primarily on covariate shift, and constructs a
weighted bootstrap based classification method to work under the covariate shift.
1.2.4 Statistical inference on differential equation parameters
Differential equations focus on modeling the underlying mechanism of physical (or biological,
etc.) systems and have been widely employed. Recently, statistical inference on differential
equation parameters has drawn increasing attentions. Many methods have been developed
using different statistical approaches. For example, for ordinary differential equations (ODEs),
Jacobsen and Madsen (1996) have proposed a method based on approximation of dynamical
system by multivariate time series, Ramsay et al. (2007) have introduced a nonparametric
method using techniques in functional data analysis, and Liang and Wu (2008) and Fan, Wu
and Zhu (2011) have developed another nonparametric approach based on local polynomial
regressions. Cao, Huang and Wu (2011) and Chen and Wu (2008) have discussed methods to
accommodate ODEs with time-varying parameters instead of constants. Recently, using the
disintegration theorem, Breidt, Butler and Estep (2011) and Butler, Estep and Sandelin (2012)
8have constructed a measure-theoretic framework to solve inverse problems (basically parameter
estimations in statistics) in a more general form.
Given its flexibility and coherence, the Bayesian method have received increasing atten-
tions for inference on differential equation parameters. For example, Huang, Liu and Wu
(2006) adopted the Bayesian framework to study an ODE system from virology, Drignei and
Morris (2006) used the Bayesian method to conduct inference on parameters of reaction dif-
fusion equations from the point of view of experimental design (which is an early attempt
on parameter estimations of partial differential equations (PDEs)), and a series of methods
have been constructed for PDEs from fluid mechanics or differential geometries based on the
Bayesian framework and hybrid MCMC in Pavliotis and Stuart (2007); Pokern, Stuart, and
Wiberg (2009); Cotter, Dashti, Robinson and Stuart (2009); Dashti and Stuart (2011) and Lee,
McDougall and Stuart (2011). Recently, Knapik, van der Vaart and van Zanten (2013) has
introduced the nonparametric Bayesian method for parameter inference for the heat equation.
1.3 Thesis Organization
This dissertation is organized as follows. The general introduction chapter is followed by
four main chapters and ends with a general conclusion in Chapter 6. Each of the four main
chapters consists of a journal article. Chapter 2 introduces a new MCMC algorithm based
on the geometric information of a target distribution function and the Metropolis-Hastings
transition probability kernel. In Chapter 3, we present a Bayesian hierarchial topographic
clustering method motivated by the self-organization maps. A MCMC algorithm is reported
with details for sampling the posterior distributions of the method parameters, based on which a
posterior risk framework is carefully constructed to obtain the approximate optimal clustering.
Chapter 4 gives a classification method based on a so called “active set selections” strategy
to deal with covariate shift in classification problems. Chapter 5 reports a novel application
of using Bayesian methodologies and differential equations model to study the longitudinal
data from immunology, and provides sensible answers to some immunobiological challenging
questions.
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CHAPTER 2. A GEOMETRICALLY ADAPTIVE
METROPOLIS-HASTINGS ALGORITHM WITH GAUSSIAN
CALIBRATION
A paper under revision for the Bayesian Analysis
Wen Zhou, Stephen B. Vardeman, and Huaiqing Wu
Abstract
The local curvature characterizes a smooth function’s shape. For the purpose of sampling a
target distribution, the local curvature of the corresponding probability density function is par-
ticularly informative. We propose an adaptive Markov Chain Monte Carlo (MCMC) algorithm
based on the Metropolis-Hastings (MH) probability transition kernel and the local curvature of
a target density. A bounded Gaussian calibration strategy for the proposed algorithm is moti-
vated by the relationship between the acceptance rate and the tuning parameter of the proposal
distribution in an MH algorithm for sampling a standard normal distribution. The proposed
algorithm balances the expected acceptance rate against the mobility of the algorithm across
the state space. Simulation studies demonstrate that the proposed algorithm provides good
performance when sampling densities with highly variable local curvatures (such as mixture
distributions). Theoretical convergence results are presented for the proposed algorithm.
Keywords: Adaptive Markov Chain Monte Carlo, Bayesian statistics, bounded Gaussian
calibration, curvature, finite difference, Metropolis-Hastings algorithm, simulation, statistical
computation
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2.1 Introduction
Markov Chain Monte Carlo (MCMC) is widely used and studied as a powerful tool for
sampling a target probability distribution. It is of particular interest for Bayesian statistical
inference and scientific analysis in statistical physics [Robert and Casella (2004); Landau and
Binder (2005)]. An MCMC algorithm is typically chosen from among those whose transition
probability functions (transition kernels) have an invariant (stationary) probability measure
being the target distribution. The choice of the particular transition probability function is up
to the user and determines the performance of the MCMC algorithm. The transition probability
function typically has tuning parameters, and finding appropriate values of the parameters is
critical to satisfactory algorithm performance but is often difficult in practice.
Motivated by attempts to automatically find satisfactory tuning parameters, adaptive MCMC
has been proposed. This is an elegant solution to the problem of parameter selection where
tuning is executed adaptively along the progress of updates of the algorithm [Harrio, Saksman
and Tamminen (2001); Andrieu and Moulines (2005); Atchade and Rosenthal (2005); Atchade
(2006); Roberts and Rosenthal (2009)].
Harrio, Saksman and Tamminen (2001) proposed an adaptive Metropolis algorithm that
uses a repeatedly updated empirical sample covariance matrix from the history of the process as
a covariance matrix for the proposal probability function. Atchade (2006) extended adaptive
MCMC from algorithms based on independence samplers and from random-walk Metropolis
algorithms to a more general class of Metropolis-Hastings (MH) algorithms by employing an
extra drift term, which is modeled by the gradient of the target log density. The proposed
adaptive scheme in Atchade (2006) is a stochastic-approximation algorithm that adjusts the
covariance matrix recursively. Similar adaptive schemes were proposed and analyzed by An-
drieu and Moulines (2005) and Atchade and Rosenthal (2005).
This work is motivated by a perspective different both from estimating an overall covariance
matrix for MH proposal densities and from adapting to the gradient of the target density. In the
numerical optimization community, it is natural to use information concerning local curvatures
of objective functions to improve convergence rates. (For example, the quasi-Newton methods
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can provide a second-order convergence rate in contrast to the steepest descent method’s first-
order rate [Nocedal and Wright (1999)].) Here, we use an approximate local curvature (encoded
in a finite-difference quotient) of a target log density in an adaptive MCMC algorithm. The
curvature reflects the local geometry of the target density, and we use that information to
set the proposal distribution’s variance structure. The variance of a proposal distribution
affects the expected acceptance rate of proposals, which is important for obtaining satisfactory
performance of the adaptive MCMC. Motivated by the performance of a (fixed normal) MH
algorithm in sampling a target normal distribution, we propose a bounded calibration strategy
in hopes of guaranteeing a satisfactory overall acceptance rate for the adaptive MCMC. By
adapting to local geometry and using the proposed strategy, the algorithm provides both a
high acceptance rate and satisfactory mobility across the state space. The scheme uses only
information derived from the state at step n− 1 for setting the transition mechanism to state
n, and therefore possesses the same Markov property as does the classical MH algorithm. So
it is easy to implement the proposed algorithm in practice and relatively easy to establish its
theoretical convergence results.
The rest of the article is organized as follows. Section 2.2 provides the motivation for and
formulation of the geometrically adaptive MH algorithm. Section 2.3 presents some simulation
studies demonstrating the performance of the proposed algorithm. Some convergence results
are stated in Section 2.4. Discussion and conclusions are given in Section 2.5.
2.2 The New Adaptive Metropolis-Hastings Algorithm
We motivate and present the new MH algorithm for Θ ⊂ R in Sections 2.2.1 and 2.2.2. An
extension of the algorithm to Θ ⊂ Rp with p > 1 is given in Section 2.2.3.
2.2.1 Motivation for the algorithm
In the original MH algorithm, a new sampling from the target distribution F (θ) is generated
based on a proposal distribution whose density is J(·|θc, σ2) with some tuning parameter(s) that
we here denote as σ2, where θc stands for the current state of the sampling process. Assume
that F (θ) is absolutely continuous with respect to some dominating σ-finite measure and thus
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has a density f(θ). A proposal, denoted by θ∗, is accepted with probability
p = min
(
f(θ∗)J(θc|θ∗, σ2)
f(θc)J(θ∗|θc, σ2) , 1
)
.
As in the standard acceptance-rejection algorithm [Robert and Casella (2004)], if f(·)/J(·|θc, σ2)
is absolutely continuous on Θ, the acceptance rate for the MH algorithm at θc is
ρ = E
[
min
(
f(θ∗)J(θc|θ∗, σ2)
f(θc)J(θ∗|θc, σ2) , 1
)]
= 2P
(
f(θ∗)J(θc|θ∗, σ2)
f(θc)J(θ∗|θc, σ2) ≥ 1
)
. (2.2.1)
The acceptance rate measures the performance of the algorithm in some sense. Here σ2 controls
the expected deviation of a new sampling, θ∗, away from the part of Θ with high probability
mass conditional on θc.
We focus on the normal MH algorithm by letting J(·|θc, σ2) be the N(θc, σ2) density so that
σ2 is the proposal variance. If we sample an N(0, σ2t ) distribution using a normal MH sampler
with the proposal density J(·|θc, σ2p), the expected acceptance rate is then
ρ =
1
σtσppi
∫
R2
I(y2 < x2)e
− x2
2σ2t
− (y−x)2
2σ2p dydx
=
1
pi
(
σp
σt
)−1 ∫
R2
[
I(y2 < x2)e−
x2
2
]
e
−
(
(y−x)2
2
)(
σp
σt
)−2
dydx (2.2.2)
=
1√
2pi
∫
R
e−
x2
2
[
2Φ
(
2|x| ·
(
σp
σt
)−1)
− 1
]
dx,
where Φ(·) is the cumulative distribution function (cdf) of N(0, 1). We will denote this expected
acceptance rate by ρ
(
σp
σt
)
.
Note that ρ is decreasing in σp/σt in (2.2.2), lim
σp/σt→∞
ρ = 0, and lim
σp/σt→0
ρ = 1. From Figure
2.1, for example, the expected acceptance rate is about 60% if σp = σt and it drops to 20%
if σp = 6σt. For sampling normal distributions using a normal MH algorithm, we therefore
can control ρ by adjusting the ratio σp/σt. Small σp/σt increases the chance of a new proposal
being accepted but sacrifices mobility around the state space, while large σp/σt may provide a
process that takes large steps but leads to low acceptance rate. One might simply match the
proposal variance to the variance of the target distribution, i.e., take σ2p ≈ σ2t ; or alternatively,
one might choose σ2p ≈ c2optσ2t where copt = 2.4 is an “optimal” constant suggested by Gelman
et al. (2004). (copt = 2.4/
√
p for p-dimensional multivariate normal cases.)
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Figure 2.1 ρ(σp/σt) in (2.2.2).
Notice that if φ(θ;µ, σ2t ) is the N(µ, σ
2
t ) density then
−
[
d2
dθ2
log φ(θ;µ, σ2t )
]−1
= σ2t . (2.2.3)
In general, a smooth density function f(θ) might be approximated locally by a normal density
with the same curvature, and (2.2.3) suggests how that might be related to a kind of “local
curvature” of the target density. We are therefore motivated to consider using information
about the local curvature of log f(θ) at the current state as an adaptive surrogate for the
variance of the target distribution, i.e., we consider
σ˜2 := σ˜2(θc) =
[
− d
2
dθ2
log f(θ)
]−1 ∣∣∣∣
θ=θc
for use in an MCMC algorithm. We calibrate the proposal variance of a normal MH sampler
to an adaptively generated σ˜2, i.e., use roughly σ2p = σ˜
2 or σ2p = c
2
optσ˜
2 and thereby guarantee
good performance of the algorithm where the target is normal. The expectation is that the
good performance carries over to more complicated cases on nonconstant curvature of a target
log density.
Geometrically, f(θ) is locally flat if the curvature of f(θ) on a log scale is small at the
current state. The adaptive proposal variance is then large and grants the new proposal large
mobility to move to distant regions in Θ. Hence, the Gaussian calibration can be expected to
adaptively balance local acceptance rate and mobility around the state space.
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2.2.2 A geometrically adaptive Metropolis-Hastings algorithm for Θ ⊂ R
We use the local curvature of the target log density to provide local geometric information
concerning the target distribution F (θ). The local curvature is quantified by the second-order
derivative of the log density function. A number of approaches could provide approximate
derivatives, such as finite-difference scheme, automatic differentiation, and symbolic differen-
tiation. We use a finite-difference method because it is straightforward and provides control
on approximation errors. The local curvature of g(θ) at θ0 is quantified by the second-order
derivative of g at θ0. If g(θ) ∈ C3(Θ), then
g′′(θ) ≈ Hh(g) := g(θ)− 2g(θ − h) + g(θ − 2h)
h2
, (2.2.4)
where the approximation error is O(h) by Taylor’s theorem. Equation (2.2.4) provides the
backward difference quotient for g(θ).
We assume that the target distribution F (θ) is absolutely continuous with respect to the
Lebesgue measure on Θ with density f(θ) such that f(θ) ∈ C3(Θ), f(θ) > 0, and d2 log f(θ)
dθ2
< 0
on Θ, so that the logarithm of f(θ) is third-order continuously differentiable with respect to
θ. The local curvature of the log density of F (θ) is approximated by Hh(log(f)), and σ˜2 is
approximated by −H−1h (log(f)).
Numerical approximation of σ˜2 could perform badly in two situations potentially encoun-
tered in an MCMC simulation. First, the approximate curvatures might not be robust on the
boundary of a bounded Θ. Second, a target density could be essentially zero and “nearly” flat
over most of Θ, and without some modification the algorithm could produce widely varying
proposals that could tend to “jump past” a small region of large density. We propose to resolve
these issues by bounding the adaptively generated tuning parameter σ˜2 with some pre-chosen
constants s21 and s
2
2, i.e., by setting
σ2p := min
(
max
(
−H−1h (log(f))
∣∣
θ=θc
, s21
)
, s22
)
, (2.2.5)
or σ2p := c
2
opt ·min
(
max
(−H−1h (log(f))|θ=θc , s21) , s22). In practice, s21 and s22 can be chosen so
that usually they do not affect σ˜2, yet they guard against the pathologies that could follow from
directly setting σ2p equal to −H−1h (log(f))
∣∣
θ=θc
or −c2optH−1h (log(f))
∣∣
θ=θc
. We call (2.2.5) the
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bounded Gaussian calibration, as it is motivated by the relationship between the acceptance
rate of MH sampling of a target normal distribution and the fixed variance of the normal
proposal distribution.
For Θ ⊂ R, we thus have an MH algorithm adapting to geometric properties of target
distributions as below.
Algorithm 2.2.1. (Geometrically adaptive Metropolis-Hastings algorithm on R)
Step 1. Initialize the algorithm by randomly choosing θ0 ∈ Θ, choose a small value of h > 0,
select s21 < s
2
2, and let j = 1.
Step 2. Calculate
σ˜2j−1 = −
1
Hh(log(f))
∣∣∣∣
θ=θj−1
. (2.2.6)
Step 3. Sample a new proposal
θ∗ ∼ N (θ|θj−1, c2 ·min(max(σ˜2j−1, s21), s22)) ,
where N denotes the family of normal distributions (normal for Θ = R, and truncated
normal for Θ  R) with mean θj−1 and variance c2 ·min(max(σ˜2j−1, s21), s22), where c2 = 1
or c2 = c2opt.
Step 4. Accept θ∗ in Metropolis-Hastings fashion. That is, take
θj = Wθ
∗ + (1−W )θj−1,
where W ∼ Bernoulli(r) for
r = min
(
1,
f(θ∗) · J(θj−1|θ∗, c2 ·min(max(σ˜2∗, s21), s22))
f(θj−1) · J(θ∗|θj−1, c2 ·min(max(σ˜2j−1, s21), s22))
)
,
where σ˜2∗ is defined by (2.2.6) with θ = θ∗, J is the density of the proposal distribution,
and c2 = 1 or c2 = c2opt.
Step 5. Repeat Step 2 to Step 4 for j = 1, 2, · · · .
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2.2.3 Extension of the algorithm to Θ ⊂ Rp with p > 1
We extend Algorithm 2.2.1 to Rp by using the inverse of an approximate Hessian matrix of
the log density to set the covariance matrix of the proposal distribution.
2.2.3.1 Approximating the local curvature by a finite-difference scheme
We employ a finite-difference scheme to approximate the local curvature of a function g(θ)
at θ0 ∈ Rp, which is itself quantified by the Hessian of g at θ0. If g(θ) ∈ C3(Θ), Taylor’s
theorem implies
∇2g(θ)q ≈ ∇g(θ)−∇g(θ − q) (2.2.7)
and
∇g(θ) = ∇g(θ − q) +∇2g(θ − q)q +O(||q||2)
for q ∈ Rp. By letting q = hei where ei is the unit vector in the ith direction, (2.2.7) implies
∇2g(θ)ei ≈ ∇g(θ)−∇g(θ − hei)
h
, (2.2.8)
where the error of approximation is O(h). We therefore have the approximate Hessian of g(θ)
defined by
[Hh(g)]ij := g(θ)− g(θ − hei)− g(θ − hej) + g(θ − hei − hej)
h2
(2.2.9)
whose approximation error is ||Hh(g)−∇2g||F = O(h√p), where ||M ||F =
√
tr(M ′M) denotes
the Frobenius norm of a p× p matrix M . By choosing h = o
(
1√
p
)
, the error can be controlled
to be of order o(1).
Assume the density function f(θ) ∈ C3(Θ) is positive, and that ∇2 log(f)(θ) is negative
definite on an open Θ ⊂ Rp. Then Hh(log(f)) provides a candidate approximation for a
local covariance matrix Σ of a multivariate normal component of a target distribution in that
−H−1h (log(f)) ≈ Σ.
Note that Hh(log(f)) is automatically symmetric and has a spectral decomposition
Hh(log(f)) = QhΛhQ′h
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for a diagonal Λh = diag(λ1, λ2, · · · , λp). We adjustHh(log(f)) by defining for some small  > 0,
λ˜i = sgn(λi) max(, |λi|) and take Λ˜h = diag
(
λ˜1, · · · , λ˜p
)
. Then for pre-selected s21 < s
2
2, we
apply the bounded Gaussian calibration (2.2.5) to produce for each i = 1, 2, · · · , p,
˜˜
λi := min
(
max(−λ˜−1i , s21), s22
)
. (2.2.10)
Let
˜˜Λh := diag
(
˜˜
λ1, · · · , ˜˜λp
)
(2.2.11)
and define
∆2hf(θ) := Qh
˜˜ΛhQ
′
h. (2.2.12)
Then ∆2hf(θ) is symmetric and positive definite, and thus provides a legitimate covariance
matrix for a Gaussian proposal distribution making use of local geometric information about
the target density.
Remark 2.2.2. Direct application of bounded Gaussian calibration to the diagonal compo-
nents of −
(
QhΛ˜hQh
)−1
may not result in a valid covariance structure. Expressions (2.2.10)-
(2.2.12) are like (2.2.5) and guarantee a legitimate covariance structure for the proposal distri-
bution.
2.2.3.2 Extension of the algorithm for general p
The geometrically adaptive MH algorithm for a multivariate distribution is defined by using
the finite-difference quotient of log(f), quantity (2.2.9) with g = log(f), and the calibrated
version is defined by (2.2.10)-(2.2.12).
Algorithm 2.2.3. (Geometrically adaptive Metropolis-Hastings algorithm on Rp with p > 1)
Step 1. Initialize the algorithm by randomly choosing θ0 ∈ Θ ⊂ Rp, choose a small h > 0, select
s21 < s
2
2, and let j = 1.
Step 2. Calculate ∆2h,j−1(f) := ∆
2
hf(θj−1) as in display (2.2.12) with θ = θj−1.
Step 3. Sample a new proposal
θ∗ ∼ N (θ|θj−1, c2∆2h,j−1(f)) ,
25
where N denotes the family of multivariate normal distributions (multivariate normal for
Θ = Rp, and truncated multivariate normal for Θ  Rp) with mean θj−1 and covariance
c2∆2h,j−1(f) with c
2 = 1 or c2 = c2opt, where c
2
opt = 2.4
2/p as suggested by Gelman et al.
(2004).
Step 4. Accept θ∗ in Metropolis-Hastings fashion. That is, take
θj = Wθ
∗ + (1−W )θj−1,
where W ∼ Bernoulli(r) and
r = min
1, f(θ∗) · J
(
θj−1|θ∗, c2∆2h,∗(f)
)
f(θj−1) · J
(
θ∗|θj−1, c2∆2h,j−1(f)
)
 ,
where ∆2h,∗(f) is defined by (2.2.12) with θ = θ
∗, J is the density of the proposal distri-
bution, and c2 = 1 or c2 = c2opt.
Step 5. Repeat Step 2 to Step 4 for j = 1, 2, · · · .
Remark 2.2.4.
1. For high-dimensional target distributions, computation of ∆2h(f) involves a spectral de-
composition whose computational complexity is O(p3) and introduces heavy computa-
tional burdens. In practice, an alternative is to use only the diagonal components (and
a proposal distribution with a diagonal covariance matrix) instead of the full matrix to
reduce computation complexity.
2. The performance of the algorithm may depend on the choice of (s1, s2). In practice,
one can select (s1, s2) based on simulation results from short preliminary runs of the
algorithm.
2.3 Numerical Studies
We demonstrate the effectiveness of Algorithms 2.2.1 and 2.2.3 via simulation studies.
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2.3.1 Simulation studies for Θ ⊂ R
Denote by N(µ, σ2) the normal distribution with mean µ and variance σ2, Gamma(α, β)
the Gamma distribution with shape and scale parameters α and β, and dF/dλ the probability
density function for F with respect to the Lebesgue measure λ on Θ.
We demonstrate the performance of Algorithm 2.2.1 for Θ ⊂ R with four target distributions
for θ:
1. θ ∼ Gamma(α, β) with α = 2 and β = 0.5,
2. θ ∼ F where
dF
dλ
(θ) ∝ (1 + sin2(3θ)) · (1 + cos4(5θ)) · e−θ2/2,
3. θ ∼ F where F is a classical normal mixture distribution, F =
3∑
i=1
ρiN(µi, σ
2
i ) with
µ = (−20, 5, 20)′,σ2 = (9, 100, 16)′, and ρ = (0.45, 0.1, 0.45)′, and
4. θ ∼ F where F =
3∑
i=1
ρiFi, F1 = Gamma(2, 0.3), F2 = N(−30, 100) and F3 = N(30, 16)
with ρ = (0.45, 0.1, 0.45)′.
Distribution (2) is a standard example for slice sampling methods as discussed in Robert and
Casella (2004); distributions (3) and (4) are used widely to model latent variables, classifica-
tions, and discriminant analysis [Bishop (2007); Hoff (2009)].
Figures 2.2 and 2.3 provide comparisons between approximate and target densities and
comparisons between approximate and target cdfs for the target distributions. All the simu-
lations were run for 55,000 iterations starting from a randomly chosen θ0, and 50,000 samples
were retained after the first 5,000 burn-in iterations. We set the difference-quotient parameter
h = 0.01 for the simulations and the scale parameter c2 = 1. The bounding parameters were
s21 = 10
−4, s22 = 104 for target distributions (1),(3) and (4), and s21 = 0.8, s22 = 104 for target
distribution (2). The truncated normal distribution was used as the proposal distribution in
Algorithm 2.2.1 for target distribution (1), and the normal distribution was used for the other
target distributions.
The agreements between simulated and target densities and cdfs in Figures 2.2 and 2.3
show that the proposed algorithm is able to reproduce a target distribution quickly. Figure 2.3
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(a) (b)
(c) (d)
Figure 2.2 Simulation results for distributions (1) and (2) using Algorithm 2.2.1 based on 50,000
iterations. Panels (a) and (c) are the comparisons between simulated and target den-
sities for distributions (1) and (2); panels (b) and (d) are the comparisons between
the simulated and target cdfs for distributions (1) and (2).
demonstrates that the algorithm performs well to reproduce target distributions with multiple
and widely separated modes. The proposed algorithm can capture all the modes and the
distributions simultaneously as shown in Figure 2.3, though there is a slight mismatch for the
densities, which can be attributed to the relatively small number of iterations.
To compare the performances of the proposed algorithm and standard MH algorithms, we
also sampled target distributions (1)-(4) using standard MH algorithms with normal proposal
distributions with fixed variances σ2p = 1 (denoted by MH1), σ
2
p = 100 (denoted by MH100),
and σ2p = c
2
optσ
2
t (denoted by MHopt), where σ
2
t is the true variance of the target distribution.
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(a) (b)
(c) (d)
Figure 2.3 Simulation results for distributions (3) and (4) using Algorithm 2.2.1 based on 50,000
iterations. Panels (a) and (c) are the comparisons between simulated and target den-
sities for distributions (3) and (4); panels (b) and (d) are the comparisons between
the simulated and target cdfs for distributions (3) and (4).
We also sampled the target distributions using our proposed algorithm with scale parameter
c2 = c2opt for further comparisons (this will be denoted as Algorithm 2.2.1opt).
The initial states were the same as those used with the proposed adaptive algorithm. Ta-
ble 2.1 reports the absolute difference between the simulated and target means (|µ − µˆ|), the
Kolmogorov-Smirnov (KS) distance between the simulated and target cdfs, the empirical ac-
ceptance rate (AcR), and the root mean square jump (AvJ) defined by d :=
√
E||θn − θn−1||2.
In terms of representing the target distribution’s mean and reconstructing the target distri-
bution (measured by a small KS distance), the proposed algorithm (with c2 = 1 or c2 = c2opt)
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Table 2.1 Comparisons between Algorithm 2.2.1 with c2 = 1 and c2 = c2opt and standard MH
algorithms with normal proposal distributions with different fixed variances based on
50,000 iterations.
Algorithm |µ− µˆ| KS distance AcR AvJ
distribution (1)
Algorithm 2.2.1 0.0041 0.0074 0.5886 1.5797
MH1 0.0315 0.0090 0.8982 0.8680
MH100 0.0170 0.0063 0.3954 2.1438
MHopt 0.0237 0.0076 0.4101 1.6054
Algorithm 2.2.1opt 0.0243 0.0084 0.4938 2.1538
distribution (2)
Algorithm 2.2.1 0.0004 0.0040 0.6478 0.6042
MH1 0.0207 0.0100 0.6403 0.6405
MH100 0.0110 0.0210 0.1148 0.5490
MHopt 0.0043 0.0036 0.4601 0.8138
Algorithm 2.2.1opt 0.0022 0.0042 0.4685 0.8309
distribution (3)
Algorithm 2.2.1 0.3181 0.0292 0.6730 2.5827
MH1 9.1807 0.3732 0.9235 1.6952
MH100 1.2051 0.4420 0.4495 4.3957
MHopt 0.2310 0.0382 0.4251 3.9277
Algorithm 2.2.1opt 0.7238 0.0336 0.4220 4.0473
distribution (4)
Algorithm 2.2.1 0.0399 0.0347 0.6006 3.1403
MH1 4.5426 0.9005 0.9214 1.7066
MH100 10.8373 0.3986 0.8848 10.1882
MHopt 0.1154 0.0215 0.3970 6.2287
Algorithm 2.2.1opt 0.0496 0.0423 0.3968 6.3644
performs as well as the standard MH algorithms with fixed variances for target distribution
(1), and outperforms the algorithms MH1 and MH100 for target distributions (2)-(4). For re-
producing the target distributions, the proposed algorithm (with c2 = 1 or c2 = c2opt) performs
very similarly to MHopt, the standard MH algorithm with the optimal scale parameter and the
true target variance. Regarding the acceptance rate and jumping ability, Algorithm 2.2.1opt
behaves like MHopt; the proposed algorithm with c
2 = 1 balances the acceptance rate and root
mean square jump size in a slightly different way.
In general, the proposed algorithm did a better job than MH1 and MH100 at balancing the
acceptance rate and jumping distance, particularly for sampling the mixture distributions like
target distributions (3) and (4). For the mixture distributions with widely separated modes
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like distributions (3) and (4) (which MH1 and MH100 have difficulty reproducing), the adaptive
scheme can successfully reproduce the target distribution in a reasonable number of iterations.
The proposed algorithm (with c2 = 1 or c2 = c2opt) performs, overall, very similarly to the
“optimal” standard MH algorithm, MHopt, which is equipped with the optimal scales and
requires knowledge of the exact true variance of the target distribution.
The choice of h might potentially influence the performance of the proposed Algorithm
2.2.1. Figure 2.4 summarizes simulation studies of this effect by plotting the acceptance rate
and the mean jumping distance for different h for sampling target distribution (3).
(a) (b)
Figure 2.4 Simulation results on the effects of h on (a) the acceptance rate and (b) the mean
jumping distance. The simulation is based on distribution (3) and 20,000 iterations
(s21 and s
2
2 are fixed as before).
From panels (a) and (b) in Figure 2.4, we observe that the choice of h does not much affect
these. (This is also true for the other three target distributions, for which no simulation results
are presented here.) The algorithm seems insensitive to the choice of h as long as ddθ log f(θ) is
smooth and h = o(1).
2.3.2 Simulation studies for Θ ⊂ Rp with p > 1
To demonstrate the performance of Algorithm 2.2.3 in multivariate situations, we consider
two different distributions. The first target distribution is a p = 3 mixture of multivariate
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normal distributions
θ ∼
3∑
i=1
ρiMVN3 (µi,Σi) (2.3.1)
where ρ = (0.45, 0.15, 0.40)′,
µ1 =

10
−30
0
 , µ2 =

0
0
5
 , µ3 =

−1
10
20

and
Σ1 =

25 3 3
3 100 3
3 3 9
 , Σ2 =

5 0.5 0.5
0.5 1 −0.5
0.5 −0.5 10
 , and Σ3 =

5 0 −1
0 5 0
−1 0 5
 .
The simulation is based on 150,000 iterations with h = 0.01, s21 = 10
−4, s22 = 104, and c2 = 1.
An initial condition θ0 = (−50,−35, 10)′ was used, a point near none of the mean vectors.
Figure 2.5 Trace of simulated samplings on Θ = R3 for target distribution (2.3.1). The simu-
lation is based on the first 50,000 iterations and thinned by a factor of 10 for easy
visualization. The θ1, θ2 and θ3 denote the coordinates of each θ.
Figure 2.5 is a trace plot by which we can observe how the algorithm moves in Θ. The
proposed algorithm provides reasonable mixing on Θ. We also observe from Figure 2.6 that
the algorithm is able to reconstruct marginals of the target distribution. Overall, the proposed
algorithm performs well in sampling the multivariate mixture distribution.
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Figure 2.6 Comparison of the simulated and theoretical marginal densities for target distribu-
tion (2.3.1) based on 150,000 iterations.
We also conducted a simulation for a target distribution on Θ = R10 to demonstrate the
ability of the proposed algorithm to deal with higher dimensions. The target distribution was
θ ∼ MVN10 (µ,Σ) (2.3.2)
where
µ = (10, 2, 0, 5, 9, 22, 3, 1,−6,−15)′,
and the fairly complicated Σ we used is specified in the appendix. The simulation for this case
was also based on 150,000 iterations, with h = 0.01, s21 = 10
−4, s22 = 100, and c2 = 1. The
randomly generated initial condition was
θ0 = (12.33, 15.36, 7.04,−10.56,−14.71,−19.86, 21.17,−14.58, 5.89,−22.77)′,
which is a vector unlike the target mean. Figures 2.7 and 2.8 demonstrate that the algorithm
can reconstruct the target marginal distributions.
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Figure 2.7 Comparison of the simulated and theoretical marginal densities for θ2, θ4, θ6 and θ8
of target distribution (2.3.2) based on 150,000 iterations.
Figure 2.8 Comparison of the simulated and theoretical marginal cdfs for θ1, θ3, θ5 and θ7 of
target distribution (2.3.2) based on 150,000 iterations.
To compare the performance of the proposed algorithm with standard MH algorithms, we
sampled target distributions (2.3.1) and (2.3.2) by standard MH algorithms with multivariate
normal proposal distributions with covariance matrices S = Ip (denoted by mMH1), S = 100Ip
(denoted by mMH100), and S = c
2
optΣ where Σ is the true covariance matrix of the target
distribution (denoted by mMHopt). We also sampled the target distribution using the proposed
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algorithm with c2 = copt for further comparison (denoted by Algorithm 2.2.3opt). Table 2.2
reports the comparisons across the algorithms based on ||µ − µˆ||2, the empirical acceptance
rate (AcR), and the root mean square jump size (AvJ).
Table 2.2 Comparisons between Algorithm 2.2.3 (with c2 = 1 or c2 = c2opt) and standard normal
MH algorithms with multivariate normal proposal distributions with different fixed
covariance matrices based on 150,000 iterations.
Algorithm ||µ− µˆ||2 AcR AvJ
distribution (2.3.1)
Algorithm 2.2.3 0.5258 0.4490 6.4843
mMH1 17.4910 0.8122 1.5069
mMH100 1.3999 0.0993 3.5894
mMHopt 0.8150 0.0918 6.3303
Algorithm 2.2.3opt 1.0988 0.3164 4.6901
distribution (2.3.2)
Algorithm 2.2.3 0.0934 0.1463 3.0290
mMH1 0.4199 0.4720 2.0695
mMH100 5.2653 0.0002 0.2494
mMHopt 0.1507 0.2556 3.1908
Algorithm 2.2.3opt 0.0778 0.2564 3.1895
Overall, the proposed algorithm (with either c2 = 1 or c2 = c2opt) outperforms mMH1 and
mMH100 for reproducing the mean vectors and having a reasonably large root mean square
jump size. For distribution (2.3.1), the proposal algorithm with c2 = 1 has a larger acceptance
rate and jumping size compared to mMHopt and the proposed algorithm with c
2 = c2opt. Our
proposed algorithm with either c2 = 1 or c2 = c2opt performs like mMHopt for reproducing the
mean of target distribution (2.3.1), with Algorithm 2.2.3 (with c2 = 1) slightly better than the
other two.
For distribution (2.3.2), Algorithm 2.2.3 with either c2 = 1 or c2 = c2opt outperforms mMHopt
for reproducing the target distribution’s mean vector. The scale parameter c2 = 1 results in
a smaller acceptance rate than that of the scale parameter c2 = c2opt. We also notice that
the proposed algorithm with c2 = c2opt performs like mMHopt in terms of acceptance rate and
jumping size. These provide some empirical indications that the proposed algorithm with
c2 = 1 performs well for low dimensions and mixture distributions in higher dimensions, while
the proposed algorithm with c2 = c2opt performs like the algorithm mMHopt, which is equipped
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with both the “optimal” scale and true covariance matrix. Overall, the numerical studies
show that the proposed algorithm can do a good job of reconstructing distributions in high
dimensions and balancing the acceptance rate and jumping size adaptively, and particularly
performs well for reproducing mixture distributions.
We also observe that acceptance rates decrease as the dimension increases as discussed in
Robert and Casella (2004). It might thus be most effective to apply the proposed algorithm
nested within a Gibbs algorithm for high-dimensional target distribution.
2.3.3 Nuclear pump failures example
We demonstrate the application of the proposed algorithm nested within a Gibbs algorithm
using the example presented in Robert and Casella (2004). As discussed in Robert and Casella
(2004), Gaver and O’Muircheartaigh (1987) introduced a model to study multiple failures of
pumps in a nuclear plant, where ten pumps were observed over respective periods of time ti
and the numbers of failures ni were recorded. The original data are given in Table 2.3.
Table 2.3 Numbers of failures and times on test for 10 nuclear pumps in a nuclear plant. See
Gaver and O’Muircheartaigh (1987) for details.
Pump (i) 1 2 3 4 5 6 7 8 9 10
Time (ti) 94.32 15.72 62.88 125.76 5.24 31.44 1.05 1.05 2.10 10.48
Failures (ni) 5 1 5 14 3 19 1 1 4 22
In Gaver and O’Muircheartaigh (1987), the failures of the ith pump are governed by a
Poisson process with constant rate parameter λi. The λi are apriori independent Gamma(α, β),
where α = 1.8 and β ∼ Gamma(γ, δ) with γ = 0.01 and δ = 1 are used in Gaver and
O’Muircheartaigh (1987). The posterior distribution for θ = (λ1, λ2, · · · , λ10, β)′ therefore has
density proportional to
β17.01e−β
10∏
i=1
λni+0.8i e
−λi(ti+β). (2.3.3)
We apply the proposed algorithm nested within the Gibbs algorithm with
θ1 = (λ1, λ2, λ3, λ4)
′, θ2 = (λ5, λ6, λ7, λ8)′, θ3 = (λ9, λ10, β)′.
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That is, we rotate through these vectors, applying one iteration of the proposed algorithm for
sampling. To honor the parameter space, we use truncated multivariate normal distributions
as the proposal distributions. We used 150,000 complete cycles, with h = 0.01, s21 = 10
−4,
s22 = 100 and c
2 = 1 for all three vectors. The initial values θ01,θ
0
2 and θ
0
3 were randomly
chosen.
Figure 2.9 Sample autocorrelations of iterations for λ3, λ6, λ10 and β.
Figure 2.9 shows the sample autocorrelation functions of λ3, λ6, λ10 and β of the random
process generated by the algorithm. The estimate of the root mean square jump size for the
results of this example is 0.5146, which is slightly better than the results for either the adap-
tive random-walk Metropolis (RWM) or the Metropolis-adjusted Langevin algorithm (MALA)
reported in Table 2 and Figure 2 in Atchade (2006) (0.03 and 0.14 for two RWM algorithms,
and 0.07 and 0.41 for two MALA algorithms). Overall, the proposed algorithm provides a good
mixing process to sample the target posterior distribution.
2.4 Convergence Results
In this section, we present some convergence results for the algorithm proposed here based
on the Tierney-Roberts-Rosenthal theorem [Tierney (1994); Roberts and Rosenthal (2006)]
and the Athreya-Doss-Sethuraman theorem [Athreya, Doss and Sethurman (1996); Athreya
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and Lahiri (2006)]. The proofs focus on the case where Θ ⊂ R and can be easily extended to
multidimensional situations. We let c2 = 1 for the proposed algorithm for simple notation.
It is clear that the proposed Algorithm 2.2.1 specifies a Markov Chain {θn} on the state
space Θ ⊂ R. We make the following assumptions on the target distribution pi (F in Section
2.2).
Assumption 2.4.1.
1. Θ ⊂ R is connected.
2. The target distribution for Algorithm 2.2.1, pi, is absolutely continuous with respect to
the Lebesgue measure µ on its support Θ with the Radon-Nikodym (R-N) derivative
dpi
dµ
= f(θ).
3. The R-N derivative f(θ) ∈ C3(Θ) and f(θ) > 0 on Θ.
Recall that a probability measure pi on (Θ,B(R)) is called stationary for a transition prob-
ability function P (·, ·) if
pi(A) =
∫
Θ
P (θ,A)pi(dθ) (2.4.1)
for all A ∈ B(R). As Algorithm 2.2.1 is constructed based on the Metropolis-Hastings kernel,
we have
Lemma 2.4.2. The Markov chain defined by Algorithm 2.2.1 has a stationary probability
measure equal to the target distribution pi.
Proof. Suppose A ∈ B(R). For the probability measure pi on Θ, the R-N derivative with respect
to the Lebesgue measure µ is given by f(θ) =
dpi
dµ
(θ).
Let σ2θ and σ
2
y be defined as in (2.2.5) evaluated at θ = θ and θ = y, respectively (instead
of θ = θc for σ
2
p there). Therefore σ
2
θ and σ
2
y are well-defined for any θ, y ∈ Θ for fixed
s21 < s
2
2. Let φ(·|m,σ2) denote the normal density function with mean m and variance σ2 so
that φ(θ|y, σ2y) > 0 and φ(y|θ, σ2θ) > 0. Since f(θ) > 0 on Θ,
p(θ, y) = min
(
f(y)φ(θ|y, σ2y)
f(θ)φ(y|θ, σ2θ)
, 1
)
(2.4.2)
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is well-defined. Noting that for any a > 0 and b > 0,
a ·min
(
b
a
, 1
)
= min(b, a) = min(a, b) = b ·min
(a
b
, 1
)
,
we have
f(θ)φ(y|θ, σ2θ) · p(θ, y) = min
(
f(y)φ(θ|y, σ2y), f(θ)φ(y|θ, σ2θ)
)
= f(y)φ(θ|y, σ2y) · p(y, θ). (2.4.3)
Write
r(θ) :=
∫
Θ
p(θ, y)φ(y|θ, σ2θ)µ(dy).
Then the transition probability Pθ(A) defined by Algorithm 2.2.1 can be written as
Pθ(A) = P (θ,A) = IA(θ) · (1− r(θ)) +
∫
A
p(θ, y)φ(y|θ, σ2θ)µ(dy). (2.4.4)
Thus∫
Θ
Pθ(A)pi(dθ) =
∫
Θ
P (θ,A)f(θ)µ(dθ)
=
∫
Θ
IA(θ)(1− r(θ))f(θ)µ(dθ) +
∫
Θ
[∫
A
f(θ)p(θ, y)φ(y|θ, σ2θ)µ(dy)
]
µ(dθ)
=
∫
A
(1− r(θ))f(θ)µ(dθ) +
∫
Θ
[∫
A
f(y)φ(θ|y, σ2y)p(y, θ)µ(dy)
]
µ(dθ)
by (2.4.3).
Notice that the integrand f(y)φ(θ|y, σ2y) · p(y, θ) is a nonnegative measurable function with
respect to the Lebesgue measure µ, which is σ-finite on (Θ,B(R)). Tonelli’s Theorem implies
that ∫
Θ
Pθ(A)pi(dθ) =
∫
A
(1− r(θ))f(θ)µ(dθ)
+
∫
A
[∫
Θ
p(y, θ)φ(θ|y, σ2y)µ(dθ)
]
f(y)µ(dy)
=
∫
A
f(θ)µ(dθ)−
∫
A
r(θ)f(θ)µ(dθ) +
∫
A
r(y)f(y)µ(dy)
= pi(A).
The desired conclusion thus holds.
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Recall that a Markov chain is ν-irreducible if there exists a nonzero σ-finite measure ν on
(Θ,B(R)) such that for any set A ∈ B(R) and θ ∈ Θ
ν(A) > 0⇒ P (τA <∞ | θ0 = θ) > 0, (2.4.5)
where τA = inf{n ≥ 1 | θn ∈ A} is the hitting time of the sequence {θn} on A and P is the
transition probability defined by the stochastic process implied by Algorithm 2.2.1. The ν-
irreducibility is also referred to as the Harris irreducibility with reference to a nonzero σ-finite
measure ν on (Θ,B(R)). With this background, there is
Lemma 2.4.3. The Markov chain {θn} defined by Algorithm 2.2.1 is pi-irreducible (i.e., irre-
ducible in the sense of Harris).
Proof. Fix 0 < s21 < s
2
2 < ∞. For an arbitrary measurable set A ∈ B(R), pi(A) > 0 implies∫
A f(θ)dµ(θ) > 0, where µ denotes the Lebesgue measure on Θ. The positivity assumption of
f(θ) on Θ yields µ(A) > 0.
For any θ ∈ Θ, we have
P (τA <∞ | θ0 = θ) = P (inf{n ≥ 1 | θn ∈ A} <∞ | θ0 = θ)
≥ P (θ1 ∈ A|θ0 = θ)
= Pθ(A)
≥
∫
A
p(θ, y)φ(y|θ, σ2θ)µ(dy)
by (2.4.4). For fixed 0 < s21 < s
2
2 < ∞, σ2θ and σ2y in Algorithm 2.2.1 are well-defined and
therefore φ(y|θ, σ2θ) > 0 and φ(θ|y, σ2y) > 0. Hence, as seen in the proof of Lemma 2.4.2,
p(θ, y)φ(y|θ, σ2θ) > 0 for all θ, y ∈ Θ. Since µ(A) > 0, we therefore have
P (τA <∞|θ0 = θ) ≥
∫
A
p(θ, y)φ(y|θ, σ2θ)µ(dy) > 0.
Hence, we have the desired conclusion.
The full-dimensional Metropolis-Hastings algorithm [Roberts and Rosenthal (2006)] is de-
fined by the following procedure: Given that the chain is in state θn at time n, it generates a
proposal state y ∼ J(θn, ·). Then it will accept the new state y with probability α(θn, y) and
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let θn+1 = y or it will reject y with probability 1−α(θn, y) and let θn+1 = θn. The evolution of
the process in the full-dimensional Metropolis-Hastings algorithm at each step n + 1 depends
on the information collected for the entire Θ at step n. By the construction of Algorithm 2.2.1,
it is easy to obtain
Lemma 2.4.4. Algorithm 2.2.1 is a full-dimensional Metropolis-Hastings algorithm.
By the Tierney-Roberts-Rosenthal theorem [Theorem 8 in Roberts and Rosenthal (2006);
also see Tierney (1994)], we then immediately have
Theorem 2.4.5. The Markov chain defined by Algorithm 2.2.1 is Harris recurrent.
For a Harris recurrent Markov chain that admits a stationary probability measure with some
transition function P , the following theorem establishes the convergence results for Algorithm
2.2.1. (We quote the complete theorem for reader’s convenience.)
Theorem 2.4.6. [Theorem 14.2.11 in Athreya and Lahiri (2006)] Let {Xn}n≥0 be a Harris
recurrent Markov chain with state space (S,S) and transition probability function P (·, ·). Let
S be countably generated. Suppose there exists a stationary probability measure pi. Then
1. pi is unique.
2. For all f ∈ L1(S,S, pi), for all x ∈ S,
1
n
n−1∑
j=0
f(Xj)→
∫
fdpi (2.4.6)
with probability (Px).
3. For all x ∈ S,
µn,x(·) := 1
n
n−1∑
j=0
Px(Xj ∈ ·)→ pi(·) (2.4.7)
in total variation.
Therefore, by Theorem 2.4.5, Lemma 2.4.2, and Theorem 2.4.6, we establish the ergodicity
and convergence of the proposed Algorithm 2.2.1. The ergodicity and convergence of Algorithm
2.2.3 follows in an analogous fashion.
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2.5 Conclusion
Making use of the local geometry of target densities, we propose an adaptive MH algorithm
using bounded Gaussian calibration defined by (2.2.5) and (2.2.10)-(2.2.12), which can adap-
tively balance the expected acceptance rate and the mobility of the generated process across the
state space. Convergence results establish that the proposed algorithm will produce the target
distributions in the limit. Empirical studies based on simulation and real data demonstrate
that the proposed algorithm performs well for sampling distributions whose probability density
functions are second-order differentiable. The studies also indicate that the algorithm is able
to sample multimodal distributions in a quick and accurate fashion, and can be easily nested
within the Gibbs algorithm to deal with high-dimensional problems.
2.6 Appendix: Covariance Matrix Σ for Target Distribution (2.3.2)
Let r be a 10 × 1 vector with entries rk = (2k − 1)/10 for k = 1, 2, · · · , 10, and c be a
1× 9 vector with entries cj = (j + 1)/20 for j = 1, 2, · · · , 9. Let T = Toep(r, c), where Toep
denotes the non-symmetric Toeplitz matrix with r as its first column and c as its first row.
Let S = [T 010×1], and then replace the entries in its first column except S(1, 1) by 0. Denote
the resulting matrix by U . Let
A = diag (6, 7, 5, 21, 12, 3, 3, 9, 1, 10) , and
B = diag (0.4, 0.4, 0.8, 0.9, 0.7, 0.5, 0.6, 0, 0.2, 0.9) .
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Then
Σ = (U + U ′)/2 +A+B
=

6.500 0.075 0.100 0.125 0.150 0.175 0.200 0.225 0.250 0.000
0.075 7.500 0.225 0.350 0.475 0.600 0.725 0.850 0.975 0.850
0.100 0.225 5.900 0.225 0.350 0.475 0.600 0.725 0.850 0.750
0.125 0.350 0.225 22.000 0.225 0.350 0.475 0.600 0.725 0.650
0.150 0.475 0.350 0.225 12.800 0.225 0.350 0.475 0.600 0.550
0.175 0.600 0.475 0.350 0.225 3.600 0.225 0.350 0.475 0.450
0.200 0.725 0.600 0.475 0.350 0.225 3.700 0.225 0.350 0.350
0.225 0.850 0.725 0.600 0.475 0.350 0.225 9.100 0.225 0.250
0.250 0.975 0.850 0.725 0.600 0.475 0.350 0.225 1.300 0.150
0.000 0.850 0.750 0.650 0.550 0.450 0.350 0.250 0.150 10.900

was used for the covariance matrix of target distribution (2.3.2).
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CHAPTER 3. A BAYESIAN HIERARCHICAL TOPOGRAPHIC
CLUSTERING METHOD MOTIVATED BY THE SELF-ORGANIZING
MAP
A paper prepared for Journal of the American Statistical Association
Wen Zhou, Stephen B. Vardeman, and Huaiqing Wu
Abstract
Kohonen’s self-organizing map (SOM) has been widely applied as a clustering method for
a variety of reasons, especially including its automatic vector quantization and topographic
preservation properties. Inspired by the topographic preservation properties of the SOM,
this paper considers a clustering method based on Bayesian hierarchical models. Indepen-
dent stationary Gaussian processes on a latent grid in Z2 serve as prior distributions for co-
ordinates of latent data prototypes and provide the core self-organization. To accommodate
high-dimensional data, we model within-cluster data structure using principal component ap-
proximations for covariance matrices. Using available distribution theory on special manifolds,
the heterogeneous parts of the covariance matrices have Bingham-von Mises-Fisher distribu-
tions as their component-conditional posterior distributions, providing important computa-
tional tractability. Latent labeling variables bridge between the data and prototype models,
and the prototypes are thereby approximately projected onto the latent grid, thereby providing
the topographic nature of the clustering.
A posterior (conditional on the data for all latent variables and parameters) risk is de-
fined for clusterings that accounts for both data partitioning and topographic preservation.
Markov Chain Monte Carlo (MCMC) methods are employed for sampling the posterior and
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an approximately optimal clustering rule is defined as an empirical (or approximate version
of the) optimizer of the risk function. Numerical studies on simulated and real data compare
the performance of the new method to that of other clustering algorithms. Convergence of
the numerical algorithm is studied. Connections between the proposed method and Markov
Random Fields, kernel smoothing, and the original SOM are also explored.
Keywords: Bayesian learning, Bayesian hierarchical models, topographic clustering, self-
organizing maps, Gaussian process priors, Bingham-von Mises-Fisher distribution, empirical
risk minimization, Markov Chain Monte Carlo, principal component approximation.
3.1 Introduction
Data clustering addresses learning intrinsic heterogeneity of data vectors and separates them
into homogeneous subsets. It has recently played an indispensable role in areas of scientific
research as diverse as clustering gene transcripts to detect different functional groups on the
basis of RNA sequencing data, and clustering astronomical data searching for new galaxies.
It has also become increasingly important in predictive and financial analytics. Applications
include clustering customers based on their daily consumption records for building effective
recommending systems in on-line businesses, clustering impression channels for commodities
for marketing decisions, clustering massive social networks to detect sub-communities, etc. Xu
and Wunsch (2005) provide an extensive review of clustering applications.
3.1.1 Self-organizing maps (SOMs): an overview
Originally introduced by Kohonen (1982), the self-organizing map (SOM) is a widely used
clustering method. Thought of as a neural network, the SOM provides a smooth mapping
from an input data space to an output prototype space, performs natural vector quantization,
and automatically extracts latent structures of the input data space (Hastie, Tibshirani and
Friedman, 2009; Kohonen, 1990, 2001; Yin, 2008). Inspired by two fundamental biological
phenomena, lateral inhibition and Hebbian learning (Haykin, 1998; Hebb, 1949), the original
SOM was derived as a solution to the difference equation version of the Willshaw and von der
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Malsburg equations (von der Marlsburg, 1973; Willshaw and von der Marlsburg, 1976). The
SOM employs D focal points on a two-dimensional rectangular grid (which are analogous to D
neurons on a presynaptic sheet). A different vector m ∈ Rp is associated with each of them.
These are called prototypes (or weighted vectors or reference vectors) that represent points in
the data space. With prototypes initialized, the SOM attempts to embed the two-dimensional
plane into a data-defined sub-manifold in Rp as effectively as possible (and the data vectors
can be mapped to the two-dimensional grid once this is accomplished).
Two different fitting algorithms have been proposed for the SOM: the online learning scheme
and batch mode learning. The online learning scheme processes observations from a data set
one at a time in a manner analogous to “stochastic approximation.” That is, prototypes are
updated with respect to the selected observation Xi ∈ Rp according to the learning rule
mj ←mj + αhλ(j, ki)(Xi −mj) (3.1.1)
for j = 1, · · · , D, where ki = arg min
l
d(Xi,ml) for some distance function d on Rp, α ∈ [0, 1],
and the neighborhood function hλ in (3.1.1) (originally called the “bubble function” (Kohonen,
1982; Yin, 2008; von der Marlsburg, 1973)) specifies the core self-organization process and
the topographic preservation property of the SOM (Lee and Verleysen, 2006; Yin, 2008). This
is often of the Gaussian form
hλ(j, k) = exp
(
−dZ2(j, k)
2λ2
)
(3.1.2)
where dZ2 is a distance function restricted to the two-dimensional grid (Hastie, Tibshirani and
Friedman, 2009; Izenman, 2008; Lee and Verleysen, 2006). The learning rate α ∈ [0, 1] decreases
to zero as iterations proceed and plays the same role as the step size in the Robbins-Monro
stochastic approximation procedure (Robbins and Monro, 1951).
The batch version of the SOM updates prototypes according to the batched learning rule
mj ←
N∑
i=1
hλ(j, ki)Xi
N∑
i=1
hλ(j, ki)
(3.1.3)
where ki = arg min
l
d(Xi,ml). The neighborhood function hλ can again be of the form (3.1.2)
and provides the self-organization property. In fact, the batched SOM (3.1.3) is analogous to
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Nadaraya-Watson kernel smoothing (Nadaraya, 1964; Watson, 1964) with kernel function
K(j, i) =
hλ(j, ki)
N∑
i=1
hλ(j, ki)
and fitted prototypes can be thought of as representing a local smoothing estimator of a mean
manifold through the data cloud.
Besides its connection to stochastic approximation and Nadaraya-Watson kernel smoothing,
the SOM is related to nonlinear manifold learning methods such as principal curves (Hastie
and Stuetzle, 1989; Tibshirani, 1992) and principal surfaces (Hastie, Tibshirani and Friedman,
2009; LeBlanc and Tibshirani, 1994). While principal curves and principal surfaces reconstruct
an entire data manifold by connecting smooth parameterized surfaces containing each obser-
vation Xi, the SOM approximates a data manifold by a sub-manifold determined by only D
prototypes. An SOM is therefore more or less a discrete version of a principal surface (Hastie,
Tibshirani and Friedman, 2009), and can be expected to agree with a principal curve or prin-
cipal surface as the number of prototypes, D, grows.
Because it is intuitively appealing and provides topographic preservation, the SOM and
its variants such as the adaptive sub-space SOM have been applied to many regimes, includ-
ing handwritten digit recognition (Zhang, et al., 1999), texture segmentation (Ruiz del Solar,
1998), data visualization (Hastie, Tibshirani and Friedman, 2009; Kohonen, 2001), and spatial-
temporal data modeling (Sang, et al., 2008), etc. See Este´vez, Pr´ıncipe and Zegers (2013) for
an extensive review of applications of SOMs.
3.1.2 A probabilistic alternative: generative topographic mapping (GTM)
Despite their wide success, SOMs suffer from some well-known drawbacks (Bishop, Svense´n
and Williams, 1998; Cottrell, Fort and Page`s, 1998; Lee and Verleysen, 2006; Yin, 2008). First
of all, lack of probabilistic origins results in the inability of SOMs to directly account for data
variability. This makes SOMs ineffective in representing the shape of a data cloud in a low-
dimensional embedding of Rp. Further, it is known that the SOM method cannot in general
be realized as the optimizer of an explicit objective function (Erwin, Obermayer and Schulten,
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1992). This hinders assessing SOM convergence. Effective selection of parameters in both the
online and batched versions of the SOM algorithm is nontrivial and lacks theoretical guidance.
Among many efforts to improve SOM methodology, the so-called generative topographic
mapping (GTM) is the earliest that develops a probabilistic alternative (Bishop, Svense´n and
Williams, 1998). The GTM model is essentially a finite Gaussian mixture model for observations
Xi (i = 1, · · · , N)
Xi
i.i.d.∼
D∑
j=1
αjN
(
Wφ(zj), σ
2Ip×p
)
(3.1.4)
where αj , 1D for D latent points {zj}Dj=1 on a two-dimensional grid, σ2 is a parameter to be
estimated, and W and φ(zj) are defined as follows. Fixed latent points zj ∈ Z2, a set of q
basis functions φl : Z2 → R for l = 1, · · · , q, and a matrix W ∈ Rp×q define the mean vector,
Wφ(zj), in (3.1.4) that is analogous to a prototype mj in the original SOM. To incorporate
a self-organization feature, the GTM employs radially symmetric Gaussian functions with a
common scale parameter τ , i.e. for each l ∈ {1, · · · , q}
φl(z) ∝ exp
(
−tr [(z − µl)(z − µl)
′]
2τ2
)
(3.1.5)
where z,µl ∈ Z2 and tr(A) denotes the trace of matrix A. The EM algorithm (Bishop,
Svense´n and Williams, 1998; Lee and Verleysen, 2006) is used to estimate both W and σ2.
For regularization, Bishop, Svense´n and Williams (1998) introduced a penalty on the size of
projection matrix W
exp
(
−λ
2
||W ||2F
)
(3.1.6)
where ||A||F denotes the Frobenius norm of matrix A. As in ridge regression, using penalty
(3.1.6) is roughly equivalent to an assumption that components of W are a priori independent
with prior marginal distributions Wij ∼ N
(
0, 1λ
)
. Based on estimates Ŵ and σˆ2, the GTM
assigns data to prototypes according to (estimated) maximum posterior probability.
Other methods similar to GTM include the self-organizing mixture network (SOMN) (Yin
and Allinson, 2001), the self-organizing mixture model (SOMM) (Verbeek, Vlassis and Krose,
2005), kernel-based topographic maps (Van Hulle, 2002), etc.
In contrast to the original SOM, GTM provides a probabilistic structure that accounts for
data variability, and fitting optimizes a well-defined objective function, namely the (penalized)
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log-likelihood (enabling the monitoring of convergence). However, GTM also has some limita-
tions for data clustering. First of all, it is not uncommon that shapes, sizes, and orientations
vary across different data clusters. Therefore, the simple sphericity assumption of the common
covariance matrix in (3.1.4) may not be realistic in practice. Also, the dimension of the basis
function space, q, is not intuitively determined, though it is implicitly connected with the di-
mension of the principal component plane (Bishop, Svense´n and Williams, 1998). In addition,
as pointed out by Lee and Verleysen (2006), it is a very strong constraint to assume there is
a single τ2 across all basis functions in (3.1.5) and dimensions in Rp. Finally, as discussed in
Fritsch and Ickstadt (2009), Lau and Green (2007), and Ryan and Vardeman (2013), maximiz-
ing a likelihood and subsequently classifying data vectors on the basis of estimated maximum
posterior probability has no objective status as a best way to use the model for data clustering.
There is no obvious single risk function for fitting and classification for which the standard
implementation of GTM is optimal.
3.1.3 A Bayesian hierarchical topographic clustering (BHTC) method
Inspired by the SOM and GTM, we develop a Bayesian Hierarchical Topographic Clustering
(BHTC) model and employ an approximately minimum posterior risk criterion for data clus-
tering. Hierarchical modeling is well-known for its capability to describe dependence among
model parameters (Gelman, et al., 2004). Bayesian methodology is compatible with hierarchical
models and provides a coherent BHTC methodology.
The BHTC model, the MCMC algorithm for sampling the posterior distributions of model
parameters, and the BHTC model-based risk minimization for data clustering will here be
together called the BHTC method. The output of the BHTC method will be called BHTC
clustering. Throughout the article, we use “BHTC” as generic terminology to representing
either the BHTC model or the BHTC method depending on context.
In the BHTC (model), D latent generating points are located on a two-dimensional grid
ΛL,M ⊂ Z2 with L rows andM columns, namely {1, · · · , L}×{1, · · · ,M}. A prototypemj ∈ Rp
and a p× p covariance matrix Σj are attached to each grid point. (Different prototypes allow
for varying locations of data clouds in Rp and differing covariances allow for differing shapes,
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extents, and orientations of data clouds.) Each data vector Xi ∈ Rp will be associated with
one of the D latent points, and we define labeling variables νi providing this association (νi = j
meaning that Xi is associated with grid point j, and therefore the j
th multivariate normal
model component, and eventually the jth cluster). Conditional on the mj , Σj and νi, the data
are modeled as
Xi
ind.∼ N (mνi ,Σνi) . (3.1.7)
To accommodate applications with high dimensionality, the covariance matrices will be assumed
to be of “principal component approximation” form (also known as the factor model form)
(Anderson, 2003; Gao and Zhou, 2014; Johnstone and Lu, 2009)
Σj = σ
2
j Ip×p +WjW
′
j
for j = 1, · · · , D, where Wj is a p× k matrix with W ′jWj = Ik×k.
To complete the Bayesian hierarchy, we assign prior distributions to labeling variables
{νi}Ni=1, prototypes {mj}Dj=1 and components of covariance matrices {σ2j ,Wj}Dj=1:
• The labeling variables {νi}Ni=1 are modeled as a priori independent random variables with
uniform distributions, i.e. P(νi = j) = 1/D for each j ∈ I. We write that
νi
i.i.d.∼ U(I). (3.1.8)
• Isotropic Gaussian processes defined on Λ are adopted as prior distributions for prototypes
{mj}Dj=1 to drive self-organization. (More details concerning this will be provided later.)
• With p×k potential parameters, matrix Wj has large complexity as p increases (even for
small k). Instead of treating it as an element of Rp×k, we model it as an element of the
Stiefel manifold (Chikuse, 2003; Hatcher, 2002; Jost, 2000),
Vk,p = {H ∈ Rp×k : H ′H = Ik×k},
which is the quotient space of special orthogonal groups SO(p) and SO(p− k). Existing
distribution theory for special manifolds shows the existence of an invariant measure
(dH) on Vk,p that is analogous to the Lebesgue measure on R (Chikuse, 2003; Bingham,
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Nordman, and Vardeman, 2009). One can define the uniform distribution Up,k and von-
Mises Fisher distribution Mp,k(F ) on Vk,p (Chikuse, 2003; Gupta and Nagar, 2000) in
terms of their densities with respect to (dH). We set the prior distribution of Wj to be
Wj
i.i.d.∼ Mp,k(F )
for some F ∈ Rp×k (as detailed in Section 3.2.3 and Appendix B). We can show that
Wj ’s posterior distribution conditional on the remaining parameters is the well-known
Bingham-von Mises-Fisher distribution Bp,k (Bingham, Nordman, and Vardeman, 2009;
Gupta and Nagar, 2000).
• The prior distribution for the σ2j is set to be inverse gamma, i.e. a priori
σj
ind.∼ inv-Γ(ασ, βσ).
Using Markov Chain Monte Carlo (MCMC) methods such as Gibbs and Metropolis-Hastings
sampling (Robert and Casella, 2004), we can obtain posterior samples for labeling variables,
prototypes, covariance matrices, and other parameters.
For purposes of choosing a simple representation of the posterior distribution in terms of a
single “typical” set of parameters and latent variables, we consider two types of loss functions.
First, the Hamming type loss (Binder, 1978, 1981; Jin, 2013; Lau and Green, 2007) is related
to zero-one loss and provides a measurement of disagreement for data partitions. To measure
topographic preservation, we introduce a topographic penalty based on the local stress function
used by Chen and Buja (2009). We define a loss function for clustering combining a loss of
the Hamming type and the topographic penalty. A set of parameters and latent variables
(with associated clustering) that minimizes the average loss across MCMC samples (minimizes
or approximately minimizes the average) is “approximately optimal” for data clustering and
topographic preservation (relative to the posterior).
3.1.4 Organization of the rest of the paper
The rest of the article is organized as follows. Section 3.2 provides additional details of
the BHTC (model). In Section 3.3, we present a Gibbs algorithm for sampling posterior
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distributions with all necessary details. The loss function (posterior risk) approach to choosing
a single representative iterate from the posterior samples is detailed in Section 3.4. Section 3.5
discusses connections between the BHTC and SOM. Simulation studies and comparisons are
reported in Section 3.6. Section 3.7 concludes the article with some discussion.
3.1.5 Notation
In this paper, I = {1, · · · , D} denotes the index set of D = L ·E latent grid points in ΛL,M
(with L rows and M columns) and associated model components (and eventually clusters). We
denote cardinality of set E by |E|. For a set of indices B, spt(B) denotes the support of B,
e.g. spt ({2, 3, 1, 9, 9, 5, 2, 5, 9}) = {1, 2, 3, 5, 9}. For a matrix A, tr(A) denotes the trace of A
and det(A) denotes the determinant of A. We denote the Kronecker product as ⊗, the direct
sum of matrices as
⊕
, and the vectorization of matrix A that converts A into a column vector
as vec(A). For a random object X, X ∼ G means X has distribution G, P and E denote
probability and expectation operators. For a, b ∈ R, a ∧ b = min(a, b) and “mod” denotes the
remainder operation (b = a (mod M) if b = a−
⌊ a
M
⌋
·M).
3.2 More Details of the Bayesian Hierarchical Topographic Clustering
Model
In this section, we precisely specify the BHTC model. We begin with indexing of the latent
grid. Then, the models for parameters in the data model, and models for hyperparameters will
complete the BHTC model formulation. The data model and the model for labeling variables
are as discussed in Section 3.1.3, i.e. as in displays (3.1.7) and (3.1.8).
3.2.1 Latent grid labeling
To have a well-defined ordering, the points of ΛL,M = {1, · · · , L}×{1, · · · ,M} are indexed
from the left bottom to the right top. The jth prototype, mj , is thus attached to the point in
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ΛL,M with coordinates (uj , vj) for
vj = [j (mod M)] · I (j (mod M) 6= 0) +M · I (j (mod M) = 0) , (3.2.1)
uj =
j − vj
M
+ 1. (3.2.2)
Equally, coordinates (u, v) ∈ ΛL,M corresponds to index value
j = (u− 1)M + v. (3.2.3)
For example, coordinates (1, 1) correspond to the index 1, coordinates (1,M) correspond to
the index M , and coordinates (L,M) correspond to the index D, etc.
3.2.2 Prototype model
Write mj = (µ1(j), µ2(j), · · · , µp(j))′ = (µ1(uj , vj), · · · , µp(uj , vj))′ ∈ Rp for each j ∈ I,
and define
MD×p = (m1,m2, · · · ,mD)′
= (µ1,µ2, · · · ,µp) (3.2.4)
where for q = 1, · · · , p, each µq = (µq(1, 1), · · · , µq(u, v), · · · , µq(L,M))′ (that has D com-
ponents associated with points on ΛL,M according to (3.2.1)-(3.2.3)). Consistent with the
self-organization process of the SOM, we model the µq by isotropic two-dimensional Gaus-
sian processes with zero mean and squared exponential covariance function Kse(x, y) =
η exp
(−d2(x, y)/γ) (Rasmussen and Williams, 2006), µq ∼ Gau(0,Kqse), i.e.
E(µq(i)) = 0 and Cov(µq(i), µq(j)) = Kqse(i, j) = ηq exp
{
−1
γ q
d2Λ(i, j)
}
, ∀ i, j ∈ I (3.2.5)
where dΛ(i, j) denotes the Euclidian distance between two points in ΛL,M corresponding to
indices or model components i and j. Then (3.2.5) implies
µq ∼ N (0D×1, Vq(ηq, γq)) , (3.2.6)
where the D ×D covariance matrix Vq has entries
[Vq(ηq, γq)]ij = ηq exp
{
− 1
γq
[
(ui − uj)2 + (vi − vj)2
]}
, (3.2.7)
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for ui, uj , vi, and vj coordinates given by (3.2.1)-(3.2.2). In (3.2.5) and (3.2.7), dΛ(i, j) and
[Vq(ηq, γq)]ij are analogous to the neighborhood function hλ in the original SOM and specify
the prior covariance of the qth component of mi and mj . Covariance matrix Vq(ηq, γq) can be
used to induce neighboring points in the latent ΛL,M to tend to have prototypes with similar
values on the qth dimension of Rp. Assuming self-organization processes operate independently
across dimensions, we have
µq
ind.∼ Gau(0,Kqse)
i.e. µq
ind.∼ N (0D×1, Vq(ηq, γq)) (3.2.8)
with Vq(ηq, γq) in (3.2.7). Geometrically, MD×p stacks p latent manifolds together, each of
which gives a coordinate of a prototype as a function of locations on the two-dimensional grid
and is modeled by independent isotropic two-dimensional Gaussian processes (3.2.8), i.e.
vec(M)p×D,1 ∼ N
0p×D,1, p⊕
q=1
Vq(ηq, γq)
 . (3.2.9)
Figure 3.1 demonstrates the form of typical matrices Vq(ηq, γq) and
p⊕
q=1
Vq(ηq, γq). As ex-
pected from their definitions, covariance matrix Vq is banded while
p⊕
q=1
Vq(ηq, γq) is blocked.
Let ej = (0, 0, · · · , 1, · · · , 0)′︸ ︷︷ ︸
the jth component is 1
. We define a reflection matrix
C0 = (Ip×p ⊗ e1 | Ip×p ⊗ e2 | · · · | Ip×p ⊗ eD)′ , (3.2.10)
where “|” denotes the matrix augmentation. As (m′1,m′2, · · · ,m′D)′ = C0vec(M), the prior
distribution for prototypes is
m1
m2
...
mD

D×p,1
∼ N
0D×p,1, C0
 p⊕
q=1
Vq(ηq, γq)
C ′0
 . (3.2.11)
Notice that C0 :
p⊕
q=1
RDq →
D⊕
d=1
Rpd maps structures on the latent grid to the data space.
It provides a convenient way to move between the two spaces and makes description of the
posterior sampling tractable.
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Figure 3.1 Heat map representations of a typical Vq(ηq, γq) (the left panel) and a typical
p⊕
q=1
Vq(ηq, γq) (the right panel, where white indicates zero values of the matrix en-
tries) for ΛL,M with L = 7 and M = 9 and p = 4.
The BHTC mechanism is represented in schematic form in Figure 3.2. The assumption that
the µq are governed by independent Gaussian processes in (3.2.8) mainly focuses on how the self-
organization process operates in each dimension, while the data dependence within components
is taken care of by Σj ’s. Also, (3.2.11) shows that the prototypes are not independent (the
covariance matrix in (3.2.11) is not blocked), therefore the BHTC accounts for dependence
coming from both data and prototype levels of the hierarchy.
3.2.3 Models for the covariance matrix components
Inspired by the principal component approximation and the spiked model (also known as
the factor model) (Anderson, 2003; Gao and Zhou, 2014; Johnstone and Lu, 2009), we model
as
Σj = σ
2
j Ip×p +WjW
′
j (3.2.12)
in (3.1.7) with σj ∈ R+ and Wj ∈ Vk,p for fixed k < p (j = 1, · · · , D). This in fact implies that
the data model (3.1.7), can be thought of as Xi = mj + Wjz + ξ with the prototype vector
mj , a common loading variable z ∼ N(0, Ip×p) and a noise vector ξ ∼ N(0, σ2j Ip×p) that is
independent of z.
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Figure 3.2 A schematic of the BHTC model. The data model is conditional on the proto-
types, while the prototype model is the set of Gaussian processes that drive the
self-organization.
As indicated in Section 3.1.3, we model {σ2j }Dj=1 as independent inverse gamma random
variables with shape and scale parameters ασ and βσ, i.e. a priori
σ2j
i.i.d.∼ inv-Γ(ασ, βσ). (3.2.13)
One way to interpret the Wj in (3.2.12) is as related to the first k principal component
directions in a jth cluster. For each j, denote by Wj,l the l
th column in Wj . It is easy to see that(||Wj,1||−1Wj,1, · · · , ||Wj,k||−1Wj,k) are the first k eigenvectors of the jth component covariance
matrix in the data model, with corresponding eigenvalues (||Wj,1||2 + σ2j , · · · , ||Wj,1||2 + σ2j ),
where the remaining p − k eigenvalues are σ2j . Geometrically, Wj models (local) distortion
(from spherical shape) and orientation of a jth data cloud in Rp. As an element of Vk,p, Wj
has pk − 12k(k + 1) functionally independent components. Modeling distributions for Wj with
densities with respect to Lebesgue measure on Rpk−
1
2
k(k+1) quickly becomes intractable as p
grows. Instead, by considering Wj as a “univariate” random variable on Stiefel manifold Vk,p,
we can employ results from theory on special manifolds and define prior distributions for the
Wj with respect to the invariant measure (dH).
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Theorem 3.2.1. (Existence of the invariant measure on Vk,p (Chikuse, 1994; Gupta and Na-
gar, 2000)) On Stiefel manifold Vk,p with k < p, there exists an invariant measure (dH) such
that ∫
Vk,p
(dH) =
2kpikp/2
Γk(p/2)
:= Vol(Vk,p),
where (dH) can be represented by the differential form.
We then define distributions with respect to (dH) (Chikuse, 1994, 2003; Gupta and Nagar,
2000) via densities.
Definition 3.2.2. (Distributional forms on Vk,p)
1. With respect to (dH), (dH1) = (dH)
1
Vol(Vk,p) defines the probability element of the
invariant distribution of random matrices W ∈ Vk,p known as uniform distribution on
Vk,p, denoted here by Up,k.
2. The random matrix W ∈ Vk,p is said to have the von-Mises-Fisher distribution with
parameter F ∈ Rp×k, denoted here by Mp,k(F ), if its probability density with respect to
(dH1) is
a(F ) exp
(
tr(F ′W )
)
(3.2.14)
where a(F ) =
(
0F1
(
1
2p;
1
4S
2
))−1
for F = U ′SV (the singular value decomposition of F )
and 0F1 the matrix hypergeometric function defined by Herz (1955).
3. The random matrix W ∈ Vk,p is said to have the Bingham-von Mises-Fisher distri-
bution for symmetric matrix parameters A ∈ Rp×p, B ∈ Rk×k, and C ∈ Rp,k, denoted
here by Bp,k(A,B,C), if it has probability density with respect to (dH1)
(g(A,B,C))−1 exp
(
tr
(
C ′W +BW ′AW
))
(3.2.15)
(where (g(A,B,C))−1 is the normalizing constant.)
We take the prior distribution of matrices Wj as
Wj
i.i.d.∼ Mp,k(F ). (3.2.16)
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The parameter k < p and matrix F are user-selected. For example, one can let k = bp/3c
and F = 0p,k (the zero matrix) that reduces (3.2.16) to Wj
i.i.d.∼ Up,k. Alternatively, one
can perform some preliminary/exploratory clustering study using methods such as k-means to
identify d initial clusterings; and set kj and Fj for each j = 1, · · · , d by applying principal
component analysis (PCA) to each of the d preliminary clusters (kj is chosen to preserve a
desired proportion of data variation and Fj specifies the first kj principal component directions).
In the BHTC model, (3.2.16) is chosen over a statistically more conventional Wishart dis-
tribution because of the low-rank structure provided by (3.2.12). The user-specified k provides
flexibility and a reduced number of effective dimensions for within-cluster variation compared
to Wishart priors. Further, posterior distributions of Wj are Bp,k(A,B,C) (as shown in Section
3.3), for which sampling schemes are well-known and easily implemented (Bingham, Nordman,
and Vardeman, 2009; Hoff, 2009).
3.2.4 Hyperparameters
It remains to consider the hyperparameters {ηq, γq}pq=1 of the Gaussian processes (3.2.8) to
complete the BHTC model formulation. First, there is the following.
Proposition 3.2.3. Conditional on labeling variables {νi}Ni=1, assume {σ2j ,Wj}Dj=1 and {ηq, γq}pq=1
are fixed parameters. Then {ηq}pq=1 are nuisance parameters for some multivariate analysis of
variance problem.
In light of Proposition 3.2.3, in practice we choose {ηq}pq=1 as constants instead of modeling
them as random variables. This reduces computational costs for application of the BHTC
method.
Parameters {γq}pq=1 for the Gaussian priors in (3.2.8) control the self-organization process
and control the smoothness of the latent prototype manifold. Allowing for different γq’s pro-
vides for heterogeneity of the self-organization process across dimensions. We term {γq}pq=1
smoothing parameters.
Matrix Vq(ηq, γq) is almost 1D×1 ⊗ 1′1×D for extremely large γq > 0, which results in
a numerically singular covariance function in the Gaussian process prior of display (3.2.8).
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For q = 1, · · · , p, let λ0(γq) = min
j∈I
λj(Vq(ηq, γq)) with fixed ηq > 0. Numerical examples in
Figure 3.3 suggest that the minimum eigenvalue of Vq(ηq, γq) decays as γq increases, resulting
in numerical singularities.
Figure 3.3 Demonstration of the rapid decay of λ0(γq) for L = 7 and M = 9.
Following from (3.2.8), we therefore have the following to assist in modeling {γq}pq=1.
Proposition 3.2.4. For q ∈ {1, · · · , p}, and fixed  > 0, ηq and D, there exists γ∗(ηq, D) > 0
such that γ∗(ηq, D) = sup{γq > 0 | λ0(γq) ≥ }, and λ0(γq) ≥  for any γq ≤ γ∗(ηq, D).
In light of Proposition 3.2.4, we set (hopefully) non-informative models for γq that for
q = 1, · · · , p, given fixed ηq and latent ΛL,M
γq
ind.∼ U (0, γ∗(ηq, D)) . (3.2.17)
We then have an immediate corollary based on (3.2.17).
Corollary 3.2.5. For pre-fixed positive {ηq}pq=1 and  > 0, model (3.2.11) is operationally
nonsingular under prior distributions (3.2.17), i.e. the covariance matrix is computationally
symmetric positive definite.
Proof. For positive {ηq}pq=1 and {γq}pq=1 satisfying (3.2.17), Σ = C0
(
p⊕
q=1
Vq(ηq, γq)
)
C ′0 is
symmetric as Vq(ηq, γq) is symmetric for each q and (
⊕
Ai)
′ = (
⊕
A′i). As C0 is a reflection
matrix with C ′0C0 = Ip×D,p×D, the Poincare´ Separation Theorem implies
λmin(Σ) = λmin
 p⊕
q=1
Vq(ηq, γq)
 = min
q
λminVq(ηq, γq) ≥  > 0
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by Proposition 3.2.4, (3.2.17), and ηq > 0 for each q. Hence, Σ is symmetric and positive
definite.
In summary, (3.1.7), (3.1.8), (3.2.11), (3.2.13), (3.2.16), and (3.2.17) define the BHTC model
and are summarized by the following joint density form (employing and abusing generic “f”
notation for densities as is common)
f
(
{Xi}Ni=1, {νi}Ni=1, {Wj}Dj=1, {σ2j }Dj=1, {mj}Dj=1, {γq}pq=1
)
=

D∏
j=1
nj∏
i=1
f
(
Xi|νi,Wj , σ2j ,mj
)
f(νi)f(Wj)f
(
σ2j
) f ({mj}Dj=1|{γq}pq=1) f ({γq}pq=1) .
(3.2.18)
3.3 Posterior Distributions and Gibbs Samplings
The BHTC supports topographically-sensitive data clustering in three ways.
• Labeling variables {νi}Ni=1 provide a data partition. Let ν = (ν1, · · · , νN ), then the
associated partition is {{i : νi = j}|j ∈ spt(ν)}. Each ν is a N -dimensional vector on
PΛ = {1, · · · , D}N (with finite cardinality for a given ΛL,M and data set). Given ν ∈ PΛ,
the BHTC uses (3.2.1)-(3.2.2) to represent reconstructions of data geometry on ΛL,M .
• Prototypes in M in (3.2.4) and {σ2j ,Wj}Dj=1 characterize latent data manifolds.
• Smoothing parameters {γq}pq=1 measure the strength of low-dimensional structure in clus-
ter locations.
To employ Gibbs algorithms (Robert and Casella, 2004) to study the posterior, we first derive
the necessary conditional posterior distributions. Throughout this section, f
[
θ
∣∣·] denotes the
density (or the density up to a scaling constant) of θ conditional on everything else in (3.2.18)
and nj =
N∑
i=1
I(νi = j) for each j ∈ I.
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3.3.1 The posterior distributions
3.3.1.1 Labeling variables
By (3.1.8) and (3.2.18), the conditional posterior density for {νi}Ni=1 is of the form
f
[
{νi}Ni=1
∣∣∣{Xi}Ni=1, {Wj}Dj=1, {σ2j }Dj=1, {mj}Dj=1, {γq}pq=1]
∝
D∏
j=1
nj∏
i=1
f
[
Xi|νi,Wj , σ2j ,mj
]
f [νi]
so that for each i = 1, · · · , N ,
f
[
νi
∣∣·] ∝ f [Xi|νi,Wj , σ2j ,mj ] (3.3.1)
since f [νi] = 1/D for each i, where f [Xi|νi,Wj , σ2j ,mj ] is the density function in models (3.1.7)
and (3.2.12).
3.3.1.2 Latent prototypes
By (3.2.11) and (3.2.18), the conditional posterior density for latent prototypes {mj}Dj=1 is
of the form
f
[
{mj}Dj=1
∣∣∣{Xi}Ni=1, {νi}Ni=1, {Wj}Dj=1, {σ2j }Dj=1, {γq}pq=1]
∝

D∏
j=1
nj∏
i=1
f [Xi|νi,Wj , σ2j ,mj ]
 f [{mj}Dj=1∣∣∣{γq}pq=1] . (3.3.2)
The conditional posterior distribution for M is not trivial to sample directly. With the aid of
the reflection matrix C0 in (3.2.10), we can sample the conditional posterior distribution for
prototypes in M easily. Write Σ(γ) = C0
(
p⊕
q=1
Vq(ηq, γq)
)
C ′0 in (3.2.11). For each j ∈ I, let
Σ(γ)11,j = [Σ(γ)]((j−1)p+1):jp,((j−1)p+1):jp
Σ(γ)12,j = [Σ(γ)]((j−1)p+1):jp,{1:p(j−1)}∪{(jp+1):pD}
Σ(γ)21,j = [Σ(γ)]{1:p(j−1)}∪{(jp+1):pD},((j−1)p+1):jp
Σ(γ)22,j = [Σ(γ)]−{11,12,21},j
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where a : b = {a, a+1, · · · , b} for a ≤ b and is ∅ otherwise. Matrix [Σ(γ)]−{11,12,21},j denotes the
submatrices of Σ(γ) with Σ(γ)11,j ,Σ(γ)12,j and Σ(γ)21,j removed. The conditional posterior
distribution of each latent prototype mj is then given in the following.
Proposition 3.3.1. For each j ∈ I, let m−j = (m′1, · · · ,m′j−1,m′j+1, · · · ,m′D)′ ∈ Rp(D−1),
mj,0 =
(
Γ−10,j + njS
−1
j
)−1 (
Γ−10,jm−j,0 + njS
−1
j X¯j
)
and
Sj,0 =
(
Γ−10,j + njS
−1
j
)−1
,
where
Γ0,j = Σ(γ)11,j − Σ(γ)12,jΣ(γ)−122,jΣ(γ)21,j ,
m−j,0 = Σ(γ)12,jΣ(γ)−122,jm−j
Sj = σ
2
j Ip×p +WjW
′
j , and
X¯j =
1
nj
nj∑
i=1
XiI(νi = j).
Then, the conditional posterior density for mj is
mj
∣∣· ∼ N (mj,0, Sj,0) . (3.3.3)
3.3.1.3 Smoothing parameters
By (3.2.17) and (3.2.18), the conditional posterior distribution for {γq}pq=1 is of the form
f
[
{γq}pq=1
∣∣∣{Xi}Ni=1, {νi}Ni=1, {Wj}Dj=1, {σ2j }Dj=1, {mj}Dj=1]
∝f
[
{mj}Dj=1
∣∣∣{γq}pq=1] p∏
q=1
f [γq] (3.3.4)
=
p∏
j=1
f [µq|γq] f [γq]
where the last equality is implied by the definition of M, model (3.2.9), and the definition of
the reflection matrix C0. As f [γq] = 1/γ
∗(ηq, D) for each q ∈ {1, · · · , p}
f [γq|·] ∝ f [µq|γq] (3.3.5)
∝ [det (Vq(ηq, γq))]−1/2 exp
{
− 1
2ηq
[vec(M)]′qVq(ηq, γq)−1[vec(M)]q
}
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where [vec(M)]q denotes the qth column of M.
3.3.1.4 Variance components
Calculating as in the above derivations, the conditional posterior distributions for {σ2j }Dj=1
and {Wj}Dj=1 have densities of the form
f
[
{σ2j }Dj=1
∣∣∣{Xi}Ni=1, {νi}Ni=1, {Wj}Dj=1, {mj}Dj=1, {γq}pq=1]
∝
D∏
j=1
nj∏
i=1
f [Xi|νi,Wj , σ2j ,mj ]f [σ2j ] (3.3.6)
and
f
[
{Wj}Dj=1
∣∣∣{Xi}Ni=1, {νi}Ni=1, {σ2j }Dj=1, {mj}Dj=1, {γq}pq=1]
∝
D∏
j=1
nj∏
i=1
f [Xi|νi,Wj , σ2j ,mj ]f [Wj ]. (3.3.7)
Let Tj =
∑
i:νi=j
(Xi −mj)(Xi −mj)′. Then (3.2.13) and (3.3.6) yield the following.
Proposition 3.3.2. For each j ∈ I, the conditional posterior distribution of σ2j has density
f [σ2j |·] ∝ (σ2j )−αj (σ2j + 1)−βj exp
(
− γj
σ2j
− δj
σ2j + 1
)
(3.3.8)
where
αj = (ασ + 1) +
pnj
2
− knj
2
,
βj =
−knj
2
,
γj =
1
2
tr
(
[W ′jWj −WjW ′j ]Tj
)
+ β,
δj =
1
2
tr
(
WjW
′
jTj
)
.
Remark 3.3.3. The conditional posterior distribution in (3.3.8) is proper by the Ho¨lder in-
equality for ασ, βσ > 0.
Recalling Definition 3.2.2, model (3.2.16) provides the conditional posterior distribution for
{Wj}Dj=1.
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Proposition 3.3.4. For each j ∈ I, the conditional posterior distribution of Wj is
Wj
∣∣· ∼ Bp,k (Aj , Bj , Cj) (3.3.9)
where
Aj =
1
2(σ2j + 1)σ
2
j
Tj
Bj = Ik×k and Cj = Fp,k
where Bp,k (A,B,C) is the Bingham-von Mises-Fisher distribution with parameters A,B, and
C.
3.3.2 Gibbs algorithm
Based on the conditional posterior distributions (3.3.1), (3.3.3), (3.3.5), (3.3.8) and (3.3.9),
we develop a Metropolis-Hastings-within-Gibbs algorithm to sample the posterior distributions.
Denote the generic parameter vector as
θ =
{
{νi}Ni=1, {Wj}Dj=1, {σ2j }Dj=1, {mj}Dj=1, {γq}pq=1
}
:= {θ1, θ2, · · · , θK}
where K = N + 3D + p. To obtain the posterior samples of {Wj}Dj=1, we employ the Hoff-
sampler introduced by Hoff (2009), which is based on the null space decomposition of Wj
(details are in the appendix). We use a Metropolis-Hastings step (MH sampler) to sample the
posterior distributions of {{νi}Ni=1, {σ2j }Dj=1, {γq}pq=1}.
3.3.2.1 Proposal distribution in MH samplers for {νi}Ni=1
For the nth iteration of νi, the location (u
n
i , v
n
i ) on ΛL,M can be determined from (3.2.1)
and (3.2.2). We define the Boltzmann kernel centering at (uni , v
n
i ) to be
exp
[
−d
2((u, v), (uni , v
n
i ))
2τ
]
(3.3.10)
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where d2(·, ·) denotes the squared Euclidian distance. Kernel (3.3.10) defines a two dimensional
probability mass function on ΛL,M that has
P
(
(un+1i , v
n+1
i ) = (u
∗, v∗)
∣∣∣(uni , vni )) = exp
[
− (u∗−uni )22τ
]
∑
u=1,··· ,L
exp
[
− (u−uni )22τ
] · exp
[
− (v∗−vni )22τ
]
∑
v=1,··· ,M
exp
[
− (v−vni )22τ
] .
(3.3.11)
As ν is uniquely determined by (u, v) in (3.2.3), (3.3.11) can be utilized as the proposal distri-
bution in the MH sampler for {νi}Ni=1.
Expressions (3.3.10) and (3.3.11) are analogous to the partition function from statistical
physics and mimic a random walk of particles on a finite grid (Pathria, 1996). Also, they are
related to the self-organization process and more favourable for effective implementation of the
BHTC than other discrete proposal distributions (such as the uniform distribution).
3.3.2.2 Proposal distribution in MH samplers for
{
{σ2j }Dj=1, {γq}pq=1
}
The state spaces for these parameters are subsets of R, and we employ the truncated nor-
mal distribution as the proposal distribution in MH samplers. Further, the posterior density
functions for
{
{σ2j }Dj=1, {γq}pq=1
}
are positive on corresponding state spaces, and their second
order derivatives are easily computed either by direct calculations or numerical approxima-
tions. Thus, we are able to effectively apply the geometrically adaptive MH sampler with
Gaussian calibration (Zhou, Vardeman and Wu, 2013) to sample the posterior distributions of{
{σ2j }Dj=1, {γq}pq=1
}
(for the details of the sampler readers are referred to Zhou, Vardeman and
Wu (2013).)
3.3.2.3 The Metropolis-Hastings-within-Gibbs algorithm
The MCMC algorithm is summarized as follows.
Algorithm 3.3.5. (Metropolis-Hastings within Gibbs algorithm for the BHTC)
1. Preliminaries: given data vectors {Xi}Ni=1, define latent grid ΛL,M .
(a) Set {ηq}pq=1 and  > 0. For each q, compute γ∗(ηq, D) by solving λ0(γq) =  numer-
ically (e.g. using a bisection method).
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(b) Set k < p, Fp,k, (ασ, βσ), and τ in (3.3.10) and (3.3.11).
(c) Denote by φ0[x|x−] the density of truncated normal distribution with mean x− and
variance specified below (truncated from below at 0).
2. Initiate starting values for iteration n = 0,
θ0 =
{
{ν0i }Ni=1, {W 0j }Dj=1, {σ2,0j }Dj=1, {m0j}Dj=1, {γ0q}pq=1
}
.
Set n = 1, and perform the following:
3. Conditional on {Wn−1j }Dj=1, {σ2,n−1j }Dj=1, {mn−1j }Dj=1, {γn−1q }pq=1, for each i = 1, 2, · · · , N
(a) generate ν∗i from (3.3.11) with center ν
n−1
i ,
(b) compute ri,ν =
f [ν∗i |·]
f [νn−1i |·]
using (3.3.1) and generate ωi,ν ∼ Bernoulli(1 ∧ ri,ν),
(c) take νni = ωi,νν
∗
i + (1− ωi,ν)νn−1i .
4. Conditional on {νni }Ni=1, {σ2,n−1j }Dj=1, {mn−1j }Dj=1, {γn−1q }pq=1, for each j = 1, 2, · · · , D,
(a) compute Tj(m
n−1
j , {νni }Ni=1), and Aj =
[
2(σ2,n−1j + 1)σ
2,n−1
j
]−1
Tj ,
(b) generate Wnj from (3.3.9) using the Hoff-sampler.
5. Conditional on {νni }Ni=1, {Wnj }Dj=1, {mn−1j }Dj=1, {γn−1q }pq=1, for each j = 1, · · · , D,
(a) generate σ2,∗j from a truncated normal distribution with mean σ
2,n−1
j and variance
computed by the adaptive MH sampling with Gaussian calibration,
(b) compute rj,σ =
f [σ2,∗j |·]φ0[σ2,n−1j |σ2,∗j ]
f [σ2,n−1j |·]φ0[σ2,∗j |σ2,n−1j ]
using (3.3.8) and generate ωj,σ ∼ Bernoulli(1∧
rj,σ),
(c) take σ2,nj = ωj,σσ
2,∗
j + (1− ωj,σ)σ2,n−1j .
6. Conditional on {νni }Ni=1, {Wnj }Dj=1, {σ2,nj }Dj=1, {γn−1q }pq=1, and
m−j , {mn1 , · · · ,mnj−1,mn−1j+1 , · · · ,mn−1D },
for each j = 1, 2, · · · , D,
(a) compute Sj,0
(
σ2,nj ,W
n
j , {νni }Ni=1, {γn−1q }pq=1
)
andmj,0
(
σ2,nj ,W
n
j , {νni }Ni=1, {γn−1q }pq=1,m−j
)
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(b) generate mnj using (3.3.3).
7. Conditional on {νni }Ni=1, {Wnj }Dj=1, {σ2,nj }Dj=1, {mnj }Dj=1, for each q = 1, · · · , p,
(a) generate γ∗q from a truncated normal distribution with mean γn−1q and variance
computed by the adaptive MH sampling with Gaussian calibration,
(b) compute rq,γ =
f [γ∗q |·]φ0[γn−1q |γ∗q ]
f [γn−1q |·]φ0[γ∗q |γn−1q ]
using (3.3.5) and generate ωq,γ ∼ Bernoulli(1∧
rq,γ),
(c) take γnq = ωq,γγ
∗
q + (1− ωq,γ)γn−1q .
8. Let θn =
{
{νni }Ni=1, {Wnj }Dj=1, {σ2,nj }Dj=1, {mnj }Dj=1, {γnq }pq=1
}
. Set n = n + 1, and repeat
steps 3 - 7.
3.4 Optimal BHTC Based on Posterior Risk Functions
We employ a decision-theoretic framework for searching a rule for data clustering that is
an optimal representative of the BHTC posterior by MCMC samples. Clustering reflects not
only the data partition but also geometric arrangements on ΛL,M . Instead of considering MAP
utilized by the GTM and other probabilistic clustering methods, we define a risk function using
a Hamming type loss and a penalty function for topographic preservation.
3.4.1 Risk functions of the Hamming type
Data clustering is meant to partition observations into valid communities. Using labeling
variables ν = (ν1, · · · , νN ), we consider a loss for comparing clusterings ν and νˆ that penalizes
each pair of differently clustered (differently associated) data points:
L (ν, νˆ) =
∑
i<j:i,j=1,··· ,N
(aI[νi = νj , νˆi 6= νˆj ] + bI[νi 6= νj , νˆi = νˆj ]) (3.4.1)
for a, b ∈ R+. Function (3.4.1) is similar to the Hamming distance, which is widely-used for
measuring disparity between data partitionings (Izenman, 2008; Jin, 2013).
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With respect to the posterior distribution of ν for a fixed νˆ, we have
E
(
L (ν, νˆ)
∣∣{Xi}Ni=1)
=
∑
i<j:i,j=
1,··· ,N
(
aI[νˆi 6= νˆj ]P
(
νi = νj |{Xi}Ni=1
)
+ bI[νˆi = νˆj ]P
(
νi 6= νj |{Xi}Ni=1
))
=a
∑
i<j:i,j=
1,··· ,N
ρij − (a+ b)
∑
i<j:i,j=
1,··· ,N
I[νˆi = νˆj ](ρij − κ) (3.4.2)
where κ = ba+b ∈ [0, 1] and ρij = P
(
νi = νj |{Xi}Ni=1
)
. The matrix Θ with [Θ]ij = ρij can be
viewed as the posterior coincidence matrix (Ryan and Vardeman, 2013) or connectivity matrix
(Lei and Rinaldo, 2013). To minimize (3.4.2) over choices of νˆ, it is necessary to minimize
RH
(
νˆ
∣∣{Xi}Ni=1) := 1N(N − 1) ∑
i<j:i,j=1,··· ,N
I[νˆi = νˆj ](κ− ρij). (3.4.3)
We notice that a and b in (3.4.2) are “false positive” and “false negative” penalties, and κ
determines the complexity of νˆopt. As κ → 1, | {j|∃ i with νˆopt,i = j} | tends to be large with
small clusters {j|νˆopt,i = j} and it will produce few small clusters if κ→ 0.
3.4.2 Penalty functions for topographic preservation
In addition to controlling “partition risk” (3.4.3), νˆopt representing the BHTC posterior
should also preserve the data geometry on ΛL,M (i.e. provide topographic preservation). Losses
of the Hamming type, however, focus only on data partitioning. Figure 3.4 provides a repre-
sentation of two different sets of five labeling variables that would be equivalent in “partition
risk” but should correspond to different data geometries in Rp.
We define a penalty function for topographic preservation based on distances (therefore
more precisely, a penalty function for distance preservation).
Definition 3.4.1. (Grid distance) For (uj , vj) ∈ ΛL,M as defined in (3.2.1) and (3.2.2), the
grid distance between Xi and Xj associated with labeling variables in νˆ is
dgridij (vˆ) :=
||(uνˆi , vνˆi)− (uνˆj , vνˆj )||2√
(L− 1)2 + (M − 1)2 , (3.4.4)
for ||x− y||2 the Euclidian distance between x and y.
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Figure 3.4 Two clusterings are associated with the 3 × 3 square grid ΛL,M . For a data set
{Xi}5i=1, they are equivalent in “partition risk” (3.4.3). However, data geometry
associated with the frist would typically be more “local” than that of the second.
The grid distance vanishes for data associated with the same latent grid point. For data
with νˆi 6= νˆj (therefore in different clusters), dgridij (νˆ) accounts for the local structure on ΛL,M .
For example, dgrid15 is larger on the left in Figure 3.4 than on the right.
Denote by dij = dp(Xi,Xj) the pairwise data distance in Rp, we let Nr be the symmetric
set of neighboring pairs of data, i.e. the pair (i, j) ∈ Nr if Rankj (dij) ≤ r and Ranki (dij) ≤
r. Inspired by the local multidimensional scaling distance, a general penalty function for
topographic preservation for νˆ is defined by
∑
i<j:i,j=
1,··· ,N
f
(
dij , d
grid
ij (νˆ)
)
I ((i, j) ∈ Nr) + ω
∑
i<j:i,j=
1,··· ,N
gQ(d
grid
ij (νˆ))I ((i, j) /∈ Nr) , (3.4.5)
where f and gQ satisfy following conditions:
• f(x, y) ≥ 0 for any (x, y) and the equality holds iff x = y;
• gQ(x) ≥ 0 on [0, 1], g′Q(0) < 0, ωg′Q(0) = O(1) and ω||g′′Q||L∞ = o(1) as ω → 0.
Letting ω → 0 (as in Chen and Buja (2009)) (3.4.5) reduces to
∑
i<j:i,j=
1,··· ,N
f
(
dij , d
grid
ij (νˆ)
)
I ((i, j) ∈ Nr)− τ
∑
i<j:i,j=
1,··· ,N
dgridij (νˆ)I ((i, j) /∈ Nr) , (3.4.6)
for τ = −ωg′Q(0). The first term in (3.4.6) encourages local topographic preservation and
the second term attempts to preserve the non-local structure. Throughout the paper, we use
f
(
dij , d
grid
ij (νˆ)
)
=
[
dij
max
i,j
dij
− dgridij (νˆ)
]2
.
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Let lij(r) = I ((i, j) ∈ Nr), we define
PT
(
νˆ
∣∣{Xi}Ni=1, r) = 1r2

∑
i<j:i,j=
1,··· ,N
 dij
max
i,j
dij
− dgridij (νˆ)
2 + τdgridij (νˆ)
 lij(r)− τdgridij (νˆ)

(3.4.7)
for r ∈ {1, · · · , N}. Combine (3.4.3) and (3.4.7) and let τ = 1, the posterior risk to be
minimized for searching over νˆopt as a summary of the posterior distribution is therefore
R
(
νˆ
∣∣{Xi}Ni=1) = RH (νˆ∣∣{Xi}Ni=1, κ)+ λPT (νˆ∣∣{Xi}Ni=1, r) . (3.4.8)
Parameter λ is analogous to regularization parameters in regressions methods like ridge
regression and the nonnegative garrote. As those produced in bias-variance tradeoffs in regres-
sion, λ in (3.4.8) balances the tradeoffs between representing a “typical” data partitioning and
data geometry reconstruction on the latent low-dimensional grid. In the following discussions,
we will replace νˆ by ν in (3.4.8).
3.4.3 Risk equivalence classes
The rigidity of the latent grid for the BHTC, (inherited from the SOM’s lattice), naturally
leads to (equivalent) ν whose geometric arrangements on ΛL,M are mutually transformable
by rotations or reflections of the grid. Figure 3.5 provides an example in which two labeling
variables are equivalent. The arrangement on the right in Figure 3.5 can be obtained by rotating
the left arrangement counterclockwise and reflecting the resulting clustering with respect the
center line on grid. Given data {Xi}5i=1 and fixed tuning parameters, these two arrangements
(and therefore clusterings) have same values for (3.4.8). Therefore, risk function (3.4.8) defines
an equivalence class.
Definition 3.4.2. (Risk equivalence BHTC clusterings)
1. Two BHTC clusterings represented by labeling variables ν1 and ν2 are called risk-
equivalent if they have same values for (3.4.8). This is denoted by ν1 ∼ ν2.
2. The risk equivalence class of ν is [ν] = {ν ′ ∈ PΛ|ν ∼ ν ′}.
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Figure 3.5 Two equivalent clusterings with respect to risk (3.4.8) for a data set {Xi}5i=1. (The
black line is the center line of grid.)
3. The quotient set of PΛ by ∼ is the collection of all BHTC clusterings with unique risks,
which is called the risk equivalence BHTC clusterings and denoted by EΛ := PΛ/ ∼=⋃{[ν]}.
It is easy to see that Definition 3.4.2 defines a legitimate equivalence relation. The quotient
set EΛ ⊂ PΛ has |EΛ| <∞. The two clusterings in Figure 3.5, for example, are risk equivalent.
3.4.4 Optimal clustering rule
Fix κ, (3.4.3) is bounded from above by κ/2 and from below by 2N(N−1)
{ ∑
i<j:ρij≥κ
(κ− ρij)
}
.
The lower bound is reachable if νˆ clustered Xi,Xj together given ρij ≥ κ and separate them
otherwise. On the other hand, for fixed Nr (with τ = 1), (3.4.7) is bounded from above
by
{
2
∑
i<j
lij(r)
}
/r2 ≤ 3 + 1/r and bounded from below by −{(N − r)(N − r − 1)/(2r2)}.
Therefore, risk (3.4.8) is bounded from both below and above. Also, EΛ has finite elements for
a fixed ΛL,M . Summarizing these discussions provides us the following claim.
Proposition 3.4.3. (Existence of an optimal risk equivalence BHTC clustering) For a fixed
grid ΛL,M and data set {Xi}Ni=1, the risk (3.4.8) with fixed tuning parameters admits a mini-
mizer on EΛ ⊂ PΛ, i.e. there exists an optimal risk equivalence BHTC clustering with respect
to (3.4.8).
Unfortunately, explicit forms of minimizers are not tractable in general so that we must pur-
sue the optimal clustering numerically in practice. Namely, we need to solve the optimization
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problem
ν∗ = arg min
ν∈EΛ
RH
(
ν
∣∣{Xi}Ni=1, κ)+ λPT (ν∣∣{Xi}Ni=1, r) . (3.4.9)
There exists several numerical schemes for searching the local minimizer for RH in (3.4.9)
such as the iterative algorithm proposed by Lau and Green (2007) or stochastic approximation
(Chen, 2002). However, penalty function PT introduces nonlinear and nonconvex constraints,
which hinders solving the full problem (3.4.9) by directly employing those methods.
Relying on the consistency of MCMC samplings and finite cardinality of EΛ, we use a simple
alternative approach to solve (3.4.9) locally. Not only the solution provides a local minimum,
but also retains the information from BHTC results regarding data geometry by {mj}Dj=1 and
{γq}pq=1, which are not tractable by the optimization methods mentioned above.
Algorithm 3.4.4. For given ΛL,M and data vectors {Xi}Ni=1:
1. collect n iterates of posterior samples of BHTC clusterings {νˆj}nj=1 by MCMC Algorithm
3.3.5,
2. replace ρij by estimates ρˆ
n
ij from {νˆj}nj=1 and get empirical risk function Rn(ν) in (3.4.8)
(for fixed triplet (κ, r, λ)),
3. with respect to empirical risk Rn(ν), define empirical quotient set EnΛ on PnΛ := spt
(
{νˆj}nj=1
)
=
{νˆ1, · · · , νˆn′} where n′ ≤ n and νˆj 6= νˆj′ for j 6= j′ in PnΛ,
4. let ν∗ be the empirical minimizer restricted to the posterior samples, i.e.
ν∗,n = arg min
EnΛ
Rn
(
ν
∣∣{Xi}Ni=1) .
We have following properties.
Proposition 3.4.5. Given n iterates of posterior samples of the BHTC obtained by Algorithm
3.3.5 for a grid ΛL,M and data vectors {Xi}Ni=1. For fixed triplet of tuning parameters (κ, r, λ),
there are
1. Rn(ν)→ R(ν) a.s. for n→∞,
2. PnΛ → PΛ a.s. for n→∞, and
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3. EnΛ → EΛ a.s. for n→∞.
We therefore have the following convergence property for s∗,n given by Algorithm 3.4.4.
Theorem 3.4.6. (-Convergence) Given a grid ΛL,M and data vectors {Xi}Ni=1, fix the triplet
of tuning parameters (κ, r, λ). Considering MCMC posterior samples in Algorithm 3.4.4 and
Proposition 3.4.5, for any  > 0, denote An() =
{
s : |Rn(ν)−mn| < 2
}
where mn =
min
EnΛ
Rn(ν), and A() = {s : |R(ν)−m| < } where m = min
EΛ
R(ν). Then
An()→ A() a.s. as n→∞.
The -convergence guarantees that the collection of local risk equivalence minimizers for
optimization problems (3.4.9) can be obtained by Algorithm 3.4.4 as the MCMC samples grows
and therefore reconstructs the posterior distribution of the BHTC model parameters on PΛ (or
SΛ).
Remark 3.4.7. Several remarks regarding the optimal BHTC clustering.
1. Notice that Algorithm 3.4.4 does not reduce computational difficulties of optimization
problems (3.4.9), which is NP hard. It, however, provides a tractable way to solve the
problem asymptotically without compromising the extra information other than the data
partition provided by the BHTC. Using the MCMC Algorithm 3.3.5, it offers a reasonable
approximation to the true solution within reasonable computational cost, i.e. the number
of the MCMC iterations. Widely used diagnostic tools for MCMC methods, such as the
posterior mean and Gelman-Rubin statistic (Gelman, et al., 2004; Robert and Casella,
2004), provide inspections of the algorithm convergence.
2. Tuning the triplets (κ, r, λ). As κ ∈ (0, 1) and r ∈ {1, · · · , N}, in practice we can employ
the grid search on space (0, 1) × {1, · · · , N} for each choice of λ to identify νˆ∗,λ using
Algorithm 3.4.4. The approximate optimal BHTC clustering is therefore identifies by
νˆ∗ = arg min
λ
Rn
(
νˆ∗,λ
∣∣{Xi}Ni=1).
3. Finally, denote index setB =
{
k ∈ {1, · · · , n} : Rn (νˆk∣∣{Xi}Ni=1) = min Rn (ν∣∣{Xi}Ni=1)}.
The estimated parameters associated to an optimal risk equivalence BHTC clustering are
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the averages across B, i.e. θ∗,n = 1|B|
∑
B
θkj for θ = mj , σj ,Wj , γq for each j and q.
Parameters θ∗,n provide further inference for the optimal BHTC clustering.
3.5 The BHTC, Markov Random Field and SOM
In this section, we discuss the connections between the BHTC and Markov random fields
(MRF), as well as its link to the SOM.
3.5.1 The BHTC and MRF
Prototype model (3.2.8)-(3.2.11) is the core of the BHTC and reconstructs the local self
organization process by isotropic two-dimensional Gaussian processes on ΛL,M with covariance
(3.2.5). We explore that the prototype model can be obtained using p-independent Gaussian
MRFs on ΛL,M as well.
Consider a latent grid ΛL,M and positive {ηq}pq=1. For each q ∈ {1, · · · , p}, let γq ∈
(0, γ∗(ηq, D)) with γ∗(ηq, D) defined in Proposition 3.2.4, so that Vq(ηq, γq) in (3.2.5) is in-
vertible. Let {zq(ti) : i = 1, · · · , D} be a set of D random variables spatially located at
ti = (ui, vi) ∈ ΛL,M with (u1, v1) = (1, 1), (u2, v2) = (1, 2), · · · , (uD, vD) = (L,M). Define the
full conditional density of these random variables to be
fi (zq(ti)|{zq(tj) : j 6= i}) = 1√
2piτ2i
exp
[
− 1
2τ2i
{zq(ti)− µ (zq(tj) : j 6= i)}2
]
. (3.5.1)
Let τ2i , ηq and µ (zq(tj) : j 6= i) =
D∑
j=1
hi,jzq(tj) where
hqi,j := [H
q]ij = [I − ηqV −1q (ηq, γq)]ij (3.5.2)
in (3.5.1). Symmetry of Vq(ηq, γq) results in h
q
i,jτ
2
j = h
q
j,iτ
2
i for all i, j = 1, · · · , D, which implies
that (3.5.1) defines a legitimate MRF on ΛL,M (Kaiser and Cressie, 2009). Let Zq = {zq(ti)}Di=1
be independent MRF, i.e.
Zq ind.∼ MRF(ηq, γq), for q = 1, · · · , p, (3.5.3)
where MRF(ηq, γq) denotes the MRF model with full conditional density (3.5.1) with ηq and
γq. By the Besag’s Factorization Theorem (Besag, 1974; Cressie, 1993), we have the following
relation between the prototype model in the BHTC and MRF defined by (3.5.1).
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Theorem 3.5.1. The joint distribution for {zq(ti)}Di=1 is (3.2.8) for each q, and the distribution
of C0 (Z1,Z2, · · · ,Zp)′ agrees with prototype model (3.2.11), where C0 is defined by (3.2.10).
Beyond isotropic two-dimensional Gaussian processes (3.2.5), Theorem 3.5.1 provides an
alternative angle for interpreting the BHTC and its underlying data generation mechanism.
The D prototypes in the BHTC can be considered as stacking p independent MRFs with local
spatial dependencies mimicking the neighbourhood function and the self organization process
in the SOM.
As discussed in Sections 3.2.2 and 3.2.4, Vq(ηq, γq) models the neighborhood function (3.1.2)
in the SOM and smoothing parameter γq models correlations among locations across ΛL,M on
each individual dimension q. In contrast to γq, spatial dependence parameter h
q
i,j measures local
interactions on ΛL,M and mimics the the original SOM update rule (3.1.3) as E(zq(ti)|{zq(tj) :
j 6= i}) =
D∑
j=1
hi,jzq(tj). Therefore, from the point of view of Theorem 3.5.1, the BHTC does not
only reconstruct the self-organization process but also mimics the original SOM update rule.
More importantly, instead of assuming a single self-organization process for all dimensions
did by both the SOM and GTM, the BHTC allows distinct self-organization processes across
dimensions by hqi,j or γq. This feature grants the BHTC flexibility on dealing with data in high
dimensional.
3.5.2 From the BHTC to the SOM and kernel smoothers
The connection between prototype model (3.2.8)-(3.2.11) and MRF (3.5.3) bridges the
BHTC and the SOM. From the point of view of the Bayesian hierarchical model and MCMC
updates, we recognize an alternative connection between the BHTC and the batched version
of the SOM (3.1.3).
The MCMC Algorithm 3.3.5 has prototypes updated according to (3.3.3), i.e. conditional
on m−j = {m1, · · · ,mj−1,mj+1, · · · ,mD} (and everything else), the jth prototype mj is
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updated using Proposition 3.3.1. Recall notation in Proposition 3.3.1
E (mj | m−j) =
(
Γ−10,j + njS
−1
j
)−1 (
Γ−10,jm−j,0 + njS
−1
j X¯j
)
=
(
Γ−10,j + njS
−1
j
)−1∑
k 6=j
Γ−10,j [Σj ]∗kmk + S
−1
j
∑
νi=j
Xi

where Σj , Σ(γ)12,jΣ(γ)−122,j and [A]∗k denotes the submatrix of A with the ((k− 1)p+ 1)th to
the (kp)th columns. Denote I∗ = spt ({νi}Ni=1) so that for j ∈ I∗
E (mj | m−j) =
(
Ip×p + njΓ0,jS−1j
)−1 ∑
k 6=j,k/∈I∗
[Σj ]∗kmk+
(
Γ−10,j + njS
−1
j
)−1 N∑
i=1
h(j, νi)f(Xi)
(3.5.4)
where
f(Xi) = XiI(νi = j) + (|I∗| − 1) [Σj ]∗kmkI(νi = k 6= j, k ∈ I∗) (3.5.5)
and
h(j, νi) = S
−1
j I(νi = j) +
I(νi = k 6= j, k ∈ I∗)
(|I∗| − 1)|{νi = k 6= j, k ∈ I∗}|Γ
−1
0,j . (3.5.6)
Notice
N∑
i=1
h(j, νi) = njS
−1
j + Γ
−1
0,j
1
|I∗| − 1
∑
k 6=j,k∈I∗
1 = njS
−1
j + Γ
−1
0,j
(3.5.4) gives
E (mj | m−j) = a0 +
(
N∑
i=1
h(j, νi)
)−1 N∑
i=1
h(j, νi)f(Xi), (3.5.7)
where a0 =
(
Ip×p + njΓ0,jS−1j
)−1 ∑
k 6=j,k/∈I∗
[Σj ]∗kmk and the second regression term mimics
(3.1.3) in the batched version of the SOM. Function h(j, νi) depends on Γ0,j , which is de-
fined based neighborhood correlations on latent ΛL,M and preserves topographic information.
MCMC Algorithm 3.3.5 essentially updates mj according to (3.5.7), where covariance matrix
Sj,0 in (3.3.3) provides more flexibility for updates. We can summarize the above discussions
as follow.
Proposition 3.5.2. The update rule of the BHTC, Algorithm 3.3.5, essentially mimics the
batched version of the original SOM with neighborhood function h(j, νi) defined by (3.5.6) and
mapping function f(Xi) defined by (3.5.5).
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In the original SOM and GTM, neighborhood functions are assumed to remain same across
dimensions in the data space. Function h(j, νi) in (3.5.6), in contrast, incorporates both local
correlations on ΛL,M via Γ
−1
0,j and variations in data. In addition, {γq}pq=1 allows heterogeneity
of local correlations on ΛL,m across different dimensions. These provides the BHTC much more
flexibility than the SOM and its variants.
On the other hand, one can rewrite (3.5.4) into
E (mj | m−j) =
D∑
i=1
Kjif(mi)
where
Kji =
(
Γ−10,j + njS
−1
j
)−1( 1
D − 1Γ
−1
0,jI(i 6= j) + njS−1j I(i = j)
)
and
f(mi) = (D − 1)[Σj ]∗imiI(i 6= j) + 1
nj
∑
νl=j
XlI(i = j).
The submatrix [Σj ]∗i projects each mi onto Rp according to its component-wise relationship
to mj on latent ΛL,M so that [Σj ]∗imi provides a “version” of mi relative to mj ; on the
other hand, 1nj
∑
νl=j
XlI(i = j) provides an empirical “version” of mj based on data. Therefore,
f(mi) can be views as a“version” ofmi for each i. In addition,
D∑
i=1
Kji = Ip×p so that prototype
model (3.2.11) in the BHTC model is analogous to the Nadaraya-Watson kernel regression.
Similarly to the SOM and GTM, the BHTC can therefore be regarded as a form of kernel
smoother. There are, however, two major differences. First, the SOM smooths prototypes
corresponding to hard assignments of data points to node, whereas the smoothed vectors in
the BHTC provide conditional mean vectors, using which latent prototypes are further gen-
erated based on probabilistic models. The BHTC therefore retains the nature of smoothing
and considers two more hierarchies of information, variations from data and heterogeneous
component-wise correlations among prototypes on latent ΛL,M . This attribute is from the
hierarchical nature of the BHTC model, which is analogous to the distinction between hard
clusterings (e.g. k-means) and soft clusterings (e.g. the GTM) (Hastie, Tibshirani and Fried-
man, 2009; Izenman, 2008). The second difference is that the kernel function in the SOM
depends on the neighbohood function with an arbitrarily selected parameter, while the kernel
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function in the BHTC is governed by MCMC posterior samples, which is more objective and
data-driven.
3.6 Numerical Studies
We have conducted a small-scale numerical study to demonstrate how to interpret BHTC
results, and compared the BHTC with existing clustering methods in literature.
3.6.1 Descriptions of four data sets
We first consider a data set proposed by Hastie, Tibshirani and Friedman (2009) that was
used to demonstrate the original SOM. Let I1 = (−pi/8, pi/8) , I2 = I3 = J3 = (pi/4, 3pi/4) , J1 =
(0, 2pi), and J2 = I2 − pi/2. For i = 1, 2, 3, θi i.i.d.∼ U(Ii) and φi i.i.d.∼ U(Ji). Conditional on
(θi, φi), consider random vectors
Xij = (Xij,1, Xij,2, Xij,3)
′ (3.6.1)
for i = 1, 2, 3 and j = 1, · · · , ni, whereXij,1 i.i.d.∼ N(sin(θi) cos(φi), 0.32), Xij,2 i.i.d.∼ N(sin(θi) cos(φi), 0.32)
and Xij,3
i.i.d.∼ N(cos(θi), 0.32). Data {Xij}3,nii,j=1 therefore lies on a two-dimensional semi-sphere
embedded in R3 and possess three “theoretical” clusters.
Another data considered is the famous “Swiss roll data” (Tenenbaum, de Silva and Langford,
2000). It describes a two-dimensional sub-manifold embedded in R3 in a more delicate way
than the above HTF surface data. The data is motivated from the Switzerland cake that has
toppings spread on a layer of pastry and is rolled up on itself. We consider an variant of Swiss
roll data with multiple parallel strips that each strip is a “theoretical” cluster. For i = 1, · · · , k
and j = 1, · · · , ni, φij , θij i.i.d.∼ U(ai, bi) with different (ai, bi)’s. Consider random vectors
Xij = (Xij,1, Xij,2, Xij,3)
′ (3.6.2)
where Xij,1 = θij cos(θij), Xij,2 = φij + si and Xij,3 = θij sin(θij), where {si}ki=1 are positive
constants. Data {Xij}3,nii,j=1 therefore are distributed along k strips. Quantity si−sj determines
the separation between the ith and jth “theoretical” clusters.
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(a) HTF surface data (b) Swiss roll data
Figure 3.6 Examples of the HTF surface data and Swiss roll data. Left panel is the HTF surface
data, where the shaded area is the semi-sphere. The right panel is the Swiss roll
data with two parallel strips that provides two “theoretical” clusters.
Figure 3.6 displays examples of the HTF surface data and Swiss roll data. As seen in Figure
3.6, the HTF surface data lie near the surface of a semi-sphere in three “theoretical” clusters
centered at (1, 0, 0), (0, 1, 0) and (0, 0, 1), and the Swiss roll data (with k = 2) form two parallel
non-convex strips in R3. In the following simulation study, for the HTF surface data, we set
ni = 30 for each i; and, for the Swiss roll data, we set k = 2 (two strips) with ni = 80 for each
i and let a1 = a2 = −1, b1 = b2 = 1, s1 = 0 and s2 = 2.
We also consider two real data, the famous Fisher’s Iris data (Fisher, 1936) and the wine
recognition data (Forina, et al., 1988), for the simulation study. The Fisher’s Iris data consists
of 50 samples from each of three subspecies of Iris flower (setosa, virginica and versicolor),
and each data contains four attributes including the length and width for sepals and petals in
centimetres. The wine recognition data has 178 samples collected from a chemical analysis of
wine grown in the same region in Italy. The samples were derived from three different cultivars
that corresponds to three “natural clusters” with n1 = 48, n2 = 59 and n3 = 71. Thirteen
attributes including alcohol, malic acid, magnesium, and color intensity etc, are measured.
Both real data sets have been widely used for assessing classification methods. The known
classes provide natural clusters, based on which we assess the capability of clustering methods
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in recovering natural clusters. Both data sets are available on-line from UC Irvine ‘Machine
Learning Repository’ website at http://archive.ics.uci.edu/ml/.
3.6.2 BHTC results
The size and shape of latent grids in the BHTC determine the maximum number of possible
clusters and the reconstructed data manifold. We consider square or rectangular grids (with
similar L andM) with (L,M) reported in Table 3.1. The BHTC parameters are set as following:
ηq = 1 for each q ∈ {1, · · · , p},  = 0.5×D−30 for computing γ∗(ηq, D), (ασ, βσ) = (1, 1), and
τ = 1 in (3.3.10). Parameter k, the rank of Wj , is selected based on the PCA to preserve at
least 92% of data variations (referred to Table 3.1). We let Fp,k = 0p,k in (3.2.16) so that prior
distributions for Wj are uniform on Vk,p for each j ∈ {1, · · · , D}.
Table 3.1 Size of latent grids and rank of Wj
HTF surface data Swiss roll data Fisher’s Iris data Wine data
(L,M) (9, 9) (9, 9) (9, 9) (7, 6)
k 3 3 3 8
The first 5, 000 iterations are treated as burn-in steps, and the remaining 100, 000 MCMC
iterations are collected for inference (monitoring posterior means for multiple parameters, which
is not reported, provides evidences for mixing and convergences). From MCMC iterations,
we obtain the posterior coincidence matrix as demonstrated in Figure 3.7, which reflects the
empirical clustering pattern. The empirical version of risk (3.4.8) is then minimized using
MCMC samples, Algorithm 3.4.4 (grid search is employed for tuning parameters), by which we
obtain the approximate risk equivalent optimal BHTC clustering.
Figure 3.8 demonstrates visualizations of data partitions provided by the optimal BHTC
clustering in the fashion of the original SOM (Hastie, Tibshirani and Friedman, 2009; Kohonen,
1982; Lee and Verleysen, 2006). We refer it as the SOM-visualization of the BHTC. Swiss roll
data is challenging for its non-convexity geometry and nonlinearity, and we notice that panel
(a) shows that data labels spread into many groups without obvious aggregations, which is
not unexpected. However, the grouping pattern of small clusters implies existence of clusters
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(a) Swiss roll data set (b) Wine date set
Figure 3.7 Posterior coincidence matrices. Panels (a) and (b) are for the Swiss roll data and
wine date, respectively. Panel (a) visualizes that with high posterior probability,
the first 40 and the 81th ∼ 120th data points are within the same group while the
remaining data are within another group. Similarly, panel (b) shows three potential
clusters with high posterior probability that agrees with the natural clusters.
in a higher hierarchy. Panel (b) clearly suggests aggregations of data labels and existence of
three major clusters. Furthermore, SOM-visualizations of BHTC assist detecting topographical
outliers, for example data points 67, 71, 158 in the wine data based on panel (b) in Figure 3.8.
Smoothing parameters {γˆ∗q}pq=1 (in the sense of risk equivalence as discussed in Section 3.4.4)
measure how data aggregate on each dimension. Large γˆ∗q suggests long range association on
the qth dimension, while small γˆ∗q suggests the dimension on which data are more likely being
separated. On the other hand, heterogeneous γˆ∗q ’s imply existence of low dimensional structure
in data clouds. Figure 3.10 provides an example: we observe dimensional homogeneity of γˆ∗q ’s
for the Fisher’s Iris data, heterogeneity of γˆ∗q ’s for HTF surface data and Swiss roll data, and
a strong heterogeneity of γˆ∗q ’s for the wine data. We might infer that for the Fisher’s Iris
data, all variables are equally important for the optimal BHTC clustering or no apparent low
dimensional structures exist in R4. On the other hand, γˆ∗q ’s suggest that both HTF surface
and Swiss roll data have two-dimensional structures embedded in R3 (two γˆ∗q ’s are similar to
each other and different to the third one). However, the second and third dimensions are
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(a) Swiss roll data set (b) Wine date set
Figure 3.8 SOM-visualizations of the optimal BHTC clustering. Panels (a) and (b) are for the
Swiss roll data and wine date, respectively. Colored numbers represent the data
indices and natural/theoretical clusters.
both important for an optimal BHTC clustering for HTF surface data, and only the second
dimension is important for an optimal BHTC clustering for Swiss roll data (which are true
compared to the data generating mechanism described in Section 3.6.1). Finally, panel (d)
in Figure 3.10 implies that 3 among total 13 variables are important for an optimal BHTC
clustering for the wine data. Therefore, {γˆ∗q}pq=1 provide a measure of “variable importance for
clustering” (analogous to variable selections in regressions).
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(a) HTF surface data set (b) Swiss roll data set
(c) Fisher’s Iris data set (d) Wine date set
Figure 3.9 Demonstrations of {γˆ∗q}pq=1 for measuring “variable importance for the BHTC”.
3.6.3 Comparison with other clustering methods
We compare the BHTC to seven existing clustering methods in literature using above data.
We include k-means method, the original SOM, agglomerative hierarchical clustering algorithms
with different linkages, the spectral clustering (SC) method with fully connected graph (von
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Luxburg, 2007), and a newly developed variant of SC, the spectral clustering on ratios-of-
eigenvectors (SCORE) by Jin (2013).
The k-means methods (Hartigan and Wong, 1979) is a deterministic greedy optimization
algorithm and has nonparametric spirit. As discussed in Section 3.1.1, it can be viewed as a
limiting SOM. As a tree-like algorithm, agglomerative hierarchical clustering method also has
nonparametric flavor (Ward, 1963) and its performance may depend on the linkage function
being used. Three different linkages, the average linkage, complete linkage and Ward linkage,
are considered. As a nonlinear manifold learning algorithm, the spectral clustering algorithm
(or Laplacian eigenmaps) is powerful for community recovery in non-convex data cloud (Hagen
and Kahng, 1992; von Luxburg, 2007). We consider the spectral clustering with fully connected
graphs for defining the graph Laplacian. Different from the standard spectral clustering algo-
rithm, SCORE depends on the degree-corrected block model (DCBM) assumptions (Karrer and
Newman, 2011) and obtains asymptotic optimality for data clustering under certain regularity
conditions (Jin, 2013).
To assess the performance of clustering methods, we employ several measures based on
the resulting partitions and the theoretical (or natural) clusterings. Though they focus on the
partition risk part in (3.4.8), these well-known measures provides reasonably fair benchmarks
to compare different clustering methods. Consider the 2 × 2 contingency table with counts
{nij} that is formed by cross-classifying all pairs of data according to their clustering results
and their true associations (based on the theoretical or natural clusterings). Three measures
are used:
1. ψ-statistic:
ψ = 1− χ
2
n++
with n++ = n1+ + n2+ and
χ2 =
(n11 − n1+)2
n1+
+
(n22 − n2+)2
n2+
and values of ψ that are close to 1 provide indications of better performance.
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2. Rand index:
RI =
n11 + n22
n++
.
3. Fβ measure:
Fβ =
(β2 + 1)PR
β2P +R
where P = n11/n1+ and R = n11/n+1.
The ψ-statistic is tightly closed to Pearson χ2-test for contingency table, which measures
the association between the BHTC clustering and true clustering. Both the Rand index and
Fβ measure are information-theoretic metrics that interpret clustering results as a decision.
The Rand index has been used widely for assessing clustering results, and it measures the
percentage of correct decisions (simply, the accuracy). The Rand index gives equal weight to
false positive and negatives. Fβ measure, which is employed widely in information retrieval
and data compression, adds a weight β > 1 to false negatives in contrast to false positives. In
application, β = 5 is usually used.
For the purpose of comparisons, all clustering methods are set to have same maximum
number of clusters (with possible empty groups). Large number of possible clusters, which
corresponds to the large number of sub-communities in large network and big data (for example,
gene regulatory networks, protein interaction networks, social networks, etc.), has attracted
increasing attentions lately. Therefore, we challenge all the clustering methods with large
number of possible clusters regardless of the small “theoretical” clusters in the original data,
and examine how different methods perform. We consider 16, 25, 36, 40, 56, 64 and 81 possible
clusters for HTF surface, Swiss roll, and Fisher’s Iris data, and consider 16, 20, 25, 36, 42 and
56 possible clusters for the wine data.
Figures 3.10-3.12 report the ψ-statistics, Rand indices and F5 measures of all methods for
the four data sets. We observed that, in general, the BHTC performs well for large number
of possible clusters compared to other methods. Both the BHTC and SCORE are relatively
robust to the number of possible clusters.
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(a) HTF surface data set (b) Swiss roll data set
(c) Fisher’s Iris data set (d) Wine date set
Figure 3.10 Comparison of clustering methods based on ψ-statistics and four data sets. The
legends for clustering methods are displayed in panel (a).
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(a) HTF surface data set (b) Swiss roll data set
(c) Fisher’s Iris data set (d) Wine date set
Figure 3.11 Comparison of clustering methods based on the Rand indices and four data sets.
The legends for clustering methods are displayed in panel (a).
In terms of ψ-statistics, the BHTC outperforms most methods for large numbers of possible
clusters for HTF surface data, Fisher’s Iris data and the wine data. Given the intrinsic difficulty
of the Swiss roll data due to its non-convexity (for example, the ψ-statistic’s value is the smallest
among all four data sets on average), the SCORE performs the best for small number of clusters
as expected while the BHTC provides a very close performance to the SCORE, and both of
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them outperform other methods. For small number of possible clusters, the BHTC also has
larger ψ-statistics than most methods for Swiss roll data, Fisher’s Iris data and the wine data.
The hierarchical clustering method with average linkage outperforms other linkages given its
robustness. We also notice that the original SOM outperforms the k-means methods and they
behave very similar the the number of clusters increases.
(a) HTF surface data set (b) Swiss roll data set
(c) Fisher’s Iris data set (d) Wine date set
Figure 3.12 Comparison of clustering methods based on the F5 measures and four data sets.
The legends for clustering methods are displayed in panel (a).
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Figure 3.11 reports the Rand indices of clustering methods. We notice that the BHTC
outperforms other methods for large number of possible clusters for Swiss roll data, Fisher’s
Iris data and the wine data. However, both the BHTC and SCORE do not have outstanding
Rand indices compared to other methods. This can be interpreted by the fact that the Rand
index gives equal weight to both false negatives and false positives (which also explains the poor
performance of the SC for the wine data as it has good F5 measure once the weight is adjusted
in Figure 3.12). Compared to other methods, the BHTC has relatively robust Rand index
with respect to the number of clusters. Similar to the ψ-statistics, the hierarchical clustering
method with average linkage performs well for most data sets with small number of clusters.
The original SOM and k-means methods are also very similar to each other based on the Rand
index.
Figure 3.12 displays the performance of clustering methods based on F5 measures. The
BHTC, as observed in Figures 3.10 and 3.11, outperforms most other methods in terms of F5
measures for large number of possible clusters for HTF surface data, Fisher’s Iris data and the
wine data. The SCORE provides outstanding performances for both HTF surface data and
Swiss roll data compared to clustering methods other than the BHTC. For the challenging Swiss
roll data, the BHTC and SCORE are very similar to each other. Also, the BHTC, compared
to other methods, are relatively robust to the number of possible clusters.
3.7 Conclusions and Discussions
Cluster analysis is challenge and has been proven important in many fields including cat-
egory detection in genomic analysis, image segmentation, and community recovery in social
network, etc. Lately, Bayesian learning has become attractive for cluster analysis for its flex-
ibility and coherence. Motivated by the SOM, in this paper, we have introduced a Bayesian
hierarchical topographic clustering method to perform data clustering that retains the topo-
graphic structure of data. The core of the SOM is the self-organizing process, by which the
dependence among latent prototypes is modeled. The BHTC inherits the self-organizing process
using independent isotropic two-dimensional Gaussian processes.
The BHTC models the covariance structure of data by the principal component approxi-
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mation and allows different covariance matrices across clusters, i.e. Σj = σ
2
j Ip×p + WjW
′
j for
the jth cluster. Given latent prototypes and corresponding covariance matrices, the BHTC
in fact constructs a net
D⋃
j=1
EL(mj ,Σj) to approximate the data manifold, where EL(m,Σ)
denotes the ellipsoid (y−m)′Σ−1(y−m) = 1 for y ∈ Rp. By defining prior distributions of Wj
on the Stiefel manifold, we are able to employ the MCMC algorithm to sample the posterior
distributions of Wj in a straightforward way. An efficient MCMC algorithm is proposed to
sample posterior distributions of the BHTC parameters. A decision theoretic approach is used
for the BHTC based on posterior samples, by which a risk equivalent optimal BHTC clustering
can be defined. This approach accounts for both data partitions and topographic preservations
(more precise, distance preservation). It provides a sensible optimal rule for data clustering be-
yond MAP. In addition, the BHTC has a strong connection to the MRF and kernel smoothing
method, which provide alternative ways to link the BHTC and original SOM. Careful explo-
rations of these connections also explain the flexibility of the BHTC compared to the original
SOM.
We would like to point out that regardless the similarity between the BHTC and the finite
mixture normal model with normal prior (data model in the BHTC might be viewed as Xi ∼
D∑
j=1
N(µj ,Σj)δj with delta measure on the j
th component), the two models have very different
focus and motivation. Prior distributions of prototypes in the BHTC are motivated from the
SOM to deal with data clustering and to learn possible low dimensional structure in data
cloud. The covariance matrices in the BHTC are motivated by lower-rank approximation to
accommodate more general form than finite mixture model. Furthermore, the BHTC employs
MCMC samplings to minimize an empirical objective function specified for data clustering
while finite mixture models usually use the EM algorithm to maximize likelihood functions
(e.g. the GTM).
Finally, there are several interesting issues should be further explored or extended.
1. Model for labeling variables {νi}Ni=1. Model (3.1.8) is a “hard” parametric formulation,
and we may extend it by letting νi
i.i.d.∼ Pi(I) and Pi ∼ Π for some probability measures
Pi and process Π. This naturally falls into the context of nonparametric Bayesian and
will provide more flexibilities to the BHTC.
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2. Consistency of the posterior coincidence matrix Θ. The decision theoretic approach
employed by the BHTC depends on Θ. It is necessary to explore the asymptotic con-
sistency on two hierarchies. One is regarding the large sample behavior that whether
lim
N→∞
P
(
||Θˆ ({Xi}Ni=1)−Θ||F > C) = 0? A more interesting issue to be explored is the
convergence rate of Algorithm 3.4.4 as MCMC sample grows, i.e. identify generic se-
quence lim
n→∞ an =∞ such that an |P
n
Λ \ PΛ| → 0, an||Rn−R|| → 0, and an |EnΛ \ EΛ| → 0
as n→∞ in suitable senses.
3. Generalization of risk function (3.4.8). First of all, we may use RH :=
1
N(N−1)
∑
i<j
eI[νˆi=νˆj ](κ−ρij)
to make the first part of (3.4.8) nonnegative, so that results in Section 3.4 remains
valid. Second, while most risk functions in literature for data clustering focus on par-
tition loss (represented by a variety of matrix norms of the difference between the esti-
mated and true coincidence matrices), (3.4.8) attempts to integrate both partition loss
and penalty for poor topographic preservation. Early discussions in this section pro-
vide a penalty function for preserving data geometry directly rather than using distance
preservation. For given radius r, we could approximate the empirical data manifold by
M({Xi}Ni=1, r) = ∪Ni=1Br(Xi) so that the geometric penalty function can be defined by
PG(νˆ, r) = µ
(
M({Xi}Ni=1, r)∆ ∪Dj=1 EL(mj(νˆ),Σj(νˆ))
)
where µ could be the Lebesgue
measure. The result in Section 3.4 however may not hold for PG and numerical methods
need to be re-derived.
4. Interpretation of smoothing parameters {γˆ∗q}pq=1. We notice in Section 3.6 that smoothing
parameters provide a measure for “variable importance of the BHTC”. Feature selections
for data clustering has attracted many attentions recently (Jin and Wang, 2014; Witten
and Tibshirani, 2010) that most existing methods perform feature selections before data
clustering. The BHTC integrates those two aspects using the smoothing parameters in
two-dimensional Gaussian processes priors naturally. Further research should be con-
ducted towards developing theoretical investigations on this issue.
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3.8 Appendix: Technical Details for Model Derivations
3.8.1 Technical details for model derivations
3.8.1.1 Proof of Proposition 3.2.3
Conditional on νi = j ∈ I, for fixed {σ2j ,Wj}Dj=1 and {ηq, γq}pq=1
Var(Xi|νi = j) = E
[
Var
(
Xi|mj , σ2j ,Wj
)]
+ Var
[
E
(
Xi|mj , σ2j ,Wj
)]
= E
[
σ2j Ip×p +WjW
′
j
]
+ Var [mj ]
= σ2j Ip×p +WjW
′
j + ∆
by (3.1.7), (3.2.11), and (3.2.12), where ∆ is the diagonal matrix whose diagonal elements are
η1, · · · , ηp. Let nj =
N∑
i=1
I(νi = j) for the j
th cluster, and consider J = {j = 1, · · · , D | nj >
0} := {1∗, 2∗, · · · , D∗} with |J | = D∗.
For each j ∈ J , let yj := diag
{
1
nj
nj∑
i=1
XiX
′
i − X¯jX¯ ′j
}
so that
E (yj) = σ2j · 1p×1 + ωj + η
where diag(A) denotes diagonal elements of matrixA, ω′j ·ei =
k∑
l=1
([Wj ]il)
2, and η = (η1, · · · , ηp)′.
Let Yp×D∗ = (y1∗ , · · · ,yD∗),Σp×D∗ = (σ21∗ , · · · , σ2D∗) ⊗ 1p×1, and Ωp×D∗ = (ω1∗ , · · · ,ωD∗), η
is therefore a nuisance vector for the multivariate analysis of variance problem
Yp×D∗ = Σp×D∗ + Ωp×D∗ + 1
′
1×D∗ ⊗ η.
3.8.1.2 Proof of Proposition 3.2.4
We drop the subscript q for brevity in this section. Without losing of generality, let η = 1
and write V (1, γ) as V (γ). Using the Rayleigh quotient, we have
λ0(γ) = min
06=y∈RD
y′V (γ)y
y′y
:= min
06=y∈RD
f(y, γ). (3.8.1)
Componentwisely, V (γ) → JD = 1D×1 ⊗ 1′1×D as γ → ∞ and V (γ) → ID as γ → 0. Also,
f(y, γ) is continuous as [V (γ)]ij are continuous in γ for all i, j ∈ {1, · · · , D}. For each y ∈ RD,
f(y,∞) = (y′1D×1)2 / (y′y) and f(y, 0) = 1.
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With fixed dimension D, notice that
∆ij :=
[
(ui − uj)2 + (vi − vj)2
] ≥ 1
for i 6= j ∈ {1, · · · , D} where ui, uj , vi, vj are defined in (3.2.1)-(3.2.2) and (3.2.7), and ∆ij = 0
for i = j. Therefore, for any /D > 0,
max
i 6=j∈{1,··· ,D}
exp
(
−∆ij
γ
)
<

D
for γ < γ1 =
1
lnD − ln  . Hence, for any y ∈ R
D and /D > 0, Jensen’s inequality yields
|f(y, γ)− f(y, 0)| < 
given γ < γ1. Thus, f(y, γ) uniformly converges to f(y, 0) as γ → 0. Similarly, f(y, γ)
uniformly converges to f(y,∞) as γ →∞.
Thus, (3.8.1) implies lim
γ→0
λ0(γ) = 1 and lim
γ→∞λ0(γ) = 0. By the continuity of λ0(γ),
for any 0 ∈ (0, 1), there exists γ∗ ∈ (0,∞) such that λ0(γ∗) = 0. Furthermore, [V (γ)]ij
is monotonically increasing in γ, so that the function’s image has inclusion Im(f(y, γ1)) ⊂
Im(f(y, γ2)) for γ1 < γ2, which implies λ0(γ1) ≥ λ0(γ2). Therefore, for any γ > γ∗, λ0(γ) ≤ 0,
which gives the assertion.
3.8.1.3 Proof of Proposition 3.3.1
Fix j ∈ I. By (3.3.2), the posterior distribution of mj conditional on everything is propor-
tional to
f
[
mj |m−j , {γq}pq=1
] nj∑
i=1
f [Xi|νi,Wj , σ2j ,mj ].
For fixed {ηq}pq=1, model (3.2.11) is well-defined by Corollary 3.2.5 so that standard results
imply
mj |m−j , {γq}pq=1 ∼ N
(
Σ(γ)12,jΣ(γ)
−1
22,jm−j ,Σ(γ)11,j − Σ(γ)12,jΣ(γ)−122,jΣ(γ)21,j
)
.
The assertion is therefore automatically true for nj = 0, where nj =
N∑
i=1
I(νi = j).
For nj > 0, conditional on everything, data model (3.1.7) implies for i = 1, · · · , nj
Xi
i.i.d.∼ N (mj , σ2j Ip×p +WjW ′j) := N(mj , Sj)
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and
mj ∼ N
(
Σ(γ)12,jΣ(γ)
−1
22,jm−j ,Σ(γ)11,j − Σ(γ)12,jΣ(γ)−122,jΣ(γ)21,j
)
:= N(m−j,0,Γ0,j).
Algebraic arrangements give that, in f [mj |{Xi}nji=1, Sj ,m−j,0,Γ0,j ], the exponential terms in-
volving mj is
exp
[
−1
2
(
m′j(Γ
−1
0,j + njS
−1
j )mj + 2m
′
j
(
njS
−1
j X¯j + Γ
−1
0,jm−j,0
))]
∝ exp
[
− 1
2
( [
mj − (Γ−10,j + njS−1j )−1
(
njS
−1
j X¯j + Γ
−1
0,jm−j,0
)]′
(Γ−10,j + njS
−1
j )[
mj − (Γ−10,j + njS−1j )−1
(
njS
−1
j X¯j + Γ
−1
0,jm−j,0
)])]
.
Therefore,
mj
∣∣· ∼ N((Γ−10,j + njS−1j )−1 (njS−1j X¯j + Γ−10,jm−j,0) , (Γ0,j + njSj)−1)
where · denotes everything in (3.2.18), which gives the desired assertion.
3.8.1.4 Proof of Proposition 3.3.2
For j ∈ I, (3.2.13) and (3.3.6) imply that conditional on everything else
f
[
σ2j |·
] ∝ f [σ2j ] nj∏
i=1
f [Xi|νi,Wj , σ2j ,mj ]
where
f [σ2j ] =
βασσ
Γ(ασ)
(σ2j )
−ασ−1 exp
(
−βσ
σ2j
)
.
The result is automatically true if nj = 0, where nj =
N∑
i=1
I(νi = j). For nj > 0,
f
[
σ2j |·
] ∝ {[det (σ2j Ip×p +WjW ′j)]−nj/2 (σ2j )−(ασ+1)} ·{ exp
(
−βσ
σ2j
)
exp
−1
2
∑
i:νi=j
(Xi −mj)′
(
σ2j Ip×p +WjW
′
j
)−1
(Xi −mj)
}
:= I1 · I2.
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By the Sylvester’s determinant theorem (Horn and Johnson, 1990) and the model assumption
Wj ∈ Vk,p, we have
I1 =
[
det
(
σ2j Ip×p +WjW
′
j
)]−nj/2 (σ2j )−(ασ+1)
=
[
det(σ2j Ip×p)det(Ik×k + σ
−2
j W
′
jWj)
]−nj/2
(σ2j )
−(ασ+1)
= (σ2j )
−[(ασ+1)+pnj/2]
(
1 + σ2j
σ2j
)−knj/2
=
(
σ2j
)−αj (σ2j + 1)−βj
where αj and βj are defined in the statements in Proposition 3.3.2.
Furthermore, by the Woodbury’s theorem (Horn and Johnson, 1990) and Wj ∈ Vk,p(
σ2j Ip×p +WjW
′
j
)−1
= (σ2j )
−1Ip×p − (σ2j )−1Ip×pWj,p×k
[
Ik×k +W ′j,k×p(σ
2
j )
−1Ip×pWj,p×k
]−1
·W ′j,k×p(σ2j )−1Ip×p
= (σ2j )
−1Ip×p − (σ2j )−1Wj,p×k
[(
1 +
1
σ2j
)
Ik×k
]−1
W ′j,k×p(σ
2
j )
−1
= (σ2j )
−1Ip×p −Wj,p×kW ′j,k×p
1
(σ2j + 1)σ
2
j
= (σ2j )
−1 (Ip×p −Wj,p×kW ′j,k×p)+Wj,p×kW ′j,k×p(σ2j + 1)−1
so that
I2 = exp
[
−βσ(σ2j )−1 −
1
2
tr
((
σ2j Ip×p +WjW
′
j
)−1
Tj
)]
= exp
[
−βσ(σ2j )−1 −
1
2
tr
(
(σ2j )
−1 (Ip×p −WjW ′j)Tj)− 12tr (WjW ′jTj) (σ2j + 1)−1
]
= exp
[
− γj
σ2j
− δj
σ2j + 1
]
where γj and δj are defined in the statements in Proposition 3.3.2.
The desired result, (3.3.8), is therefore derived by simply multiplying I1 to I2.
3.8.1.5 Proof of Proposition 3.3.4
For j ∈ I, (3.2.16) and (3.3.7) imply that conditional on everything else
f [Wj |·] ∝ f [Wj ]
nj∏
i=1
f [Xi|νi,Wj , σ2j ,mj ],
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where f [Wj ] ∝ exp(tr(F ′Wj)) with respect to the dominating invariant measure (dH1) on
Vk,p as discussed in Section 3.2.3. Hence, the result is automatically true if nj = 0, where
nj =
N∑
i=1
I(νi = j).
Now consider nj > 0. From the intermediate step in proving Proposition 3.3.2, we have
(
σ2j Ip×p +WjW
′
j
)−1
= (σ2j )
−1Ip×p −Wj,p×kW ′j,k×p
1
(σ2j + 1)σ
2
j
so that
nj∏
i=1
f [|νi,Wj , σ2j ,mj ] ∝ exp
[
−1
2
tr
(
−W ′j
[
Tj
1
(σ2j + 1)σ
2
j
]
Wj
)]
.
Therefore
f [Wj |·] ∝ exp
[
tr
(
F ′Wj + Ik×kW ′jAjWj
)]
with Aj = Tj
1
(σ2j + 1)σ
2
j
, which gives the desired results.
3.8.2 Some details about the Hoff sampler
In Hoff (2009), an efficient algorithm to sample the Bingham-von Mises Fisher distribu-
tion with parameter A,B,C, Bp,k(A,B,C) was proposed based on the decomposition of null
spaces. For readers’ conveniences, we present the method in this appendix for sampling Wj
with conditional posterior distribution (3.3.9).
First of all, we introduce the vector Bingham-von Mises-Fisher distribution (Gupta and
Nagar, 2000).
Definition 3.8.1. (Vector Bingham-von Mises-Fisher distribution) With respect to the in-
variant measure (dH1), the random vector x ∈ Rm is said to have the vector Bingham-von
Mises-Fisher distribution with vector parameter c ∈ Rm and symmetric matrix A ∈ Rm×m if
it has the probability density
g(c, A)−1 exp
(
c′x+ x′Ax
)
where g(c, A)−1 is the normalizing constant.
Then we introduce the Hoff sampler for the vector Bingham-von Mises-Fisher distribution
with parameter c and A. Let A = E′ΣE by the spectrum decomposition.
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Algorithm 3.8.2. (Hoff sampler for the vector Bingham-von Mises-Fisher distribution) For
given value of xn = x at the nth iteration,
1. compute y = E′x,
2. perform following steps for each j ∈ {1, 2, · · · ,m} in random order that
(a) let r = (r1, · · · , rm) =
(
y21
1−y2j
, · · · , y2m
1−y2j
)
,
(b) let s = (sign(y1), · · · , sign(ym)),
(c) let d = E′c, σ := diag(Σ) = (σ1, · · · , σm),
(d) generate θ ∈ (0, 1) with density
f(θ) ∝ f [θ, sj = −1|r−j , s−j ] + f [θ, sj = 1|r−j , s−j ]
where
f [θ, s1|r−1, s−1] ∝ exp
[
θ(σ1 − r′−1σ−1)
]
θ−1/2(1− θ)(m−3)/2
· exp
[
θ1/2s1d1 + (1− θ)1/2(s−1 ◦ (r−1)1/2)′d−1
]
with ◦ denoting the Hadamard product and (r−1)1/2 denoting elementwise square
root of vector r−1,
(e) sample Rademacher random variable si ∈ {−1, 1} with probability
P(si = 1) =
exp[θ1/2dj ]
exp[θ1/2dj ] + exp[−θ1/2dj ]
,
(f) set yj = sj
√
θ and for each i 6= j, set y2i = (1− θ)ri with the sign unchanged.
3. set x = Ey.
Let xn+1 = x.
Using Algorithm 3.8.2, we introduce the Hoff sampler used in Algorithm 3.3.5.
Algorithm 3.8.3. (Hoff sampler) For each j = 1, · · · , D, given Wnj = W at the nth iteration,
perform the following 4 steps for each l ∈ {1, 2, · · · , k} with k < p in random order:
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1. let N be the null space of {W,1, · · · ,W,l−1,W,l+1, · · · ,W,k} and let z = N ′W,l,
2. compute c = N ′F,l and
A1 =
1
2(σ2,nj + 1)σ
2,n
j
N ′Tj
(
mnj , {νn+1i }Ni=1
)
N,
3. update the elements of z using Algorithm 3.8.2 with parameters c and A1,
4. set W,l = Nz.
Finally, let Wn+1j = W .
3.8.3 Proof of Proposition 3.4.5
We fixed the triplet of tuning parameters (κ, r, λ). For simplicity, we let κ = 1/2 and r = N
in following arguments, which remains valid for any choice of the triplet.
1. Fix λ > 0. Based on n iterations of MCMC samples, empirical risk function Rn for a
particular BHTC clustering s is
Rn(ν) =
N∑
i<j
f1,ij(ν)
(
1
2
− ρˆnij
)
+ λf2(ν)
=
1
2
N∑
i<j
f1,ij(ν) + λf2(ν)
− N∑
i<j
f1,ij(ν)ρˆ
n
ij
:= R1 +R
n
2
where f1,ij(ν) = I[νi = νj ], and
ρˆnij =
1
n
n∑
k=1
I[νˆk,i = νˆk,j |{Xl}Nl=1]
is the posterior estimate of the ijth term in the coincidence matrix Θ. Function f2(ν) is
the second term in (3.4.8), which depends only {Xi}Ni=1 and a fixed clustering. For any
fixed BHTC clustering, lim
n→∞R1 ≡ R1. For the convergence of R
n
2 , it suffices to study the
convergence of ρˆnij as R
n
2 has finite terms for fixed N data vectors.
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With θ defined in Algorithm 3.3.5, the transition kernel is
K(θ,θ∗) =g1
(
{ν∗i }Ni=1|{Wj}Dj=1, {σ2j }Dj=1, {mj}Dj=1, {γq}pq=1
)
× g2
(
{W ∗j }Dj=1|{ν∗i }Ni=1,
{σ2j }Dj=1, {mj}Dj=1, {γq}pq=1
)
× g3
(
{m∗j}Dj=1|{ν∗i }Ni=1, {W ∗j }Dj=1, {σ2j }Dj=1, {γq}pq=1
)
× g4
(
{σ2,∗j }Dj=1|{ν∗i }Ni=1, {W ∗j }Dj=1, {m∗j}Dj=1, {γq}pq=1
)
× g5
(
{γ∗q}pq=1|{ν∗i }Ni=1,
{W ∗j }Dj=1, {m∗j}Dj=1, {σ2,∗j }Dj=1
)
where the transition functions {gi}5i=1 are defined by Algorithm 3.3.5 that
• by symmetry of the Boltzmann kernel in (3.3.11), g1 is defined by the Boltzmann
kernel (3.3.11) and Metropolis kernel Robert and Casella (2004),
• g2 is defined by the Hoff-sampler Hoff (2009),
• g3, g5 are defined by the Metropolis-Hasting kernel with Gaussian calibration Robert
and Casella (2004); Zhou, Vardeman and Wu (2013), and
• g4 is defined by multivariate normal distribution.
It is noticed that g1 is absolutely continuous with respect to the counting measure ω
on I, g2 is absolutely continuous with respect to the invariant measure (dH1) Chikuse
(2003); Hoff (2009), and g3, g4, g5 are dominated by the Lebesgue measure µ restricted
on corresponding state spaces. Therefore, the transition kernel of Algorithm 3.3.5, K
is absolutely continuous with respect to the product measure dω⊥I × (dH1)× dµ⊥Rp ×
dµ⊥R+ . In addition, state space of (νi, νj) is finite for each i < j and h(νi, νj) := I(νi =
νj) ∈ L1(dω). Hence, by the law of large number (Theorem 10.10 in Robert and Casella
(2004)),
ρˆnij → ρij a.s as n→∞.
Hence, Rn2 → R2 as n→∞ and Rn(ν)→ R(ν) a.s. as n→∞.
2. Algorithm 3.3.5 defines a Markov chain. Specifically, N -dimensional vector νˆ is an
element of a Markov chain whose state space is PΛ with finite cardinality. For fixed
j1 6= j2 ∈ PΛ, the transition probability between νˆj1 and νˆj2 is defined by the Boltzmann
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kernel and Metropolis kernel as discussed above. In fact,
K(νˆj1 , νˆj2) = K
(
{νˆj1i }Ni=1, {νˆj2i }Ni=1
)
=
N∏
i=1
[
ρ(νˆj1i , νˆ
j2
i )q(νˆ
j2
i |νˆj1i ) + (1− r(νˆj1i ))δνˆj1i (νˆ
j2
i )
]
where q(νˆj2i |νˆj1i ) is defined by (3.3.11), ρ(νˆj1i , νˆj2i ) = f [νˆ
j1
i |·]
f [νˆ
j2
i |·]
∧ 1 with f [νi|·] defined in
(3.3.1), r(νˆj1i ) =
1
D
∑
νˆ
j2
i ∈I
ρ(νˆj1i , νˆ
j2
i )q(νˆ
j2
i |νˆj1i ), and δνˆj1i (νˆ
j2
i ) denotes the δ-measure at νˆ
j1
i .
By (3.3.11), q(νˆj2i |νˆj1i ) is positive for any (νˆj1i , νˆj2i ); and ρ(νˆj1i , νˆj2i ) ∈ (0, 1] by the data
model in Sections 3.2.1 and 3.3.1. Hence, K(νˆj1 , νˆj2) > 0 for any νˆj1 , νˆj2 ∈ PΛ, which
implies the irreducibility of the Markov chain of νˆj . Therefore, all states in PΛ are
recurrent since |PΛ| <∞ and the Markov chain of νˆj has solidarity property, i.e. for any
clustering ν,ν ′ ∈ PΛ
P
(∃ 1 ≤ m <∞ such that νm = ν | ν0 = ν) = 1
and
P
(
T ′ <∞ | ν0 = ν) = 1
where T ′ = inf{m ≥ 1 : νm = ν ′}. Therefore, as n→∞
PnΛ := spt
({νˆj}nj=1)→ PΛ a.s.
3. We first show that Im(Rn(ν)) → Im(R(ν)) a.s. for n → ∞, where Im(Rn(ν)) and
Im(R(ν)) denote images of functions Rn(ν) and R(ν) on their domains PnΛ and PΛ,
respectively. Notice that both PnΛ and PΛ have finite elements, so that values of Rn(ν)
on PnΛ form a triangular array in n. For each n,
Im(Rn(ν)) =
{
Rn
(
ν1
)
,Rn
(
ν2
)
, · · · ,Rn (νmn)}
where mn = |PnΛ| and mn ↑ |PΛ| < ∞ as n → ∞. Figure 3.13 illustrates the triangular
array defined by Rn on PnΛ.
For any yn ∈ Im(Rn(ν)), there exits νy ∈ PnΛ such that Rn(νy) = yn. As PnΛ ⊂ Pn+1Λ
and PnΛ → PΛ, νy ∈ PΛ and yn = Rn(νy) → R(νy) ∈ Im(R). Therefore, Im(Rn(ν)) →
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Figure 3.13 Triangular array formed by values of Rn(ν) on PnΛ.
Im(R(ν)) a.s. since
{
ν1,ν2, · · · ,νmn} = PnΛ → PΛ a.s.. By Definition 3.4.2, EΛ = PΛ/ R∼
and EnΛ = PnΛ/ R
n∼ , so that
EnΛ =
⋃
c∈Im(Rn(ν))
{[{ν ∈ PnΛ : Rn(ν) = c}]}
and
EΛ =
⋃
c∈Im(R(ν))
{[{ν ∈ PΛ : R(ν) = c}]} .
The convergences of Im(Rn(ν)) and PnΛ therefore imply EnΛ → EΛ a.s. for n→∞.
3.8.4 Proof of Theorem 3.4.6
Proposition 3.4.3 guarantees that An() and A() are non-empty. For any νn ∈ An(),
|Rn(νn)−mn| < 
2
.
For any 1 > 0 there exists N(1) > 0 such that for any n > N(1), |Rn(ν) − R(ν)| < 1 a.s.
by Proposition 3.4.5.
For hn(ν) = Rn(ν)I(EnΛ) and h(ν) = R(ν)I(EΛ), Proposition 3.4.5 implies h
n → h a.s..
Similar to arguments in section 3.8.3, Im(hn(ν)) → Im(h(ν)) as the values of hn(s) form a
triangular array that
Im(hn(ν)) = {hn(ν1), hn(ν2), · · · , hn(νln)}
102
where ln = |EnΛ| ↑ l = |EΛ| < ∞. Therefore, mn = minhn = min Im(hn(ν)) converges to
m = minh = min Im(h(ν)). Hence, for any 2 > 0, there exists N(2) > 0 such that for any
n > N(2), |mn − m| < 2. Let 0 = 4 ∧ 1 ∧ 2, there exists N(0) > 0 such that for any
n > N(0)
|R(νn)−m| ≤ |Rn(νn)− R(νn)|+ |Rn(ν)−mn|+ |mn −m|
<

4
+

2
+

4
=  a.s.
Hence, R(νn) ∈ A() a.s. whenever n→∞.
3.8.5 Technical details for Section 5
We quote the Besga Factorization Theorem as following for proving Theorem 3.5.1.
Theorem 3.8.4. (Besag Factorization Theorem (Besag, 1974; Cressie, 1993)) Suppose that
the random variables {Z(ti) : i = 1, · · · , n} have joint probability function P(·) with support Ω
satisfying the positivity condition, i.e.
Ω := {z(t1), · · · , z(tn) : g(z(t1), · · · , z(tn)) > 0} =
n∏
i=1
Ωi
where g(·) denotes the joint density of Z(t1), · · · , Z(tn) and Ωi := {z(ti) : f(z(ti)) > 0} where
f(·) denotes the marginal density of Z(ti). Then
P(z)
P(y)
=
n∏
i=1
P (z(ti)|z(t1), · · · , z(ti−1), y(ti+1), · · · , y(tn))
P (y(ti)|z(t1), · · · , z(ti−1), y(ti+1), · · · , y(tn))
where z := (z(t1), · · · , z(tn))′ ∈ Ω and y := (y(t1), · · · , y(tn))′ ∈ Ω are any two possible
realization of Z.
3.8.5.1 Proof of Theorem 3.5.1
The proof is an application of the Besag Factorization Theorem in density form. We focus
on the joint distribution of {zq(ti)}Di=1 for each q first, the second half of the theorem is implied
by independence.
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For each q ∈ {1, · · · , p}. Let y = 0 in the Besag Factorization Theorem in density form,
then for zq = (zq(t1), · · · , zq(tD))
log
(
f(zq)
f(0)
)
=
D∑
i=1
log {fi (zq(ti)|zq(t1), · · · zq(ti−1), 0i+1, · · · , 0D)}
− log {fi (0i|zq(t1), · · · zq(ti−1), 0i+1, · · · , 0D)}
= − 1
2ηq
D∑
i=1
zq(ti)− i−1∑
j=1
hqi,jzq(tj)
2 + 1
2ηq
D∑
i=1
 i−1∑
j=1
hqi,jzq(tj)
2
= − 1
2ηq
D∑
i=1
z2q (ti) +
1
ηq
D∑
i=1
i−1∑
j=1
hqi,jzq(ti)zq(tj)
= − 1
2ηq
z′qzq +
1
2ηq
z′qH
qzq = − 1
2ηq
z′q(I −Hq)zq
which is the exponential term in a Gaussian density with mean 0 and covariance matrix Σ =
ηq(I −Hq)−1. Recall the definition of Hq in (3.5.2), zq ∼ N(0D×1, Vq(ηq, γq)), which gives the
first half of the theorem.
By the assumption that Zq are independent and the arrangement of locations on ΛL,M that
(u1, v1) = (1, 1), (u2, v2) = (1, 2), · · · , (uD, vD) = (L,M), we immediately have (Z1, · · · ,Zp) d=
vec(M) given by (3.2.9). Recall the definition of the reflection matrix C0 in (3.2.10), discussion
in Section 3.2.2 gives the second part of the theorem.
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CHAPTER 4. CLASSIFICATION BASED ON ACTIVE SET SELECTION
A paper prepared for Statistical Analysis and Data Mining
Wen Zhou, Stephen B. Vardeman, Max D. Morris, and Huaiqing Wu
Abstract
Dataset shift is the phenomenon in predictive analytics where distributions of training and
predicting (or test) data are different. This phenomenon is encountered in developing classifi-
cation methods. It is drawing growing attention as many practical applications of classification
must cope with some degree of dataset shift, and performances of theoretically well-behaved
methods can suffer substantial degradation when it is present.
We consider the covariate shift problem, a particular type of dataset shift where distri-
butions of feature vectors are possibly different between training and predicting (test) sets.
Inspired by kernel density estimations, we propose a classification method that involves the
weighted bootstrap and ensemble learning. This procedure trains classifiers using subsets of
the training data that are in some sense like the predicting (test) cases, thereby dealing with
the covariate shift problems. The resulting method is called Active Set Selection Classification
(ASSC). The basic procedure is flexible and can be used with existing methods of classification,
such as support vector machines (SVMs), linear discriminant analysis (LDA), and classifica-
tion trees to improve their prediction accuracy. ASSC performs well on both simulated and
real data sets. We preface application of ASSC with a preliminary screening step to deal with
situations where the number of features is larger than the training set size.
Keywords: classification, density estimation, data reduction, ensemble learning, nonparamet-
ric, weighted bootstrap
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4.1 Introduction
Classification is an important statistical machine learning problem. It focuses on identifying
to which of a finite number of categories new observations belong, based on comparison to
available instances from those categories. Statistically, classification is usually formulated as
follows. Consider a training data set T with n (labeled) observations {(Yi,Xi)}ni=1, where
Yi ∈ C = {0, · · · ,K − 1} are the corresponding class labels (K ≥ 1) and Xi are p-dimensional
feature vectors. By training a classifier (a model or an algorithm) on T , we obtain (an empirical)
classifier fˆ to use in predicting the unobserved label V ∈ C of a new p-dimensional observation
U by fˆ(U). Typically, (V,U) is assumed to follow some distribution, with respect to which
a misclassification risk E(V,U) {L (V, f(U))} might be minimized by an ideal f for some loss
function L. In practice, an empirical risk (a predicting/test set version of the theoretical risk)
is used to assess the effectiveness of classification methods.
Classification methods have been applied in a wide variety of fields, including in disease
diagnosis using high-throughput data such as microarrays, SNPs (single-nucleotide polymor-
phisms), and relevant clinical information, in on-line business marketing, in spam detection,
in image segmentation, in facial recognition, etc. Many classification methods have been de-
veloped since the linear discriminant analysis (LDA) of Fisher (1936). These include logistic
regression, k-nearest neighborhood methods, naive Bayes methods, neural networks, classifi-
cation trees, support vector machines, etc. To accommodate contemporary applications with
large number of features (i.e., data of high-dimensionality), classification methods such as the
penalized additive logistic regression models (penGAM) (Meier, Geer, and Bu¨hlmann, 2009),
the regularized optimal affine discriminant (ROAD) (Fan, Feng, and Tong, 2012), the feature
augmentation via nonparametrics and selection (FANS) (Fan, et al.,, 2013), and the higher
criticism thresholding classification (HCT) (Fan, Jin, and Yao, 2014), have been developed.
Most existing classification methods put great emphasis on extracting signals from a training
set T , and focus on predicting an individual new observation that is implicitly assumed to be
adequately represented by the training set. But they pay less attention to the predicting set
P itself. In practice, the predicting set usually has more than one observation and contains
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useful information for improving prediction across itself. Furthermore, using both the training
and predicting sets appropriately provides a way to essentially include considerations of data
quality as a factor in developing a classification method. For example, the prototype method
utilizes both the training and predicting sets and has been shown to be very effective in real
problems (Hastie, Tibshirani, and Friedman, 2009). In fact, it is increasingly recognized that
many theoretically well-behaved methods may perform poorly in practice due to issues of data
quality (Kuhn and Johnson, 2013).
Data quality in statistical machine learning has been addressed from different perspectives
including data complexity (Ho and Basu, 2002), intrinsic variances (Zhu and Wu, 2004), miss-
ing values (Hastie, Tibshirani, and Friedman, 2009; Ghannad-Rezaie, et al.,, 2010; Kuhn and
Johnson, 2013), imbalances (Fithian and Hastie, 2013), and particularly, dataset shift.
Though studied for years, dataset shift had not had a widely accepted nomenclature until
Storkey (2009). The definition of the general issue proposed there is “cases where the joint
distribution of inputs and outputs differs between training and test stage.” Currently accepted
dataset shift terminology categorizes possible differences between training and predicting/test
joint distributions in three ways.
1. The first type is called covariate shift. Here the distribution of features changes between
training and predicting sets. In the above statistical settings, training and predicting data
have Xi
i.i.d.∼ F and Uj i.i.d∼ G for some distributions F and G. The covariate shift context
is the scenario where F 6= G while the label generation mechanism is the same for training
and predicting sets. Formally, it assumes that Ptraining(Y |X = x) = Ppredicting(V |U = u)
for x ∈ spt(F ),u ∈ spt(G) (spt(H) denotes the support of distribution H). With possible
degenerate conditionals, this formulation includes both the probabilistic and deterministic
label (Y ) generation mechanisms.
Example 4.1.1. Consider p = 1. Assume the training set is T = {(Yi, Xi)}ni=1 where
Xi
i.i.d.∼ 12N(−2, 1) + 12N(2, 1) and conditional on Xi the labels are independent with
Yi ∼ Ber(pi) with pi = exp(Xi/c)
exp(Xi/c) + 1
for c > 0; and the predicting set is P = {Uj}mj=1
with Uj
i.i.d.∼ N(0, 5) and conditional on Uj the unobserved labels are independent with
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Vj ∼ Ber(qj) with qj = exp(Uj/c)
exp(Uj/c) + 1
for the same c > 0. This example has covariate
shift.
Covariate shift was first discussed as an important topic by Shimodaira (2000), and has
been widely studied in literature (Hand, 2006; Yamazaki, et al.,, 2007; Bickel, Bru¨ckner,
and Scheffer, 2007; Gretton et al.,, 2009).
2. The second type of dataset shift is referred to by Storkey (2009) as prior probability
shift, which is similar to the “imbalance” problem in that only the marginal distribution
of labels changes between the training and predicting sets. This type of dataset shift
is very common in applications such as clinical diagnosis, on-line business marketing,
and survey studies. It usually occurs when sampling depends on the class labels but is
independent of the features. Cieslak and Chawala (2009) have provided a comprehensive
discussion on the prior probability shift problem.
3. Dataset shift of the third type is usually referred to as concept shift, in which only
the conditional distributions of labels given features change between the training and
predicting sets (Widmer and Kubat, 1996; Yamazaki, et al.,, 2007). In other words,
F = G, but there is no label generation mechanism common between the training and
predicting sets.
Example 4.1.2. Consider a p = 1 case. Assume T = {(Yi, Xi)}ni=1 where Xi i.i.d.∼ N(0, 1)
and Yi = I(Xi > 0), while P = {Uj}mj=1 where Uj i.i.d.∼ N(0, 1) and the unobserved labels
are Vj = I(Uj > 1). This illustrates concept shift.
In this paper, we focus on the covariate shift problem, which may be caused by either
sample selection bias (for example, in disease diagnosis and strategy analysis in the insurance
industry) or non-stationary environments of feature collection (for example, in spam detections
and on-line business marketing). An early treatment of covariate shift problems is the weighted
log-likelihood method of Shimodaira (2000), where the ratio of estimated probability densities
of features in T and P plays a critical role. Sugiyama, Krauledat, and Mu¨ller (2007) employed
the ratio of estimated density functions to develop importance-weighted cross-validation, where
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the underlying distributions are assumed to be multivariate Gaussian. Some other methods
developed for the covariate shift problem in classification include the asymptotic Bayesian
generalization error corrections of Yamazaki, et al., (2007), the discriminative learning of Bickel,
Bru¨ckner, and Scheffer (2007), and the kernel mean matching procedure of Gretton et al.,
(2009). We refer the readers to Quin˜onero-Candela, et al., (2009) for more discussion.
Existing methods for the covariate shift problem usually depend on assumptions of normal-
ities for the underlying distributions and focus on fixed-dimensional problems (i.e., where p is a
constant and much smaller than n). In this paper, we propose a classification method using a
weighted bootstrap and an ensemble learning mechanism. This nonparametric method is free
from normality assumptions. First, a kernel-like function is adopted to compute a probability
of case i from T , (Yi,Xi), being selected for developing a classifier for a predicting set P. The
probabilities are used as weights for a weighted bootstrap to build a bth new training sample
Sqb in some sense “close to P” (q is a parameter to be discussed later), on which a fundamental
classifier is trained to make predictions. This procedure is then repeated B times (B ≥ 2),
and we obtain the final predictions for each observation Uj ∈ P using the majority voting.
The last ensemble step is motivated by bagging and the random forest, where committees of
trees each cast a vote for a prediction, and prediction variability with respect to the training
set is reduced (Hastie, Tibshirani, and Friedman, 2009). Each new training sample Sqb in this
procedure is called a selected active set, and ∪Bb=1Sqb is called the active set. The proposed
method is therefore called the Active Set Selection Classification (ASSC).
The rest of the paper is organized as follows. Section 4.2 motivates and presents the
details of ASSC. Section 4.3 is dedicated to simulation studies and analysis of real data. Some
theoretical properties of ASSC are reported in Section 4.4. We conclude with a short discussion
in Section 4.5.
4.2 Methodology
In this section, we discuss a motivating example and detail the ASSC method. A preliminary
screening based on the marginal means in the training set T is proposed to accommodate
possible high-dimensional situations, i.e., p n.
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4.2.1 A motivating example
We first recall concepts of the Bayes classifier [also known as the Bayes decision rule (De-
vroye, Gyorfi, and Lugosi, 1996)] and the Bayes error. Then a motivating example shows that
covariate shift may result in change of the optimal decision boundaries between models for
training and predicting sets.
Consider the zero-one loss function (for which all misclassifications will be charged a single
unit of loss). Let C = {0, 1} for simplicity. The misclassification risk (the error probability) for
any classifier h : Rp → C is then
R(h) := P(h(X) 6= Y ), (4.2.1)
and the Bayes classifier is
h∗(x) = I
{
η(x) >
1
2
}
, (4.2.2)
where η(x) = P(Y = 1|X = x) = E(Y |X = x) for a p-dimensional realization x. It is
well-known that the Bayes classifier (4.2.2) minimizes the misclassification risk (4.2.1), i.e.,
R(h∗) ≤ R(h) for any classifier h (Theorem 2.1 in Devroye, Gyorfi, and Lugosi (1996)). The
Bayes classifier therefore provides an optimal decision boundary by the level set {x|η(x) = 1/2}.
The Bayes classifier h∗ is arg max
c∈{0,1}
P {Y = c|X = x}, and the analogous form is optimal for
the K classes problem where C = {0, 1, · · · ,K − 1} for K ≥ 3 based on the Bayes Theorem
(Section 2.4 in Hastie, Tibshirani, and Friedman (2009), and Section 1.1 in Vardeman (2013)).
The next example demonstrates how covariate shift alters an optimal decision boundary.
Example 4.2.1. Consider p = 1 and C = {0, 1}. Denote by Φ(·|µ, σ2) the cumulative distri-
bution function of the Gaussian distribution with mean µ and variance σ2.
For the training model, let F (x) be an equal-parts mixture of two Gaussian distributions
N(−2, 1) and N(2, 1), which are respectively the data distributions for classes 0 and 1 (P(Y =
1) = 1/2). Therefore, the feature distribution is F (x) = 12Φ(x| − 2, 1) + 12Φ(x|2, 1). The label
generation mechanism is just the conditional distribution of Y |X, with P(Y = 1|X = x) =
e2x
e−2x+e2x . By (4.2.2), the Bayes decision boundary is x = 0.
In the predicting model, let the label generation mechanism remain unchanged. We let
Gaussian components of G(x) have means −2 and 0.5, i.e., G(x) = 12Φ(x|−2, 1)+ 12Φ(x|0.5, 1).
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Hence, we have covariate shift between training and predicting models. The Bayes decision
boundary for the predicting model is x = −0.75. Therefore, the covariate shift induces a shift
(change) of the optimal decision boundary. Figure 4.1 demonstrates the difference between the
optimal decision boundaries for the predicting model and the one that will be estimated from
a training set.
(a) Training model, F . (b) Predicting model, G.
Figure 4.1 Densities of the feature distributions F and G in the models for training and pre-
dicting sets in Example 4.2.1. The dashed line and solid line are respectively optimal
decision boundaries for training and predicting.
Example 4.2.1 demonstrates that covariate shift may result in distortions of an optimal
decision boundary in Rp. This will make many classification methods suffer from poor predic-
tions. In fact, under covariate shift, a classifier close to the Bayes classifier for the training
model will perform worse as the difference between models for training and predicting sets and
their optimal decision boundaries grows.
We may improve predictions if we can alter a decision boundary produced using the training
set and make it closer to the optimal decision boundary of the model for a predicting set. Both
Example 4.2.1 and Figure 4.1 suggest that this can be achieved if we could approximate G
by an appropriate sampling of T (more or less in the style of importance sampling). Kernel
density estimation for G based on a set of predicting samples provides a straightforward way
to obtain such an approximation. Consider p = 1. Recall the fundamental form of the kernel
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density estimation, fˆ(x) = 1mh
m∑
j=1
Kh
(
Uj−x
h
)
for some kernel Kh. In the present context,
we may restrict ourselves to values of fˆ on T instead of R and use {fˆ(xi)}ni=1 as weights to
sample data from T with replacement. It is expected that the resulting empirical distribution
will approximate G as n,m → ∞ given spt(G) j spt(F ). This procedure is analogous to
informative selection in complex surveys (Bonne´ry, Breidy, and Coquet, 2012).
Figure 4.2 Applying a 3-nearest neighborhood method, we change the decision boundary. The
original decision boundary (the solid line) is updated by the new one (the dashed
line) for a training set, which is a subset of the original training set and obtained
based on distances to feature vectors in the predicting set. The new separation is
more effective for classification than the original one.
From a slightly different perspective, the kernel function Kh essentially measures the dis-
tance between Uj and x (e.g., for p ≥ 2, it measures the Euclidean distance for the Gaus-
sian/heat kernel and the Epanechnikov kernel, and the L1 distance for the uniform kernel and
the triangular kernel). The weighted sampling procedure discussed above is therefore analogous
to a randomized k-nearest neighborhood method. As shown in schematic from Figure 4.2, the
original separation boundary (the solid line that separates two groups from the middle) will be
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updated by the dashed line if we apply a 3-nearest neighborhood method to build a classifier
using the neighbors of the predicting samples and therefore improve predictions.
In summary, approximation to the optimal decision boundary for a model for a predicting
set by altering a decision boundary derived from the model for the training set can be achieved
using a weighted resampling procedure to provide a modified training set. This idea has close
connections to both kernel density estimation, and k-nearest neighborhood methods.
4.2.2 Algorithm of the ASSC
The ASSC algorithm is as follows.
Algorithm 4.2.2. (The Active Set Selection Classification (ASSC))
Step 1. Compute an association matrix Wm×n := [wji]
m,n
j=1,i=1 that for Xi = (Xi1, · · · , Xip)′ ∈
T and Uj = (Uj1, · · · , Ujp)′ ∈ P,
wji = exp
−
g
(
p∑
k=1
d2k(Ujk, Xik)
)
λp,n
 , (4.2.3)
where dk(u, x) denotes a distance (or a dissimilarity) of u and x (on the k
th coordinate
in a feature vector), λp,n = O
(
pα
{log(n)}δ
)
for α, δ ∈ (0, 1), and g(t) is increasing in t.
Step 2. Compute the selection probability matrix Pm×n := [pji]
m,n
j=1,i=1 with
pji =
wji∑n
i=1wji
. (4.2.4)
Step 3. Fix B > 0, and for the bth iteration where b = 1, · · · , B, do the following.
(a) For eachUj ∈ P (j = 1, · · · ,m), sample q < n observations from T with replacement
based on the selection probability that(
Y bj,l,X
b
j,l
)
:= (Y ∗i ,X
∗
i ) |T i.i.d.∼ {pji}ni=1
for l = 1, · · · , q (X∗ denotes a sampling version of X), so that we obtain a selected
active set (i.e., a bth training set of size mq for predictions on P)
Sqb =
{(
Y bj,l,X
b
j,l
)}m,q
j=1,l=1
.
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(b) Train a fundamental classifier h on Sqb to obtain an estimate hˆ, by which we make
predictions for observations in P,
Vˆj,b = hˆ
(
Uj |Sqb
)
.
Step 4. Obtain the predictions for observations in P by the majority voting that
Vˆ ASSCj = arg max
c∈C
B∑
b=1
I
{
Vˆj,b = c
}
for j = 1, · · · ,m. The collection SB(m,n, q) = ∪Bb=1Sqb is called the active set for T
with respect to P.
A few comments on implementations of Algorithm 4.2.2 are made as follows.
Remark 4.2.3. (Remarks on ASSC)
1. In (4.2.3),
p∑
k=1
d2k(Ujk, Xik) measures the distance (or the dissimilarity) between Uj and
Xi, and dk may vary across coordinates k = 1, · · · , p. For example, it is reasonable to
use the Euclidean distance if a feature is of the real type, and the degree of difference if
a feature is of the categorical type (Hastie, Tibshirani, and Friedman, 2009). In practice,
we let g(t) = t so that entries of Wm×n mimic the Gaussian kernel. If Xi,Uj ∈ Rp, then
wji = exp
{−||Xi −Uj ||22/λp,n}.
2. For numerical robustness in practice, the selection probability in (4.2.4) is usually replaced
by
wji∑n
i=1 wji
I
{
n∑
i=1
wji ≥ ε
}
for some machine error ε > 0.
3. Part (a) of Step 3 is a weighted bootstrap sample similar to the first step in a random
forest. However, a random forest utilizes no information from P in selecting bootstrap
samples and its first step could be considered to be a weighted bootstrap using uniform
weights on each observation in T . Lately, Xu (2013) proposed a “case-specific random
forest” method that introduces some weights to the initial bootstrap sampling step in the
random forest, but his method computes weights based on the proximity measures in the
full training set and still uses no information from P.
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4. The parameter q in Step 3 is analogous to the parameter k in a k-nearest neighborhood
method that measures the size of the neighborhood and quantifies method complexity
(i.e., large k or q corresponds to small complexity).
5. The choice of the fundamental classifier in Step 3 is completely flexible, and could be a
support vector machine (SVM), a classification tree, LDA, etc.
Part (a) of Step 3 in Algorithm 4.2.2 reflects the motivation provided in Section 4.2.1.
The procedure employing a weighted bootstrap approximates the feature distribution G for
predicting using the empirical distribution of bootstrap samples Sqb . Figure 4.3 summarizes two
examples. Consider p = 1, i = 1, · · · , n and j = 1, · · · ,m with m = 50, Xi i.i.d.∼ F = N(−2, 1)
and Uj
i.i.d.∼ G = t3 (the univariate t-distribution with degrees of freedom equal to 3) in the
left panel, and Xi
i.i.d.∼ F = t10(−2) (the univariate noncentral t-distribution with degrees of
freedom equal to 10 and noncentrality parameter equal to −2) and Uj i.i.d.∼ G = Gamma(4, 2)
(the Gamma-distribution with shape and scale parameters equal to 4 and 2, respectively) in the
right panel. The two examples correspond to spt(G) = spt(F ) and spt(G) ⊂ spt(F ). Figure
4.3 shows that the empirical distribution from Sqb approaches G as n→∞.
4.2.3 A preliminary screening step
When the number of features p is much larger than the sample sizes n (andm), an interesting
question that arises is whether steps can be employed to reduce the dimensionality so that ASSC
is still applicable. It is common in literature to impose some sparsity assumptions and utilize
penalties analogous to the LASSO l1 penalty to reduce the number of features in such cases
(Meier, Geer, and Bu¨hlmann, 2009; Fan, et al.,, 2013). Alternatively, the selection of features
can be treated as a multiple hypothesis testing problem and achieved via some thresholding
screening (Donoho and Jin, 2009; Kuhn and Johnson, 2013). In regressions, the second approach
is sometimes called the marginal regression (Genovese, et al.,, 2011). Motivated by Chang,
Tang, and Wu (2013) and Chang, Zhou, and Zhou (2014), we employ a preliminary screening
based on the following assumptions.
Assumption 4.2.4. Assumptions for a preliminary screening.
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(a) Normal-Univariate t example (b) Univariate noncentral t-Gamma example
Figure 4.3 Illustrative examples for approximating G by the empirical distribution from Sq1 .
Using the procedure in part (a) of Step 3 in Algorithm 4.2.2, we approximate F by
the empirical distribution from Sq1 with q = 5. The Kolmogorov-Smirnov distance
(KS distance) between the Sq1-empirical and underlying distributions are reported
based on 100 simulations for each value of n. The KS distance decreases in n.
A.1. Consider C = {0, · · · ,K − 1} for K ≥ 2, and denote Xc = (Xc1, · · · , Xcp)′ a feature
vector from class c ∈ C in the model for the training set. Assume that there are class-
conditional means µc and covariance matrices Σc. Denote byDc a diagonal matrix whose
entries are diagonal entries of Σc, and define the marginally standardized version of X
c
by Zc = (Z
c
1, · · · , Zcp)′ = D−1/2c Xc. We assume there exist constants K1 > 0, K2 > 1
and γ ∈ (0, 2] such that for each c ∈ C
max
1≤k≤p
E {exp (K1|Zck|γ)} ≤ K2,
i.e., the feature vectors are sub-exponential.
A.2. Denote by nc the sample size for class c in T . Assume max
c
nc  min
c
nc, i.e., there is
no “unbalance” problem in that one class is extremely rare or abundant compared with
others. Also, we assume K is finite (only a finite number of unique classes).
A.3. The “reversal” label generation mechanism P(X = x|Y = c) is location sensitive only,
i.e., for c1 6= c2 ∈ C and each k = 1, · · · , p, P(Xk|Y = c1) 6= P(Xk|Y = c2)⇔ µc1,k 6= µc2,k
where µc,k = E {Xk|Y = c}.
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Motivated by the logic producing a naive Bayes rule (Hastie, Tibshirani, and Friedman,
2009) that approximately P(Y = c|X = x) ∝
p∏
k=1
P(xk|Y = c) for x = (x1, · · · , xp)′, assump-
tion A.3 implies that we can screen the features by comparing the sample means across different
classes. Indices k satisfying µ0,k = · · · = µK−1,k should be removed from consideration. We
thus propose the following screening method.
First, consider C = {0, 1} and denote by σ2c,k the diagonal entries of covariance matrices Σc.
Define So = {1 ≤ k ≤ p : µ0,k = µ1,k} and we make additional assumptions on the sparsity of
signals.
Assumption 4.2.5. Let β > 0 and τ ∈ [0, 1] be some constants.
A.4. Using notation in assumptions A.1 and A.2, we assume
min
k/∈So
|µ0,k − µ1,k|(
σ20,k/n0 + σ
2
1,k/n1
)1/2 ≥√2β log(p).
A.5. Assume that |{1, · · · , p} \ So| = O(pτ ).
Realizing the connection between So and the two-sample test statistic for means, for each
k = 1, · · · , p, we define
Tk =
|X¯0k − X¯1k |(
σˆ20,k/n0 + σˆ
2
1,k/n1
)1/2 , (4.2.5)
where X¯ck and σˆ
2
c,k denote the sample mean and variance of the k
th feature in class c ∈ {0, 1}.
The set of indices selected by screening is given by
Sˆθ = {1 ≤ k ≤ p : Tk ≥ θ} with θ = θ0(2 log(p))1/2− (4.2.6)
for some  ∈ (0, 1/2) and θ0 ≤ 1.
Now we extend the above screening procedure to C = {0, · · · ,K − 1} with K ≥ 3. Define
L = {(0, 1), · · · , (0,K − 1), (1, 2), · · · , (1,K − 1), · · · , (K − 2,K − 1)} with |L| = K(K − 1)/2.
We extend assumptions A.4 and A.5 to each pair of indices in L, and use (4.2.5) and the obvious
notation to define
Tk,l =
|X¯ l0k − X¯ l1k |(
σˆ2l0,k/nl0 + σˆ
2
l1,k
/nl1
)1/2 (4.2.7)
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for each k = 1, · · · , p and l = (l0, l1) ∈ L. As in (4.2.6), we define the set of indices selected by
screening as
Sˆθ =
{
1 ≤ k ≤ p : max
l∈L
Tk,l ≥ θ
}
with θ = θ0(2 log(p))
1/2− (4.2.8)
for some  ∈ (0, 1/2) and θ0 ≤ 1. The fact that the same thresholds are used in (4.2.6) and
(4.2.8) is a consequence of assumption A.2.
Therefore, for ASSC with preliminary screening we only need to add an extra step to
Algorithm 4.2.2 to get
Algorithm 4.2.6. Extra preliminary screening step for ASSC.
Step 0. Apply either (4.2.6) or (4.2.8) to the training set T , and consider the reduced dimension
training and predicting sets with features whose indices belong to Sˆθ.
A natural question regarding the above screening procedure is whether the selected features
are also the features on which the covariate shift occurs or whether the prediction will be
compromised by missing features that are not important for classification but are relevant to
the covariate shift. This question is in fact answered by the definition of covariate shift that
the label generation mechanism remains unchanged between the training and predicting sets.
Therefore, the features irrelevant to classification are not needed for the purpose of prediction
even though they may contribute to the covariate shift.
4.3 Numerical Studies
4.3.1 Simulation
We examine the prediction performance of ASSC and compare it with other widely-used
competing methods: support vector machines (SVMs) with a Gaussian kernel, classification
trees (CTs), k-nearest neighbor classification (kNN), and the random forest (RF). In all simu-
lation settings, we set p = 10 and training and predicting data sets have 100 and 50 samples,
respectively. The competing methods are tuned in standard ways; for example, the SVM is
tuned to obtain the optimal bandwidth and cost parameter using grid searching and 3-fold
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cross-validation, and pruning is conducted on CTs. We use 1,500 trees for the random for-
est. For the fundamental classifiers in part (b) of Step 3 in Algorithm 4.2.2, we use both the
SVM with a Gaussian kernel and CT without tuning (termed as ASSC-SVM and ASSC-CT,
respectively). The kernel bandwidth for ASSC-SVM is set to 2 and the minimum leaf size for
ASSC-CT is set to 1. We set q = 3, B = 300, and (α, δ) = (0.5, 0.3) such that λp,n ≈ 2 in
ASSC.
The six simulation examples are summarized in Table 4.1. The marginal distributions for
Xk and Uk (k = 1, · · · , 10) are specified in the second and third columns of Table 4.1, and the
features are taken to be independent. The label generation mechanisms are common between
Data model Training set T Predicting set P Y |X = x and V |U = u
1 45N(0, 5) +
1
5N
(
8, 14
)
1
5N(0, 5) +
4
5N
(
8, 14
)
Y, V ∼ Ber(q1(x)),Ber(q1(u))
2 45N(0, 5) +
1
5N
(
8, 14
)
1
5N(0, 5) +
4
5N
(
8, 14
)
Y, V ∼ Ber(q5(x)),Ber(q5(u))
3 45N(0, 5) +
1
5N
(
8, 14
)
1
5N(0, 5) +
4
5N
(
8, 14
)
Y, V ∼ Ber(q10(x)),Ber(q10(u))
4 N(12 ,
1
10) N(−1, 2) Y, V ∼ Ber(p2(x)),Ber(p2(u))
5 N(12 ,
1
10) N(−1, 2) Y, V ∼ Ber(p5(x)),Ber(p5(u))
6 N(12 ,
1
10) N(−1, 2) Y, V ∼ Ber(p8(x)),Ber(p8(u))
Table 4.1 Models for simulation studies.
models for the training and predicting sets and displayed in the last column in Table 4.1. All
labels are generated as a Bernoulli random variables with probabilities
qj(t) =
2
3
exp
{
j∑
i=1
iti/j
2
}
1 + exp
{
j∑
i=1
iti/j2
} , and pj(t) = exp
{
j∑
i=1
iti/j
}
1 + exp
{
j∑
i=1
iti/j
} . (4.3.1)
The settings in (4.3.1) distinguish models in Table 4.1 by the number of effective features for
classification (remaining features, if any, are noise). Each case listed in Table 4.1 is simulated
500 times, and the median misclassification rates for each method are summarized in Table 4.2.
The covariate shifts have introduced difficulties to classification to the extent that most
methods have misclassification rates around or even higher than 0.5 (even worse than a random
guessing due to the change of decision boundaries). For models 1 to 3, the random forest
outperforms other methods, followed by kNN (with optimal k from tuning). However, the
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Data model ASSC-SVM SVM ASSC-CT CT kNN RF
1 0.4896 0.5244 0.4755 0.4897 0.4742 0.4358
2 0.4768 0.5293 0.4798 0.5288 0.4749 0.4376
3 0.4835 0.5258 0.4764 0.5372 0.4752 0.4293
4 0.4554 0.5160 0.4630 0.6402 0.5243 0.4505
5 0.4022 0.4094 0.2923 0.8473 0.7252 0.3832
6 0.3589 0.3812 0.2757 0.9417 0.8971 0.5757
Table 4.2 Median misclassification rates for the simulation examples.
ASSC-CT and the ASSC-SVM (both without tuning) provide performance similar to that of
kNN. More importantly, both the ASSC-SVM and ASSC-CT improve on the SVM and CT
(even though the SVM and CT are optimally tuned). This suggests that ASSC can improve
the performance of fundamental classifiers (we may therefore even use the random forest as a
“fundamental classifier” within ASSC). For models 4 to 6, as the number of features involved
in classifications increases, the effect of the covariate shift becomes stronger. ASSC effectively
utilizes the signal as the number of important features increases while other methods suffer
significantly from the covariate shift. Not only improving on the SVM and CT, ASSC provides
very competitive performances compared with both the kNN method and the random forest.
Figure 4.4 shows the misclassification rates from the 500 simulations for model 6 (the kNN
is not included). ASSC slightly improves the SVM, and significantly improves the CT and
outperforms the random forest. This in fact implies that as expected, ASSC does alter the
decision boundary based on the predicting set.
4.3.2 Analysis of real data
Though not necessarily universal, covariate shift (in general, dataset shift) is very common
in practice. Particularly, the samples within one data set may also have heterogeneous un-
derlying distributions. This heterogeneity may be caused by latent factors or nonstationary
environments in data collection. For example, in on-line business marketing, time spent on
browsing a webpage is usually important for predicting order placements but its distribution
may vary according to different days within a week (e.g., weekends may have longer times than
weekdays for browsing webpages). For making predictions in practice, allowing for covariate
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Figure 4.4 Misclassification rates from 500 simulations for model 6 in Table 4.1.
shift may improve the performance.
In this section, we study eight real data sets to evaluate the prediction performance of ASSC
and other competing methods via cross-validations. Data sets are described in Table 4.3 and
are available at the UCI data repository (http://archive.ics.uci.edu/ml/). For each data set,
80% of all observations were randomly selected as a training set, and the remaining samples
were used as a predicting set.
Data set Name No. of features No. of samples Type
1 Connectionist bench 60 208 Binary
2 Breast cancer Wisconsin 31 569 Binary
3 Ionosphere 33 351 Binary
4 Ozone level detection 72 1847 Binary
5 Parkinsons 23 197 Binary
6 Hepatitis 19 155 Binary
7 Glass identification 10 214 Multiple class
8 Image segmentation 19 2100 Multiple class
Table 4.3 Real data for evaluating the prediction performance of ASSC and competing methods.
The column “Type” indicates the number of unique labels in C.
The median misclassification rates over 100 simulations are displayed in Table 4.4. In Table
4.4, we also investigate how parameters q and B change the performance of ASSC. In the
seventh column in Table 4.4 (labeled by “None”), no ASSC was implemented and the results
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for original optimally tuned methods are reported. ASSC in general improves the fundamental
classifiers for all eight data sets and outperforms the k-nearest neighborhood method. ASSC
method provides performances comparable with the random forest. The random forest performs
the best, which can be interpreted to indicate that these data sets do not have severe covariate
shifts. In addition, we notice that the performance of ASSC is relatively robust with respect
to q and B, which implies that ASSC is unlikely to overfit the data.
Data set
ASSC with (q,B)
kNN RFFundamental
(3, 100) (3, 300) (5, 100) (5, 300) None
classifiers
1
SVM 0.1768 0.1768 0.1768 0.1768 0.1934
0.2347 0.2048
CT 0.2351 0.2347 0.2351 0.2347 0.2989
2
SVM 0.0471 0.0469 0.0471 0.0469 0.0501
0.0741 0.0481
CT 0.0531 0.0526 0.0531 0.0526 0.0759
3
SVM 0.1618 0.1619 0.1618 0.1619 0.1700
0.1700 0.0680
CT 0.0758 0.0752 0.0758 0.0752 0.1099
4
SVM 0.0312 0.0312 0.0312 0.0312 0.0532
0.0357 0.0325
CT 0.0362 0.0362 0.0363 0.0363 0.0309
5
SVM 0.1128 0.1157 0.1128 0.1157 0.1170
0.1546 0.1107
CT 0.1139 0.1132 0.1139 0.1132 0.1651
6
SVM 0.4405 0.4406 0.4405 0.4406 0.4409
0.4327 0.3500
CT 0.4153 0.4150 0.4153 0.4150 0.4195
7 CT 0.3059 0.3037 0.3059 0.3037 0.3703 0.3637
8 CT 0.0425 0.0421 0.0425 0.0421 0.0626 0.1084
Table 4.4 Median misclassification rates for the real data sets. For the real data with multiple
classes, only the results from classification trees and k-nearest neighborhood are
reported.
4.4 Theoretical Properties
In this section, we present some theoretical properties of ASSC including the asymptotic
properties of the selection probability (4.2.4) and the validity of the preliminary screening
procedure. The details of the proofs in this section are left in a technical report.
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4.4.1 Properties of sampling probabilities for P
We investigate some consistency results regarding the selection probabilities.
Theorem 4.4.1. Suppose assumptions A.1 hold for both the training and predicting sets. Fur-
ther assume that
1. U ∼ G and ΣG = Var(U) with trace(ΣG) = O(pα);
2. the means of distributions F and G, µF and µG, of models for the training and predicting
sets satisfy
p∑
k=1
(µF,k − µG,k)2 = O(p) if F 6= G; and
3. log(n) = O
(
p
1−α
1−δ
)
.
Then, the selection probabilities are consistent for T = {(Yi,Xi)}ni=1 and P = {Uj}mj=1 in
the following sense. Given F 6= G,
i. for each Xi ∈ T , P
{
Xi /∈ Sqb |Xi ∼ G
}→ 0 as m,n, p→∞ for each b > 0, and
ii. for each Xi ∈ T , P
{
Xi ∈ Sqb |Xi ∼ F
}→ 0 as m,n, p→∞ for each b > 0.
4.4.2 Validity of preliminary marginal screening
Theorem 4.4.2. Suppose assumptions A.1-A.5 hold and log(p) = o(nmin(γ/2,1/3)). Then, for
C = {0, 1}
P
{(
{1, · · · , p} \ Sˆθ
)
⊂ So
}
→ 1 as n→∞,
where Sˆθ is defined by (4.2.6) and So is explicitly defined in Section 4.2.3. For C = {0, · · · ,K−
1} with K ≥ 3, define So = {1 ≤ k ≤ p : µ0,k = · · · = µK−1,k} and then
P
{(
{1, · · · , p} \ Sˆθ
)
⊂ So
}
→ 1 as n→∞,
where Sˆθ is defined by (4.2.8).
Assumption A.1 in fact can be relaxed by a lower-order moment condition with the sub-
exponential condition replaced by p ≤ K3nr/2−1−ω for constants r ≥ 4, ω ∈ (0, r/2 − 1) and
K3 > 0. A similar discussion is in Chang, Zhou, and Zhou (2014).
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4.5 Conclusions and Discussions
We have proposed an active set selection classification method (ASSC) that involves a
weighted bootstrap and ensemble learning to deal with covariate shift problems in classifica-
tion. ASSC is motivated by the change of an optimal decision boundary due to the covariate
shift. The weighted bootstrap procedure employed has connections to kernel density esti-
mation and the k-nearest neighborhood method, and provides approximations of the feature
distributions for the model for a predicting set using samples selected from the training set.
This paper also presents theoretical properties of the selection probability and a preliminary
marginal screening strategy to accommodate data of high-dimensionality. ASSC demonstrates
competitive performances for both simulated and real data sets, and can be combined with a
variety of fundamental classifiers. Numerical studies also show that ASSC can improve funda-
mental classifiers.
There are several interesting issues that should be further explored or extended.
1. It is necessary to explore how the difference between feature distributions in the training
and predicting sets (models), F and G, affects the consistency of the ASSC misclassifi-
cation risk. Namely, for the zero-one loss we would like to establish that: for population
risk L∗, PF
{∣∣PG {Vˆ assc 6= V |T }− L∗∣∣ > } ≤ α(n,m) · C(d(F,G)), where α(n,m)→ 0
as n,m → ∞ with n  m, and C(d(F,G)) is determined by some distance between F
and G like the Hellinger distance.
2. It is interesting to study how ASSC improves particular classifiers such as classification
trees and LDA.
3. In ASSC, parameters q and B are analogous to the parameter k in the k-nearest neighbor-
hood method and B in the random forest, and therefore quantify the method complexity.
As demonstrated by the real data analysis in Section 4.3.2, ASSC is quite robust with
respect to q and it would be interesting to investigate whether ASSC’s performance is
essentially free from tuning q. Asymptotic results were established for the random forest
as B →∞ (Breiman, 2001; Izenman, 2008), and it is natural to explore this for ASSC as
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well.
4. As discussed in Section 4.1, classifications in high-dimensional environments have drawn
increasing attention. Extending ASSC to high-dimensional cases and comparing ASSC
with competing methods such as penGAM, ROAD, and FANS is of interest. It is also
appealing to study how covariate shifts arise in the high-dimensional settings. Given
p  max(m,n), it is necessary to develop new methods to identify the covariate shift
(marginally) and the higher criticism thresholding (Donoho and Jin, 2009) may shed some
light on this.
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CHAPTER 5. A BAYESIAN ANALYSIS OF THE DYNAMICS DURING
CO-INFECTION BY LEISHMANIA MAJOR AND LEISHMANIA
AMAZONENSIS BASED ON DIFFERENTIAL EQUATION MODELS
A paper under review for the Annals of Applied Statistics
Wen Zhou, Ye Tian, Yew-Meng Koh, Katherine N. Gibson-Corley, and Douglas E. Jones
Abstract
Recently, a series of experiments on the cross infection by Leishmania amazonensis and
Leishmania major in C3HeB/FeJ and C57BL/6 mice [Gibson-Corley et al. (2010); Mukbel,
Petersen and Jones (2006)] suggest a function for B cells in resolving chronic non-healing
diseases. To further analyze the experimental results for understanding the underlying immune
mechanism, we propose a Bayesian analysis, in which we model the temporal dynamics and
data variations by differential equations and the linear mixed model, respectively. Parameter
estimation, inference, and model selection are performed based on the posterior distributions.
Quantities of biological interest such as immune efficiency are studied based on the estimates
of the differential equation parameters. The Bayesian analysis for this type of hybrid model
consisting of differential equations and linear mixed model provides an efficient way to study
complex immune systems based on a moderate amount of data.
Keywords: Bayesian method, differential equations, linear mixed model, immunology, Leish-
mania, co-infection, inference, immune efficiency
135
5.1 Introduction
Leishmania is a genus of parasitic protozoa that causes the infectious disease leishmaniasis,
which is primarily spread by sandflies and usually produces chronic skin lesions, high fever,
swelling of the spleen and liver, etc. The immune response against Leishmania is important for
both epidemiology and immunology since it provides a fundamental immunobiological model
for characterizing critical immune factors and pathways of adaptive immunology such as binary
CD4 T helper cell activation, etc. Recently, a series of experiments on the cross infection of
Leishmania amazonensis and Leishmania major on C3HeB/FeJ and C57BL/6 mice [Gibson-
Corley et al. (2010); Mukbel, Petersen and Jones (2006)] suggest that there is a critical
function for B cells in the process of resolving the non-healing disease caused by Leishmania
amazonensis. We study the population dynamics of pathogens in different types of infections
by a differential equation model (DE model(s) for short) to further understand the underlying
immune mechanism.
Differential equation modeling of immune responses against pathogens is important for
theoretical immunology. Asymptotic analysis based on DE models (also known as dynamical
models) reveals large scale mechanisms of immunity for chronic diseases and provides a theo-
retical platform for vaccine and treatment design. They have been applied to viral dynamics
[Ho et al. (1995); Nowak and May (2000)], cancer pathology [Goldie and Coldman (1979)],
and immunology of Mycobacterium tuberculosis [Marino and Kirschner (2004)], etc.
Statistical analysis for DE models, particularly parameter estimation, has drawn recent
attention. Many methods have been developed, such as nonparametric methods based on
weighted least squares on state variables with penalty terms based on the structure of the
differential equations [Ramsay et al. (2007)], local polynomial regression [Fan, Wu and Zhu
(2011); Liang and Wu (2008)], methods based on time series [Jacobsen and Madsen (1996);
Tornoe, Jacobsen and Madsen (2004)], as well as Bayesian methods [Drignei and Morris
(2006); Huang, Liu and Wu (2006); Huang and Wu (2006)]. Both nonparametric methods
and Bayesian methods are applied to estimate constant and time-varying parameters in the
well-known Perelson model for HIV viral dynamics [Cao, Huang and Wu (2011); Chen and
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Wu (2008 a,b); Fan, Wu and Zhu (2011); Miao et al. (2009)].
In this work, we use differential equations to model the population dynamics of Leishmania
amazonensis and Leishmania major in infections in two types of mice. Due to the large
variability in the experimental results, we adopt a linear mixed model to study variations in
experiments. The model is essentially a hierarchical Bayesian model. This structure has became
prevalent as it provides sensible and robust analyses for problems whose large scale structure
can be modeled by concrete scientific processes and whose small scale variability is characterized
by dependence, model uncertainty, or measurement errors. The Markov Chain Monte Carlo
(MCMC) offers an efficient way to estimate model parameters and conduct inference based
on posterior samples. Model selection is performed based on Bayes factors and the Deviance
Information Criterion [Gelman et al. (2003)], and provides biologically meaningful inference.
Inference on parameters of the selected model provides meaningful biological interpretations
and explorations of the immune mechanisms. For example, we use posterior samples of the
model parameters to conduct inference on variables of biological interest such as host immune
efficiency against pathogens.
Section 2 is devoted to the immunobiological background and data exploration, while Sec-
tion 3 discusses the modeling details and Bayesian approach. Parameter estimation and infer-
ence are given in Section 4. Also, variables of biological interest are developed based on the
differential equations, and inference for them are explored. We also perform model selection
using Bayes factors and DIC in Section 4 and conclude the manuscript in Section 5.
5.2 Background and Examination of the Data
5.2.1 Immunobiological mechanism
The immune resistance to leishmaniasis has been associated with cell-mediated immunity
and a predominant antigen-specific CD4 T cell population, the T helper 1 (Th1) population.
Experimental evidence gained from the analysis of the immune response against Leishmania
major (Lm for short) infection indicates that protection from Lm requires the establishment
of effective Th1 responses, which includes the presence of antigen presenting dendritic cells,
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proliferation of the IFN-γ producing CD4 T cells, and activation of macrophages [Sacks and
Noben-Trauth (2002)]. Effective macrophage activations finally lead to pathogen clearance.
The non-healing disease, such as infections caused by Leishmania amazonensis (La for
short), is usually associated with humoral immune responses characterized by a dominant CD4
T helper 2 (Th2) population [McMahon-Pratt and Alexander (2004); Sacks and Noben-Trauth
(2002); Vanloubbeeck and Jones (2004)]. However, the La induced immune response is not
conclusive, as evidenced by the presence of different immune factors resulting in ineffective
macrophage activations and chronic infections [Afonso and Scott (1990); Gibson-Corley et
al. (2010); Ji et al. (2002); Jones, Buxbaum and Scott (2000); Ramer, Vanloubbeeck and
Jones (2006)]. The key factors required for the clearance of intracellular La from infected
macrophages, in contrast to Lm, are not known either.
Recent results using co-infection experiments in C3HeB/FeJ and C57BL/6 mice demon-
strate that the immune resistance generated during the Lm infection is capable of promoting
resolution of La infection, and it is suggested that the Lm specific immunoglobulin is critical
for the clearance of intracellular La [Gibson-Corley et al. (2010); Mukbel, Petersen and Jones
(2006)]. In addition, experimental results in Jones, Buxbaum and Scott (2000); Vanloubbeeck
and Jones (2004) show that the presence of antigen-specific Th1 cells does not promote an
expected resolution of La infections. These results indicate that additional immune characteris-
tics associated with Lm infection promote pathogen clearance, and imply that a broad immune
response involving a fully sufficient B cell response is a critical factor in the cell-mediated
immunity against La.
In summary, the current available data suggest that immune resistance against some Leish-
mania species requires the effective activation of several cell populations, including dendritic
cells, antigen-specific T cells, macrophages and recently, B cells.
5.2.2 Description of the data
As described in Gibson-Corley et al. (2010), female C3HeB/FeJ (C3H for short) mice aged
6-8 weeks were bred in-house in a specific pathogen-free environment and female C57BL/6 (B6
for short) mice of the same age were obtained from same original source (the Jackson Lab at
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Bar Harbor, Maine, U.S.A.). In the experiment, mice with a single infection were inoculated
with 5×106 La or Lm stationary phase promastigotes, and 2.5×106 for each type of pathogens
if co-infected so that 5 × 106 pathogens in total, are inoculated in the rear left footpad of the
animal. Mice were infected for 12 weeks with weekly monitored footpad thickness recorded.
The standard dimension of footpad for both types of mice is 10mm long by 4mm wide and is
assumed not to change during the period of the experiment so that the thickness of footpad is
a sensible marker of the parasite population. The data are the weekly thickness of the infected
and uninfected footpad (in mm) for 20 mice over 12 weeks, with 10 mice from each type.
From each type of mice, 3 were infected with La, 3 were infected with Lm, and 4 mice were
co-infected with both La and Lm. The data are of longitudinal type with 12 measurements for
each mouse recording the thickness of the infected left footpad for the 12 weeks, and the other
12 measurements recording the thickness of the uninfected footpad of the same mouse during
the same period. There is only one pair of missing data for one of the C3H type mice infected
with La in week 12.
The original data from Gibson-Corley et al. (2010) are displayed in Figure 5.1, from which
we observe an increasing variation with the increasing measured levels. Large variations exist
for the experiments with La on both types of mice and co-infections on B6 mice, which is
evidence of a non-homogeneous variance structure, which we will explore in Section 5.2.3. In
addition, we are going to study the measurements from both feet instead of the difference across
feet for the purpose of estimating the foot-to-foot variability within each mouse.
5.2.3 Variability of the measured data
As observed above, Figure 5.1 implies that the variance and mean of the measurements are
related. To model this relationship, we explore the Box-Cox plots for the footpad thickness
of both the infected (panel (a) in Figure 5.2) and non-infected foot (panel (b) in Figure 5.2).
For each of the six “infection type-mouse type” combinations, we bin all data for one foot
1 Figure 5.1 is reprinted from International Journal for Parasitology, 40, Gibson-Corley, K.N., Boggiatto, P.M.,
Mukbel, R.M., Petersen, C.A., Jones, D.E, A deficiency in the B cell response of C57BL/6 mice correlates with
loss of macropahge-mediated killing of leishmaniases amazonensis, 157-161, Copyright(2010), with permission
from Elsevier.
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Figure 5.1 Lesion size (i.e. the increase of footpad thickness during infection) across time under
different type of infections for two type of mice ((A) for C3H, (B) for B6)1.
(infected or non-infected) into 12 groups according to time (week 1 to 12), and calculate the
mean and standard deviation for each binned group. The Box-Cox plots are then constructed
by plotting the 12 group means against the 12 group standard deviations (in log scales for easy
visualization).
(a) (b)
Figure 5.2 Box-Cox plots of the binned measured footpad thickness. (a) and (b) are for the
infected and non-infected feet, respectively.
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The Box-Cox plots in Figure 5.2 indicate that, under the log-scale, the mean and variance for
the binned measurements are proportional for all six “infection type-mouse type” combinations.
A proportional relationship exists for both the infected and non-infected feet. Linear regressions
on (log(σbinned), log(µbinned)) suggest that σbinned ∝ (µbinned)c, where c = 3.4 for the infected
feet and c = 3.6 for the non-infected feet. We may conclude from this exploratory study that it
is reasonable to use a power relationship to characterize the association between the variation
and the mean.
It is reasonable and necessary to account for variations among the mice, the feet within
mice, and measurements within a foot across time.
5.3 Bayesian Models
To model the population dynamics of La and Lm under immune pressure, we incorporate
all the information from the data described above and write a hierarchical model in three stages
as suggested in Cressie and Wikle (2011):
Stage 1. Data model: [data Y | process U, data parameters θd]
Stage 2. Process model: [process U | process parameters θp]
Stage 3. Parameter model: [data and process parameters θd,θp].
We adopt Bayesian methodology to perform inference on parameters and functionals of interest
based on the posterior
[U,θd,θp |Y ] ∝ [Y | U,θd]× [U | θp]× [θd,θp].
In our setting, U is a deterministic DE model rather than a stochastic process in general [Cressie
and Wikle (2011)], where θp is a vector of parameters associated with the DE model.
5.3.1 Data model
Let Yijkf (tl) be the observed footpad thickness for the f
th footpad (f = 1, 2 for the infected
and uninfected footpad, respectively) of the kth mouse (k = 1, · · · , nj , where n1 = n2 = 3 and
n3 = 4) from the i
th genotype (i = 1, 2 for C3H and B6 mice, respectively) with jth treatment
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(j = 1, 2, 3 for infection of Lm, La and co-infection, respectively) at tthl week (l = 1, 2 · · · , 12).
For instance, Y1221(t3) is the measured thickness of the infected footpad for the C3H mouse
with index 2 in the group infected with La in the third week.
The experiment described in Gibson-Corley et al. (2010) in fact follows a two way factorial
design. The two factors are mouse type (two levels: C3H and B6) and infection type (three
levels: Lm, La and co-infection). The data model can therefore be formulated as a linear mixed
model:
Yijkf (tl) = µ+ τij(tl)I(f = 1) + eijk + ijkf + ηijkfl · gf (µ+ τij(tl)I(f = 1)) (5.3.1)
where I(·) is the indicator function, eijk ∼ i.i.d. N(0, σ2m) describes the variation between mice
of same genotype with same treatment, ijkf ∼ i.i.d. N(0, σ2f ) describes the variation between
footpads of the same mouse, and ηijkfl ∼ i.i.d. N(0, σ2d) describes the intrinsic measurement
error.
The function gf (s) = s
γ/2 is used in (5.3.1) as it is sufficient to reflect our observation
in Section 5.2.3 that the variance of measurement is proportional to the power of the mean
measurement. We chose gf (s) due to its straightforward form though other functional form is
possible as discussed in Carroll and Ruppert (1988).
Random components eijk, ijkf , and ηijkfl in (5.3.1) are assumed to be independent. The
parameter µ describes the average footpad thickness without pathogen challenge. Conditional
on τij(t), eijk and ijkf , two observations Yijkf (tl) and Yijkf (tq) are independent.
5.3.2 Linking the data model to the DE model
As we are going to model the unmeasured pathogen population and its dynamics by DE
models, it is necessary to link them to the lesion size, which is modeled by τij(t)I(f = 1) in
(5.3.1). It is known that the lesion size is correlated with the pathogen population in a non
trivial way that the relationship is neither linear nor in any simple functional form [Cunningham
et al. (2001); Gibson-Corley et al. (2010); Li, Nolan and Farrell (1997)]. A large number of
parasites, within a relatively small-sized tissue, are expected over the first few weeks of disease.
The number of pathogens at the steady phase of disease differs across sources of infections such
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that the C3H mice with Lm have fewer pathogens than B6 mice with La after 10 weeks.
We introduce a set of generic pathogen densities in tissues, {ρl}12l=1, to model the biolog-
ically tolerable pathogen densities in tissues across 12 weeks for all three types of infections.
Parameters {ρl}12l=1 reflect the mean numbers of pathogens in tissues with a significant lesion,
and are assumed not to vary across types of mice.
We let Uij(t) and Vij(t) denote the populations of Lm and La at time t for mice of the
ith genotype challenged by the jth type of infection. For simplicity, we assume the pathogens
are evenly distributed in the footpad at each specific time point, and, recalling the size of a
cross section of footpad described in Section 5.2.2, the lesion size τij(t) is connected with the
pathogen population Uij(t) + Vij(t) by
τij(tl) =
Uij(tl) + Vij(tl)
40ρl
(5.3.2)
for l = 1, 2, · · · , 12. Function (5.3.2) links the mean of the data model to the deterministic
process model.
5.3.3 Process/DE model
The key components of the model are the processes Uij(t) and Vij(t), which model the
interacting population dynamics of La and Lm. The DE model is based on the classical viral
dynamical model [Nowak and May (2000)] and Lotak-Volterra type equations [Murray (2003);
Su et al. (2009)] as they have been shown to be appropriate and flexible enough to study the
interacting population dynamics.
Lm and La are believed to replicate intracellularly with slightly different rates [Gibson-
Corley et al. (2010)], which is modeled by parameters αilm and α
i
la (i = 1, 2 for C3H and
B6 mice). Each activated macrophage has a capacity of 3 ∼ 30 pathogens, and the local
tissue has a limit for recruiting immune agents and housing pathogens, which is referred to
as the overcrowding effect in Murray (2003) and modeled by a logistic parameter K in DE
models. It is reasonable to assume that K is unchanged across mouse types. Loss of the
pathogen population is a result of clearance by innate and adaptive immune responses and
natural death. We introduce generic rates µilm and µ
i
la (i = 1, 2 for C3H and B6 mice) to model
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the populations losses, which correspond to the “immune” half life terms in the model below.
The differential equation model is therefore
dUij
dt
=
replication with overcrowding effect︷ ︸︸ ︷
αilmUij
[
1− Uij + VijK
]
−
“immune” half life︷ ︸︸ ︷
µilmUij , (5.3.3)
dVij
dt
=
replication with overcrowding effect︷ ︸︸ ︷
αilaVij
[
1− Uij + VijK
]
−
“immune” half life︷ ︸︸ ︷
µilaVij −
Lm triggered immunity︷ ︸︸ ︷
λi
Uij
Uij + θi
Vij , (5.3.4)
for i = 1, 2 and j = 1, 2, 3.
The last term in (5.3.4) is used to model the potential adaptive immune response against
La induced by Lm during co-infections as described in Section 5.2.1. It is indicated by results
in Gibson-Corley et al. (2010) and Tian et al. (2011) that a fully sufficient B cell response
induced by Lm infection improves La clearance. Therefore, the extra clearance rate of La in
(5.3.4), λi, is subjected to change according to the amount of Lm with respect to a threshold θi.
B6 mice are unable to provide efficient Lm induced clearance of La, which motivates distinct
parameters λi and θi for i = 1, 2 in the model.
Infection types corresponding to the experimental set up are modeled by different initial
configurations of the DE model:
infection with Lm: Ui1(0) = 5× 106, Vi1(0) = 0,
infection with La: Ui2(0) = 0, Vi2(0) = 5× 106, (5.3.5)
Coinfection: Ui3(0) = 2.5× 106, Vi3(0) = 2.5× 106.
5.3.4 Parameter model
As discussed before, the data and DE models are both conditioned on parameters (θd,θp).
There are 30 parameters in the model, for which some have little information available, while for
others, there exists immunobiological information. To complete the model hierarchy, we specify
the prior distributions for the parameters as the “parameter model.” Due to the complexity
of the models, the proposed priors honor the available biological knowledge and guarantee a
proper posterior; yet are non-informative across the biologically feasible range to provide a
flexible Bayesian analysis.
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5.3.4.1 Parameters for data model
The variance of the footpad size of mice must be in the biologically feasible range of
(0, 25)mm2 with or without pathogen challenges. Hence, the priors for the standard devia-
tions are
σm, σf , σd ∼ i.i.d. U(0, 5). (5.3.6)
The parameter µ models the expected footpad thickness without pathogen challenge, which
is generally between 1.4mm and 2.2mm. Hence, for simplicity we set the biologically sensible
prior for µ to be
µ ∼ U(1.4, 2.2). (5.3.7)
The power parameter γ in the composite variance term in (5.3.1) is used to model the
observed mean-variance relationship from the Box-Cox plots in Figure 5.2 and we propose a
relatively non-informative prior:
γ ∼ N(1, 10). (5.3.8)
5.3.4.2 Parameters in the data model-DE model link
As discussed, the knowledge about pathogen densities in tissues, {ρl}12l=1 in (5.3.2), is limited.
The density is expected to be high in the early phase of infections and approaches some steady
level during the late phase in chronic infections. In addition, the pathogen load at steady state
for co-infection and infection with La is 106 ∼ 107 as suggested in Gibson-Corley et al. (2010).
To honor this information, we set independent priors for {ρl}12l=1 such that
ρ1 ∼ U(1.0× 106, 1.0× 108), and,
ρj ∼ U(1.0× 105, 1.0× 108) for j = 2, · · · , 12.
(5.3.9)
5.3.4.3 Parameters in the DE model
The prior distributions for parameters in model (5.3.3)-(5.3.4) are set up so that they
maintain the positivity of the parameters, remain consistent with known biological information,
and yet possess sufficient flexibility. To meet these criteria, log-normal distributions are used.
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Results from Cunningham et al. (2001) and Li, Nolan and Farrell (1997) suggest the
doubling time of Lm may be between 5 hours to 1 day depending on the clone type. The
doubling time of La is slightly longer than Lm’s as implied in Giprgio and Barao (1998),
where the double life is about 1 to 2 days. As the experimental time unit is in weeks, the mean
replication rate of Leishmania may be assumed to be
ln(2)
1/7
≈ 4.8. Also, as a Trypanosomatid,
the replication and life cycle of Leishmania is quite stable. Thus, we assign prior distributions
for replication rates as
αilm, α
i
la ∼ log-normal(1, 1) (5.3.10)
for i = 1, 2, whose means agree with the known biological values. The priors (5.3.10) put 95%
of the probability mass in a biologically sensible region. The capacity of activated macrophage
to house Leishmania usually varies from 3 to 30, and we therefore set the prior of K to be
K ∼ log-normal(4 + 6 ln(10), 1), (5.3.11)
so that K is large enough to allow replication of pathogens.
The threshold parameter θi and the clearance rates of parasites µilm, µ
i
la and λ
i do not have
a prior quantitative information but are rather qualitative. For simplicity, we provide priors
for these 8 parameters similar to priors of αilm, α
i
la and K such that, for i = 1, 2,
µilm, µ
i
la ∼ log-normal(1, 1),
λi ∼ log-normal(1, 1),
θi ∼ log-normal(4 + 6 ln(10), 1).
5.3.5 Hierarchical model summary
The proposed hierarchical model is summarized as below:[
σ2m, σ
2
d, σ
2
f , γ, µ, {ρi}12i=1, {αilm}2i=1, {αila}2i=1,K, {µilm}2i=1, {µila}2i=1, {λi}2i=1, {θi}2i=1
]
∝
{ 2∏
i=1
3∏
j=1
nj∏
k=1
2∏
f=1
12∏
l=1
[
Yijkf (tl) | µ,Uij(tl), Vij(tl), σ2m, σ2f , σ2d, ρl, γ
]}{ 2∏
i=1
3∏
j=1
[
Uij(t1, · · · , t12),
Vij(t1, · · · , t12)|αilm,K, µila, θi, λi, αila, µilm
]}
[σ2m][σ
2
f ][σ
2
d][µ][γ]
12∏
l=1
[ρl]
2∏
i=1
{
[αilm][α
i
la][λ
i][µila][µ
i
lm][θ
i]
}
[K]
where Uij(0) and Vij(0) are known non-random constants given in (5.3.5).
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5.4 Results of Bayesian Modeling and Analysis
The proposed model is studied using MCMC in WinBUGS (http://www.mrc-bsu.cam.ac.uk/bugs/).
The informal diagnostics for assessing convergence using history plots and posterior sample
means [Gelman et al. (2003); Robert and Casella (2004)] are performed. Based on the results
(as demonstrated in Figure 5.3), we retain 60,000 samples from each of three chains after an
initial 90,000 burn-in updates. Every third MCMC sample from 60,000 samples from those
three chains is collected for analysis and we therefore obtain 60,000 posterior samples.
Figure 5.3 Demonstration of informal diagnostics for MCMC. In (a), mu, sdmouse and lambda1
stand for µ, σm and λ1; and in (b), sdfoot, log theta2 and pbeta stand for σf , log(θ2)
and (−γ).
5.4.1 Model comparison and selection
Model comparison and selection are useful to study which biological hypothesis is plausible
and provide the most sensible explanation for experimental results. The model (5.3.3)-(5.3.4)
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is considered as the full model, and a number of models with different biologically meaningful
assumptions are considered as alternatives, which are summarized in Table 5.1.
Table 5.1 Models and corresponding biological assumptions
Model Biological assumption Parameter specification
1 full model described in Section 5.3 (5.3.3)-(5.3.4)
2 same replication rates in C3H and B6 mice α1la = α
2
la, α
1
lm = α
2
lm
3
same replication and clearance rates in C3H α1la = α
2
la, α
1
lm = α
2
lm,
and B6 mice µ1lm = µ
2
lm, µ
1
la = µ
2
la
4
same Lm-induced immunity activation rates
θ1 = θ2
in C3H and B6 mice
5
same Lm-induced immune mechanisms in
λ1 = λ2, θ1 = θ2
C3H and B6 mice
6 same immune mechanisms in C3H and B6 mice
α1la = α
2
la, α
1
lm = α
2
lm, λ1 = λ2,
θ1 = θ2, µ
1
lm = µ
2
lm, µ
1
la = µ
2
la
7
same replication and clearance rates of Lm
αila = α
i
lm, µ
i
la = µ
i
lm for i = 1, 2
and La in C3H and B6 mice
The deviance information criterion (DIC) [Gelman et al. (2003)] is a straightforward and
informative criterion for model comparison, and is defined by
DIC := Dˆavg(y) + p
(1)
D = −
2
L
L∑
l=1
log
(
p(y|β˜l)
)
+ p
(1)
D (5.4.1)
where the effective number of parameters, p
(1)
D , is approximated by
p
(2)
D =
1
2(L− 1)
L∑
l=1
[
Dˆavg(y)−D
(
y, β˜l
)]2
.
The DICs are displayed in Table 5.2, which indicate that the full model provides the best fit
to the data and has a reasonable number of parameters, while models 2 and 4 can also provide
reasonable data fitting.
Table 5.2 DIC for models in Table 5.1
Model 1 (Full) 2 3 4 5 6 7
DIC -649.11 -637.82 -621.00 -641.22 -594.25 -540.18 -434.58
148
The Bayes factor (BF) is an alternative measure for pairwise model comparison. We com-
pute the BF via Newton-Raftery estimation [Kass and Raftery (1995)], which estimates the
BF based on the harmonic mean of the likelihood values. Table 5.3 displays log10(BF) for all
pairwise comparison between models. A value of log10(BF) > 1/2 provides substantial evidence
for favoring the model on the row over the model on the corresponding column. For example,
log10(BF)(model 5,model 6) = 8.98 suggests that model 5 outperforms model 6 substantially.
From Table 5.3, the full model outperforms the alternative models 3-7, and no substantial
difference between the full model and model 2 can be claimed based on BF.
Table 5.3 log10 Bayes Factors
Models 1 (Full) 2 3 4 5 6 7
1 (Full) 0 0.42 6.27 0.72 8.22 17.20 52.31
2 -0.42 0 5.86 0.31 7.81 16.78 51.90
3 -6.27 -5.86 0 -5.56 1.94 10.92 46.04
4 -0.72 -0.31 5.56 0 7.50 16.48 51.60
5 -8.22 -7.81 -1.94 -7.50 0 8.98 44.10
6 -17.20 -16.78 -10.92 -16.48 -8.98 0 35.12
7 -52.31 -51.90 -46.04 -51.60 -44.10 -35.12 0
Both DIC and BF suggest that the full model provides a good fit to the experimental
results, and it performs slightly similarly to model 2 for data fitting. DIC and BF also imply
that the full model outperforms models 3-7. More importantly, the full model provides a
sensible framework for exploring important quantities of biological interest such as immune
efficiency. We therefore pursue further analysis based on the full model.
5.4.2 Estimation and inferences concerning model parameters
The MCMC outputs for the full model are summarized in Table 5.4. As expected, the
variation among mice contributes the most to the total variation, while the foot-to-foot variation
accounts for 25% of the total variation. The posterior estimate of γ agrees with the empirical
exploration in Section 5.2.3.
To explore how the C3H and B6 immune systems work differently and therefore provide
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Table 5.4 Posterior estimates and inference on the model parameters
Para Mean s.d. 90% credible interval median
α1la 2.323 1.467 (0.439, 5.003) 2.616
differential
α1lm 0.721 0.321 (0.261, 1.293) 0.675
equation
C3H λ1 4.346 3.951 (0.685, 11.860) 3.175
model
mice θ1 2.778×107 2.724×107 (0.264, 8.001)×107 1.953×107
µ1la 2.183 1.456 (0.302, 4.839) 2.486
µ1lm 0.865 0.313 (0.417, 1.425) 0.823
α2la 5.790 3.129 (1.189, 9.763) 6.440
α2lm 1.888 0.961 (0.490, 3.556) 1.727
B6 λ2 1.176 1.181 (0.206, 3.274) 0.832
mice θ2 2.550 ×108 2.602×108 (0.446, 7.190)×108 1.787×108
µ2la 5.536 3.120 (0.970, 9.472) 6.204
µ2lm 1.941 0.955 (0.558, 3.609) 1.783
K 3.729 ×108 2.712×108 (0.824, 8.605)×108 3.237×108
µ 1.613 0.037 (1.552, 1.672) 1.614
data σd 0.008 0.001 (0.006, 0.011) 0.008
measurement σf 0.048 0.015 (0.025, 0.075) 0.047
model σm 0.152 0.0295 (0.112, 0.207) 0.149
γ 7.940 0.426 (7.012, 8.560) 7.930
some inference on general immune mechanism, the posterior inference on the differences of DE
model parameters are displayed in Table 5.5. Table 5.5 suggests a different immune response
against La across two types of mice, which is reflected by the inference on ∆αla and ∆µla.
Table 5.5 also implies that immune responses against Lm are similar across two types of mice.
Hence, a fully sufficient B cell response is critical for the immune response against La, but not
for that against Lm.
Parameters λi and θi model the Lm-induced immunity against La. According to Table
5.5, though ∆λ is not conclusively greater than zero, ∆θ is essentially less than zero, which
indicates that the threshold for activating the Lm-induced immunity against La in C3H mice
is lower than that in B6 mice. The C3H immune system therefore will promote a Lm triggered
response resulting in La clearance.
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Recalling that K models the total number of pathogens allowed in the host, the results in
Table 5.4 that θ1 < K while θ2 is comparable to K indicate that a sufficient immune response
against La induced by Lm is more difficult to be generated in B6 mice compared to C3H mice.
Tables 5.4 and 5.5 are consistent with the conjecture in Gibson-Corley et al. (2010) that a
fully sufficient B cell response, which is induced by Lm, is crucial for La clearance.
Table 5.5 Posterior estimates and inference for the difference of parameters in the DE model.
∆U := U1 − U2
Parameters Mean s.d. 90% credible interval median
∆αla -3.467 2.416 (-7.550, -0.608) -3.041
∆αlm -1.167 0.979 (-2.948, 0.299) -1.145
∆µla -3.354 2.392 (-7.371, -0.537) -2.934
∆µlm -1.075 0.970 (-2.841, 0.375) -1.047
∆θ -2.271×108 2.609×108 (-6.929, -0.133)×108 -1.524×108
∆λ 3.168 4.141 (-0.460, 18.878) 2.151
5.4.3 Data fitting and further exploration
In this section, we explore more immunobiological insights based on the posterior inference.
5.4.3.1 Data fitting and parasite load-lesion relationship
Compared to Figure 5.1, Figure 5.4 shows that in overall, the model provides a good fit to
the observed data in terms of response peaks, occurrence time of response peaks, and steady
states of the pathogen population dynamics.
Furthermore, we use the posterior samples to derive information regarding the density of
parasites in tissues across time. The posterior inference of {ρl}12l=1 are summarized in Table
5.6, which are biologically reasonable in that the pathogen density in tissues drops as the tissue
swells in the first three weeks; and gradually reaches a steady state after the fifth week in a
chronic infection.
In a pathogen load experiment in immunology study, the pathogen load is not easy to
measure without sacrificing the animals. Therefore, it is useful to establish some a priori
relationship between the observed lesion size and the unobserved pathogen load in tissues
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Figure 5.4 Fitted responses of the model for two types of mice with three types of infections.
The response is the difference between the thickness of the two footpads of a mouse.
across time. Motivated by the trend of pathogen density across time, we fit posterior medians
of {ρl}12l=1 to a Lennard-Jones type function. The fitted relationship is
density := ρ(t) = 106
[(
1.006
t
)3.434
+
(
37.076
t
)−0.965]
, (5.4.2)
where the time unit is in weeks and the density unit is in pathogen number/mm2. By discussions
in Section 5.3.2, the product of measured lesion size τ(t) and the predicted density (5.4.2)
provides an estimate of the pathogen load at time t, i.e., load(t) = cross section dimension ×
τ(t)× ρ(t), which is displayed in Figure 5.5.
5.4.3.2 Exploration of effective fitness
In DE model (5.3.3)-(5.3.4), nontrivial equilibriums for population of Lm in the absence of
La is
Lm∗,i =
[
(αilm − µilm)K
αilm
]
I{αilm−µilm>0},
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Table 5.6 Posterior estimates and inference of {ρl}12l=1 (unit: number of pathogens ×106 per
mm2)
Parameters Mean s.d. median 90% credible interval
ρ1 1.074 0.073 1.051 (1.004, 1.219)
ρ2 0.158 0.019 0.157 (0.131, 0.192)
ρ3 0.111 0.012 0.107 (0.101, 0.133)
ρ4 0.132 0.023 0.127 (0.105, 0.174)
ρ5 0.146 0.031 0.140 (0.110, 0.202)
ρ6 0.221 0.043 0.160 (0.120, 0.245)
ρ7 0.271 0.066 0.207 (0.149, 0.339)
ρ8 0.294 0.091 0.250 (0.173, 0.431)
ρ9 0.302 0.111 0.269 (0.180, 0.488)
ρ10 0.302 0.125 0.273 (0.176, 0.518)
ρ11 0.350 0.156 0.313 (0.194, 0.623)
ρ12 0.370 0.175 0.327 (0.197, 0.678)
where αilm − µilm (i = 1, 2) is the effective fitness of Lm under the immune pressure. Similarly,
La∗,i =
[
(αila − µila)K
αila
]
I{αila−µila>0},
where αila − µila is the effective fitness of La under the immune pressure.
Table 5.7 suggests that Lm will be eliminated faster in C3H mice than in B6 mice as it
has smaller effective fitness in C3H mice than in B6 mice (in fact, the 90% credible interval of
(α1lm − µ1lm)− (α2lm − µ2lm) is (−0.138,−0.05)). Therefore, the longer survival period of Lm in
B6 mice than in C3H mice in Lm infections is a consequence of the higher effective fitness of
Lm in B6 mice.
Table 5.7 Posterior estimates and inference for effective fitness
Parameters Mean s.d. 90% credible interval median
α1lm − µ1lm -0.144 0.031 (-0.190, -0.090) -0.148
α2lm − µ2lm -0.053 0.035 (-0.117, -0.001) -0.056
α1la − µ1la 0.141 0.034 (0.090, 0.203) 0.137
α2la − µ2la 0.253 0.054 (0.169, 0.340) 0.248
Table 5.7 also suggests that the effective fitness of La is higher in B6 than in C3H (the
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Figure 5.5 Estimated relationship between the unobserved pathogen load and observed lesion
size across time based on (5.4.2) and discussion on links in Section 5.3.2. For C3H
and B6 mice, the cross section dimension of footpad is 40mm2.
90% credible interval of (α1la − µ1la)− (α2la − µ2la) is (−0.198,−0.04)). This implies that besides
the discrepancy in terms of the Lm induced immunity against La, B6 mice also differ from
C3H mice by means of providing both Lm and La an environment with less immune pressures,
which might be due to the lack of a fully sufficient B cell response. The posterior distributions
of the effective fitness in Figure 5.6 reflect the above discussions.
5.4.4 Immune efficiency
Immune efficiency for infectious diseases is a measure for the immune system’s performance
in clearing pathogens. Conventionally, immune deficiency is defined to be the inability of the
immune system to resolve the infectious disease [Jone et al. (2006)]. Therefore, the immune
efficiency can be defined qualitatively as the progress of pathogen resolution by the immune
system.
The equilibrium of DE models characterizes the long term behavior of the pathogen popu-
lation under immune pressure, and provides a quantitative way to define the immune efficiency.
The immune system can be considered efficient if the equilibrium is zero (or below a critical
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(a) (b)
(c) (d)
Figure 5.6 Posterior distributions of the effective fitness of pathogens in two types of mice.
Panels (a),(b),(c) and (d) are for α1lm − µ1lm, α2lm − µ2lm, α1la − µ1la and α2la − µ2la,
respectively.
number). Hence, we define
Immune efficiency := 1− P(pathogens survive at a later time point)
≈ 1− P(pathogens survive as t→∞)
= 1− P(nontrivial equilibrium of differential equations > 0).
In the context of the proposed model, we can therefore define
Immune efficiency := IEimmune response(pathogen) = 1− P (U∗(θp,θd) > 0 | data) ,
where U∗ denotes the nontrivial equilibrium of DE models.
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As discussed in Section 5.4.3, the nontrivial equilibriums of dynamics of Lm and La in C3H
and B6 mice in sole infections are Lm∗,i = α
i
lm−µilm
αilm
K and La∗,i = αila−µila
αila
K (i = 1, 2 for C3H
and B6 mice). Therefore, the immune efficiencies of the C3H immune system against Lm and
La are
IEC3H(Lm) := 1− P
(
α1lm − µ1lm
α1lm
K > 0
∣∣∣ data)
and
IEC3H(La) := 1− P
(
α1la − µ1la
α1la
K > 0
∣∣∣ data) .
Similarly, we can define IEB6(Lm) and IEB6(La).
Table 5.8 Immune efficiencies for C3H and B6 mices against Lm and La
IEC3H(Lm) IEB6(Lm) IEC3H(La) IEB6(La)
1.000 0.924 0.000 0.000
Estimated immune efficiencies are reported in Table 5.8. In sole Lm infections, the C3H
immune system is able to resolve Lm completely and the B6 immune system can resolve Lm
almost completely. None of the two immune systems can resolve La infections. The discrepancy
of immune efficiencies of C3H mice and B6 mice on resolving Lm agrees with the discussions on
effective fitness in Section 5.4.3. In addition, data for sole Lm infections and Table 5.8 suggest
that a small immune deficiency may cause a dramatically different disease development and
result in a prolonged period of pathogens existing in the hosts.
5.5 Conclusion and Discussion
Using a hybrid model combining differential equations and a linear mixed model, we perform
a Bayesian analysis to study the data from the co-infection experiments of La and Lm in
Gibson-Corley et al. (2010). The DE model is built to retain critical immunology factors
and interacting dynamics of La and Lm. The adopted methodology is efficient in estimating
the parameters of the dynamical model, and provide meaningful immunobiological conclusions
using the posterior inference.
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In our approach, sensible priors incorporating biological knowledge result in good fits to
the data and reasonable estimation and inference for the model parameters. Model comparison
and selection have been performed to study different models, and suggest that the proposed full
model is a reasonable model for exploring the biological mechanism. The adopted linear mixed
model is successful in accounting for data variations. We also propose a method to compute the
immune efficiency against certain pathogens based on the full model. The immune efficiency is
calculated based on the posterior distribution of the nontrivial equilibrium of DE models.
The data analysis on the given data provides several interesting immunobiological conclu-
sions. First of all, the analysis in Section 5.4.3 shows that the effective fitness of Lm and La are
smaller in C3H mice than in B6 mice, which suggests that a fully sufficient B cell response pro-
motes the immune response by suppressing the effective fitness of pathogens in macrophages.
Also, as shown in Section 5.4.2, the threshold to promote a fully sufficient Lm induced im-
munity in C3H mice is lower than that in B6 mice, which implies that the difference in Lm
induced immunity against La between C3H mice and B6 mice (which is hypothesized to be the
fully sufficient B cell response, as conjectured in Gibson-Corley et al. (2010)) contributes to
the different observed disease dynamics. Finally, the immune efficiencies for both C3H mice
and B6 mice against La are estimated to be zero as discussed in the Section 5.4.4, which agrees
with the known immunology fact that La infections are associated with non-healing chronic
disease. In addition, the difference of the immune efficiencies against Lm between C3H mice
and B6 mice is very small (0.076 as shown in Table 5.8). However, C3H mice heal faster than
B6 mice in Lm infections, which indicates that the progress of immune response is sensitive
to immune efficiency, i.e., a small difference in immune efficiency may result in significantly
different immune responses. The proposed method to calculate the immune efficiency in the
context of Bayesian analysis can be applied to study other pathogens such as M. tuberculosis,
salmonella, etc.
The dynamical models, regardless of their flexibility and mechanism-driven features, do not
account for the uncertainty of model mis-specifications. A remedy is to construct a stochastic
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difference model based on (5.3.3)-(5.3.4), which is
Uij(t) =Uij(t−∆t)
((
αilm
[
1− Uij(t−∆t) + Vij(t−∆t)K
]
− µilm
)
∆t+ 1
)
+ δU (t)
Vij(t) =Vij(t−∆t)
((
αila
[
1− Uij(t−∆t) + Vij(t−∆t)K
]
− µila − λi
Uij(t−∆t)
Uij(t−∆t) + θi
)
∆t+ 1
)
+ δV (t),
where δU (t) and δV (t) are independent stochastic processes accounting for the mis-specification
of the deterministic model. Extension of the proposed method based on the above stochastic
model for the data under consideration will be our future work.
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CHAPTER 6. GENERAL CONCLUSIONS
In this dissertation, we consider some Bayesian and multivariate analysis methods in statis-
tical machine learning as well as some applications of Bayesian methodology with differential
equation models to study dynamics during co-infections by Leishmania major and Leishmania
amazonensis based on longitudinal data.
A brief description of background and literature review related to the dissertation were
given in Chapter 1.
In Chapter 2, we developed a new MCMC algorithm to integrate the curvature information
of a target distribution to sample the target distribution accurately and efficiently. Based
on the Metropolis-Hastings probability transition kernel and a bounded Gaussian calibration
strategy, the proposed algorithm balances the expected acceptance rate against the mobility
of the algorithm across the state space. Numerical examples demonstrate the capability of the
proposed algorithm in sampling posterior distributions with mixture structures in Bayesian
analysis.
In Chapter 3, we proposed a Bayesian Hierarchical Topographic Clustering method (BHTC)
motivated by the well-known self-organizing map (SOM). Data clustering is a very important
field in statistical machine learning, and has been widely employed to detect the intrinsic group-
ing structures in data. The newly developed BHTC is inspired by the topographic preservation
properties of the SOM in data clustering, and employs the Bayesian hierarchical framework to
model the core self-organization process using stationary Gaussian processes on a latent grid
in Z2. Principal component approximation for covariance matrices was used to accommodate
high-dimensional data. Using Bingham-von Mises-Fisher distributions to model the hetero-
geneous parts of the covariance matrices, we constructed a computationally tractable MCMC
algorithm to sample posterior distributions of the covariance matrices, as well as the poste-
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rior distributions of remaining BHTC parameters. To summarize the posterior distributions
of BHTC parameters in a coherent fashion for the purpose of data clustering, we adopted a
posterior risk framework that accounts for both data partitioning and topographic preserva-
tion. We also developed a straightforward numerical algorithm based on the MCMC samples to
obtain the approximated optimal BHTC clustering. Finally, we carefully explored connections
between the BHTC and the Markov Random Field model (MRF), as well as links between the
BHTC and the kernel smoothing method. Connections between the BHTC to the MRF and
kernel smoothing method also revealed how the BHTC was related to the SOM. At the end of
Chapter 3, we provided a detailed discussions about remaining issues and possible extensions
of the BHTC.
Motivated by the kernel estimation of probability density functions and nearest neighbor-
hood rules in regressions, in Chapter 4, we proposed a classification method based on the
weighted bootstrap and ensemble mechanism to deal with covariate shifts in classifications, the
Active Set Selections based Classification (ASSC). The proposed procedure is flexible to be
combined with classification methods including support vector machine (SVM), classification
trees, and Fisher’s discriminant classifier (LDA) etc. to improve their performances. When
the number of features is larger than sample sizes of both training and prediction sets, i.e.
p > max(n,m), we adapted a preliminary marginal screening for feature selections to the
ASSC. Numerical studies demonstrate ASSC’s advantages over existing methods under covari-
ate shift. Some of the relevant future works include examining asymptotic behavior of the
ASSC and extending the method to ultra high-dimensional case that log(p) = o(max(n,m)).
Analysis of longitudinal data is an important topic in statistics and has many applications
in research fields such as finance, ecology, and engineering, etc. Using differential equations
to model the underlying mean dynamics, by which the data is believed to be generated, we
adopted Bayesian methodologies to study longitudinal data from co-infections by Leishmania
major and Leishmania amazonensis in Chapter 5. In the proposed Bayesian analysis, we
modeled the immunobiological dynamics and data variations by Lotka-Volterra equations and
the linear mixed model, respectively. Parameter estimation, inference, and model selection are
performed based on the posterior distributions. Using the posterior distributions of differential
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equation parameters and the concept of asymptotic stable equilibrium of differential equations,
we successfully quantified the immune efficiency, which is a critical biological metric to study the
immune response against foreign pathogens during chronic infections. The Bayesian analysis for
this type of hybrid model consisting of differential equations and linear mixed model provides
an efficient way to study complex immune systems based on a moderate amount of data.
