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We use a gradient-decent method to compute 3D ground states of dipolar Bose-Einstein conden-
sates. We discover that in highly-prolate traps, whose long axis is parallel to the dipoles, can give
rise to “candlestick” ground states. Direct numerical simulations of the dipolar Gross-Pitaevskii
equation reveal that the nucleus of the candlestick mode undergoes collapse, while obtaining a
highly flat pancake shape. The rate of this anisotropic collapse scales differently from what occurs
in isotropic collapse. Stability analysis reveals a surprising cusp point in the mass vs. chemical
potential curve, which may serve as a signature for this dynamics.
Wave collapse is one of the hallmarks of nonlinear
dispersive waves in a wide range of systems, including
plasma physics [1], hydrodynamics [2], optics [3], and
Bose-Einstein condensates (BECs) [4–7]. Collapse oc-
curs when an attracting (focusing) nonlinearity over-
comes dispersion. This intrinsic feature of nonlinear
waves has been investigated for more than 50 years, lead-
ing to many theoretical advances in the framework of the
nonlinear Schro¨dinger equation [8, 9]. In general, it is
found that collapse occurs with a self-similar profile [10].
When the nonlinear interactions are local and isotropic,
as is the case for the optical Kerr effect in bulk media
and in some BECs, the wave collapses isotropically to a
point. Radially-symmetric ring collapse in the isotropic
NLS equation has also been studied and observed in op-
tics [11–14]. BECs of 52Cr and other atoms give rise to
strong dipole-dipole interactions [15]. Dipolar effects are
also inherently anisotropic, leading to anisotropic soli-
tons [16] and anisotropic superfluidity [17].
Since BECs are prepared in energetic ground states,
the characterization of these ground states is central to
their dynamics. However, the theory of dipolar BEC
ground states in three spatial dimensions (3D) is not
well developed. Almost all the previous analytical and
computational studies of dipolar BECs have relied on
lower-dimensional approximations. In this Letter, we use
an accurate numerical method to compute directly the
3D ground states of dipolar BECs trapped in anisotropic
harmonic potentials. We find that in a highly-prolate
trap, the ground state has an elongated candlestick-like
structure, with a larger nucleus flanked by two smaller
nodes. Using direct simulations of the dipolar Gross-
Pitaevskii equation, we show that the central node flat-
tens and shrinks, eventually undergoing anisotropic col-
lapse. We show that the collapsing nucleus deforms from
an initially spherical shape to a pancake shape, which is
retained during the collapse dynamics. The rate of this
anisotropic collapse is found to scale differently from the
corresponding isotropic case. We also find the mass vs.
chemical potential curve, which reveals a cusp point that
has not been reported in other nonlinear systems. We
raise the conjecture that such a cusp point is associated
with anistropic collapse dynamics.
We begin by recapitulating some of the key properties
of dipolar BECs (see [15, 18–20].). The dynamics of a
dipolar BEC can be described using the dipolar Gross-
Pitaevskii equation for the mean-field ψ(r , t),
i~ψt(r , t) =
[
− ~
2m
∇2 + Vext(r) + g1|ψ(r , t)|2 (1)
+ g2
∫
R3
Vdip(r − r ′)|ψ(r ′, t)|2dr ′
]
ψ(r , t),
where r = (x, y, z), ∇2 = ∂2xx+∂2yy+∂2zz is the 3D Lapla-
cian, Vext(r) is an external potential, and the terms with
g1 and g2 correspond to the local (short-range) and dipo-
lar (long-range) interactions, respectively. The dipolar
potential is
Vdip(r) =
1− 3 cos2 (θ)
|r |3 (2)
where θ is the angle between r and the dipole axis, which
we assume is aligned along the z-axis. We are interested
a regime where the short-range interactions are repulsive,
i.e., g1 > 0, and the long-range interactions are such that
g2 < 0. Due to the variation of the sign of (2), the dipolar
interactions are give rise to both attractive and repulsive
effects. Therefore, in the regime we consider, the dipolar
interactions are the sole quasi-attractive mechanism.
Two important conserved quantities of Eq. (1) are the
total number of atoms (analogous to the total power in
optics),
N [ψ] =
∫
|ψ|2dr , (3)
and the total energy (Hamiltonian) of the condensate,
E[ψ] =
1
2
∫
R3
[
~
2|∇ψ|2 + 2V |ψ|2 + g1|ψ|4 (4)
+ g2
∫
R3
Vdip(r − r ′)|ψ(r ′, t)|2dr ′|ψ|2
]
.
BECs are formed in the energetic ground state, which can
be characterized as follows. Assuming a time-harmonic
2solution, ψ(r , t) = u(r) exp(−iµt), where µ is called the
chemical potential, leads to the stationary dipolar GP
equation for the mode structure function u(r),
µ~u(r) =
[
− ~
2
2m
∇2 + Vext(r) + g1|u(r)|2 (5)
+ g2
∫
R3
Vdip(r − r ′)|u(r ′)|2dr ′
]
u(r). (6)
Equation (5) admits infinitely many solutions. The
ground state is the non-trivial minimizer of the total en-
ergy. It can be shown that the ground state is unique
and non-negative [21]. It is instructive and useful to re-
formulate Eq. (1) as (see [15, 22])
i~ψt(r , t) =
[
− ~
2m
∇2 + Vext(r) + (g1 − g2)|ψ(r , t)|2
(7a)
+ 3g2ϕzz(r)
]
ψ ,
∇2ϕ(r , t) = |ψ(r , t)|2 , (7b)
where ϕ(r , t) is an auxiliary nonlinear potential that de-
cays to zero as |r | → ∞. One advantage of this for-
mulation is that it circumvents the highly-singular in-
tegral in (2). It is remarkable that system (7) has the
same mathematical structure [23] as the Benney-Roskes /
Davey-Stewartson system, which describes surface waves
in a fluid of finite depth [24, 25] and intense light propa-
gation coupled to an electrostatic field [26–28]. This sys-
tem has been studied extensively in (2+1)-dimensions.
In particular, in [29] it was shown that the collapsing so-
lution becomes (mildly) anisotropic. However, almost all
the previous studies have been in (2+1)-dimensions and
not much is known about the solutions of this system in
three spatial dimensions.
Previous studies of dipolar BECs ground states have
used variational methods to characterize the ground
states, cf. [22, 30–36]. In the variational approach, one
assumes a Gaussian or other profile for the shape of the
mode and derives the relationships between its amplitude
and width. However, as we show below, in certain pa-
rameter regimes the structure of the ground state cannot
be well-approximated with a Gaussian or any other sim-
ple analytic profile. Here, we use a numerical approach
to compute the ground states.
To fix some of the parameter regime, we set ~ = m = 1
and the short and long-range interaction coefficients as
g1 = 1 and g2 = −1. This is equivalent to normalizing the
physical variables to the characteristic nonlinear length
scale of the system, which is determined by the atomic
scattering length. We use an anisotropic harmonic exter-
nal trapping potential,
Vext(r) = V0
[
x2 + y2 + (κz)2
]
, (8)
where V0 is the potential depth and κ is the anisotropy
parameter, i.e., κ < 1 and κ > 1 correspond to a prolate
(cigar-shaped) and oblate (pancake-shaped) potentials,
respectively. Since the trap is radially symmetric in the
x−y plane, the condensate inherits this symmetry. Thus,
we denote the planar radial coordinate (not to the con-
fused with |r | =
√
x2 + y2 + z2) as
r⊥ =
√
x2 + y2
and proceed to solve the stationary and time-dependent
problems in the (r⊥, z) and (r⊥, z, t) coordinate sys-
tems, respectively. To solve the stationary equation (5)
we employ the Accelerated Imaginary-Time Evolution
Method (A-ITEM), which is a gradient-decent method
for computing ground states of nonlinear dispersive equa-
tions [37]. In particular, we iterate the A-ITEM scheme
for Eq. (7) [recast in terms of u(r)] while normalizing the
peak density of the condensate,
nmax = max
r
|u(r)|2, (9)
to a constant of choice. The chemical potential is recov-
ered in each iteration from the relationship
µ = E[ψ] +
1
2
[∫
R3
g1|u|4 + g2
∫
R3
Vdip(r − r ′)|u(r ′, t)|2dr ′|u|2
]
.
(10)
There is a one-to-one relation between nmax and µ.
Therefore, the ground state can be defined by either of
them. Convergence is obtained when the relative differ-
ences between successive iterations of µ is smaller than
10−5. In all cases, this requires at most a few thousand
iterations.
We find that prolate traps can produce a “candlestick”-
shaped condensate, whose nucleus is flanked by two
smaller nodes (see Fig. 1). In this figure we represent
the condensate in two different ways. First, as the den-
sity plot of |ψ(r)|2 = u2(r) in the r⊥ − z plane. Since
the condensate is radially symmetric in the x − y plane,
the 3D ground state solution is computed by rotation of
u(r⊥, z) around the z-axis. Fig. 1(b) presents an iso-
surface plot of this 3D function, “sliced” at the contour
level of 0.4, or 40% of the peak density. The candlestick
modes arise when the trap is highly anisotropic and shal-
low. We emphasize that this occurs in spite of the trap
having a single well, because of the anisotropic nature of
the long-range interactions.
To investigate the evolution of the ground states, we
solve Eq. (7). Figures 2 and 3 present four snapshots
of the density and iso-surface dynamics of the solution.
The initial excitation for this computation was the con-
densate in Fig. 1 with a 2% amplitude perturbation, i.e.,
ψ(0, t) = 1.02 u(r). We note that the collapse pattern in
Fig. 1(b) resembles qualitatively the collapse patterns ob-
served experimentally by Metz et al. [38] in 52Cr BECs.
3FIG. 1. Candlestick condensate in a prolate trap with
anisotropy parameter κ = 4 ,trap depth V0 = 0.1, and con-
densate peak density nmax = 1. (a) Density plot in the r⊥−z
plane. (b) Iso-surface plot of the condensate (internal, teal)
surrounded by the trap (magenta).
The nucleus might appear to break off from the two
nodes. However, the nodes remain in tact and close to
the nucleus. We point out that the two nodes do not
appear in the last iso-surface plot, because their peak
densities are much smaller than the peak density of the
nucleus.
FIG. 2. Collapse of a candlestick condensate. Plots of
|ψ(r⊥, z, t)|
2 at different times. Note the greater range in
the vertical axis in the last plot.
To monitor the collapse process of the condensate, we
denote its peak density as
nmax(t) = max
r
|ψ(r , t)|2 . (11)
Figure 4(a) shows nmax(t) for the collapse in Fig. 2, which
blows-up at Tc ≈ 59 . Here nmax(0) = 1, so nmax(t) is also
the relative change of the peak density. Figure 4(b) shows
that, near the collapse time, the peak density scales as
nmax(t) ∼ (Tc − t)−3/4 . (12)
4FIG. 3. Iso-surfaces corresponding to Fig. .2.
Figure 5(a) shows the radial width and thickness of
the nucleus, which are recovered from the full-width at
half-max of |ψ(r⊥, z, t)|2 along the radial and z-axes, re-
spectively. After an initial stage (t ≤ 15), the thickness
Lz(t) decreases linearly with Tc − t. Therefore, the peak
density scales with the thickness approximately as
nmax(t) ∼ [Lz(t)]−3/4. (13)
Figure 5(a) also shows that the nucleus, which is initially
almost spherical, flattens more quickly than it shrinks in
the radial directions, leading to a pancake-shaped col-
lapse. This is further demonstrated in Fig. 5(b), which
shows the aspect ratio of the nucleus plotted against its
peak density during the collapse. The limiting aspect ra-
tio near the collapse time is greater than 7, i.e., the pan-
cake is quite flat, as also indicated by Figs. 2 and 3. In
contrast, for the analogous system in (2+1)-dimensions,
the collapsing solution is mildly anisotropic [29].
It is interesting to compare these results with the
collapse in isotropic NLS equations. In NLS theory,
the collapse (blowup) rate has has been studied exten-
sively [8, 9]. Both the short-range and long-range nonlin-
earities in the dipolar GP equation (1) are cubic. For the
3D cubic NLS equation, it has long been conjectured and
recently proven [39] that, as the solution approaches the
collapse time, its width decreases as L ∼ √Tc − t, and
its peak density increases as nmax ∼ (Tc − t)−1. There-
fore, nmax ∼ 1/L2. These exponents are quite different
from (12) and (13), further demonstrating the unique na-
ture of anisotropic collapse.
We also study the linear stability of these ground
states. Figure 6 shows the (normalized) total number of
atoms (3) in the ground state as functions of the chem-
ical potential. The potential depth is V0 = 0.1 and
anisotropy parameter is κ = 0.25 . This graph is ob-
tained by computing the ground states with peak densi-
ties in the range 0.1 ≤ nmax ≤ 36 and using Eq. (10)
to map nmax to µ. In NLS theory, it is known that
the ground state is amplitude-stable when dN/dµ > 0 ,
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FIG. 4. The peak density of the collapsing nucleus using a
normal plot (a) and a log-log plot (b) with a best power-law
fit [Eq. (12), dashed line].
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FIG. 5. The nucleus’ (a) radial width (dashes) and thickness
(solid) as functions of time. (b) The nucleus’ aspect ratio vs.
its peak intensity during the collapse.
where N(µ) = N [ψ(·;µ)] is the number of atoms (3) or
total mass [40–42]. In this sense, Fig. 6 indicates that
the ground states are linearly stable, despite their non-
linear instability. However, what is truly surprising about
Fig. 6 is the cusp point, which occurs at nmax ≈ 1. To
our knowledge, this is the first system in which a cusp
point in N(µ) has been reported. Moreover, we note
that, as nmax increases, i.e., as one traces the ground
states along the N(µ) curve, the nucleus becomes much
larger compared with the side nodes. This mimics what
happens during the collapse dynamics. Based on this ob-
servations, we conjecture that the cusp point in the N(µ)
curve could be a signature of the anisotropic collapse of
these ground states.
In conclusion, our computational results show that
long-range dipolar interactions in a BEC can give rise
to highly anisotropic condensate ground states that un-
dergo anisotropic collapse, which occurs at a different
rate from the isotropic case. This demonstrates that
anisotropic long-range interactions can lead to localized
nonlinear waves with unique collapse patterns and kinetic
properties, which could open up new venues for exploring
many-body collective excitations.
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FIG. 6. Normalized number of atoms of candlestick conden-
sates as the chemical potential is varied.
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