Abstract: This paper addresses the sparse data problem in the linear regression model, namely the number of variables is significantly larger than the number of the data points for regression. We assume that in addition to the measured data points, the prior knowledge about the input variables may be provided in the form of pair wise similarity. We presented a full Bayesian framework to effectively exploit the similarity information of the input variables for linear regression. Empirical studies with gene expression data show that the regression errors can be reduced significantly by incorporating the similarity information derived from gene ontology.
Introduction
Data regression is commonly used in bioinformatics. Often, the problem is to predict the output value of a biological process for a particular biological system under certain condition. By assuming that the outputs of a biological process for a given biological system can be determined by the linear combination of the expression levels of the genes within the system, we cast the prediction problem into a Linear Regression (LR) problem. The key to any linear regression model is how to determine the regression weights assigned to each gene. In addition to helping to predict the outputs of a biological process under different conditions, the regression weights of genes are also useful in determining the importance of the genes with respect to the biological process.
A main challenge with linear regression in bioinformatics arises from the sparsity of data. Very often, the number of training data points that are available for determining the regression weights of genes is significantly smaller than the number of genes involved in the process. A number of studies have been devoted to the sparse data problem. Many of the approaches are based on the techniques of feature selection and dimension reduction. The main idea of these approaches is to reduce the number of regression weights by only selecting the subset of the genes whose gene expression levels are significantly correlated with the outputs of the biological process. The well known feature selection methods include the information gain method (Lewis and Ringuette, 1994) , and the χ 2 tests Wiener et al. (1995) . The well known dimension reduction methods include the Principle Component Analysis (PCA) (Bishop, 1995) , the Independent Component Analysis (ICA) (Common, 1994) , the Linear Discriminative Analysis (LDA) (Friedman, 1989) , and the Partial Least Square (PLS) (Hskuldsson, 1988) . Other approaches address the sparse data problem by regularisation. They usually introduce a penalty term into the regression problem, which will favour the solutions of sparse non-zero regression weights. The optimal weights are then obtained by minimising both the penalty term and the regression errors. Well known approaches in this category include the ridge regression (Hoerl and Kennard, 1970) and the Lasso regression (Tibshirani, 1996) .
Despite intensive studies of LR in the past, the challenge of how to determine the regression weights for massive number of genes using a small number of training data points remains an open problem. In this paper, we present a text mining approach to alleviate the sparse data problem. The key idea is to first represent a gene by a set of key words that describe its functions and properties. These extracted keywords will allow us to determine the similarity of the genes in their functions and properties. More specifically, we assume that two genes are likely to be assigned similar regression weights if their text profiles overlap significantly. Based on this assumption, we presented a full Bayesian framework for incorporating the text profiles of the genes in guiding the regression process.
Unlike many studies in bioinformatics that focused on exploiting the gene ontology information, in this study, our emphasis is on extracting the text profiles from the texts of research papers. This is important since a large portion of the genes can not be found in the existing gene ontology database. For example, in the biological system used for this study, about 15-20% genes are not present in the current gene ontology database, thus precluding the use of these genes in the regression analysis. Hence, it is important to develop text mining techniques that can produce text profiles for these genes. The key challenge in using the free text based gene profiles to guide the regression processes is that many keywords may be completely irrelevant to the biological process to be regressed. As a result, the overlap in the text profiles of genes may not accurately reflect the relationship among the genes in the biological process. In order to address this problem, we extend the proposed Bayesian framework to automatically decide the importance of words when computing the similarity of genes based on their text profiles, which greatly improved the regression analysis. Bayesian approaches (Gelman et al., 2004; Townsend and Hartl, 2002) for regression or feature selection has been studied for a long time. However, it is still an open problem for how to incorporate biological knowledge into Bayesian framework for biological applications. To achieve this goal, this paper presents a new Bayesian approach to incorporate biological ontology and text literature information into micro-array data analysis. For example, it extends the traditional Bayesian approach by automatically tuning the importance of words for computing gene similarity.
The rest of this paper is organised as follows: Section 2 presents the basic regression problem addressed in this paper. Section 3 presents the Bayesian framework for incorporating the text profiles into the regression model, and the extension that address the problem of noisy text profiles. Section 4 presents the empirical studies using microarray and metabolic data obtained for the hepatocellular system. Section 5 concludes this study. Section 6 overviews the related work.
Preliminaries
Consider a biological system that comprises of n genes. Let x i = (x i,1 , x i,2 , . . . , x i,n ) denote the expression levels of genes in the biological system under the ith condition. Let X = (x 1 , x 2 , . . . , x d ) denote the gene expression levels of the biology system under d different conditions. By assuming that the output of a biological process under the ith condition, denoted by y i , is a linear combination of the gene expression data under the same condition, we have
where w = (w 1 , w 2 , . . . , w n ) are the regression weights assigned to n genes. Hence, the goal of the LR problem is to find weights w that minimises the regression error under all d conditions, i.e.,
where vector y = (y 1 , y 2 , . . . , y d ) includes the output values of the biological process under all d conditions. The optimal solution to the above problem is
where † refers to the pseudo inverse operator. To address the sparse data problem, the ridge regression (Hoerl and Kennard, 1970) introduces the penalty term w 2 2 into the objective function of equation (1), which leads to the following optimisation problem:
where parameter τ e weights the importance of the penalty term against the regression error. The solution to the ridged linear regression model is
Exploiting textual information for Linear Regression model
In this section, we will first introduce a Bayesian framework that incorporates the gene similarity information into the LR model. We will then describe the algorithm that solves the corresponding framework. At the end of this section, we will discuss the application of the proposed framework in exploiting the keyword profiles of genes for the regression problem in bioinformatics, with emphasis on how to address the problem of irrelevant keywords in text profiles.
A Bayesian framework
In this framework, we assume the prior knowledge of genes is encoded in a similarity matrix S, where each element S i,j expresses the similarity of two genes in terms of their properties and functions. The goal of this framework is to incorporate the gene similarity information to guide the selection of regression weights. More specifically, two genes with high similarity are likely to be assigned similar weights. In order to ensure that the assigned weights are consistent with the similarity matrix, we consider the following quantity:
where matrix L is the graph Laplacian (Chung, 1997) of similarity matrix S. It is defined as L = D − S where D is a diagonal matrix and each diagonal element is calculated as D i,i = n j=1 S i,j . Clearly, if the assigned weights are consistent with the similarity information, we would expect that the regression weights w will minimise the quantity l g . Hence, the above term can be used to construct a prior Pr(w) for the regression weights w as follows:
where I d is the identical matrix of size n × n. Parameter τ l is introduced to weight the importance of matrix L against I n in the Gaussian distribution. Notice that we use the matrix (τ l L + τ e I n ) −1 for covariance matrix, instead of (τ l L) −1 . This is because graph Laplacian L is in fact a singular matrix and therefore its inverse is not well defined. Another reason for introducing τ e I n into the covariance matrix is because similar to the ridge regression model, matrix τ e I n serves as the penalty term for the regression weights w and will usually lead to sparse solutions.
Since the prior involves two parameters, τ l and τ e , we further introduce two prior distributions for parameters τ l and τ e , i.e.,
where G(x; α, β) is the Gamma distribution and defined as follows
where parameters α and β control the shape of the Gamma distribution. The complete prior for w is then written as:
We then describe the likelihood Pr(y | w, X). By assuming that the output values of a biological process under different conditions are independent given the gene expression data X and the regression weights w, we have
Then, according to the LR model stated in equation (1), we assume a Gaussian distribution for Pr(y i | w, x i ), which is defined as follows:
where parameter τ r is introduced to control the variance in regression. Since the above probability involves an unknown parameter τ r , the complete expression for Pr(y | w, X) that includes the uncertainty of parameter τ r is written as follows:
where a Gaussian prior is introduced for parameter τ r . By combining the likelihood in equation (7) with the prior in equation (6), we have the conditional probability Pr(y | X) expressed as
In summary, the stochastic process of generating the output values y i for a biological process from the gene expression data x i under the ith condition is described by the following steps:
• sample τ e and τ l from priors G(τ e ; α e , β e ) and G(τ l ; α l , β l ), respectively
• construct the covariance matrix as
• sample the regression weights w from the distribution N(w; 0 n , Σ)
• sample precision τ r from the distribution G(τ r ; α r , β r )
• sample each y i in y from the distribution N(y i ; w x i , τ −1 ). 
Variational algorithm
Directly inferring the posterior distribution Pr(w | X, y) from equation (8) is computationally expensive. On the other side, approximate inference algorithms like the variational approach (Jordan et al., 1999) has been used for inferring posterior distributions. In this subsection, we will present an efficient algorithm that is based on the variational approach. First, we write the conditional probability Pr(y | X) in the logarithm form, i.e.,
To infer the posterior probability Pr(w | y, X), we introduce the variational distributions φ l (τ l ), φ e (τ e ), φ r (τ r ) and φ w (w) for variables τ l , τ e , τ r and w, respectively. They are:
The reasons for introducing variational distributions are twofold:
• these variational distributions will allow us to lower bound log Pr(y | X), which will decouple the correlation among the different parameters and therefore allow efficient computation
• these variational distribution will also serve as approximations of the posterior distribution for parameters τ e , τ l , τ r , and w.
Using the variational distributions, log Pr(y | X) is lower bounded by the following expression:
where the operator · stands for expectation and H(·) is an entropy function. We then lower bound the expectation of log Pr(w; τ l , τ e ) as follows:
where λ i , i = 1, . . . , n are the eigenvectors of the graph Laplacian L. In the above, we insert the variational distributions γ k s in order to decompose the correlation between τ e and τ l . γ k s are chosen to maximise the expression in equation (10). They are:
where ψ(x) is the digamma function defined as ψ(x) = d log Γ(x)/dx. More detailed derivation of γ k can be found in the appendix. Putting the lower bounds in equations (9) and (10) together, we have the lower bounds for log Pr(y | X) finally written as:
By optimising the variational distributions with respect to the lower bound of log Pr(y | X), we have the following equation for updating the parameters in the variational distributions φ l (τ l ), φ e (τ e ), φ r (τ r ), and φ w (τ w ):
b e = β e + 1 2 tr ww + S w (15) Figure 2 shows the detailed steps for computing the mean and variance for the regression weights w. 
Constructing gene similarity matrix
The key to the proposed model is how to determine the similarity matrix of genes.
To this end, we will first extract a text profile for each gene, and then estimate the similarity of two genes by comparing their text profile. Our hypothesis is that two genes are likely to have similar function in the biological process if their text profiles overlap heavily. In this section, we consider two different ways of extracting text profiles for the genes: representing a gene by its gene ontology codes, and representing a gene by the common keywords that are found in the research papers that are relevant to the gene.
Gene profiles by GO codes
For each gene g i , we extract the set of gene ontology codes t i = (t i,1 , t i,2 , . . . , t i,ni ) that describe the properties and functions of gene g i . Here n i is the number of codes for gene g i , and t i,j is a gene ontology code. To compute the similarity of two gene profiles, we will first calculate the similarity of two gene ontology codes. To this end, we assume that two gene ontology codes are similar if their positions in the gene ontology are relatively close to each other. Based on this assumption, we estimate the similarity of two gene ontology codes based on the overlap between their paths from the root. More specifically, the similarity between two gene ontology codes t i and t j , denoted by f t (t i , t j ), is calculated as follows:
where Z i = {z i,1 , z i,2 , . . . , z i,mi } represents the set of nodes that constitute the path from the root to the ith gene. Given the similarity function f t of gene ontology codes, the similarity measure between two genes g i and g j is calculated as the aggregation of similarity among the gene ontology codes:
The similarity matrix S is finally generated by setting S i,j = sim(g i , g j ).
Gene profiles by free texts
In the second approach, we generate gene profiles by identifying the key concepts from the related research papers. With these profiles, the similarity between the genes can be calculated to guide the regression model. More specifically, to find the key concepts related to a gene, our approach first uses all the name variations of the given gene as query words to retrieve the research papers that are likely to provide information about the gene. Key concepts are then extracted from the returned documents to build the profile of this gene. Finally, each gene is seen as a vector represented in the space of key concepts and the similarity scores between two genes by their vector dot product. The document collection used in our experiment consists of a sub-collection from PubMed for the last ten years (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) , which includes roughly three millions biomedical abstracts. There are three issues that are important to the above approach of calculating similarity of gene based on the free texts of research papers:
Retrieval algorithms. The first issue is which retrieval algorithm is more effective for identifying the documents that are relevant to given genes. Two approaches are considered in our study: the Boolean retrieval approach that retrieves documents that exactly match with the textual queries, and the well known Okapi method (Robertson and Walker, 1999 ) that weights the key concepts based on their Term Frequency (TF), Inverse Document Frequency (IDF), and the document length. More specifically, if d = (d 1 , d 2 , . . . , d n ) and q = (q 1 , q 2 , . . . , q n ) denote the term vectors of a document and a query, respectively, the Okapi method computes the similarity between d and q as follows:
where N is the number of documents in the collection, n k is the number of documents that contain the kth concept, andd is the average document length for the entire collection. To further enhance the retrieval accuracy of the Okapi method, the pseudo-relevance feedback technique is used. In particular, the top 20 documents retrieved by the Okapi method are analysed and the ten most common words of the top ranked documents are used to expand the queries. Then, the Okapi retrieval algorithm is further applied to the expanded query, and the top 100 documents are used to generate the gene profiles.
Key concepts. The second issue is what type of key concepts should be extracted from the retrieved documents to form the profiles of genes. One natural choice is to use the common words among the abstracts of the retrieved papers. However, since many of the extracted words may have nothing to do with the biological functions of the genes, the resulting similarity may not reflect the true relationship among the genes in the biological process to be regressed. In order to reduce the number of irrelevant words, we use the keywords provided by the Medical Subject Headings (MeSH) ontology to construct the text profiles of genes. More specifically, only the keywords of the MeSH codes that belong to the Mesh G category (i.e., biological science) are considered. From the profiles of all genes, we rank the all the concepts (i.e., MeSH codes in the G category) by their occurrences. Some most common concepts (e.g., Amino Acid Sequence; G06.184.603.060) are found not informative with respect to biological processes. These concepts are removed from the profiles of the genes to reduce the data noise. Finally, there are a total of 2742 unique Mesh G codes that remain as the key concepts.
Similarity. The third issue is how to compute the similarity of two genes in the vector space of 2752 concepts. In particular, there are a number of MeSH G codes that are irrelevant in determining the similarity among genes. Hence, we need to weight each concept appropriately such that the resulting similarity of genes can reflect the true association of genes in their roles in the biological processes. To this end, we consider two different approaches for term weighting: the TF.IDF term weighting method and the automatic term weighting method. The TF.IDF term weighting is commonly used in the study of information retrieval (Salton and Buckley, 1988) . Let the text profiles of gene g i and g j be represented by
where c is the number of concepts used to represent the genes. Then, the TF.IDF method computes the similarity of gene g i and g j as follows:
where N is the number of documents within the entire collection, n k is the number of documents that contains the kth concept, and c is the number of concepts. The TF.IDF based similarity measurement is based on the assumption that two genes are more likely to share similar biological functions when the rare words/concepts are shared by their text profiles than when the common words/concepts are shared by their text profiles. One problem with the TF.IDF term weighting method is that such an assumption may not necessarily be valid in computing the similarity between genes in their biological functions. The second problem with the TF.IDF method is that the weights assigned to the key concepts are completely independent from the regression model, and therefore may not be optimal for the given regression process. To resolve these two problems, we propose the automatic term weighting method that exploits the information within the regression process for the assignment of term weights. In the following, we give the mathematical details of how to connect the regression model with the assignment of term weights.
Let θ = (θ 1 , θ 2 , . . . , θ c ) denote the weights assigned to all the words used by the text profiles. Then, the similarity sim a (g i , g j ) between gene g i and g j is computed as
Using the weighted similarity function sim a (g i , g j ) for S i,j , we can rewrite the entire similarity matrix S as the linear combination of similarity matrix of each individual word, i.e., 
where L k is the graph Laplacian that is constructed based on the information of the kth word. Like most Bayesian approaches, we can then introduce a prior for each weight θ k and extend the variational method described before to estimate the posterior distribution Pr(w | y, X) of the regression weights w. However, this approach could be computationally expensive when the number of words used in the text profiles is large. In our empirical study, over 2000 unique keywords are used for the gene text profiles. In order to significantly reduce the computational cost, we first construct the matrix U = (u 1 , u 2 , . . . , u n ) for the text profiles of all the genes. We then apply the Singular Value Decomposition (SVD) to the matrix U to extract its first m principle components. Let (λ i , v i ), i = 1, . . . , K be the top K eigenvalues and eigenvectors of matrix U U . Similar to equation (22), we rewrite the graph Laplacian L in the following linear combination form:
Notice that in the above expression, we use parameters θs to represent the weights of the principle eigenvectors, instead of the weights of the words. By choosing a relatively small number of eigenvectors, we are able to reduce the number of parameters θ significantly. Similar to the Bayesian framework described before, we introduce a Gamma distribution G(θ i ; α l , β l ) as the prior Pr(θ i ) for each weight θ i , and the likelihood Pr(w | θ, τ e ) becomes
By putting the above distribution together, we then have the probability Pr(y | X) expressed as:
Using the variational approach, we introduce the variational distributions
, φ e (τ e ), φ r (τ r ), and φ w (w), which are N(w;w, S w ) .
We have the updating equations that are similar to equation (12) to (19) except the equations for γ k , a k , and b k . They are:
Experiments

Experimental data
cDNA microarray and metabolic data. Microarray gene expression and metabolic data are obtained for HepG2 cells exposed to Free Fatty Acids (FFAs) and Tumor Necrosis Factor (TNF-α). The biological experiment are designed and employed to identify the effects of individual treatments as well as the interaction effects of FFA and TNF-α in the development of hepatic disorders. In total eight different conditions are used in the biological experiment. For each condition, we obtained cDNA microarray gene expression and metabolic data. The data consisted initially of 19458 genes and 64 metabolic functions or processes. Of the 830 genes identified by the ANOVA analysis, the top 100 genes identified by the GA/PLS analysis to be important for the LDH release were selected for further analysis. Performing the Gene Ontology Tree Machine (GOTM) analysis on the 100 genes identified that five different GO-groups were significantly enriched (p < 0.01). The 40 genes belonging to these gene groups were then selected for further analysis (Li et al., 2007) . In this regression problem, we assumed that the value of each metabolic function can be approximated by a linear combination of the expression levels of the selected genes. We further assumed that there is a different LR model for each metabolic function or process and the regression model is independent of the condition used for obtaining the gene expression and metabolic data. Thus, for each regression model, there are 40 regression weights to be determined with only eight data points (corresponding to the number of conditions).
Baselines and evaluation
We evaluate the quality of regression models using the normalised regression error, which is defined as follows:
where y andŷ is the true and the estimated output value, respectively. σ 2 y is the variance of y, which is estimated from the metabolic data and represent different metabolic process, are obtained under different conditions. We use the leave one out cross validation to evaluate the proposed regression models: for each condition, a separate regression model is trained on the metabolic data that are measured on the other seven conditions, and the metabolic data of the given condition is predicted using the trained regression model. We measure the normalised regression error for each condition and average the errors across eight conditions and 64 metabolic processes, which is used as the final indicator of the quality of regression.
Two baseline models are used in this study. The first baseline model is the straightforward regression that is already described in Section 2. The second baseline model is the ridge regression model that is also described in Section 2. To determine the optimal value of τ e in the regularised regression model, we further apply the leave one out cross validation to the training sets that consist of seven conditions.
Experiment (I): Effectiveness of the proposed Bayesian framework
In this experiment, we compare the results of the proposed Bayesian framework to the straightforward LR model and the ridge regression model that is commonly used for the sparse data problem. The similarity matrix used by the Bayesian approach is constructed based on the gene ontology database. The detailed description of using gene ontology information for similarity measurement can be found in Section 3.4. The normalised regression errors for the straightforward LR and the proposed framework using different similarity matrices are presented in Table 1 .
First, we see that the Bayesian approach is able to reduce the regression errors substantially from 12.9-7.9%. This implies that the prior knowledge extracted from the gene ontology is useful for guiding the selection of regression weights. Second, it is surprising to see that the RLR performs slightly worse than the the straightforward LR. Since the key parameter in the ridge regression is τ e and is chosen by leave one cross validation, we vary the value of the parameter τ e from 1 to 20. The normalised regression errors of RLR using different τ e are presented in Table 2 . Clearly, none of these values lead to a normalised regression error that is noticeably better than the original LR. Based on the above observation, we conclude that the Bayesian approach is effective in incorporating the gene ontology information into the LR model. Regression (RLR), and the Bayesian framework using the gene ontology for computing gene similarity (Bayesian (GO))
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Experiment (II): Effectiveness of free text profiles for Linear Regression
In this experiment, we examine the effectiveness of using the gene profiles based on the free texts on the LR model. In particular, we will examine the impact of different retrieval algorithms and different weighting schemes on the regression accuracy. Two retrieval algorithms, namely the Boolean retrieval and the Okapi retrieval method, and two term weighting algorithms, namely the TF.IDF term weighting and the automatic term weighting, are used in the study. The normalised regression errors for the four possible combinations between the two retrieval algorithms and the two weighting schemes are summarised in Table 3 . Table 3 Normalised regression errors for the Bayesian framework using two retrieval algorithms (i.e., the Boolean retrieval algorithm (Boolean) and the Okapi retrieval algorithm (Okapi)) and two term weighting schemes (i.e., the TF.IDF term weighting (TF.IDF) and the automatic term weighting (Automatic)) First, we observed that the similarity measurement based on the TF.IDF term weighting is unable to reduce the regression error regardless of the retrieval algorithms that are used to find relevant documents. In fact, the normalised regression error is slightly increased, from 12.9% to over 14.0%, when the gene similarity based on the TF.IDF term weighting is used in the regression model. On the other hand, the normalised regression error is reduced noticeably when the automatic term weighting is used. In particular, the regression error is reduced from 12.9% to 10.8% when the Boolean retrieval algorithm is used, and is reduced to 8.8% when the Okapi retrieval algorithm is used. This result indicates that term weighting schemes are more important in determining the similarity of genes than the retrieval algorithms. We believe that this is due to the fact that many of the 2742 concepts are irrelevant to the similarity measure of the genes. In particular, this result implies that the underlying assumption behind the TF.IDF term weighting method may not be appropriate. For example, the MeSH keyword 'Frameshift Mutation' appears in the text profile of the gene G13.920.590.300. Although this keyword appears in 1654 research papers out of 3 million documents, it is not related to a specific biological function of the gene. Thus, the co-occurrence of this word in the profiles of two genes does not imply similarity of the two genes specific to an actual cellular function. Second, comparing the regression errors of using the automatic term weighting, we see that the Okapi method is more effective than the Boolean retrieval algorithm. This is consistent with most of the previous studies in information retrieval, which usually reveals a significant advantage of using the Okapi method than the simple Boolean retrieval algorithm. Finally, comparing the normalised regression error of using free text retrieval based on the automatic weighting scheme to that of using the gene ontology, we observed that the two approaches achieved similar performance. This result indicates that the free text retrieval based approach can be as effective as the gene ontology based approach if appropriate weighting scheme is applied.
Conclusion
In this paper, we studied the problem of exploiting text mining methods to improve the quality of the LR models. The main idea of this paper is to represent genes in a biological system by their text profiles, which include keywords that describe the properties and functions of the genes. These text profiles are used to estimate the similarity of genes, which is applied to guide the selection of the regression weights that are assigned to the genes. A Bayesian framework is presented to incorporate the text information into the regression process. Unlike most of the previous studies that focus on using the gene ontology information, one of the key contribution of this paper is to explore the approach of representing genes by keywords that are extracted from the free text retrieval. This is significant given that a large portion of genes are not included in the gene ontology database. In order to address the problem of irrelevant keywords in the gene profiles, an automatic method is presented to weight the keywords appropriately. Our empirical study showed that the proposed Bayesian framework is effective in incorporating the gene similarity information into the regression model. Our empirical study also showed that the automatic weighting approach is effective in reducing the effect of irrelevant keywords. Furthermore, the experimental results indicate that it is better to use the GO code information for calculating similarity measures between genes when the genes can be found in existing gene ontology database since this approach is faster and more accurate than the text mining approach.
Relate work
There has been considerable previous research on information retrieval for biomedical documents. The Genomics track of NIST's Text REtrieval Conferences (TREC) was established in 2003 with the aim to encourage researcher in information retrieval for biological text application by providing a large test collection including large corpora with a sufficient set of queries and relevance judgements (Hersh and Bhupatiraju, 2003; Hersh et al., 2004) . A wide range of information retrieval and text categorisation methods has been studied in the TREC Genomics track. Studies from several groups have shown the effectiveness of the Okapi retrieval method and the pseudo relevance feedback approach for biological document retrieval and classification (Seki and Mostafa, 2005; Buttcher et al., 2005; Huang et al., 2005) .
The valuable knowledge from biomedical text retrieval/mining has been successfully applied to the analysis of gene expression data (Tanabe et al., 1999) and gene clustering (Shatkay et al., 2000; Speer et al., 2004) . Although a number of studies have been devoted to exploring the gene ontology information for the prediction of protein functions (Jensen et al., 2003; Lu et al., 2004) , none to date have considered using GO in regression problems. The goal of most regression problems in bioinformatics is to predict the activity level of an entire biology system, which is considerably more challenging than the classification problems that only predict the properties and functions of individual genes. Unlike the clustering problems in bioinformatics that only consider the gene expression data, the regression problems have to take in account the gene expression data as well as the outputs of a biological system. Hence, it is usually more difficult to incorporate the prior knowledge into the regression models than into the clustering models.
