Oil spill calamities have increased, threating maritime ecosystems. This reinforces the need for accurate mapping of oilspill calamities. The use of hyperspectral classifiers to extract areas of oil spill in a test site was achieved in this work. The paper describes the effects of utilizing a set of hyperspectral image analysis algorithms such as Minimum Distance (MD) and Binary Encoding (BE) algorithms to classify hyperspectral images of oil-spill areas in the Gulf of Mexico using Environment for Visualizing Images software. Hyperspectral image subseting, region of interest and principal component analysis were performed in the preprocessing stage, which is used to reduce the vast amount of data and eliminate redundant data. The paper provides empirical insights on the classification accuracy of hyperspectral images. A confusion matrix is used to determine the accuracy of a classification by comparing a classification result with ground truth information. The overall accuracies were 94.6399% and 88.4422% for the MD and BE algorithms, respectively. Therefore, the two algorithms are accurate for classifying hyperspectral images of the Gulf of Mexico. However, the MD algorithm is more accurate than the BE algorithm.
INTRODUCTION
The concerned authorities and governments have found a way to obtain information concerning oil spill using hyperspectral images, and it is obtained by capturing, analyzing, and studying images from satellites. Multispectral and hyperspectral technologies have been developed for science and research applications. New applications appear by considering multispectral and hyperspectral imagery (Sykas et al., 2011; Vagni, 2007) .
Hyperspectral images are used in several applications including food safety and quality, medical sciences, forensics, and agriculture (Headwall photonics company, 2006) . Hyperspectral imaging involves gathering and processing data from across the electromagnetic spectrum. The human eye sees visible light in three bands -red, green, and blue (RGB) -however; spectral imaging divides the spectrum into more bands. Hyperspectral images contain a wealth of data, but interpreting them requires an understanding of exactly what properties of the ground materials are being measured, and how they relate to the measurements recorded by the hyperspectral sensor (Smith, 2012) . Sensors in hyperspectral imaging systems provide images with a large number of contiguous spectral channels per pixel. Hence, information about different materials within a pixel can be obtained (Bayliss et al., 1997) .
Hyperspectral imaging systems acquire images with an abundance of contiguous wavelengths (usually less than 10 nm). Dozens or hundreds of images are usually obtained; hence, every pixel in a hyperspectral image has its own spectrum over a contiguous wavelength range (Wu and Sun, 2013) . Hyperspectral imagery has the potential to extract more accurate and detailed information than that obtained in other cases involving remotely sensed data (Lugo. et al., 2004) .
In this method, no prior knowledge of the sample is needed because an entire spectrum is assumed at each iteration and post-processing allows all available information from the dataset to be mined, which is regarded as the main advantage of hyperspectral imagery. Another advantage is the pixel-wise incorporation of a continuous spectral signature of hundreds of wavelengths into a two-dimensional image of the object under inspection. The main disadvantages of this method are the http://journals.uob.edu.bh associated cost and complexity. Faster computers, sensitive detectors, and large data storage spaces are needed for analyzing hyperspectral data (Bauriegel and Herppich, 2014) .
SUPERVISED CLASSIFIER
Image classification is viewed as an important aspect of remote sensing, image analysis, and pattern recognition (Abbas and Rydh, 2012) . Image classification in remote sensing involves assigning pixels or the basic units of an image to classes. It has the potential to gather groups of identical pixels in remotely sensed data, into classes that match the informational categories of user interest by comparing pixels to one another and to those of known identity (Perumal and Bhaskaran, 2010) . There are two primary approaches in hyperspectral classification: supervised and unsupervised.
Supervised classification is the process of clustering pixels into classes based on specified training data. Training data are groups of pixels that represent areas for which the information class (land cover, geologic type, etc.) is already known, as shown in Figure 1 (ENVI, 1999) .
Figure 1: Supervised classification
In supervised classification, a band of "training areas" in the image is designated by an analyst, each of which is a known surface material that symbolizes a desired spectral class. For each training class, the average spectral pattern is computed using a classification algorithm, and then the remaining image cells are assigned to the most similar class. In unsupervised classification, the algorithm derives its own spectral class set from a spot sample of the image cells before performing class assignments (Smith, 2012) .
The quality of the training sets is the main factor affecting the quality of supervised classification. All Training sets are created with digitized features.
supervised classifications usually involve a succession of operations that must be followed:
1. Setting the training sites.
Extracting signatures.
3. Classifying the image.
Usually, two or three training sites are selected. The greater number of training sites selected, the more effective the process. This process assures both accuracy of classification and correct interpretation of the results. After the training site areas are digitized, statistical characterizations of the information are performed. The specific patterns obtained are called signatures. Finally, the classification methods are applied (Perumal and Bhaskaran, 2010) . Unlike the unsupervised methods that do not need to the training data. Unsupervised methods automatically cluster the data of image into various groups according to predefined criteria or a cost function (for example, clustering data based on minimum distance). These groups are then mapped to classes (Tsot and Olsenj, 2005) .
There are various methods of supervised classification that have been developed to solve the hyperspectral data classification problem. In this work, two algorithms -the MD and BE algorithms -are applied and their results are compared.
A. MD Algorithm
The MD decision rule (also called spectral distance rule) computes the spectral distance between the mean vector for each signature and the measurement vector for the candidate pixel. It calculates the mean of the spectral values for the training set in each band and for each category, measures the distance from a pixel of unknown identity to each category, assigns the pixel to the category with the shortest distance, and denotes a pixel as "unknown" if the pixel is beyond the distances defined by the analyst. 
Figure 2: Minimum distance (MD) classification
In the MD algorithm:
 Each class is represented by its mean vector.  Training is performed using objects (pixels) of a known class.  The mean of the feature vectors for an object within a class is calculated.  New objects are classified by determining the closest mean vector (Center for Image Analysis), as shown in Figure 3 .
Figure 3: Minimum distance to means classification
As with all classification algorithms, every pixel in the image is analyzed to determine the class assignments. This can be time consuming depending on the file size. Hence, the standard MD classification procedure that's been modified to increase the computational efficiency. Under a normal MD classification, all the pixels are assigned to the nearest spectral class; no pixel is left unassigned.
Some algorithms allow the user to specify a threshold distance from the class mean, where beyond it a pixel will not be assigned and hence, remain unclassified (AlAhmadi and Hames, 2007). The Euclidean MD classifier is simple and computationally fast. It is a linear classifier, meaning that the decision surfaces are hyperplanes.
The decision function is:
Where x is the n-dimensional pixel vector being classified, r is a tunable parameter, T distance-threshold parameter, and  i is the n-dimensional mean vector for class i . The function G i (x) is evaluated for each class, and the pixel is assigned to the class with a maximum value of G i (x).
The level set function is the signed MD from the pixel to the curve. This distance, by convention, is regarded as negative and positive for pixels outside and inside the contour C, respectively. The level set function  of the closed front C is defined as (Airouche et al., 2009 ):
Where d((x,y),C) is the distance from point (x,y) to the contour C and the minus or plus sign is chosen depending on whether point (x,y) is outside or inside interface C, respectively. The interface is represented tacitly as the zero-th level set (or contour) of this scalar function (Airouche et al., 2009) :
B. BE Algorithm Binary encoding (BE) is a standard technique for classifying hyperspectral images. It reduces the amount of data while conserving as much information as possible (Xie et al., 2011) . It reduces the information of a pixel (often represented as 8 bits per channel) to 1 or 2 bits per channel. The basic idea of BE is to compare the albedo of each pixel in every band with a threshold and then assign a code "0' or "1" to it (Nde and James, 2013) .
where S [i] is the code of the i-th band, Xi is the attribute of the original spectral vector, and T is the threshold (the mean of the spectral vectors is selected as the threshold).
The BE classification technique encodes the data and endmember spectra into 1s and 0s based on whether a band falls under or above the spectrum mean. It compares each encoded data spectrum with the encoded reference spectrum and produces a classified image. All the pixels are classified to the endmember with the greatest band number that matches unless the user specifies a minimum match threshold in which case some pixels may be unclassified if they do not meet the criteria (ENVI, 2004) .
Proposed probability based improved binary encoding (PIBE) method includes two principal steps. The first step is to combine all useful information such as texture, shape, spectra, and height into binary codes, and the second step is to compute the matching probability between image objects and target classes according to the calculated distances between the corresponding binary codes (Xie et al., 2011& Xie, Huan and Tong, X., 2013) .
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The encoding rule defines how to convert all useful data into binary codes. The two divisions of the code can be explained as follows:
i. The spectra: The encoding rule for the spectra follows the traditional BE method. ii. Target classes: To be compatible with the input binary codes, the target classes need to be coded in the same way. While in principle, all necessary values can be obtained using training data and universal cognition. With the BE rule, the target classes and image objects are converted to binary codes; each element is presented by 2L + 5N, a bit-long binary code. Therefore, the binary codes of hyperspectral image objects are compared with those of the target class using a similar probability-based evaluation measure (Xie et al., 2011& Xie, Huan and Tong, X., 2013) .
Binary spectral encoding is advantageous because it is simple, effective, and is a low-computational-load hyperspectral analysis method of classifying and identifying mineral components. Although this method provides a sound execution, it has some disadvantages, i.e., it has a low efficiency in some cases due to the high spatial resolution of modern hyperspectral sensors and because this method mainly operates on the pixels, the efficiency sometimes is low (Mazer et al., 1988) .
METHODOLOGY
The hyperspectral dataset is first preprocessed. The preprocessing of the hyperspectral dataset includes determination of the region of interest (ROI) and applying PCA. The MD and BE supervised classification algorithms are used in the processing phase.
C. Preprocessing
The region of study is the Gulf of Mexico, USA. Hyperspectral data were acquired on 06 June, 2010, and have 360 bands. The test area was at a major oil spill site. The study region was downloaded from the SpecTIR site (SpecTIR, 2012) . Figure 4a shows an image of the study area acquired from Google maps and Figure 4b indicates the dataset that will be analyzed. 
(i) Region Of Interest
An ROI is a part of an image selected either graphically or by methods such as thresholding. ROIs are used in supervised classification, but not unsupervised classification. The ROI selected in this work is shown in Figure 5 .
Figure 5 : Region of interest (ROI) (ii) Principal Component Analysis
Principal component analysis (PCA) is a dataanalysis technique used to reduce dimensionality. It reduces the high dimensional vectors to a set of lower dimensional vectors (Koonsanit et al., 2012) . Number of bands of original dataset is reduced into a number of new bands that is called the principle components to increase the covariance and decrease redundancy in order to achieve lower dimensionality. Researchers use PCA to determine the best bands for classification, analyze their contents, and evaluate the correctness of classification using PCA images, as shown in Figure 6 and Error! Reference source not found. (Rodarmel and Shan, 2002) . 
D. Processing
The overall aim of the work is to acquire an image of the study area. Preprocessing is required for the ROI of the image, and PCA is required to reduce the vast amount of data and eliminate the redundant data. After preprocessing, the main processing is performed by applying the supervised classification algorithms -MD algorithm or BE algorithm. The process is shown in Figure 9 . 
RESULT
The classification result of the study dataset obtained by using the MD and BE algorithms in the study area is shown in Figure 10 and Figure 11 . A confusion matrix is used to show the accuracy of a classification by comparing a classification result with the ground truth information. The confusion matrix is calculated using previously determined ground truth ROIs. Table 1 shows the confusion matrix for the MD algorithm and Error! Reference source not found. Table 2 shows the confusion matrix for the BE algorithm. The overall accuracies for t h e MD and BE algorithms are 94.6399% and 88.4422%, respectively. Hence, the MD algorithm performs better classifications for the study area than the BE algorithm.
CONCLUSION
This work has achieved the use of MD and binary coding classifiers to extract information about oil-spill areas in a test site, i.e., the Gulf of Mexico in USA. MD and BE algorithms were analyzed to evaluate their ability to classify pixels. PCA was used before the classification process to reduce the dimensionality of datasets. The overall accuracy of the MD and BE algorithms was 94.6399% and 88.4422%, respectively. This indicates that the MD algorithm produces more accurate results than the BE algorithm. 
