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1. 研究背景 
 近年,集積回路は微細加工技術の進歩により製
造プロセスにおけるばらつきが増大し,それに伴
い集積回路の素子特性のばらつきも増大している
[1].素子特性のばらつきにはチップ間ばらつきだ
けではなく,チップ内ばらつきも含まれるため,最
悪コーナーを想定していた従来の設計手法である
静的遅延解析 (STA: Static Timing Analysis) で
は,マージンの重畳により最適設計が困難となっ
ている.この問題に対し,新たな手法として遅延ば
らつきを統計量として扱う統計的静的遅延解析 
(SSTA: Statistical STA) が提案されている. 
 しかし,SSTA は統計量同士の計算を行う中で近
似を用いるため,得られる遅延分布は真値ではな
い.そこで,SSTA によって得られた遅延分布の精
度を比較する対象として真値を求める必要がある.
真値を求める手法として,モンテカルロシミュレ
ー シ ョ ン を 用 い た 統 計 的 静 的 遅 延 解 析 
(MC-SSTA: Monte Carlo based SSTA) が利用さ
れているが,大規模な回路に対して高い精度の遅
延分布を得るには多大な時間がかかる. 
 MC-SSTA の問題点である実行時間の短縮を目
的として,グラフィックス用のプロセッサ (GPU: 
Graphics Processing Unit) の演算能力を利用し
た並列プログラム Parallel-MC-SSTA のアルゴリ
ズムとデータ構造が[2]で提案された.しかし,[2]で
提案された手法（以降,既存手法）は GPU の性能
を十分に生かせていない. 
 本稿では,既存手法に改良を加え,既存手法と比
べ最大で約 42％の実行時間の削減を実現したこ
とを報告する. 
2.GPUの動作構造とアーキテクチャ 
2.1 動作構造  
 GPUを利用するプログラムの基本的な動作は,
ホストと呼ばれる CPU側のデータをデバイスと
呼ばれる GPU側に転送し,デバイスで並列計算を
行った後に計算結果をホストに転送するという 3
つからなる.デバイスで動作するプログラムはカ
ーネルと呼ばれ,異なるデータに対して同じ命令
を実行する SIMD (Single Instruction Multiple 
Data)であるプログラムである.また,CUDAの動
作構造は階層構造となっており,多数の最小動作
を階層化によって管理しながら並列に実行するこ
とが基本となる.カーネルの動作の最小単位はス
レッド,その上位階層はブロック,グリッドと呼ば
れる.スレッドの総数は並列数と呼ぶこととする. 
2.2 アーキテクチャ 
 アーキテクチャも階層構造となっており,最小
単位が SP(Streaming Processor),その上位階層は
SM(Streaming Multi-Processor),GPUである. 
GPUにはボード上に実装されたデバイスメモリ
と SM内に実装されたオンチップメモリがあり,
前者はデータ転送が低速だが大容量,後者は高速
だが小容量が特徴である.デバイスメモリはホス
ト及び全スレッドからアクセスできるが,オンチ
ップメモリには各スレッドのみアクセス可能なレ
ジスタとブロック内の全スレッドがアクセス可能
な共有メモリが存在する. 
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3. モンテカルロ法を用いた SSTA 
3.1遅延モデル 
 既存手法や ,提案手法では canonical delay 
modelと呼ばれる遅延モデルが採用されている.こ
の遅延モデルはローカル変量と各グローバル変量
を独立に扱い,以下の式で表される. 
 
D = μD + sx[D] ∙ 𝑥D +∑ si[D] ∙ 𝑟i
g
i=1
 (1) 
μDは遅延Dの平均,riはグローバル変量番号 iのグ
ローバル変量,si[D]はグローバル変量 riとの共分
散,xDはローカル変量,sx[D]はローカル変量との感
度である.riと xDはN(0, 1)の標準正規分布である.
ローカル変量とは遅延固有のばらつきを表わすた
めのものであり,他の全ての確率変数と独立であ
る.また,si[D]はグローバル変量 iとの共分散であ
り,グローバル変量 iとの相関の程度を表わすもの
であるので,si[D]はグローバル変量 iに対する感度
（sensitivity）と呼ばれる.また,ここではグローバ
ル変量は g個存在していることとする.  
2.2 アルゴリズム 
 CPU 向けの MC-SSTA のアルゴリズムを図 1
に示した. 
 
図 1 MC-SSTAのアルゴリズム 
 入力は ISCAS85 ベンチマーク回路,STA 試行回
数,mode で,mode により出力が異なる.出力は最
大・最小遅延かクリティカルパス(CP : Critical 
Path)点系列である.MC-SSTA は主に二つのプロ
グラム ,mk_globalnet と STA から動作してお
り,mk_globalnetは ISCAS85ベンチマーク回路フ
ァイルである iscas ファイルの回路をグラフに変
換し,点接続ファイル node.file と枝遅延ファイル
edge.file を出力するプログラムであり,STA は入
力を元に遅延の計算を行うプログラムである.ま
た,219937-1 という長い周期をもつ乱数生成器であ
るMersenne Twister(MT)を STA内で利用してい
る. 
3. 既存手法 
3.1 アルゴリズム 
既存手法である Parallel-MC-SSTA のアルゴリ
ズムを図 2に示した. 
 
図 2 Parallel-MC-SSTAのアルゴリズム 
Parallel-MC-SSTA の基本的なアルゴリズムは
MC-SSTA と同様だが,引数の mode は削除されて
おり出力は最大・最小遅延のみとなっている.また,
ブロック数とスレッド数を指定する引数が追加さ
れている.ブロック数とスレッド数は指定しない
で実行することもでき,その場合はグラフ構造と
デバイスメモリの容量を元にブロック数とスレッ
ド数を自動的に設定する. Parallel-MC-SSTA 内
では Parallel-STA を実行し ,乱数生成器には
MTGP を用いる.MTGP は並列計算用に開発され
た乱数生成器であり,211213-1の周期をもつ. 
Parallel-STA内では並列化に関する動作と保存
先の削減に関する動作が追加されている.追加さ
れている部分を図 3の中のグレーで示した.グラフ
の接続情報をホストで処理することによって,各
スレッドは接続情報を読み込む必要がない.また,
操作枝の遅延値のみを並列数に応じて生成するた
め ,全枝の遅延値の記憶は不必要となる .さら
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に,MTGP を用いて乱数列をデバイス上に生成し
た後,各スレッドが乱数列を利用するため,スレッ
ド数に応じた個数の独立な状態変数は生成する必
要がない.  
図 3 Parallel-STA のアルゴリズム 
4. 提案手法 
4.1. 既存手法の問題点 
 既存手法の問題は,枝 1本の遅延値の計算および
大小比較に対してのみ並列化を行っているところ
である.これは,GPU の性能を最大限利用している
とは言えない.複数の枝の遅延値を並列に計算す
ることができれば ,更なる実行時間の削減がで
き,GPU の性能をより有効に活用できるのではな
いかと予想される.そこで,新たな計算手法を考え
る必要がある. 
4.2. 並列計算できる枝を見つける手法 
並列計算できる枝の条件として,枝の終点が異
なる必要がある.これに加え,枝の始点の遅延値が
すでに求まっている必要がある.ここでは,これら
の条件を満たすような各枝 e の遅延値の計算順序
番号 N[e]について説明していく.計算順序番号と
は,枝の計算順序を表した値で,同じ番号の枝は並
列に計算できることを意味する.図 4 において,点
の下の番号は点番号 VN,点の中の番号はトポロジ
カル番号 i,枝の下の英字は枝の名前である.点の遅
延値は 0に初期化する.トポロジカル番号順に点を
保存する配列 Tp[i]を用意し,Tp[0]にダミーソース
点番号 5を保存する.割り当てたトポロジカル番号
+1 を j とする.図 4 において,緑の数字は,各枝 eの
N[e]を表し,青の数字は,各点 vのM[v]を表す.そし
て,N[e]とM[v]をすべて 0に初期化する. 
計算順序番号の割り当て手法について説明して
いく Tp[0]に保存されている点を操作点とし,操作
点の出力枝について操作していく.図 6に示すよう
に,M[5] + 1の値を,点 5の出力枝 aの仮のN[a]と
する.つまり,N[a] = 1 となる.次に,図 7に示すよう
に,N[a]と枝 a の終点の M[0]を比較し,N[a]が大き
い場合は M[0]を N[a]とする.M[0]が大きい場合
は,M[0]に 1を足しN[a]をM[0]とする.今回の場合
N[a]の方が大きいので,M[0]を N[a]とする.それを
図 8 に示す.この一連の操作により,枝 a の N[a]が
1 と定まる.ここで,終点の入力枝すべてに計算順
序番号が割り振られたら,トポロジカル番号 j を割
り当て Tp[j]に終点番号を保存し,j+1 とする.トポ
ロジカル番号を割り振ったら,Tp[0]から Tp[j]まで
の各点 vのM[v]が昇順になるようにトポロジカル
番号の再割り当てを行う. 
以上で説明した操作をダミーシンク点まで行っ
たときのグラフを,図 9 に示す.また提案手法のフ
ローチャートを図 10に示す  
 
図 4 有向アサイクリックグラフ 
  
図 5. 図 4のグラフの一部 図 6. 仮のN[a]決定 
 
図 7. 比較     図 8. M[0]の更新 
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図 9. 各枝と点のN[e]とM[v]の値 
 
図 10. 提案手法のフローチャート 
4.3. メモリアクセスの最適化 
メモリへのアクセス時間は ,DRAM では
400-600クロックかかるが,共有メモリは数クロッ
クと速いのが特徴である.この共有メモリを活用
する.枝の遅延値を生成する際に式 1 を用いるが,
この式のなかで,平均μD,ローカル感度sx[D],グロ
ーバル感度si[D]は,同じ枝であれば同じ値が与え
られる.そのため,枝 1 本あたりの平均,ローカル感
度,グローバル感度（6 個）の保存容量は 8byte*8
個=64byteであるため,共有メモリに保存すること
が可能である.これらを共有メモリに保存し,すべ
てのスレッドが共有メモリにアクセスするように
することでメモリアクセス時間の短縮を実現す
る. 
5. 実験結果 
表 1 既存手法と提案手法の動作時間比較表
 
 表 1 より実行時間は c17 を除き削減できている
ことが分かる.削減率は最高で約42.24％となり,既
存手法よりも高速化されたことがわかる 
6. 結論 
 本稿では,既存手法のアルゴリズムを改良した
Parallel-MC-SSTA を提案した.また既存手法と提
案手法の実行時間の比較を行った.実験結果より,
実行時間を最大で約 42%削減することに成功し
た. 
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