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ABSTRACT

HUMAN MOBILITY MONITORING USING WiFi :
ANALYSIS, MODELING, AND APPLICATIONS
SEPTEMBER 2021
AMEE TRIVEDI
B.E., K.J.SOMAIYA, MUMBAI UNIVERSITY
M.Sc., UNIVERSITY OF MASSACHUSETTS, AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Dr. Prashant Shenoy

Understanding and modeling humans and device mobility has fundamental importance in mobile computing, with implications ranging from network design and
location-aware technologies to urban infrastructure planning. Today’s users carry a
plethora of devices such as smartphones, laptops, tablets, and smartwatches, with
each device offering a different set of services resulting in different usage and mobility
leading to the research question of understanding and modeling multiple user device
trajectories. Additionally, prior research on mobility focuses on outdoor mobility
when it is known that users spend 80% of their time indoors resulting in wide gaps in
knowledge in the area of indoor mobility of users and devices. Here, I try to fill the
gaps in mobility modeling in the areas of understanding and modeling indoor-outdoor
human mobility as well as multi-device mobility.

iv

In this thesis, I propose the characterization and modeling of human and device
mobility. Further, I design and deploy mobility-aware applications for contact tracing
of infectious diseases and energy-aware Heating, Ventilation, and Air Conditioning
(HVAC) scheduling. I try and answer a sequence of four primary inter-related questions : (1) how is indoor and outdoor user mobility different, (2) are multiple device
trajectories belonging to a single user correlated, (3) how to model indoor mobility
of users and (4) how to design effective mobility aware applications that are easily
deployable and align with long term goals of sustainability as well relay positive societal impact. The insights gained from each question serves as a base to build up on
the next question in the series.
I present answers to these questions across three main parts of my thesis. The
first part comprises of characterization and analysis of human and device mobility.
In this part I design and develop tool to extract device trajectories from WiFi system
logs ”syslog” and map devices to users. These extracted trajectories and device to
user mapping are used to characterize and empirically analyze the mobility of users at
varying spatial granularity (indoor, outdoor) and extract device mobility correlations
between multiple devices of users and forms the first part of my thesis. In the second
part, based on the insights gained from the multi-granular and multi-device mobility
characterization stated above, I argue that mobility is inherently hierarchical in nature
and propose novel indoor human mobility modeling approach. Third, I leverage the
passively observed mobility to design mobility-aware applications that either look
back or look ahead in time. WiFiTrace is a look back or backtracking application
that is a network-centric contact tracing tool to aid healthcare workers in manual
contact tracing of infectious diseases and iSchedule is a look ahead machine learning
based mobility-aware energy-saving application that predicts Heating, Ventilation,
and Air Conditioning (HVAC) schedule for higher energy savings while increasing
user comfort.
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CHAPTER 1
INTRODUCTION

How, why, where, and when people move - has intrigued us for a long time. Understanding the mobility of users and their devices has become very important in the
era of mobile Internet with implications from the design of mobile services to urban
infrastructure. With the ever so increasing availability of digital traces of mobile
devices, understanding user and device mobility through passive sensing has become
feasible. This thesis explores the challenges and opportunities in leveraging WiFi
system logs to infer actionable insights for modeling mobility and designing effective mobility-aware applications by applying several techniques from Data Mining,
Machine Learning, Deep Learning, and Natural Language Processing.

1.1

Motivation

A wide range of applications, from system design and urban planning to personalized assistants and simulations for spread of diseases, depend on understanding,
modeling, and predicting human mobility. Uncovering the anatomy of human mobility and understanding its statistical properties have been a favorite among researchers
across a variety of fields ranging from computer science to epidemiology.
In the past, a lot of effort to understand human mobility was through surveys,
paths traversed by banknotes, and letters leading to a very high-level coarse understanding of human mobility. However, with the advent of the internet and advancement in mobile technologies modern day efforts to understand human mobility use
datasets curated from digital traces Global Positioning System (GPS), Call Data
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Record (CDR) of mobile devices (smartphones, tablets), user social media check-ins,
vehicle logs, etc. While most of these modern day datasets are collected passively
they represent a very macro level or outdoor view of human mobility.
Studies have shown that humans spend over 80% of their lives indoors and inside
buildings [68]. Consequently, understanding indoor mobility is equally important for
purposes of modeling and system design, but this area has seen much less work than
outdoor mobility of users [122, 114, 52, 32]. Recent research has recognized that indoor
mobility of users inside buildings, where many users spend a significant portion of
the day, is very different from outdoor mobility exhibited when walking in a city or
traveling in vehicles [124, 125]. While a few recent efforts have specifically focused on
indoor mobility [69, 125] it has been from the network perspective and many research
questions remain unanswered.
Additionally, in today’s world users carry a plethora of mobile devices such as
smartphones, laptops, tablets, etc. Understanding the mobility of these devices and
the correlations among their mobility patterns serve as a base for collaborative multidevice task management and this area has not been explored.
To push the frontier of human mobility research, in this thesis proposal, I mainly
explore the following questions :
• What are the differences in mobility patterns of users and devices at various
spatial granularities (indoor/outdoor)?
• How correlated are the mobility patterns exhibited by different devices belonging to the same user?
• What are the implications of these findings on mobility modeling research? How
to design mobility models that reflect the insights gained from the empirical
analysis?
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• How can the above analysis be used in designing effective and accurate datadriven mobility-aware applications that are easy to deploy, align with long term
goals of sustainability, and relay a positive societal impact.
I believe that this confluence of factors — i) ubiquity of mobile devices and ii)
availability of digital traces of the mobile devices — permits the use of sophisticated
data analytic techniques to infer actionable insights. As more mobile devices become
increasingly prevalent and ubiquitous, and smartphone mobility becomes a proxy for
user mobility, I argue that modeling device and user mobility patterns with passive sensing using data-driven modeling will be crucial in designing mobility-aware
applications.

1.2

Thesis Contributions

In this thesis, I propose tools, empirical analysis, mobility models, and mobilityaware systems based on passive mobility derived from WiFi traces. The primary
components and contributions of this thesis are as follows:
• Trajectory Extraction and Empirical Analysis : A tool to extract device trajectories from WiFi logs and empirical analysis of extracted spatio-temporal
trajectories to understand the characteristics of human and device mobility at
multiple spatial granularity.
• Mobility Modeling : An indoor human mobility model for accurately predicting
the future mobility or entire day trajectory of users across buildings at multiple spatial scale encapsulating the correlations across the outdoor and indoor
mobility features.
• Mobility-aware Applications: Based on the passively sensed trajectories we can
design applications that broadly fall into 2 categories- (i) applications where we
backtrack the past observed mobility after an event happens in time to infer
3

attributes, causes, or preventive actions associated to the event, (ii) applications
based on predicting future mobility or aggregated mobility (such as occupancy
prediction) over a horizon. In this thesis, I present one application per category:
– Network-centric Contact Tracing : WiFiTrace, a network-centric approach
for contact tracing of infectious diseases using passive WiFi sensing. We
backtrack observed user trajectories for infectious disease containment.
– Mobility-aware HVAC Scheduling : iSchedule, a machine learning-driven
technique to automatically learn custom occupancy-based Heating, Ventilation, and Air Conditioning (HVAC) schedules for buildings across a large
campus. An application based on predicting future building occupancies
by observing past mobility and occupancy of each building.
Each component is described in more detail below.
1.2.1

Trajectory Extraction, Analysis, and Modeling

With the large amount of digital traces left by user devices or user check-ins, there
has been a great interest in understanding human mobility. There is extensive work
on understanding mobility at urban scales [122, 114, 52, 32], activity identification
[73, 116, 51], and point of interest areas [117]. This body of work has focused on
characterizing and modeling outdoor mobility at large spatial scales, such as cities
and campuses [87, 63], as well as different temporal scales, by using a variety of data
sources such as cellular, WiFi, social media check-ins, and vehicular data [48, 107,
49, 61].
However, users spend around 80% of their time indoors [68]. Consequently, understanding indoor mobility is equally important for purposes of modeling and system
design, but this area has seen much less work than outdoor mobility of users. In this
work, I present a detailed empirical analysis of indoor building mobility in a university
campus and present key insights on differences in mobility at various spatial scales. I
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also explore the mobility correlations between trajectories of multiple devices belonging to the same user. Overall, this study reveals significant differences between indoor
mobility and prior results on outdoor mobility, indicating that system designers need
to carefully consider our findings when designing systems for indoor use.

1.2.2

Mobility Modeling

Modeling human mobility has a wide range of applications from urban planning
to simulations of disease spread. It is well known that humans spend 80% of their
time indoors [12] but modeling indoor human mobility is challenging due to three
main reasons: (i) the absence of easily acquirable, reliable, low-cost indoor mobility
dataset, (ii) high prediction space in modeling the frequent indoor mobility, and (iii)
multi-scalar periodicity and correlations in mobility. To deal with all these challenges,
I propose WiFiMod, a transformer based data-driven approach that models indoor
human mobility at multiple spatial scales using WiFi system logs. WiFiMod takes
as input enterprise WiFi system logs to extract human mobility trajectories from
smartphone digital traces. Next, for each extracted trajectory it identifies the mobility features at multiple spatial scales, macro and micro, to design a multi-modal
embedding transformer that predicts user mobility for several hours to an entire day
across multiple spatial granularities. Multi-modal embedding captures the mobility
periodicity and correlations across various scales while transformers capture long term
mobility dependencies boosting model prediction performance. Further, the multiscale approach significantly reduces the prediction space by first predicting macro
mobility, then modeling indoor scale mobility, micro mobility, conditioned on the estimated macro mobility distribution, thereby using the topological constraint of the
macro-scale.
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1.2.3
1.2.3.1

Mobility-aware Applications
Network-Centric Contact Tracing

Contact tracing is a well-established and effective approach for the containment
of the spread of infectious diseases. While manual methods for contact tracing are
well established in the medical community [33], such methods are laborious and do
not scale well. As a result, there has been a push for digital contact tracing solutions.
While bluetooth-based contact tracing method using phones have become popular
recently, these approaches suffer from the need for a critical mass of adoption in
order to be effective. I present an alternate contact tracing solution, WiFiTrace,
a network-centric approach for contact tracing that relies on passive WiFi sensing
with no client-side involvement. WiFiTrace exploits WiFi network logs gathered
by enterprise networks for performance and security monitoring and utilizes them
for reconstructing device trajectories for contact tracing. WiFiTrace enhances the
efficacy of traditional methods, rather than to supplant them with a new technology.
WiFiTrace is based on an efficient graph algorithm to scale the approach to large
networks with tens of thousands of users.

1.2.3.2

Mobility-aware Energy Efficient Application

Heating, ventilation, and air conditioning (HVAC) systems account for over 50% of
the energy consumed by commercial buildings. Though ”smart” HVAC technologies,
such as learning thermostats, are widely available for residential use, commercial
buildings rely on legacy systems that are difficult to upgrade and require facility
managers to manually set HVAC schedules. Static HVAC schedules set by Building
Facility Managers are neither energy-efficient nor provide high user comfort.
To address this issue, I propose a novel Machine Learning-driven technique to
automatically learn custom occupancy-based HVAC schedules for buildings based on
the past occupancy observed by the building across various spatio-temporal granular-
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ities. The system is highly adaptive and can be customized to generate schedules per
building per day of the week. The building occupancy is derived passively across a
large campus that leverages the existing omnipresent wireless networking infrastructure in a modern campus. I present an algorithm that learns from these patterns to
derive a custom HVAC schedule. This approach is adaptive and dynamically adjusts
its schedules as occupancy patterns change, much like a learning thermostat.

1.3

Outline

I structure the remainder of this thesis as follows. Chapter 2 dives through the
foundations of human mobility, prior work, WiFi dataset details used throughout the
thesis, and ethical considerations of data collection. Chapter 3 presents a tool to
extract device trajectories from WiFi traces and characterization of device and user
mobility. In chapter 4 I present a different take on user and multi-device mobility
modeling. I argue that mobility modeling should be hierarchical in nature and the
mobility of multiple devices belonging to a single user should be modeled as a collection. In chapter 5 and 6, I discuss 2 mobility-aware applications from 2 different
perspectives. In chapter 5 I propose WiFiTrace, a network-centric approach for contact tracing that relies on passive WiFi sensing with no client-side involvement and
look at a novel graph based algorithm. Whereas in chapter 6 I present iSchedule,
a machine learning-driven technique to automatically learn custom occupancy-based
HVAC schedules for buildings across a large campus. Finally, in Chapter 7 I wrap up
my thesis with conclusions.
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CHAPTER 2
RELATED WORK

This chapter presents background on mobility, the dataset used throughout the
thesis, and a discussion on ethical considerations of user data collection and usage.

2.1

Human Mobility

Human mobile behavior is assumed to be nomadic in nature, where nomadicity
involves traveling to a location, staying at that location for a period of time, followed
by travel to a new location, and so on [67]. The process of moving between two
successive locations is referred to as a transition, while the stationary behavior at a
location is denoted as a stationary period. The path of a mobile user over time is
referred to as their trajectory.

2.1.1

Understanding Mobility

Early work in mobile computing focused on characterizing such nomadic behavior
as random walks, where the choice of the next location was random [95, 23, 15,
95]. However subsequent research showed that human activities follow daily and
weekly routines, and there are significant spatial and temporal correlations as well as
recurring patterns in the locations visited by mobile users [46, 14, 60, 123, 42]. A
variety of data sources have been used to understand mobility, ranging from GPS,
cellular, WiFi logs of mobile devices, social media check-in data [20, 13, 100, 123,
48, 25], as well as transportation data such as taxi logs [42, 100].
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Challenges
While much prior work focuses on outdoor mobility, there have been a few campusscale mobility characterization studies, at university campuses such as Dartmouth
[69, 50], Singapore Management University (SMU) [55, 56] and Tsinghua [125] and
in corporate campuses [18]. However, none of these studies have examined mobility
of multi-device users or that at different spatial scales. These studies do not analyze
mobility at micro- and macro-scales (nor are we aware of efforts to characterize outdoor urban-scale mobility at multiple spatial scales). Further, prior studies have not
focused on users with multiple mobile devices—prior work from the early 2000s was
conducted in the pre-smartphone era and implicitly assumed a single device per user
environment, with laptops being the primary user device[69, 18]. More recent studies
[55, 56, 125] did not focus on this specific research question, and have instead focused
on other issues such as crowd activities [125], group behavior [55, 56] or networking
aspects [18].
Our work in mobility characterization presented in Chapter 3 differs in a few keys
ways, most notably our focus is on outdoor and indoor mobility characterization and
analysis of multi-device mobility. Our study reveals significant differences between
indoor mobility and prior results on outdoor mobility and brings insights indicating
that system designers need to carefully consider our findings when designing systems
for indoor use.

2.1.2

Mobility Modeling

There has been significant work on using Markov Models or Hidden Markov Models (HMMs) to capture the sequential nature of human mobility. However, capturing
long-term dependence in the data or recurring patterns is challenging when using
Markov Models; doing so requires the use of higher-order Markov models, which
quickly grow in complexity and computational overheads.

9

Most of the mobility modeling work focusses on outdoor mobility modeling at
urban-scales [52, 75, 71, 63] , next location prediction [31, 76, 74, 41, 45, 79], and
point of interest areas [117] using a variety of data sources such as cellular, WiFi,
social media check-ins, and vehicular data [42, 48, 107, 49, 61, 17]. All these outdoor
models cater to a discrete mobility models where mobility is infrequent compared to
fine grain indoor mobility hence these outdoor models cannot be directly applied to
indoor environments.
More recent work in this area has focused on urban mobility modeling using cellular, transportation or social media data using data driven methods, specifically deep
learning. Recurrent Neural Networks (RNNs) have emerged as a popular approach for
urban mobility modeling [75, 37, 98, 121, 59, 121] taking inspiration from Natural Language Processing (NLP) to learn long term dependencies. SpatioTemporal-Recurring
Neural Network (ST-RNN) [9] models spatial and temporal contexts of mobility but
is too complicated with the need to tune a lot of parameters and cannot be easily
deployed for indoor mobility which is very frequent. In DeepMove [37] the authors
propose using RNN to model sparse trajectories. It does not cater to either indoor
mobility or capturing the mutli-scale hierarchical mobility correlations.
Other efforts in indoor mobility modeling comprise of [57] but this approach is
for modeling mobility based on groups and social friendship ties. Additionally they
use fingerprinting to acquire the dataset and it requires human effort and cost in
acquisition. WiFiMod uses passively sensed WiFi syslogs and doesn’t need any new
infrastructure or human feedback for data collection. There has been work on using
WiFi probes for sensing where the probe requests from mobile devices that steadily
scan the APs close by for access are used for monitoring the crowds or activity flow for
monitoring users [113, 109]. These prior works do not focus on individual mobility
and instead look at crowd and activity behavior of aggregated users. In our work
we focus on individual user mobility trajectories using WiFi syslogs and not WiFi
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probes. Additionally, our model supports all applications that need individual as
well as aggregated human mobility unlike only aggregated behavior as analyzed by
prior work.
Note: All our work is coded in python and heavily uses python pandas [89].

2.2

Dataset and Methodology

2.2.1

Campus WiFi Dataset

Our campus-scale indoor mobility study is based on WiFi data from a large university campus (University of Massachusetts, Amherst). The campus comprises 156
buildings spread over 1460 acres and is a residential campus where most undergraduate students live on campus. Wireless connectivity is available in all campus buildings
and also in many outdoor spaces. The campus WiFi network consists of 5104 HP
Aruba access points (APs) that are managed by seven wireless controllers. The controllers receive syslog messages of all events seen by the APs; these logs contain many
types of events, of which six events types are relevant to our study: (i) association, (ii)
disassociation, (iii) re-association, (iv) user authentication, (v) deauthentication, and
(vi) drift events. Since the campus WiFi network uses enterprise RADIUS authentication, all user devices must first authenticate themselves before they connect to
the network. Doing so generates authentication and deauthentication log messages,
which allows the network to associate each device with a particular user. Once authenticated, the device can then associate with a nearby access point, which generates
an association message in the event logs. If the device moves out of range or wakes
up from sleep, it may generate disassociation, reassociation, or drift messages.
Finally, for Cisco networks, we log WiFi data directly from the network using
the Cisco Connected Devices (CMX) Location API v3 [99]. All of these preprocessor
scripts convert raw logs into the following standard record format:
Timestamp, AP Name or Id, Device MAC Id, event type, (optional) User Name
11

Item Description

Value

Duration
Fall 2018 (Sep-Dec)
Num. events in log
9.6 billion
Num. of Buildings
156
Num. of APs
5104
Num. of devices
70,040
Num. of Student users
24,791
Num. of Faculty-staff users
5293
Table 2.1: Dataset Description
By default, we assume anonymized (or hashed) device MACs and usernames. We
also assume a separate secure file containing a mapping of real names to hashes. While
the association, disassociation, reassociation, and drift messages from the syslog give
us spatio-temporal details about the various devices on the network, the authorization
events provide us with details about MAC ID and username, aiding us to create a
device-user mapping. The device-user mapping helps us count each user once by
considering only the highly mobile user device among multiple user-owned devices.
The identified highly mobile device is most commonly a smartphone because it gets
carried around by users everywhere.
WiFi Logs: Each event in the log consists of a timestamp, the event type, the
MAC address of the device, and the Access Point ID. In addition, authentication and
deauthentication events also include the user name and user type (which can be one
of student, faculty-staff, or guest). For privacy reasons, all device MAC addresses and
user names are anonymized using a SHA-1 hash function. Since the location of all
access points are known (in terms of the building and floor where they are deployed),
each of six event types represents a “presence” event, since it indicates the presence
of that device in the vicinity of the access point (and its corresponding location).
The sequence of presence events generated by a device over the course of the day
then reveals all the AP (and building-specific) locations visited by that device and
the time spent at each location. Further, since each device must first authenticate to
12

(min)

Figure 2.1: Impact of different thresholds for determining stationary periods.

the network using its owner’s user ID, the owner of each device is known, which in
turn reveals the collection of devices owned by each user.
This data collection has been ongoing since 2013 for various longitudinal studies.
Unless specified otherwise, for computational tractability, our analysis focuses on a
single university semester, namely Fall 2018, which spans from September to December 2018 (see Table 4.1). The event log for this one semester is over 260GB in size
and contains 9.6 billion events spanning 70,040 devices, 24,791 student users and 5293
faculty-staff users.
2.2.2

Trajectory Extraction Over Noisy Data

We now describe our methodology for extracting the mobility trajectory exhibited
by each device using noisy syslog traces and validation of the generated trajectories.
From the overall trace, we first extract a trace of events generated by that device
using its hashed MAC address enabling us to reconstruct the trajectory of the device
over each day. Specifically, the timestamped presence messages reveal the sequence of
locations visited by the device during each day and the time spent at each location.
For students who stay on campus in residence halls, we can reconstruct a trajectory
for the entire day, while for faculty, staff and student who live off-campus, we can
reconstruct device trajectories for the portion of each day spent on campus. Each
device trace reveals a trajectory comprising a sequence of stationary and transition
periods. A stationary period indicates that the device is stationary at a particular
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location (by virtue of being associated with the same AP for a period of time).
A transition period indicates that the device is ”on the move,” which is seen as a
sequence of association events with different APs, each of a short time duration.
For the purpose of this study, we use a 10 minute threshold to distinguish between
a stationary and transition state for a device—if a device is associated with an AP
for a duration greater than 10 minutes, we label the current location as a stationary
period, otherwise the location is assumed to be part of a transition period in the
overall device trajectory. The 10 minute threshold was chosen after a careful analysis
of the data. Figure 2.1 depicts the number of stationary periods (i.e., locations)
visited by a device obtained for different thresholds. A smaller threshold implies that
even short stays at an access point will get labeled as stationary periods. The figure
depicts that the curve flattens at 10 minutes and stays flat beyond this threshold
value; such a 10 minute threshold, also employed by others [63], aligns with human
notions of visiting a location versus transiting through one.
Handling Noise: The trajectories extracted from raw traces will be inherently noisy.
For example, mobile devices may connect to access points that not the most proximal, or “ping-pong” between nearby access points even though the user is stationary.
Similarly, when the user is walking to a new location, devices may connect to distant
APs in weakly connected regions or exhibit similar ping-pong switching effects. Since
we are using the AP location to determine the device location, all of these effects introduce noise or spurious location changes into our extracted trajectories. To address
these issues, the raw traces are subjected to a multiple filtering and smoothing steps
during trajectory extraction to remove noise and obtain clean trajectories.
Validating Trajectories: We conducted a small-scale study to validate that device
trajectories derived from the WiFi dataset corresponds to the ground-truth device
trajectory. To do so, we had volunteers mimic user behavior by walking with a phone
to various campus buildings, spend some time inside each building, and then walk
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to next building and so on. The ground truth trajectory (i.e., locations and times)
recorded by the user were compared to that extracted from the WiFi log of the
phone. Our validation study revealed more than 99% accuracy between the extracted
locations and the ground truth for indoor locations and deviations of no more than
20-40 meters in outdoor locations when walking outside, providing confidence that
our dataset enables us to study campus-scale mobility behavior.

2.3
2.3.1

Data Ethics and Privacy Considerations
Privacy and Ethical Considerations

Collection of user data raises important privacy concerns, especially for everyday
users whose whereabouts would essentially be documented in logs. Mobility aware
applications bear the same concern, especially since users are passively tracked when
connected to the WiFi network. To reduce the privacy risk, several safeguards have
been put into practice and a few suggested as below.
1. No direct access to the user or device data: In all my work, all WiFi
network data such as MAC ID and username that can identify a user is hashed
(e.g., using the SHA-2 hash) to maintain anonymity. The hashing key is known
only to one person in the IT department. Hashing of MAC ID and usernames
is performed before they are shared with the researchers.
2. Leveraging existing operational security standards: WiFi network data
is used by many IT departments for network maintenance and security surveillance. For example, our campus uses the same WiFi data used throughout all
projects in this thesis to track down compromised devices that may be responsible for internal DDOS attacks and identify student hackers who, most notably,
might be attempting to change course grades. Additionally, in many regions,
audit and compliance laws also necessitate gathering network logs for subsequent analysis and audits. These routine evaluations have operational security
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standards in place to protect user privacy. Using this WiFi data for contact
tracing requires compliance with the same high operational security standards.
3. Obtain user consent: Data protection acts in many countries require organizations to acquire user consent before starting any data collection operations.
So, before any applications described in this thesis can be used in production,
users must provide informed consent to contact tracing upon connection to WiFi
in an enterprise network. Similarly, case investigators must also be authorized to
retrieve de-anonymized information when necessary, and all data sharing must
follow the approved guidelines. For example, a contact tracing team could decide to directly contact an individual at high risk of contracting Covid-19 or
publish at-risk locations like a public alert to appeal to potentially infected individuals to contact health authorities. In the latter case, the proximity data
report is used for further contact tracing when at-risk individuals contact health
officials. We currently use this latter approach at our USA campus.

2.3.2

IRB Approval

Data collection for experimentally validating the efficacy of our approach across all
projects has been approved by our Institutional Review Board (IRB). It is conducted
under a Data Usage Agreement (DUA) with the campus network IT group that
restricts and safeguards all WiFi data. To avoid private data leakage, all the MAC
ids and usernames in the syslogs are anonymized using a strong hashing algorithm.
The hashing is performed before syslog data is stored on disk under the campus IT
manager’s guidance, who is the only person aware of the hash key of the algorithm.
Any data analysis that results in the users’ de-anonymization is strictly prohibited
by our IRB agreement and the signed DUA.
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CHAPTER 3
EMPIRICAL ANALYSIS AND CHARACTERIZATION

Understanding the mobility of users and their devices has become ever more important in the era of the mobile Internet—mobile behavior has broad implications
on the design of mobile services, wireless networks, edge computing, and urban infrastructure. Over the past decade, there has been extensive work on understanding
human mobility at urban scales [122, 114, 52, 32] and on modeling such mobility
[75, 112, 42, 71, 31, 63, 90, 74] by using a variety of sources such as cellular, WiFi,
social media check-ins, and vehicular data [48, 107, 49, 61]. This body of work has
focused on characterizing and modeling outdoor mobility at large spatial scales, such
as cities and campuses [87, 63], as well as different temporal scales, by using a variety
of data sources such as cellular, WiFi, social media check-ins, and vehicular data
[48, 107, 49, 61]. This body of work has largely assumed mobile devices to be independent, an assumption that no longer holds in an era of mobile Internet users who
own a multitude of devices that exhibit correlated mobility patterns. Further, prior
work has analyzed or modeled mobility patterns at a single spatial scale–often that
of the underlying dataset—and has not considered the impact of mobility at different
spatial scales on system design. In this chapter, we challenge the above stated assumptions with insights gained from empirical analysis and discuss the implications
of the insights on system design.
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3.1

Motivation

Studies have shown that humans spend over 80% of their lives indoors and inside
buildings [68]. Consequently, understanding indoor mobility is equally important for
purposes of modeling and system design, but this area has seen much less work than
outdoor mobility of users [122, 114, 52, 32]. Recent research has recognized that indoor
mobility of users inside buildings, where many users spend a significant portion of
the day, is very different from outdoor mobility exhibited when walking in a city or
traveling in vehicles [124, 125]. While a few recent efforts have specifically focused on
indoor mobility [69, 125], many research questions remain unanswered.
In this chapter, I focus on empirically characterizing the indoor mobility of modern
mobile Internet users with a view to address three questions: (1) How do indoor
mobility patterns differ from those observed in outdoor settings? (2) Since modern
users own multiple mobile devices, how correlated or different are the indoor mobility
patterns exhibited by different devices belonging to the same user? (3) What are the
implications of these findings on mobility modeling research?
I argue that to fully understand indoor mobility, mobility patterns should be
analyzed at multiple spatial scales. For example, how users and devices move from
one building to another over the course of a day, and what mobility do they exhibit
inside a building? That is, both macro-scale inter-building mobility as well as microscale intra-building mobility should be analyzed to understand the richness of indoor
mobility patterns. We also argue that since today’s mobile users own a multitude of
mobile devices and use various devices differently, it is important to characterize how
these usage patterns translate to similarities and differences in their exhibited mobile
trajectories. That is, it is important to analyze the collection of each user’s devices
rather than doing so independently.
I address these research questions by conducting a large-scale characterization
study using the campus WiFi dataset.
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3.2

Background

In this section, we present background on indoor and outdoor mobility.
Outdoor versus Indoor Mobility: Much of the above work has focused on
outdoor mobility to understand how humans move from one location to another at
the spatial scale of a city or community (i.e., at urban-scales) [52, 87, 117, 98, 120].
As noted earlier, humans spend over 80% of their lifetime indoors [68], and indoor
mobility is known to be different from outdoor mobility patterns [124, 125]. Specifically, indoor mobility is concerned with how users and their devices exhibit nomadic
behavior within and across buildings—that is, what locations (buildings, rooms) users
visit, how long they stay at each location, and the transition path between locations;
since indoor movements are based on walking, we are not concerned with the velocity
of transitions—unlike outdoor mobility in vehicles, for instance.
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Figure 3.2: Different devices of a user exhibit dissimilar trajectories.

Figure 3.1: Intra and Inter-building Mobility

Building-level Indoor Mobility: Our work characterizes indoor building mobility
at two different spatial spaces: inter- and intra-building scales. Inter-building mobility
is concerned with macro-scale mobility from one building to another; in this case, the
entire building is assumed to be single spatial location and we characterize nomadic
behavior in terms of time spent in a building, transition time to the next building,
and so on. Intra-building mobility is concerned with micro-scale mobility inside a
building–i.e., how the time spent in a single building can be further broken down into
mobility across rooms or locations within that building; in this case, rooms, specific
areas within the building or even access points are assumed to specific locations and
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12:00am

mobility is viewed at the finer spatial scale across these locations. We argue that a
multi-spatial scale approach captures both macro and micro mobility patterns, and in
doing so yields a better understanding of indoor mobility behavior. This is illustrated
in Figure 3.1 which depicts the inter-building and intra-building trajectories of an
actual user; at inter-building scale, the trajectory reveals the sequence of buildings
visited over a day and the times spent in each, while at intra-building scale, the
trajectory reveals what locations were visited by the user when visiting each of those
buildings.
User versus Device Mobility for Modern Users: Modern Internet users
carry multiple devices. A common use case is to own a smartphone and a laptop,
but many users will own more than two devices that include tablets, e-readers, and
wearable smartwatches, among others. In such multi-device environments, it is important to distinguish between the mobility of a user from that of their devices. Prior
studies that have implicitly assumed device mobility to be a proxy for user mobility, since the former is used to characterize the latter. In our case, each user owns
multiple mobile devices, and perhaps more importantly, uses these devices differently,
causing them to exhibit different mobility patterns. For example, a user may carry
their phone everywhere they go while at work, but they may not take their laptop
to activities such as lunch that do not require the laptop. This will cause the mobile
behavior of the laptop to deviate from that of the phone even though both are owned
by the same user. Thus, we distinguish between user mobility and device mobility
and assume that each mobile device exhibits a distinct mobility pattern, which approximates to varying degrees the true mobility of their owner. Further, the user’s
device that exhibits the greatest mobility—often the one that the user takes with
them “everywhere”—yields the best approximation of the user’s mobility. Figure 3.2
illustrates these differences by depicting mobile and laptop trajectory for an actual
user. As shown, both devices visit the same location whenever the user brings both
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devices to that location; the figure shows that the user often leaves the laptop at a
location but takes the phone with them when visiting other locations inside a building or even other buildings, causing trajectory deviations. The trajectories converge
again when the user returns to the previous location.
Mobility in Campus Environments: Campus settings are well-suited for studying
indoor mobility for several reasons. Users in university or corporate campuses spend
a significant portion of the work day working or studying in such settings. Such
users tend to be tech-savvy and own a multitude of mobile devices, and campus
environments tend to have ubiquitous WiFi network coverage, which yields data for
mobility studies. Finally, since a campus comprises multiple buildings, it enables both
intra-building and inter-building mobility of users to be analyzed over the course of
the day.
Study

Data Source

Spatial Scale

Tsinghua campus [125] WiFi, SNMP, Apps
Indoor flat
SMU campus [55, 56]
WiFi, Apps
Indoor flat
Dartmouth campus [69]
Network WLAN
Indoor flat
Corporate campus [18]
Network WLAN
Indoor flat
Our study
WiFi syslog
Inter- & Intra-building
(Multiple Floors)

Multi-device users

Use case

No
No
No
No
Yes

Student behavior
Group/user behavior
Network optimization
WLAN characterization
Modeling

Table 3.1: Comparison with Prior Indoor Mobility Studies

Relation to prior work on indoor mobility: While much prior work focuses
on outdoor mobility, there have been a few campus-scale mobility characterization
studies, at university campuses such as Dartmouth [69], SMU [55, 56] and Tsinghua
[125] and in corporate campuses [18]. However, none of these studies have examined
indoor mobility at micro- and macro-scales (nor are we aware of efforts to characterize
outdoor urban-scale mobility at multiple spatial scales). Further, prior studies have
not focused on users with multiple mobile devices—prior work from the early 2000s
were conducted in the pre-smartphone era and implicitly assumed a single device per
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user environment, with laptops being the primary user device[69, 18], while more
recent studies [55, 56, 125] did not focus on this specific research question.
Table 3.1 summarizes the differences between our work and prior indoor mobility
efforts. While these efforts have analyzed various aspects of building-level mobility,
their primary emphasis has been on other mobility issues. For example, [125] emphasizes crowd activities in a campus and the impact of spatial context on physical
activities at a university scale. The SMU study [55, 56] focuses on behavioral aspects of users or groups of users, such as understanding the difference in mobility
of single users versus groups of users as well as non-conformance predictor in indoor
user mobility. The Dartmouth Study [69, 50], which is the closest to ours, analyzed
WiFi based mobility trace of the campus devices but did not consider multiple devices or multiple spatial scales. Finally, [18] studied mobility patterns in corporate
settings, extracted common WLAN usage characteristics and introduced prevalence
and persistence metrics to model user mobility.

3.3

Device Classification

Our WiFi logs allow us to associate a device to a user and determine all devices
belonging to a user, but they do not include any information to determine the type
of each device—anonymized MAC addresses alone do not reveal device type.1 Consequently, we develop a simple classification technique that uses the network behavior
exhibited by each device to infer its device type.
First, we observe that differences in OS power management results in different
network behavior during idle periods for different device types. Devices such as
phones, and many tablets, tend to be powered on at all times—even when the user
is not actively using the device. When these devices become idle, their network
1

For privacy reasons, even partial MAC address prefixes, which reveal vendor and device type,
are unavailable to us.

22

interfaces enter a low-power listen state but stay powered up (e.g., to receive push
notifications, chat messages, or video calls). Hence the device continues to maintain a
network presence and is periodically visible to the WiFi network. Consequently, when
a user walks from one location to another, the access points along the path periodically
see the presence of the device (through scans, association or disassociation messages).
Of course, if the user actively uses their device when walking, the device maintains
a continuous, rather than periodic, network presence along the path. Either way,
the trajectory of such always-on devices is visible to the network during a location
transition.
In contrast, mobile devices such as laptops tend to hibernate when not in active
use (e.g., when the laptop lid is closed). The hibernate power state results in network
interfaces being powered down, and the device no longer maintains a network presence
while hibernating. Consequently, when a user walks with a laptop from one location
to another, the device is not visible to the network during the walk and only becomes
visible when a user begins using the device at the new location.
This difference in network behavior during transition periods and the resulting
network visibility of the device (or lack thereof) enables us to distinguish between,
and classify, always-on and hibernating devices. The most common always-on device
in our current environment is a phone2 while the most common hibernating device is
a laptop.
Validation: Since the above classification method is a heuristic, we conducted a
small-scale study to validate its accuracy. We had a volunteer mimic actual user
behavior by visiting various buildings and walking within and across buildings over
a period of 3 weeks and 8 hours each day; the user used two iOS devices (phone
and tablet), one android phone, and 3 laptops with MacOS, Windows and Linux.

2

Smart watches, which are another type of always-on device, were not present in our dataset
since they do not support RADIUS authentication for enterprise WiFi networks.
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Device Characteristics

% Devices

Device Type

% Users

Hibernating
Always-on

26.91%
73.08%

Primary
Secondary

89.54%
94.52%

Table 3.2: Distribution of always-on
and hibernating devices.

Table 3.3: Ownership of primary and
secondary devices.
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In each case, we used the daily trace from the device to classify its type using the
above heuristic. We found that all devices get classified with perfect accuracy as an
always-on or hibernating device when using a day long trace. The only way a laptop
can get mis-classified as an always-on device is to walk with the laptop’s lid open
so that it shows network presence during location transitions. However, it is highly
unlikely that users will always use a laptop in this manner over multiple days, even
if they occasionally walk to a location with an open laptop. Further, our analysis
uses day-long traces over multiple randomly-chosen days from the 4 month dataset
to classify each device, which significantly reduces the changes of mis-classification.
Consequently, our heuristic is able to classify devices as always-on or hibernating with
high accuracy.
Result: We classified all devices in our WiFi log using the above method, and
Table 3.2 depicts our results. As shown, 73.08% of all devices maintain a network
presence during location transitions and are classified as always-on devices. The
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remaining 26.91% devices do not exhibit any presence during location transitions and
are classified as hibernating devices.
For the purpose of our study, we further classify all devices belonging to each
user as primary and secondary. A user’s primary device is defined as the always-on
device that exhibits the greatest mobility (greatest number of stationary periods per
day) across all always-on devices owned by that user. All other devices belonging to
that user, whether always-on or hibernating, are defined as secondary devices. By
virtue of being the user’s most mobile device, the primary device also provides the
best approximation of the user’s actual mobile behavior. With a high likelihood, a
user’s primary device is likely to be a mobile phone. Further, with high likelihood,
a hibernating secondary device belonging to the user is likely to a laptop. After
labeling all devices as always-on and hibernating and then labeling each user’s device
as primary and secondary, we see in Table 3.3 that 89.54% of users own a primary
device. This also implies that 10.45% of our users either do not own a smartphone
or do not connect their phone to the campus WiFi network. The table shows that
94.52% of our users own at least one secondary device. Since multi-device ownership
is common on our campus, there is a substantial overlap between these two user
groups, as discussed next.
Key Takeaway
• Network visibility and network behavior of a mobile device are strong indicators
of the device type.

3.4

Multi-device Users

In this section, we analyze the mobility of different devices owned by a user and
the mobility across device types.
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3.4.1

Multi-device Ownership

To analyze device ownership, we first consider our entire longitudinal dataset
spanning 2013 to 2018. Figure 3.3 shows the mean number of devices per user over
this five year period. As shown, device ownership has grown steadily in recent years—
the mean number of mobile devices per user grew from 1.63 in 2013 to 2.04 in 2018.
Next, we focus on the Fall 2018 semester used for this study and analyze multi-device
ownership across broad classes of users. Figure 3.4 plots the probability distribution
of device ownership across students, faculty-staff, and the combination of the two.
The CDF shows that the majority of the users—84.4% of the students and 46.1% of
faculty-staff—own two or more devices. The average student owns 2.1 devices, while
the average faculty-staff user owns 1.7 devices, indicating that students own more
devices, on average than other user types. This is not surprising since younger users
tend to be more tech-savvy, and furthermore, a large majority of students (> 60%)
stay on-campus and connect all of their devices to the networks (while faculty and
staff who live off-campus may not bring all of their devices to work). Interestingly,
the figure also shows that 18% of users own three or more devices, with 1.33% users
owning five or more devices.
Key Takeaways
• Device ownership has increased steadily over time, and the typical user now
owns 2.04 devices.
• 18% of the users own three devices or more.
3.4.2

Characterizing Device Mobility

To characterize the mobility of different types of devices owned by a user, we
considered the primary device (i.e., the phone) and the hibernating secondary device
(i.e., the laptop) for each user, which is also the common case for device ownership
on our campus.
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Figure 3.5: CDF of number of locations visited by device type.

Figure 3.5 depicts the CDF of intra-building locations visited per day for the two
device types. The CDF reveals that phones visit 35.9 intra-building locations, on
average, per day, while laptops visit 10.2 locations, which yields a 3.5X more mobility
for phones than laptops. More generally, since devices as laptops are less portable
than phones, users will carry them to fewer locations, causing them to exhibit lower
mobility—the “less portable” the device, the lower its mobility. In the future, as
wearable devices such as smartwatches become common, we expect them to be even
more mobile than today’s phones.
Recall also from Figure 3.2 that while the phone trajectory will often deviate from
the laptop and the two will converge again when the user returns to the laptop’s location. Thus, despite having lower mobility, the laptop’s trajectory is correlated to the
phone’s trajectory since both depend on the user’s mobility behavior. To understand
the degree of similarity between the two, we computed the pairwise similarities in the
stationary location trajectories for each user’s phone and laptop using Longest Common Subsequence (LCSS) score. We choose LCSS as a measure of similarity since it
is robust to noise and can handle synchronous or random shifts of the location sequence [108]. Thus, small variations in trajectories do not have a large impact on the
similarity measure. We compute the similarity score as a ratio of the length of LCSS
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to the length of the union of the primary and secondary trajectories; the higher the
score the higher is the device trajectory co-relation and vice-versa. Figure 3.6 depicts
the PDF of the similarity scores obtained for all users. The similarity scores range
from 0.06-0.86, with a mean of 0.37. The plot shows that 31.9% device pairs have a
weak similarity score of less than 0.3, 59.1% device pairs have a moderate similarity
score between 0.3 and 0.6 and 9% device pairs have a high similarity score of 0.6
or more. Thus, more than two-thirds of the users use their phones and laptops such
that the two device trajectories show moderate to strong correlations, and this behavior is true despite phones having 3.5X higher mobility than laptops. The maximum
similarity score is 0.86 which indicates that even the most correlated pair of devices
nevertheless see some dissimilarities in their trajectories. Our analysis shows that a
user’s mobile devices should not be viewed as independent due to their moderate to
strongly correlated mobility patterns. Further, these correlations vary significantly
across users, which should also be considered in system design and modeling.
Key Takeaways
• More portable devices such as phones exhibit 3.5X more mobility in terms of
location visits than laptops.
• Primary and secondary device trajectories for over two-thirds of the users show
moderate to strong correlations.

3.5

Macro and Micro-scale Mobility

In this section, we analyze mobility at macro (inter-building) and micro (intrabuilding) spatial scales. Unless specified otherwise, all results in this section are based
on the users’ primary device.
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(b) Unique building visited

Figure 3.7: Distribution of the number of buildings visited per day by campus users.

3.5.1

Macro-scale Inter-building Mobility

To analyze mobility at the macro scale of entire buildings, consider the trajectory
of each user’s primary device, which is a sequence of AP locations visited by that
user. Since building- and floor-specific locations of each AP are known, we can assign
a building label to each visited AP, and then aggregate a consecutive sequence of APs
with the same building label as a single location, representing a visit to that building
with a corresponding aggregated visit duration. The transformed inter-building trajectories then yield a sequence of buildings visited by each user, time spent in each
building, and transitions across buildings. At this macro scale, user trajectories are
only concerned with visits to buildings and transitions between buildings, but not
what happens inside a building.
Stationary period analysis: Figure 3.7(a) plots the distribution of the number of
buildings visited by a user over a day. The distribution reveals that the average user
visits 4.1 buildings per day; highly mobile users, depicted by the 90-th percentile of
the distribution, visit 9.8 buildings per day. The distribution also shows that students
are more mobile than faculty and staff, with students visiting 4.4 buildings per day,
on average, and faculty and staff visiting 1.2 buildings, on average. Figure 3.7(b)
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Figure 3.8: Distribution of time spent by users in campus buildings

plots the distribution of the unique number of buildings visited by users each day
(where multiple visits to a building count as a single unique location). The figure
shows that a user visits 2.7 unique buildings, on average, each day, which implies
users often return to their primary office building after a visit to another building or
visit the same building (e.g., dining hall) multiple times per day.
Figure 3.8(a) shows the PDF of the time spent in each building by a user. The
PDF shows that a campus user spends 109 minutes, on average, visiting a campus
building. Further analysis of this distribution reveals that about 30% of building visits
last less than 1.5 hours; 29% of all building visits are long visits, lasting an average of
5.8 hours, indicating that the tail of the distribution has a substantial mass. Figure
3.8(b) plots the total time spent in each unique building visited versus the number of
buildings visited by users each day. The figure shows that both less mobile as well as
highly mobile users spend between 60 to 80% of their day in a single building, with
the remainder of the day spent visiting other buildings for shorter periods. This result
shows that most users spend a majority of their day in a single ”home” building (e.g.,
office or residence hall)
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Figure 3.9: Inter-building mobility analysis: (a) CDF of transitions per day (b) CDF
of duration of each transition (c) CDF of total transition time per day (d) CDF of
mean distance traveled per day

Transition analysis: Next, we analyze temporal aspects of inter-building mobility
by focusing on inter-building transitions. Figure 3.9 (a) depicts the CDF of the
number of transitions per day made by campus users. Since each visit to a building
must be preceded by a transition, the mean number of transitions is the same as (or,
for off-campus users, one more than) the number of buildings visited, with a mean
of 4.1 transitions per user per day. Figure 3.9(b) depicts the CDF of the duration of
each inter-building transition. The figure shows that average transition time, which is
usually a walk between two buildings, lasts 8.4 minutes and 6.5 minutes for students
and faculty-staff users, respectively. Figure 3.9(c) shows the CDF of the total time
spent in walking between buildings over the entire day. The figure shows that the
average student spends 42.2 minutes per day walking between buildings, while the
average faculty-staff user spends 16.1 minutes. Finally, Figure 3.9(d) depicts the
CDF of the distance traveled when walking from buildings to another, and shows the
average walk between campus building is 0.22miles.
Interestingly, we also find that about 15% of all inter-building transitions on campus are loops, with the same origin and destination. Such transitions last 15 minutes,
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on average, and involve a walk of 0.6 miles. We believe that such transitions occur
when users go for a walk during break, or walk to another building to for an errand
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Figure 3.10: Heatmap of inter-building transitions. Student mobility is aligned with
class and meal times, while faculty and staff mobility is more dispersed with a cluster
around the lunch hour.

Figure 3.10(a) and (b) depicts the heatmap of when users move between buildings.
Faculty and staff users make inter-building visits at all times of the day during working
hours, as shown in Figure 3.10(a), with a significant density of transitions during the
noon lunch hour. Transition times during evenings, nights, and weekends are more
diffused for these users. In contrast, Figure 3.10(b) shows that student transitions
during weekdays are highly aligned with lecture start and end times between 8 to
6pm, and are more dispersed during other hours. The weekend transitions do not
show such patterns since there are no classes on weekends.
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Key Takeaways
• Users visit 4.1 buildings per day and spends nearly 2 hours, on average, in a
building.
• Highly-mobile users visit 2.4X more buildings than the typical user.
• A third of the building visits are short, lasting 90 min or less, while a third of
the visits last 5.8 hours, indicating the tail of the distribution has a significant
mass.
• Even in a large campus, users tend to show a primary affinity to a single
building, spending over 60% of their day in that building.
• A typical transition (walk) between buildings lasts 8.1 minutes; the timings of
such transitions is strongly correlated with class and meal times during daytime
hours.
3.5.2

Micro-scale Intra-building Mobility

Next, we examine intra-building mobility by characterizing micro-scale behavior
of what users do while inside a building. We do so by analyzing trajectories of AP
locations visited by the user’s primary device inside each building.
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Figure 3.11: Intra-building mobility analysis: (a) CDF of number of locations visited,
(b) CDF of time spent at each location, and (c) CDF of intra-building transition times.
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Figure 3.11(a) shows the CDFs of locations visited (i.e., stationary periods) by
a user inside a building. Interestingly, our results show that students visit 8.6 locations, on average, inside a building, while faculty and staff users visit 12.1 locations.
In other words, at intra-building scale, faculty and staff exhibit higher mobility (by
1.4X) than students, which can be attributed to them spending more time inside
each building due to the lower inter-building mobility. Since each stationary period
is preceded by a transition, Figure 3.11(a) also represents the mean number of transitions inside a building (not counting the final transition when the user departs from
the building). Figure 3.11(b) shows the CDF of time spent at each location inside
a building. The figure shows that students and faculty spend 37 and 40 minutes,
respectively, on average, when visiting a location inside a building, indicating the
mobility is similar across user types. Figure 3.11(c) analyzes the duration of each
intra-building transition. Such transitions result from users walking inside a building
to see a colleague, go to a class or meeting, or to take a restroom break. The CDF
shows that the average transition within a building takes 1.5 minutes for faculty-staff
and 1.48 minutes for students, which is again similar across user types.
Importantly, over the course of a day, the typical user makes 35.9 intra-building
transitions across all visited buildings. Thus, we see 8X more mobility at intrabuilding (micro) scale than at inter-building (macro) scale, implying that mobility
decreases at higher spatial scales (37.8 intra-building vs 4.1 inter-buildings locations
visited). Faculty-staff users make 14.8 intra-building transitions, while students make
37.9 transitions3 ; in doing so, they spend 22.3 and 56 minutes walking inside buildings,
respectively. Highly mobile users representing the 90-th percentile of the distribution
make 59.8 intra-building transitions across all visited buildings, and spend a total of
90.4 minutes walking inside buildings.
3

Despite making fewer intra-building transition per visit, the higher number of buildings visited
per day still yields an overall higher number of transitions for students.
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Figure 3.13: Heatmap showing transitions by building type

Figure 3.12 plots the distribution of time spent at unique locations visited inside
a building versus the number of visited locations. Unlike the inter-building scale,
where users spent 60 to 80% of the time inside a single building, at inter-building
scale, we find that users spend only 30 to 60% of the time at their most visited
location; that number rises to 60% or greater when we consider the top three most
frequented location for each user.
Finally, Figure 3.13 shows a heat map of when intra-building transitions occur over
the day. We find that mobility patterns inside a building are highly dependent on
the type of the building—an academic building sees very different intra-building mobility patterns than a residence hall. Figure 3.13 shows four different buildings from
our overall analysis: a dining hall, a residence hall, an academic building, and an
administration building. The figure shows residence hall users making intra-building
transitions at all times of the day, while the academic buildings see transitions correlated with lecture start and end times as well as arrival and departure times. The
dining halls see a high concentration of transitions at meal times such as breakfast,
lunch, and dinner, while the administration building sees transitions during AM arrivals and PM departures and uniform mobility in-between. More broadly, we find
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that the type of indoor space governs the type of intra-building mobility patterns
that will be seen in that space.
Key Takeaways
• The typical campus user visits 8.97 locations inside each building during a
building visit. Over a day, a typical user visits 35.9 intra-building locations
across all visited buildings.
• Users exhibit nearly 8x more mobility at intra-building scale than inter-building
scale.
• While the amount of mobility decreases (by 8x) with increasing spatial scale,
the time spent at each visited location increases (by a factor of 2) with increasing scale.
• Unlike inter-building mobility, users do not exhibit any affinity to a single intrabuilding location; over 60% of the time during a building visit is spent at the
three or fewer indoor locations.
• The type of indoor space governs the intra-building mobility patterns that are
seen in that space.

3.6

Implications of Our Results

We now discuss the broader implications of our results.
Campus-scale Mobility: Overall, we find that campus-scale mobility in building depends on five key factors:
Spatial Scale: Our results show that as the spatial scale becomes coarser, the
amount of mobility in terms of locations visited decreases with a corresponding increase in time spent at each visited location. We found that intra-building mobility
was 8x more frequent with shorter stays at each location than inter-building mobility.
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Since mobility is more frequent at micro scales than macro scales, a judicious choice
of the correct spatial scale is necessary when addressing system design problems.
Device type: Our results indicate that less portable devices have lower mobility,
since phones were found to be 3.5x more mobile than laptops. This key finding implies
that all mobile devices should not be treated as equal and optimizing systems based
on device type (or size-based groupings) may yield a better overall design.
Multi-device ownership: Given the prevalence of multi-device ownership, treating
devices as being independent of others is no longer a reasonable approach. Our results
showed that device trajectories of various devices owned by a user exhibit moderate
to strong correlations but also that the degree of correlations varies considerably from
user to user. Thus jointly modeling group of devices owned by a user or exploiting
mobility pattern of one device to predict those of others for that user may yield better
results.
User behavior: Some users will naturally be more mobile than others, and this
mobile behavior manifests differently at different scales. At a given scale, highlymobile users visit several times more locations than the average user. Across spatial
scales, users who visit more buildings per day are less mobile, on a per-visit basis, at
the intra-building scale, since their higher inter-building mobility results in shorter
stays and few intra-building location visits per building. These findings manifested
themselves in our study as students being more mobile, as a group, at inter-building
scales, and faculty-staff, as a group, visiting more locations per building visit at
intra-building scale.
Building type: Our results show that the intra-building mobility patterns are
heavily dependent on the type of the building; the functions served by a building
determine how frequently and when indoor mobility will be seen. The same user will
exhibit different mobile behavior in different types of buildings, which implies that
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mobile behavior is not just a user characteristic but also depends on the building
type.
Outdoor versus Indoor Mobility: Our study reveals important differences
between outdoor and indoor mobility and also some similarities. First, similar to
the findings in [125], we find that mobility in buildings is far more frequent than
urban-scale outdoor mobility in terms of the number of locations visited. Of course,
transition times and distance traveled will naturally be smaller inside buildings than in
outdoor spaces. Thus, results from outdoor mobility should not be directly employed
when designing systems that will be primarily deployed and used inside buildings or
on campuses. Interestingly, outdoor mobility can be viewed as a natural progression in
the hierarchy from inter-building mobility, and when viewed from this standpoint, it
naturally follows that mobility (in term of number of locations visited) will be lower at
outdoor scales than finer indoor building scales—in line with our hierarchical spatial
scale findings. A hierarchical study that combines both outdoor and indoor mobility
in an integrated fashion is left to future work.

3.7

Summary and Status

In this chapter, I presented empirical characterization of human and device mobility based on mobility derived passively from WiFi logs. First, the study reveals
that indoor mobility decreases with increasing spatial scales—we find 8x more mobility at intra-building (micro) scale than inter-building (macro) scale. The opposite
is true for time spent at each visited location—inter-building visits have 2x higher
stay durations than intra-building ones. Second, we find that the type and size of
mobile device has a significant impact on its mobility—the larger the device, the lower
the observed mobility. For example, phones exhibit 3.7x more mobility in terms of
locations visited per day than laptops by virtue of being smaller and more portable.
Third, different devices owned by a user exhibit moderate to strong correlations in
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their daily trajectories, and we also find that the degree of correlation can vary in
significant ways based on the user. We also find that the building type—type of
indoor space—has a significant impact on the observed mobility patterns seen inside
that space. Finally, We find indoor mobility to be far more frequent, in terms of
locations visited per day, than outdoor mobility results from prior work, confirming
our hypothesis that the two types of mobility are very different.
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CHAPTER 4
WiFiMod: INDOOR MOBILITY MODELING

Modeling human mobility has a wide range of applications from urban planning to
simulations of disease spread. While outdoor mobility has been studied well, indoor
mobility has not received much attention in spite of the fact that humans spend 80%
of their time indoors. In this chapter, we propose WiFiMod, a transformer-based
approach to model indoor human mobility at multiple spatial scales using Passive
Sensing.

4.1

Motivation

Understanding human mobility is fundamental to location based services, urban
transportation, and smart cities among many other applications and paramount to
improve sustainability. Lately, with the advances in networking technologies and
ubiquity of mobile phones, a large amount of mobility data is generated and collected
in the form of GPS logs, cellular data, social media check-ins, and vehicular data
giving rise to data-driven human mobility modeling [48, 107, 49, 61]. This prior work
seeks to capture human mobility at urban scales [52] using transportation, social
media, and phone data. While taxi or public transit data [42, 107] allow urban-scale
mobility of users to be captured from a vehicular or transportation standpoint, social
media check-in data [61] enables users’ mobility to be tracked at various points of
interest [49]. GPS and cellular data from phones have also been used to capture
urban mobility patterns, with GPS capturing fine outdoor mobility and cellular data
capturing coarse mobility [51]. However, all these modeling efforts focus on outdoor
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or macro scale human mobility across various Point of Interest (POI), locations, or
city regions.
Studies have shown that humans spend over 80% of their lives indoors [12] resulting
in indoor or micro mobility. Recent research has recognized that indoor mobility of
users inside buildings, where many users spend a significant portion of the day, is
very different from outdoor mobility exhibited when walking in a city or traveling in
vehicles [124, 125]. As we model mobility at a finer spatial scale, mobility becomes
more frequent and the prediction space expands. We argue that the motivation for
indoor mobility, as well as the region of movement, is time-dependent and micro
mobility shows high correlations to the macro mobility features of context, location
type, and location name. Moreover, indoor mobility displays a complex sequential
periodicity correlated to the macro, outdoor or coarse grained, features of mobility.
Due to the above stated reasons, we cannot directly use outdoor mobility models
that capture mobility at large grid or POI levels at a single spatial scale for indoor
mobility modeling.
In this work, we present WiFiMod , a transformer-based multi-scale indoor mobility model that uses existing WiFi infrastructure to passively sense human mobility.
In pursuit of this model, we have three specific goals. First, we argue that human
mobility is inherently hierarchical, where macro-mobility, user type, and time of the
day determine the micro mobility. Second, we capture the multi-modal features of
macro as well as micro mobility patterns by creating a joint embedding and learn
the correlations to generate sequences of context (Work or Home), building type
(describes the space usage), building name (unique building identifier), and indoor
location (room number, floor, or zone). The multi-modal embedding captures how
individuals move between indoor spaces across and within buildings and takes into
account how different space types exhibit distinct mobility patterns over time due to
differences in space utilization. Third, we provide a ready-to-deploy system that uses
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Figure 4.1: WiFiMoD : An indoor mobility modeling approach using WiFi sensing.

existing ubiquitous WiFi infrastructure present at all enterprise networks and uses
system log (syslog) messages to extract indoor human mobility.
Our main contributions in this work can be summarized as follows:
• We design an end-to-end data-driven approach to model indoor human mobility
using passive WiFi sensing. WiFi log based passive sensing approaches use already existing WiFi infrastructure in an enterprise or campus network providing
a reliable indoor mobility dataset.
• We propose the use of multi-modal embedding to capture the macro and micro
mobility features along with their correlations to improve the model prediction
accuracy.
• We demonstrate the efficacy of our model by evaluating it against a real world
dataset of 2500 users in a large campus setting and show that our model shows
superior performance by at least 10% points over other indoor mobility models.
• We present three case studies that demonstrate the use of our model in predicting indoor hot pockets or high human density zones, generating user mobility
trajectories, and designing personal assistants.
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4.2

Background

In this section, we present the background for our work on data-driven indoor
mobility modeling.
Mobility as Nomadic Behavior: Some mobility models, such as the classic
random waypoint model, emphasize modeling the physical movement of users such as
velocity, acceleration, and direction of movement [24, 29]. In contrast, several other
models, including our work, view user mobility as inherently nomadic. Nomadic user
mobility can be seen as a sequence of location visits, where users visit a location to
spend some time at that location known as a dwell period then transition to another
location, followed by a dwell period at the new location and so on [93]. Figure 4.1
shows two users P1 and P2 visiting multiple buildings B1 through B4 and spending
time at various locations. Each dwell period at buildings B1 through B4 for P1 and P2
is followed by a transition. In this case, the emphasis is on which locations are visited
at various times of the day, across multiple buildings, building types, and context,
revealing the semantic meaning of the nomadic behavior. Since humans are creatures
of habits and tend to follow a routine [97], we need to capture the correlations such
as repeating visits to a location, repeating sequences resulting from daily or weekly
routines, long-term dependencies, and affinity to certain locations, to name a few.
While transitions from one location to another also need to be modeled, the emphasis
is on capturing nomadic behavior, rather than factors such as the speed of mobility,
the direction of movement, mode of transport, etc. Since, our primary focus is on
modeling indoor mobility, modeling nomadic behavior is more appropriate since users
are often stationary inside the building - in their office, in meetings, etc.
Modeling Trajectories: Mobility models come in many different flavors depending on what aspects of mobility the model is attempting to capture. A common
type of mobility modeling to capture nomadic behavior is next location prediction
[31, 76, 74, 41, 45, 79] where the model attempts to predict the next location that will
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be visited by the user. Next location prediction can be used in mobile systems for
location-aware services, caching, etc. In contrast, our modeling approach focuses on
modeling and predicting the entire trajectory of the user (and devices) over the next
few hours to an entire day. Modeling and predicting trajectory over many hours or
entire day can be viewed as a generalized and more complex problem than next location prediction, since, doing so involves predicting a long sequence of future location
and not just the next one. A trajectory is essentially a temporally ordered sequence
of locations visited, duration of stay at each location, with transitions between two
successive locations where the transit is the path used to move from the previous
location to the next one. Figure 4.1 shows the trajectory of users P1 and P2 as a
sequence of locations each visited for a specific time duration at a certain time of the
day. Modeling the entire trajectory provides a holistic view of how users and devices
move throughout a day.
Modeling Different Spatial Scales: A key design consideration in indoor mobility modeling is the spatial scale for capturing the nomadic movement of users and
devices. Generally, models are designed to capture mobility or nomadicity at a single
spatial scale and this spatial scale is often the same as that in the underlying dataset
used to derive the models. For example, cellular data sets have been used to model
mobility at the spatial scale of cell towers. In this work, we argue that indoor mobility
models should be capable of modeling nomadic movement at different spatial scales
and the choice of which spatial scale to choose should depend on what higher-level
problems need to be solved using the model. While some prior work has focused
on context-aware modeling they do not take into consideration the multiple spatial
scales of mobility [73, 31].
In the case of indoor mobility within and across buildings, at least two spatial
scales are desirable from a modeling perspective. For models that are derived using
WiFi traces, the finest spatial scale for nomadic movement is that of an Access Point
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(AP), which roughly translates to mobility at the scale of a room or a group of
rooms in the span of a single AP. This spatial scale reveals micro-scale nomadic
movement inside each building. It is also useful to consider coarser spatial scales
such as considerably larger spatial regions (e.g. an entire floor) as a single location
and consider nomadic movement across such coarser spatial regions. Another useful
spatial scale is to consider an entire building as a single coarse-grained location to
model macro-scale nomadic movement. In this case, a trajectory comprises visit
to buildings, time spend inside a building, visit time of buildings, and transitions
between buildings; at this scale, we are only concerned with which building (e.g. in
a university campus) users visit and not how they move inside that building.
Different spatial scale models lend themselves to solving different types of problems. For example, a macro-scale model is useful for designing location-aware recommendations when a user visits a building, while a micro-scale mobility model is
useful for indoor resource scheduling and hot pocket identification. As noted earlier,
we employ a hierarchical approach for modeling mobility at multiple scales. Doing so
not only enables our models to predict both macro- as well as micro-scale mobility
patterns, it is also more efficient—it reduces the prediction space by first predicting
mobility patterns at the macro scale and then modeling micro scale patterns conditioned on the estimated macro scale patterns.
WiFi Log Based Passive Sensing: Today, WiFi is ubiquitous at university
campus, enterprise, and urban locations. When users move across the campus with
their mobile devices, the devices get associated and disassociated with access points
(AP) along the user’s mobility route. These device associations and disassociations
get logged as events into the system log, syslog, of each AP. We use the AP syslog
file to passively observe the user devices as they move across the network and derive
user mobility by using the smartphone as an alias for user mobility since users carry
their mobile phones with them everywhere. The key benefits of using WiFi syslog
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Figure 4.2: Mobility Hierarchical View

for passive sensing are (i) we do not need any new installation or deployment of
any devices as, in most places, the WiFi syslogs are collected by the Information
Technology (IT) department to analyze network performance or network attacks; (ii)
no data collection on the user device needs to be done and no user intervention is
needed to collect the data, and (iii) WiFi is present indoors and thus WiFi logs provide
a viable method to learn indoor mobility.
Multi-Scale Mobility While it has been shown that user mobility displays recurring patterns at a scale, we argue that human mobility is inherently hierarchical,
where hierarchy is represented by spatial granularity scale as it becomes fine grained
micro mobility from a coarse grained macro mobility representing context, building
type, and building name. As shown in Figure 4.2, a user who visits several locations
to accomplish their daily tasks seems extremely mobile at the scale of indoor location, visiting 14 locations throughout the day. As we change the spatial granularity
to a coarser grain, we find that the mobility becomes infrequent at the building scale,
where the user visits 10 buildings. Finally, at the context level—which defines the
overall span of activities the user performs in the part of the day—the user shows
mobility across only 4 contexts. Thus, showing that human mobility becomes more
frequent as the spatial scale becomes fine grained. Also, each indoor location space
shows high affinity to the context and building type displaying dependencies and
correlations between macro and micro scale mobility features.

46

alth
he 0 0

10000

20000

30000

40000

50000

6000

0

ed
u

70
00
0

00
00

13

80

00
00

00

0

11

0
00
90

00
00

12

+0
5
1e

0
9000

00
0
0

0

ev 0 3000
en
t 0

00
0

re

00

10
00
0

10

20

25

30

Count of Unique locations stayed

(a)

c

0

15

0.3
0.2

0

00

20

10

admin

10000

0
2000

30
0

0
6000

0

0

5

0.4

0.1

0

0

un 07000
kn 0

0

hom

e

00
400

0.1

Probability

80000

70000

dorm

130000

50000

0.2

0.0

0.5

120000

0.3

Students
Faculty/Staff

1100

60000

Density

5
+0

0.4

0.6

1e

Bldg Type
Bldg
Indoor Location

0.5

50000

40000

30000

20000

dine

(b)

10000

dp

stu

ark

lib

0.0

2

4

6

8

10

12

14

16

Number of Unique Buildings visited

18

(c)

Figure 4.3: Features influencing indoor mobility prediction (a) Spatial Scale (b) Building Type (c) User Type

Features Impacting Indoor Mobility Prediction We conducted empirical
analysis on a large campus WiFi syslog dataset described in §4.4 and found that four
main factors impact micro mobility:
• Spatial Scale: Figure 4.3(a) is a density plot of count of dwell locations of users
across an entire day at each spatial scale. Dwell location is defined as a location
where users spend at least 10 minutes. Context describes the situational factors
such as work or home. Building type indicates the building usage activity: for
example, a food court is used for dining, while a building with classrooms is
used for education. Building name is the location name visited, and the indoor
location is the location inside the building visited as shown in Figure 4.2. We
see that the average number of visits are 4, 5, and 11 at building type, building
name, and indoor location level respectively. Giving us the insight that as the
spatial scale becomes more fine-grained, from context to indoor mobility, the
user mobility becomes more frequent.
• Building Type: Figure 4.3(b) is the chord diagram showing user movements
within and across different building types. We see that an educational building,
as well as dorms, see more dwell locations within the buildings where other
building types such as admin, and dining see relatively less within building
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dwell locations. The main reason is that students move from one classroom to
another within and across educational buildings during work hours resulting in
a high number of dwell locations in education buildings. This indicates that
the space type that governs the primary activity inside the building plays is an
important feature in indoor human mobility.
• User Type: our campus dataset has two types of users, students, and faculty,
as identified by the role field in the authentication events of syslog messages.
Figure 4.3(c) shows the distribution of the unique number of buildings visited
by users (students and faculty/staff), here multiple visits to a building count
as a single unique location. We see that on an average a faculty/staff visits 1.2
unique buildings per day while students visit an average of 3 unique buildings
per day. Thus, illustrating that user type influences the observed user mobility.
• Past Behavior: We find that the future mobility of a user is highly dependent
on past behavior. Users who display high conformance behavior in the past
continue to do so in the future. This observation is inline with the findings in
prior work [57].

4.3
4.3.1

Problem and Approach
Problem Statement

We focus on the problem of modeling indoor mobility trajectories of users over
the timescale of several hours to a day. We assume that historical indoor mobility
data for each user is available for purposes of modeling. A trajectory of a user over
a duration such as a day is defined to be a sequence of tuples (c,s,b,l), where each
tuple comprises of context (c), space type (s), building location name (b) and indoor
location name (l). Our model seeks to predict the trajectory of each user while
learning the correlation between the c,s,b, and l at multiple spatial granularities.
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Figure 4.4: System Architecture Diagram

Further, we model trajectories inside a single building as well as those that span a
collection of nearby buildings.

4.3.2

System Overview

Figure 4.4 shows the architectural overview of WiFiMod . WiFiMod is a pipeline
of 3 main modules: data collector, data preprocessor, and model. The main objective
of the data collector is to collect the WiFi syslog files across all the APs in the
enterprise network. Most IT departments already have the network logging turned
on; if disabled then the IT admins would need to turn “on” the network logging to
enable data collection. The output of this module is an aggregated syslog file from
all APs across the campus. The aggregated syslog file is fed to the data preprocessor,
which extracts the events and fields needed to generate user trajectories from the
raw syslog files. This module is vendor-specific, depending on the vendor of the
deployed AP. Currently, WiFiMod supports HP-Aruba syslog files. Once the user
trajectories are extracted they are fed into the model, which extracts the macro and
micro mobility features, creates a multi-modal feature embedding, and feeds it to the
Transformer model. The output of the model are predictions, which can be used to
generate reports or are aggregated to predict space usage and occupancy for various
applications.

4.3.3

WiFi-Based Modeling Approach

A large, campus-like infrastructure comprises of various building types such as dormitory, educational, dining, student union, research labs, health center, recreational
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center and administrative. Campus users move across multiple buildings everyday
to accomplish their tasks and use resources scattered across campus. A campus or
enterprise WiFi network provides seamless WiFi coverage inside buildings and between buildings through Access Points (AP) installed across the geographical area of
the institution. As users move within this geographical area, their devices connect
and hop APs. Each AP maintains an internal log that consists of a list of all events
observed by the AP.
When a user connects their device, it associates with a nearby AP. Each AP has
a fixed location identified by the room, floor and building of installation. As a user
moves across multiple locations on the campus, the device gets associated and disassociated with multiple APs on the user’s path. The association and disassociation
events, along with timestamp, Device MAC, AP ID, and event type get logged in
the internal syslog file maintained by each AP. Extracting all the association, disassociation or drift events from syslog files of all APs on the campus and indexing
them by timestamp gives us a sequence of APs visited and duration of visit by each
user device. Since all AP locations are known in terms of building, level and room of
installation, it further helps us derive user device trajectory information at multiple
spatial scales.
The enterprise WiFi network on campus is operated with RADIUS authentication
that mandates all users to authenticate before connecting to the network. Since today’s users carry a plethora of mobile devices we extract these authorization messages
from syslog files to create a user-to-device map and use this to identify the mobile
devices (typically the smartphone) of each user and use its trajectory as an alias of
the user trajectory.
Now, to train a data-driven model, we collect syslogs and extract trajectories for
each user for a few weeks and create a historic trajectories dataset for training the
model. From the extracted trajectories, we derive macro and micro mobility features
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based on the building type and heuristic rule for context defined above. This serves
as the input to the model, which is a global model trained on all user trajectories.
We use the multi-level spatial features of each trajectory to create a multi-modal
embedding and train the Transformer. The predictions of this model are then used
as is for individual mobility or can be aggregated.

4.3.4
4.3.4.1

System Architecture
Preprocessor:

The syslogs collected from the APs are a deluge of data mainly used for system
diagnosis or analysis of attacks on the enterprise network. A typical syslog is a
collection of diverse timestamped events, where each event has a pre-specified format.
The goal of the preprocessor is to extract the relevant events from the syslog file and
convert the events into a trajectory. The preprocessor is a sequence of 3 main steps:
event extraction, data dependency resolution, and trajectory generator.
In the first step, we extract association, disassociation, reassociation, authorization, deauthorization, and drift event messages, hereby referred to as presence messages, from the syslog file. The event format is as shown below:
<Timestamp> <hh:mm:ss> <controller_name> <event_id>
<message_body : MAC_ID , AP_ID, other text>
The timestamp field gives us the time of event; event id gives us the event type;
message body consists of device M AC ID, which identifies each device uniquely,
and AP ID, which gives us the AP details namely building name, level and room
number. Authorization and deauthorization messages additionally have username
and role fields that help create a mapping between users and their devices, used for
selecting the most mobile device from the collection of devices owned by each user,
along with the role of the user on campus identified as student or faculty/staff.

51

The event logging in syslog has lots of inconsistencies such as dropped events, time
sequence events overlap, multiple similar events, incorrect order of events, multiple
disparate event types logged for the same device at the same timestamp, to name a
few. Such inconsistencies need to be resolved before the mobility trajectory of the
device is computed. The main objective of this step is to resolve these inconsistencies,
estimate the missing entries, clean the data, and generate a timestamped sequence of
rows of association and disassociation of devices with AP.
After that, we gather all events per user device and create a timestamp indexed
sequence to identify the APs visited, along with the time of visit, to generate a
mobility trajectory. Then, for each generated indoor mobility trajectory, we add
the corresponding context, building type, and building name to each visited indoor
location. We generate the context based on a simple heuristic that campus working
hours are between 8:30am and 4:30pm, so all user activities between these times are
marked as ”work” context and the rest are marked as ”home” context. We find that
students who stay on-campus display both these contexts whereas for off-campus
users, we generally see only the work context except for students in research labs
who work outside the work context hours and students who stay on campus to use
recreation and student union facilities later or early during the day. Each building
on our campus has a specific usage assigned to it (e.g. educational building have
classrooms, dining has food courts, recreational building has swimming pools, squash
courts, gymnasium). We use the designated space activity as the location space type.
Thus, for each indoor location visited in the extracted WiFi trajectory we compute
the corresponding context, space type, and building name resulting in a sequence of
(c,s,b,l) tuples as the multiple spatial granularity trajectory.
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4.3.4.2

Transformers for Sequential Prediction:

The Transformer neural network architecture [106], originally introduced for the
task of machine translation, follows an encoder-decoder structure. The encoder maps
a sequence of inputs x consisting of the inputs xi at each position i to a sequence
of continuous representations z. These representations are provided as the input to
a decoder that autoregressively generates an output sequence of labels y, with the
prediction at each output timestep conditioned on the entire input sequence z. The
length of the output sequence is not tied to the length of the input sequence. In the
Transformer architecture, the encoder and the decoder share the same neural network
architecture structure, except that in the decoder, the representation at position i is
prevented from observing representations at subsequent positions. We describe this
architecture in more detail below.
First, a sequence of input tokens is first mapped to corresponding dmodel -dimensional
input embeddings via an embedding lookup table. These embeddings are then fed
to the encoder of the Transformer, which is comprised of L layers of the same form.
Each layer j passes its inputs through two sub-layers, multi-head self-attention and
a feed-forward layer, with residual connections (addition followed by normalization)
between each:

h1 = M ultiHeadAttention(x(j−1) )
h2 = LayerN orm(x(j−1) + h1 )
h3 = F eedF orward(h2 )
x(j) = LayerN orm(h2 + h3 )

For the representation xi at a given position in the sequence, self-attention computes scores between xi and every other representation in x, and uses those scores to
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compute a weighted average (attention) over the representations at all positions. In
multi-head self-attention, this operation is performed k times, so that k different attention functions can be learnt, to model different dependencies between elements in
the sequence. For more low-level details, see [106]. For each attention head, three matrices Q, K, V are created by multiplying the input (a sequence of embeddings) with
weight matrices W Q , W K , W V (of dimension dmodel ×dmodel , dmodel ×dk , and dmodel ×dv ,
respectively).1 Using the terminology from [106], Q represents ”queries”, K represents ”keys”, and V represents ”values”. The multi-head attention mechanism allows
for the model to jointly attend to information from different representation subspaces
along different positions. Layer normalization is applied after residual connections to
improve optimization.

M ultiHead(Q, K, V ) = Concat(head1 , ..., headh )W o
where,
headi = Attention(QWiQ , KWiK , V WiV )
Attention is given by the formula:

Attention(Q, K, V ) = sof tmax

QK T
√
2
dk


V

It is also worth noting that, unlike recurrent neural networks (RNNs) or convolutional neural networks (CNNs), Transformers are not inherently sensitive to sequential
order, and it is therefore common to inject information about the position of elements
in the input sequence via positional encodings. These positional encodings are added
to the input representations.
1

In practice, it is common to set dk = dv = dmodel , as we do in this work.
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4.3.4.3

Multi-Modal Transformer Model:

To learn the sequential as well as long-term dependencies from the input trajectories we use a Transformer-based autoregressive (sometimes called ”causal”) language
model. We use an off-the shelf Transformer implementation based on GPT-2 [94] and
train it from scratch on our dataset.2 We treat the task of predicting the next set of
locations visited by the user as a task of language modeling, where language modeling
task is defined as the task of predicting next character or word in a document.
Our Transformer model takes as input m = 4 trajectories corresponding to the
context, space type, building, and indoor location spatial modalities generated by the
preprocessor. We map the events in each raw trajectory to an index in a shared vocabulary of size V , to obtain m integer-valued sequences T1 , ..., Tm , each with length
n. Then, we map the entries in each sequence to learned, d-dimensional event embeddings E1 , ..., Em , where Ei = he1 , ..., en i and each ei ∈ Rd . Since the vocabulary is
shared, we use a separate set of event embeddings for each modality to avoid collisions when event ids from different modalities happen to overlap. Since Transformer
models inherently lack an inductive bias that would allow them to be sensitive to
different sequential orderings, we also learn d-dimensional position embeddings P for
each of the n positions. We obtain a single joint embedding by summing together
Je = E1 + ... + Em + P . The derived joint embedding Je is passed through m stacked
Transformer encoder layers, each of which has m attention heads.
We train this model using a self-supervised autoregressive training objective:
given the events at timesteps 1, ..., i − 1 in each modality, the model is trained to
predict the events that occur at timestep i. In other words, the model estimates
p(ci , si , bi , li |c1:i−1 , s1:i−1 , b1:i−1 , l1:i−1 ). To make predictions, we pass the outputs obtained from the Transformer encoder through an additional linear layer of dimension
2

We use the GPT-2 [94] implementation available in the HuggingFace Transformers [110] library,
version 4.4.2.
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d × V , which is shared across all modalities. We hypothesize that using a shared
output layer encourages the embeddings for different modalities to maintain a coherent geometry relative to one another; however, we leave in-depth analysis of different
architectural choices for future work.
During training, we convert the logits obtained from the output layer to (log)
probabilities via the softmax function, then compute the batchwise-mean cross entropy loss for each modality. We sum these together to obtain a final combined loss.
We minimize this objective over 15 epochs using the Adam optimizer [64] with a
learning rate of 0.01 and a mini-batch size of 100. As mentioned above, we use m = 4
Transformer layers and m = 4 attention heads per layer. We set the embedding
dimension d to 64.
Postprocessor: The predictions of the transformer are fed to the postprocessor to
generate trajectories of desired length for each of multiple spatial granularities by
segregating the predicted location values of mobility at each spatial scale and then
arranging them as a sequence indexed by the time of the day.

4.4
4.4.1

Experimental Evaluation
Dataset and Parameter Setting

Dataset For the evaluation of our model we use campus-scale device trajectory
dataset extracted from WiFi logs of a large university campus as stated in section
§2.2.1. Table 4.1 provides dataset details. The event log for the 2 months of Fall’19
is over 150GB in size and contains 6.4 billion events.
Parameter Setting: To evaluate the robustness of our proposed model we use
a train-dev-test split of 80-10-10 where we use the first 80% data of each user as
training data, next 10% as dev and rest 10% as testing data. For the selection of
model hyper-parameters, we use a grid search over the parameter space and select
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Item Description

Value

Number of Users
2500
Number of Building Types
13
Number of Buildings
156
Number of APs
5104
Avg. Buildings visited
4
Avg. Indoor locations stayed
8.97/building
Time Span
Fall’19: Sep-Nov ’19
Table 4.1: Dataset Description
the optimal parameter settings using the dev dataset. Parameter optimization is
performed using mini-batch Adam optimizer and with a batch size of 100.

4.4.2

Baseline Comparison

To evaluate the effectiveness of our model we compare our proposed model with
the following:
N-gram:

An n-gram model is one of the most important tools in speech, lan-

guage and text processing. An n-gram model is used to estimate the conditional
probability of visiting a location given the sequence of previously visited locations.
We include evaluations against first and second order Markov chains as the baseline. A bi-gram model uses past location to estimate the probabilities (using MLE),
whereas tri-gram approach conditions on past 2 locations.
HMM: In a Hidden Markov Model (HMM) we regard all visited locations as
state and build a transition matrix based on the sequence of locations visited. We
train one HMM for all users and each hidden state generates locations over a Gaussian
distribution.
LSTM Long Short Term Memory (LSTM) has shown superior performance for
sequential data and encoding long term dependencies, so we use LSTM as one of our
baselines.
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Model Name

15 mins

30 mins

60 mins

bi-gram
tri-gram
four-gram
HMM
LSTM
Simple Transformer
Our Model

5.32%
9.51%
14.45%
15.16%
57.48%
64.28%
68.39%

6.24%
12 .3%
17.5%
20.21%
62.3%
69.93%
79.4%

7.94%
19.24%
24.8%
25.36%
71.96%
75.81%
83.2%

Table 4.2: WiFiMod indoor mobility prediction comparison with Baseline Models.
Simple Transformer is an adaption of our model, which does not perform multimodal embedding. For indoor modeling we train the simple transformer with the
historic indoor trajectories. It is a basic autoregressive language model implemented
with Transformers.
Results: Table 4.2 shows the comparison results between our proposed model
and the baseline models. For the evaluation, we predict the entire indoor trajectory
generated by each model for each user at a temporal granularity of 15 mins, 30 mins,
and 60 mins and check the predictions against the ground-truth locations to compute
the model accuracy. We evaluate WiFiMod against other baselines and find that
Transformer-based WiFiMod outperforms both the LSTM model and HMM. Transformers have a higher-order transition modelling capacity than a HMM. In addition,
the multi-head self-attention mechanism allows it to capture long-term dependencies
more effectively than an LSTM.
In general, the deep neural network (DNN) based models show superior performance to n-gram models and HMMs, demonstrating that long-term historic information is important for mobility modeling and prediction. The DNN approach captures
long-term regularities— e.g. if the start location of a trajectory is a dormitory, the
likelihood of the trajectory ending in the same dormitory is high—whereas this information is not captured by n-gram or HMM models.
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Additionally, we observe that, due to variations in human behavior, there are
errors in prediction too. For example, students frequently change the dining halls
visited based on the menu at each dining hall or based on the dining location visited
by their friends. Also, non-regular mobility such as visits to university health center
or to an administrative office are hard to predict and the model does not capture such
high variations from users’ routine mobility. We also find that our model captures the
recurring mobility patterns at the inter-building level with a very high accuracy of
90% but, due to variations introduced by human behavior such as visiting a different
dining hall or carrying out an unexpected errand at an administrative building, etc
results in the induction of errors. Another interesting observation is that varying the
temporal scale of trajectory has an impact on the prediction accuracy.
Impact of Temporal Granularity In this experiment, we vary the temporal
granularity of training and prediction. Trajectory temporal granularity refers to the
sampling rate of trajectories. We represent the user trajectory as a sequence of
locations, where the location is sampled every n minutes. We train the model on
trajectories with a temporal granularity of 15 mins, 30 mins, and 60 mins, here on
referred to as T15, T30, and T60 respectively. As shown in Table 4.2, we find that
across all models with different sampling frequency T60 prediction is highest followed
by T30 and then T15. We find that as the model’s temporal granularity becomes
coarser, the indoor mobility accuracy increases because indoor human mobility is
more frequent at fine granularity. When we learn mobility at a coarser temporal
scale of 60 mins, frequent short mobility observed at 15 min temporal scale such as
a break to visit the vending machine or stop by a colleague’s office for a chat gets
masked. Additionally, such short micro events have high variability and cannot be
predicted accurately at a fine temporal granularity resulting in reduced accuracy at a
fine temporal granularity as seen in T15 trajectories, location sampled every 15 mins.
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Figure 4.5: Multimodal embedding effectiveness. Comparison of indoor location prediction of a transformer for multimodal and non-multimodal embedding input

4.4.3

Effectiveness of Multi-Modal Embedding

In figure 4.5 we see that the indoor mobility prediction accuracy of our model is
higher than a single Transformer implementation that has a flat input structure of
only indoor locations. To compare the two models on prediction accuracy, we predict
the next top-1 location with both the models for the same test dataset on indoor
location granularity. The multi-modal embedding model shows an accuracy of 83.2%
while a simple transformer with no embedding has an accuracy of 75.81% for T60
trajectories. The multi-modal embedding approach outperforms the non-embedding
approach even for T15 and T30 trajectories demonstrating that modeling mobility
from a hierarchical perspective where the model learns the correlations across multiple spatial scale mobility using multi-modal embedding results in higher prediction
accuracy. The intuition behind higher accuracy is that the multi-modal approach significantly reduces the prediction space by learning the correlations between macro and
micro scale mobility, conditioning the prediction on the estimated macro and micro
scale mobility distribution, thereby using the topological constraint of the multiple
spatial scales. Additionally, the model also captures the correlation and periodicity
in mobility across varying spatial scales.
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Spatial Scale

WiFiMod

Non-Hierarchical

Building Type
Building Name
Indoor Location

89.58%
87.39%
83.2%

89.23%
81.12%
75.81%

Table 4.3: Comparison of accuracy of hierarchical and non-hierarchical model across
multiple spatial scale.
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Figure 4.6: Space Type Prediction

4.4.4

Importance of Space Type Prediction

While analyzing the indoor location predictions made by the model, we find that
most of the errors are in predicting food court location and space inside food courts,
indoor library locations of use, indoor location inside the recreation center, etc. These
locations have a high variance when predicting the indoor location. However, we find
that the model displays a high accuracy in predicting the context, and location types
and low accuracy on building name, in the case of multiple food courts, or indoor
location of use. Figure 4.6 analyzes the model accuracy by space type. We see that
the model has high prediction accuracy for building type followed by building name
and lowest for indoor location across all 3 sampling frequencies T15, T30, and T60.
This is mainly because, while routine activities such as visiting the classrooms, office
space, research labs have fixed building type, building name, and indoor location while
visits to high variance locations such as library or dining hall has a fixed building type
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Figure 4.7: Impact of number of users on model accuracy

but variance in indoor locations (since the person might not sit at the same location
always) and building name (since the person might not visit the same building under
the building type, such as dining hall). Additionally, we find that most errors are
found in indoor location prediction, fine spatial granularity for high sampling rate of
1 sample every 15 mins in T15 because this trajectory captures the most unscheduled
high variance micro mobility at a fine spatial scale.

4.4.5

Impact of the number of trajectories

We vary the training dataset by using a subset of trajectories, with subset sizes of
500, 1000, 1500, 2000, and 2500 user trajectories. We train the models on the subset
of user trajectories for the first 7 weeks of the semester and predict the user trajectories for the next 2 weeks. We find that the transformer based model displays higher
accuracy for larger training set size indicating that the model has better generalizability and higher performance for more and new data. The model accuracy for T15
increases the most from 73.4% to 75.06%, whereas model accuracy for T60 increases
from 78.28% to 83.2%. Across all trajectories, with different temporal binning we see
that the model accuracy increases as we increase the number of user trajectories in
the training dataset.
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Figure 4.8: Heatmap of predicted indoor occupancy of educational bldg with classrooms, research labs, faculty office, kitchenette

4.5

Case Studies

In this section we discuss three case studies of our proposed system WiFiMod.

4.5.1

Case study 1: Indoor COVID19/ILI Hotspot Prediction

With the current COVID-19 pandemic, building occupancy scheduling and resource allocation for de-densification is a key component in designing re-opening policies. Here, we present a case study of using WiFiMod to predict indoor mobility of a
building across the coarse of an entire day(s) to identify indoor spaces with high space
utilization that can become a hot pocket zone and needs dedensification so that the
number of users inside the building is always below the 50% or 25% usage constraint
for space usage..
Here, we use the trained model to predict the user trajectories of all users on
campus for the entire day. We then aggregate all these predicted trajectories across
the temporal attribute to compute the occupancy at each indoor location at various
times of the day. In our case since we are using WiFi AP syslogs, the indoor spatial
granularity is zone level where each AP captures occupancy per zone that might
encapsulate a single room or across few rooms, based on the range of AP deployed.
Fig 4.8 shows the floor map of an educational building with 9 deployed APs. The
floor has a combination of faculty office, break room, research labs, and classrooms.
We focus on APs 1-4 which have a range across zones Z1-Z4 respectively as indicated
in figure 4.8. Zone Z1 encompasses few faculty offices and a research lab, Z2 spans
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across a kitchenette and a research lab, Z3 across a conference room and a student
work space, and Z4 across a classroom and a research lab. Fig 4.8 (a)-(d) shows
the computed indoor user occupancy based on the model predictions, at 3 different
times of the day. We find that at 8:30am fig 4.8(a) the space occupancy is very
low with the start of the day across all zones, with some occupancy in Z1 and Z4.
Fig 4.8(b) shows predicted space occupancy at noon and we observe high human
density across Z4(classroom zone) with an in-person class (in 2019), Z2(kitchenette
area) with the break room where students gather to eat lunch, and the rest zones
show low to moderate occupancy. Fig 4.8(c) shows predicted space usage at 3pm
and we see that zones Z3, and Z4 have high occupancy due to predicted recurring
seminar, and classroom usage respectively while Z2 kitchennet and Z1 lab space have
relatively low occupancy. Fig 4.8(d) shows predicted space usage at 5pm and we see
some occupancy in zones Z1 and Z2 that comprise of research labs with students
still working in late evenings. The computed occupancy across the 3 times of the day
shows an accuracy of 96% as compared with observed ground truth indoor occupancy
computed from WiFi logs.
In the heatmaps 4.8(a)-(c) the red areas indicate high human density or hotpocket
zones on the floor map. We can generate such heatmaps for all indoor spaces across the
times of the day to identify hotpockets and design policies or space usage schedules to
de-densify them to lower the risk of disease spread and safe opening of indoor spaces.
Additionally, indoor location occupancy computed by aggregating indoor mobility
can also be used to generate customized Heating, Ventilation, and Air Conditioning
(HVAC) schedules per building. Such customized HVAC schedules can help reduce
the energy consumption while increasing the user comfort by scheduling HVAC to
turn-on with predicted indoor occupancy while turning it off with low to no indoor
occupancy.
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Figure 4.9: Normalized hourly occupancy across 2 locations computed from actual
and simulated trajectories.

4.5.2

Case study 2: Human Mobility Simulation

Mobility datasets are fundamental to evaluation of a system or applications such
as simulation of disease spread. However, such datasets are hard to obtain due to
privacy concerns. Majority of the mobility trajectory generators use deterministic
models that have predefined mobility distributions or assume human mobility follows levy walk, random distribution or stochastic process, failing to capture realistic
mobility. This leads to a gap in analyzing and fine tuning systems. Hence, we propose scenario simulation by generating synthetic mobility trace using our pre-trained
hierarchical model. To demonstrate the efficacy of our model for synthetic trace
generation we generate the trajectory of users and their devices using a pre-trained
model on the campus mobility dataset. We compare the hourly occupancy at 2 different locations computed from the synthetic trace and observed trajectories. The
simulation is performed at 20% of the total population, and the observed transition
and occupancy are scaled down accordingly. Figure 4.9(a) and (b) compares the
hourly occupancy of 2 different locations, loc1 and loc2, and the model demonstrates
a high accuracy with the coefficient of determination, r2 value as 0.989 and 0.984 for
the loc1 and loc2 respectively.
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For applications such as user profiling and behaviour analysis, which need to capture variations in human behavior we can introduce realism in capturing the variations
in human behavior by changing the inference mechanism in the decoder from selecting
the next location that gives least negative log-likelihood to sampling the next location
from the top-5 possible next predictions. To validate if our synthetic traces are close
to the real dataset, we do a domain search of the generated trace to actual observed
trace and find trajectory similarity score of 82% on weekdays and 63% on weekends
for indoor mobility.

4.5.3

Case study 3: Single User Personal Assistant

The last few years have seen the introduction of personal assistants that share the
goal of presenting the user the right information at the right time. However, knowing
when to present the information without any query from the user is an important
criterion and a critical limitation in many of today’s models. Since the information
presented is mainly associated with current location, time of day, space type, and user
type. We propose that a user mobility model derived by using WiFiMod serves as
a foundation for a highly accurate personal assistant that can be used for informing
users with a variety of tasks/events/updates. We use a globally trained model and
fine tune it for each user by locally training it with the historic trajectories of each user
to create a personalized model and use it to make macro and micro scale predictions.
We find that our model shows high indoor mobility prediction accuracy in the top1(accuracy of most likely location) prediction score is 89% for user type faculty/staff
and 85% for user type student for weekdays. Such a model can be augmented with
the user calendar or campus event calendar to notify the user with upcoming events
of interest or prior scheduled classes or meetings.
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4.6

Conclusions

Modeling indoor mobility and using the correct spatial granularity of mobility
can substantially benefit a large range of applications. In this paper, we proposed
WiFiMod, a data-driven approach to model indoor human mobility using passively
sensed WiFi logs. We demonstrated that as the spatial and temporal scale of modeling
mobility becomes more fine the model accuracy reduces because we encounter more
frequent, unscheduled user mobility that gets masked in a coarse grain scale. In
WiFiMod we jointly model mobility context, space type, outdoor location, and indoor
location using a transformer to learn the correlations of mobility at various spatial
granularities. We extensively evaluated our approach using available ground truth
WiFi data at a large university campus comprising 156 buildings across 13 building
types and found that our model outperforms the current state-of-the-art baselines
significantly.
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CHAPTER 5
WiFiTrace : NETWORK-CENTRIC CONTACT TRACING

In the earlier chapters, I presented empirical analysis and human mobility models.
Aside from analyzing the mobility anatomy and modeling it, we can also design
mobility-aware applications. In the current and following chapter, I will present 2
mobility-aware applications that are based on individual as well as aggregated user
mobility. Here, I present WiFiTrace, which is a mobility-aware application that backtraces past individual user trajectories to identify or extract information after an event
is observed in time .
COVID19 infecting 80,200,000 people worldwide and causing more than 1,750,010
deaths globally [111] has highlighted the pressing need for development of scalable
tools for containment of infectious diseases. Spread of human communicable diseases
such as measles, coronavirus, SARS can be significantly reduced by disease containment and mitigation. One of the most effective tool for containment is contact tracing, which is a method of tracing and testing all the users who have come in contact
with an infected person and iterating the process for any contact that tests positive.
Current method of contact tracing is mainly manual where the healthcare workers
interview the infected person to identify the contacts in close proximity. This process
of manual contact tracing is slow and due to gaps in human recollection results in
incomplete and inconsistent contact identification.
This wide scale impact of COVID19 along with the need for quicker and better contact tracing solution has resulted in the emergence of research in technology
backed-up solutions referred to “Digital Contact Tracing”. Many countries have de-
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ployed apps such as AarogyaSetu in India, TraceTogether in Singapore, SwissCovid in
Switzerland that have been downloaded by millions of users yet there has been a low
adoption [58] and due to a number of reasons namely privacy, security, high battery
drainage, user dependency on app installation. For any app or tool to be effective
at least 80% [5] of the user population should adopt it. Such high dependency on
the user population adoption has resulted in ineffectiveness and incomplete digital
contact tracing using the bluetooth and GPS based apps. To over come this problem,
we propose WiFiTrace, a network centric digital contact tracing solution that uses
already existing enterprise network syslogs.

5.1

Background and Motivation

In this section, I provide background on contact tracing and present motivation
for the network-centric approach.

5.1.1

Background

In this section, we provide background on contact tracing and present motivation
for our network-centric approach.

Contact Tracing Procedure:
Contact tracing is a well-established method used by health professionals to track
down the source of an infection and take pro-active measures to contain its spread [33].
The traditional method is based on questionnaires, whereupon diagnosis, the user is
asked to list places visited, and other people they have contacted. This information is
used to contact the set of potentially infected individuals, and the process is continued
recursively until all possible infections are eliminated [33]. The contact tracing goals
are two-fold: identify the potential infection source for the diagnosed individual and
determine others who may have gotten infected due to proximity or contact.

69

Unfortunately, many illnesses have a 2 to 14 day incubation period between infection time and the onset of the illness. Thus, infected users might need to recall
the places they had been to and the people they interacted with two weeks ago.
This reliance on a person’s possible fickle memory to trace the previous location and
interaction footprints is a laborious manual process and erroneous.

Client-centric Digital Contact Tracing:
With the ubiquity of smartphones, digital contact tracing leveraging Bluetooth,
and GPS [19, 2] has become popular. In this approach, a unique (often anonymized)
identifier is transmitted, using Bluetooth, from every phone. Each phone also listens
for such identifiers from other phones to determine users/phones in its proximity. This
information is further used for contact tracing. Apple and Google have implemented
this basic approach as part of their contact tracing API [2], which has been utilized
by many standalone apps [4, 3, 1, 19, 6].
These solutions are client-centric and require high user adoption for successful
contact tracing coverage. In particular, each user must download the standalone app,
allow the necessary permissions to sense, and allow the app to run continuously in the
background. The need for high user adoption proved to be a key hurdle for Singapore’s
TraceTogether app [6], which achieved only 1.1 million downloads despite needing a
critical mass of 4 million active users (around two-thirds of the population) to be
effective [5]. These challenges have led health experts to argue that while technologybased contact tracing solutions are useful, they should be seen as complementary to
traditional yet still effective methods of contact tracing [38].

5.1.2

Motivation of WiFiTrace

Aid Health Experts:
WiFiTrace was designed to support health experts performing contact tracing in
two key ways. First, WiFiTrace aids in acquiring detailed location histories of indi-
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viduals for whom contact tracing is necessary. This significantly reduces the burden
and errors caused by high dependence on human recollection to determine potentially
infected contacts. Second, WiFiTrace processes the overwhelming amount of location information to prioritize co-locators at high risk of infection. This significantly
reduces the number of contacts that need to be followed up by the health experts. In
addition, unlike standalone contact tracing apps that require end-users to self-monitor
and self-report their proximity to infected users, WiFiTrace is designed to integrate
with a health expert’s contact tracing workflow.
WiFiTrace (Location Report)
Location 1

Location 2

Location 1:
8:00am - 4:00pm
Location 2:
6:00pm - 7:45pm

WiFiTrace (Proximity Report)
Location 1:
8:00am - 11:00am
12:00pm- 4:00pm

8:00am

12:00pm

- Arrival

4:00pm

8:00pm

Location 2:
6:00pm - 7:45pm

- Departure

Figure 5.1: A network-centric approach to contact tracing using WiFi sensing

Network-centric Digital Contact Tracing:
For WiFiTrace to be useful to health experts, it must overcome the key adoption challenge faced by client-centric approaches. To achieve a high adoption rate,
WiFiTrace uses a network-centric sensing approach using passive WiFi sensing, as
illustrated in Figure 5.1.
These days, WiFi access is almost ubiquitous in key environments such as offices,
university campuses, and shopping areas. WiFi sensing has thus emerged as a popular
approach for addressing a range of analytic tasks [54, 126]. WiFi sensing can be clientbased (i.e., done on the mobile device) or network-based (i.e., done from the network’s
71

perspective). An example of client-side WiFi sensing is performing triangulation via
RSSI or time-of-flight measurements to multiple WiFi access points and localize a
device’s position [82].
On the other hand, network-centric WiFi sensing uses the network’s view of where
individual WiFi devices are located to perform analytics. This approach has been used
for monitoring the mobility of WiFi devices by analyzing the sequence of the access
points that see the same device over a period of time [54].
WiFi sensing (both client and network-centric) has been used to characterize and
model user mobility [69, 63] with more recent work leveraging WiFi sensing to track
health [78], stress [118], and perform retail analytics [119].
We build on this prior body of work and leverage a network-centric WiFi sensing
approach to assist with contact tracing. Our key insight is that the mobility of a user’s
phone is visible to the network through the sequence of WiFi access point associations
performed by the device as the user moves. This allows the network to determine the
locations visited by the users’ device and other co-located devices present at those
locations by being associated with those APs. Thus, the approach passively senses
devices as they move through the WiFi network. The key advantages of this approach
over a client-centric approach are:
1. No mass user adoption: Our approach does not require users to opt-in or
download an app as the wireless network will automatically “see” all connected
devices (associated) to it at all times. This approach makes WiFiTrace much
easier to deploy at scale.
2. No active data collection on user devices: Data is collected directly by
the WiFi network without requiring any direct interaction with a user’s device
(unlike a client-centric approach). Specifically, our method relies on collecting “syslog” network events, SNMP reports, or RTLS events that are already
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commonly used by many enterprise networks for performance and security monitoring.
3. Single sensing modality: A client-centric method that uses Bluetooth for
proximity sensing must use a second sensing modality such as GPS for sensing
device location. In contrast, WiFi sensing is single modality sensing determining both location (based on AP locations) and proximity (based on AP
associations). It is important to note that GPS does not work well indoors
while WiFi does.

Design Challenges:
Our network-centric approach is not without several challenges. Firstly, WiFi
sensing only provides coarse-grain proximity measurements (e.g., users co-located
within the range of an access point). This is unlike fine-grain Bluetooth sensing,
which promises accuracy values of up to a few feet of the user. Thus, using coarsegrained proximity sensing could increase the number of false positives. To overcome
this, WiFiTrace capitalizes on the co-location duration as an indicator of the risk of
infection to investigate individuals at higher risk

1

as demonstrated in the evaluation

Section 5.5.
Secondly, WiFi-based contact tracing is limited to areas with WiFi coverage that
tend to be popular indoor spaces and bounded outdoor spaces. In contrast, Bluetooth
sensing does not need a network to listen to other devices and work “anywhere”.
We acknowledge this limitation of our network-centric approach but note that this
approach is still highly effective in environments that do provide WiFi. In particular,
these effective environments include most university campuses and corporate offices
– i.e., places where individuals spend a significant portion of their day. Table 5.1
1

Traditional contact tracing can then process this candidate set to eliminate those who are not
at risk
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Bluetooth
Architecture
Client-based
Location sensing
GPS
Proximity sensing
Bluetooth
Distance sensing
Fine-grain
Proximity duration
Fine-grain
Data collection
On-device
Target environment Indoors or outdoors
Key technical hurdle Mass adoption needed
Privacy Issues
Yes (see [26])

Passive WiFi
Network-based
AP-level or WiFi locationing
AP-level co-locators
Coarse-grain
Fine-grain
In-network
Indoors, limited outdoors
Does not work outdoors
Yes (See Sec 5.1.3)

Table 5.1: Comparison of Bluetooth as a client-centric vs. WiFi as a network-centric
approach to contact tracing.

summarizes the comparison between a Bluetooth based client-centric approach and a
WiFi-based network-centric approach.

5.1.3

Privacy and Ethical Considerations

Client-centric contact tracing apps raise important privacy concerns, especially for
everyday users whose whereabouts would essentially be documented [26]. Networkcentric WiFi-based sensing bears the same concern, especially since users are automatically and passively tracked when connected to the WiFi network. However,
unlike most Bluetooth apps that are focused on assisting the population at large, our
tool aims to assist case investigators, as our primary end-users, in performing the
formal contact tracing procedure. To reduce this risk, several privacy safeguards can
be put into practice.
1. No direct access to user or device data: Unlike client-centric contact
tracing apps, users do not need to provide their information or change device
permissions to provide apps access to device data. In our work, all WiFi network
data such as MAC ID and username that can identify a user was hashed (e.g.,
using the SHA-2 hash) to maintain anonymity.
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2. Leveraging existing operational security standards: WiFi network data
is used by many IT departments for network maintenance and security surveillance. For example, our campus uses the same WiFi data used by WiFiTrace
to track down compromised devices that may be responsible for internal DDOS
attacks and identify student hackers who, most notably, might be attempting
to change course grades. Additionally, in many regions, audit and compliance
laws also necessitate gathering network logs for subsequent analysis and audits.
These routine evaluations have operational security standards in place to protect user privacy. Using this WiFi data for contact tracing requires compliance
with the same high operational security standards.
3. Emergency disclosure request: A larger outbreak of a disease such as Covid19 will require de- anonymization of location histories of high-risk individuals.
This information will strictly be shared with case investigators performing the
contact tracing. A typical procedure for WiFiTrace will be to query only
hashed identities and MAC addresses. Note that the hashed data is stored
separately from the tool and only accessible to a small, trusted group. When
an individual is identified at-risk, only an authorized case investigator can obtain
a de-anonymized copy of the information.
4. Obtain user consent: Data protection acts enacted in many countries require organizations to acquire user consent before starting any data collection
operations. Similarly, before WiFiTrace can be used in production, users must
provide informed consent to contact tracing upon connection to WiFi in an
enterprise network. Similarly, case investigators must also be authorized to retrieve de-anonymized information when necessary, and all data sharing must
follow the approved guidelines. For example, a contact tracing team could decide to directly contact an individual at high risk of contracting Covid-19 or
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publish at-risk locations like a public alert to appeal to potentially infected individuals to contact health authorities. In the latter case, the proximity data
report is used for further contact tracing when at-risk individuals contact health
officials. We currently use this latter approach at our USA campus.

Data Ethics & IRB Approval
Data collection for experimentally validating the efficacy of our approach has
been approved by our Institutional Review Board (IRB). It is conducted under a
Data Usage Agreement (DUA) with the campus network IT group that restricts and
safeguards all WiFi data. To avoid private data leakage, all the MAC ids and usernames in the syslogs are anonymized using a strong hashing algorithm. The hashing
is performed before syslog data is stored on disk under the campus IT manager’s
guidance, who is the only person aware of the hash key of the algorithm. Any data
analysis that results in the users’ de-anonymization is strictly prohibited by our IRB
agreement and the signed DUA.

5.2

Network Centric Contact Tracing Approach

This section presents an overview of our approach, followed by the details of our
graph-based contact tracing algorithm.
Data Preprocessing

Data Collection

Location1 AP

.
.
.
Locationn AP

WiFi
Syslog

Data Representation
and Analysis

Event & Feature
Extraction
Data
Dependency
Resolution

User
Session
File

Graph based
Data Model,
Algorithm &
API

Query
and Report

User Input /
Query

Co-location
Reports

Data Cleaning &
Formatting

Figure 5.2: An overview of the tiered architecture used by our approach.
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5.2.1

System Overview

Figure 5.2 shows that WiFiTrace uses a three-tier pipelined architecture. The data
collection tier uses network logging capabilities that are already present in enterprise
WiFi systems to collect the WiFi logs of device associations to access points within
the network. Many enterprise IT administrators already collect this data for network
monitoring, in which case this already-collected data can also be fed into WiFiTrace
. Otherwise, the IT admins need to turn on WiFi logging to start gathering this data.
The next tier ingests this raw data and converts it into a standard, intermediate
format – i.e., it performs pre-processing of the data. Since the raw log files will have
vendor-specific formats, this tier implements vendor-specific pre-processing modules
specific to each WiFi manufacturer and its logging format. This tier processes log
files in batches every so often and generates data in intermediate form.
The final tier ingests the intermediate-form data produced by the vendor-specific
pre-processor and creates a graph structure that captures the trajectories of all user
devices. This tier also exposes a query interface for contact tracing. For each query,
it uses the computed trajectories over the query duration to produce (i) a location
report listing locations visited by the infected user and (2) a proximity report listing
other users in the proximity and their respective durations. As discussed below,
this tier uses efficient time-evolving graphs and algorithms to efficiently intersect the
trajectories of a large number of devices (typically tens of thousands of users that
may be present on a university campus) to produce its report.

5.2.2

Basic Contact Tracing Approach

Consider a WiFi network with N wireless access points that serves M users with
D devices. We assume that the N access points are distributed across buildings
and other key spaces in an academic or corporate campus and that the location of
each access point (e.g., building, floor, room) is known. Large enterprises such as a
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residential university will install thousands of access points to serve tens of thousands
of users. For example, our work uses data from two large universities, one based
in the Northeastern USA with 5500 access points and one based in Singapore with
13,000 access points. To manage such a large network, enterprise WiFi networks
use controller nodes to administer and manage the APs and the network traffic and
provide detailed logging and reporting capabilities.
As a user moves from one location to another, their mobile device (typically a
phone) associates with a nearby access point. Since the locations of APs (building,
floor, room) are known, the sequence of AP associations over the course of a day
reveals the user’s trajectory and visited locations. We extract these association events
from the WiFi controller logs to reconstruct this trajectory. Typically this information
is of the form: timestamp, AP MAC address, Device MAC, optional user-id, eventtype, where event-type can be one of association, disassociation, reassociation (when
a device wakes up from sleep), un/authorization (the device is not authenticated).
Typically when a device switches to a new AP due to user mobility, this is visible
to the network in the form of a disassociation event with the previous AP and an
association event with a new AP.
Given this log information, the process of contact tracing a particular user involves
two steps:
1. determine all APs visited by the user in the specified time period and
2. determine all users who were associated with each of those APs concurrently
with the infected user.
To do this, we analyze the WiFi logs to construct the time-ordered sequence of
sessions that represent the time that the devices spend at each AP. A session is the
time period between an association event and a subsequent disassociation event for
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Location Report

Proximity Report
Overview :

Overview :

User Name : JaneDoe
Start Time : 10:00am 10/Jan/2020
End Time : 11:59pm 10/Jan/2020
Displaying co-located users in descending order of total co-location time.
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End Time : 11:59pm 10/Jan/2020
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-1-

WiFiTrace

-1-

(a)

WiFiTrace

(b)

Figure 5.3: An example contact tracing report produced by WiFiTrace : (a) Patient
Report (b) Proximity Report

that AP and device. Since AP locations are known, this sequence of sessions also
represents the user’s location.
Next, we analyze the log for each AP session to determine all other users who have
overlapping sessions for the same AP. These are users (i.e., their devices) who were
present in the infected user’s proximity. Of course, the WiFi log does not reveal the
distance between the two users or whether physical contact occurred. Nevertheless,
it enables us to determine users at risk by computing the duration for which the
two users were in proximity to one another. In some cases, the location where they
were co-located may reveal the degree of risk (e.g., an hour-long meeting in a small
conference room or a lecture classroom). To allow health professionals to assess the
risk, we generate a location report, showing locations visited by the user, how long,
and a proximity report of co-located users at each location and co-location duration.
Figure 5.3 depicts a sample report resulting from the process.
One practical problem is that an enterprise network with thousands of APs and
tens of thousands of devices will generate large log files. For example, one of our
campuses’ log file contains more than 9 billion events over a 4 month semester pe-
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riod. Thus, scanning the log to compute the location and proximity can be slow and
inefficient. To address this, we present an efficient graph-based algorithm based on
time-evolving graphs in the next section.

5.2.3

Efficient Contact Tracing Using Graphs

To efficiently process contact tracing queries, we model the data as a bipartite
graph between devices and APs. Each device in the WiFi log is modeled as a node in
the graph; each AP is similarly modeled as a node. An edge between a device node
and an AP node indicates that it was associated with that AP. The time interval
annotates each edge (t1 , t2 ) that denotes the start and end times of the association
session between that device and the AP. Note that data is continuously logged to the
log files, which causes new edges to be added to the graph as new associations are
observed and new nodes to be added as new devices are observed in the logs. Thus,
our bipartite graph is time-evolving.
For computational efficiency, each device and AP node in the graph is limited to
a time duration, say an hour or a day. This is done to limit the number of edges on
each node, which can keep growing as the device associates with new APs or APs
see a new association session. As a result of associating a time duration with each
node, each device or AP is represented by multiple nodes in the graph, one for each
time duration where there is activity. In this case, we can view the node ID as the
mac address concatenated by the time duration. For example, M AC1 [10:00,10:59],
M AC1 [11:00,11:59], represent two nodes for the same device, each capturing AP
association edges seen within that period. In the case of AP nodes, this would capture
all device association to that AP within those time periods (see Figure 5.4). The
duration for partitioning each node’s activity in the graph is a configurable parameter.
This duration can be chosen independently for a device node and an AP node if
needed.
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AP1@(9am-10am)
AP Edge List:
AP1@(9am-10am)
AP1@(10am-11am)

...
AP Edge List:
AP2@(9am-10am)

User1@(9am-Noon)
AP1@(10am-11am)
User2@(9am-Noon)

...
User3@(9am-Noon)
AP2@(9am-10am)

User Edge List:
User2@(9am-Noon)
User3@(9am-Noon)

Figure 5.4: An example bipartite graph shows device to AP association and timebased partitioning of node activity.

Given such a bipartite graph, a contact tracing request is specified by providing a
device MAC address and a duration (T start , T end ) over which a contact trace report
should be generated. The query also takes a threshold τ that specifies only AP
sessions of duration longer than τ should be considered.
The graph algorithm first identifies all device nodes corresponding to this user
that lies within the (T start , T end ) interval and identifies all edges from these nodes.
These edges represent all AP locations visited by the user, and the session duration
represents the time spent at each location. Only edges with the following constraints
are considered: (1) the session must lie within the query time interval, i.e., [t1 , t2 ] ∈
[start, T end ] and (2) the session duration must be at least τ , i.e., (t2 − t1 ) ≥ τ . Edges
that do not satisfy either of the above criteria are ignored. The remaining edges are
used to enumerate the AP locations visited by the device and the time duration spent
at each location.
To compute the proximity report, the algorithm traverses each edge and examines
the corresponding AP node. For each AP node, the list of incident edges corresponds
to all devices that had active sessions with that AP. The session duration [t3 , t4 ] on
each edge is compared to the infected user’s session [t1 , t2 ], and the edge is included
only of the two-session overlap. This process yields a list of all other users who had
an overlapping session with the infected user. The algorithm can also take an optimal
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parameter w that indicates the minimum overlap in session between the two for the
user to be included in the proximity representation, i.e., w ≥ [t1 , t2 ] ∩ [t3 , t4 ]. The
parameter w specifies the minimum duration of the co-location necessary for a user
to be included in the proximity report. Algorithm 1 lists the pseudo-code for our
graph algorithm. Thus, a time-evolving bipartite graph allows for efficient processing
of contact tracing queries over a large dataset.
Algorithm 1 Contact Tracing
procedure ContactTracing(Graph, U serID, τ , w, T start , T end )
devNodesList ← find all device nodes for UserID in interval [T start , T end ]
for node in devNodesList do
Filter out all edges where session(t1 , t2 ) ∈
/ [T start , T end ] and (t2 - t1 ) < τ
for each remaining edge do
Add edge.APLocation and edge Session(t1 , t2 ) to list of locations
Add APnode corresponding edge to APnodesList
for node in APnodesList do
Filter edges where user session(t1 , t2 ) doesn’t overlap with colocator session
(t3 , t4 )
and w ≥ [t1 , t2 ] ∩ [t3 , t4 ]
for each remaining edge do
Add user and device information corresponding to edge list of co-locators.

5.3

System Implementation

This section presents the implementation of WiFiTrace , and it is available as
open-source code to researchers and organizations who wish to deploy it (source code
is available at http://wifitrace.github.io).
5.3.1

Three-tier Architecture

From the three-tier architecture (see Figure 5.2), our system implementation occurs in the second and third-tier; the first tier is based on the logging capabilities
already supported by enterprise-grade WiFi networks, and we currently support WiFi
Access Points from Cisco and HP/Aruba, two large enterprise WiFi equipment vendors.
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Service

Description

get id
add neighbor
get connections
get weight(location)
get sessions(user)
get name
get users
get location
add user node
add loc node
add edge
get user node

Return Node Id (MAC id for user node/Location id for location node)
Add a location neighbor and init edge weight
Return all visited locations
Return edge weight for a location
List sessions for the user at current location node
Return non-time indexed location name
Return list of all users
Return list of all locations
Add a new user node
Add a new location node
Add a new edge in graph
Return user node from graph user node dictionary

Table 5.2: Graph APIs implemented by our graph-based data representation.

Data Preprocessing
We implemented preprocessing code for both Cisco and Aruba networks that takes
raw monitoring data and converts it to a standard intermediate data format for our
second tier. For HP/Aruba network, WiFiTrace supports the processing of both
syslogs (generated by Aruba WiFi controllers) and RTLS logs generated by Aruba
APs. Both types of logs provide association and disassociation information. In the
case of Aruba RTLS, we log WiFi data directly from the controller nodes using either
real-time location services (RTLS) APIs [83]. For Aruba syslogs, we periodically copy
the raw syslogs generated by the controller and preprocess this raw data. Finally, for
Cisco networks, we log WiFi data directly from the network using the Cisco Connected
Devices (CMX) Location API v3 [99]. All of these preprocessor scripts convert raw
logs into the following standard record format:
Timestamp, AP Name or Id, Device MAC Id, event type, (optional) User Name
By default, we assume anonymized (or hashed) device MACs and usernames. We
also assume a separate secure file containing a mapping of real names to hashes. While
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the association, disassociation, reassociation, and drift messages from the syslog give
us spatio-temporal details about the various devices on the network, the authorization
events provide us with details about MAC ID and username, aiding us to create a
device-user mapping. The device-user mapping helps us count each user once by
considering only the highly mobile user device among multiple user-owned devices.
The identified highly mobile device is most commonly a smartphone because it gets
carried around by users everywhere.

Graph Representation and Analysis
Our third tier supports contact trace querying. A query is of the form (hashed)
username or device MAC, start duration, end duration, threshold τ , and co-locator
threshold w. Internally the data generated by the pre-processing code is represented
as a bipartite graph, as discussed in Section 5.2.3. Our system supports various
queries on this graph through a graph API depicted in Table 5.2. This graph API is
used to implement the graph algorithm described in Section 5.2.3.
The algorithm yields a location report, which shows all locations (APs) visited
by the user for longer than τ and a proximity report that shows all users who were
connected to those APs for a duration greater than w. Figure 5.3 shows a sample
location and proximity report generated by our system.
In addition to human-readable query reports, our system can optionally output
query results in JSON format, convenient for visualization or subsequent processing.
Our system also supports additional report types beyond location and proximity
reports. For example, it can produce reports of additional users who visit a location
after the infected user has departed from that location. This is useful when a location
has high-contact surfaces that may transmit a contagious disease even after an infected
user departs. Such a report can be produced by specifying a window parameter that
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specifies the time other users are identified as at-risk at each location after they
depart.

5.4

Deployment and Validation

In this section, we describe our deployment and validation results for contact
tracing.

5.4.1

Deployment

We deployed WiFiTrace on a university campus in the northeastern USA and one
in Singapore. Both campuses have large WiFi networks, one with 5500 HP/Aruba
APs and a mixed Cisco/Aruba network of 13,000 APs. While we had originally
developed this tool to fight the outbreak of meningitis on our campus, university
health officials from both campuses viewed our solution as a scalable contact tracing
method for Covid-19.
Even though WiFiTrace has been operational for several months now, as of May
2020, neither campus has experienced a situation that requires using WiFiTrace .
This was due to strict lockdown measures with both residential universities switching
to online learning. Students were instructed to vacate their dorms, and work-fromhome policies were enforced. Except for a small number of students unable to return
to their home countries (due to global lockdown), both campuses have been largely
empty until recently (Sep 2020 onwards) when the Singapore campus started letting
more students on-site. One of our campuses saw a single case of an employee at a
high-risk of Covid-19. However, manual contact tracing had determined the case as a
low threat to others. As such, university health professionals did not need to perform
further contact tracing.
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5.4.2

Validation

We conducted a small-scale user study to gather ground truth data to validate
four questions related to the use of passive WiFi sensing for contact tracing:
• V1: How accurate are WiFi access point associations at revealing the true user
location?
• V2: How accurate are WiFi session durations at revealing the true duration a
user spent at a location?
• V3: Do co-located WiFi device sessions accurately show co-located users at
those locations?
• V4: How do AP density, phone activity, user movement type, and phone
make/model/OS impact device registration events seen by the WiFi network?
In particular, do these factors result in a temporal lag in the extracted trajectories?

Dataset
We collected data from a group of eighteen volunteers over a period of 37 days with
each volunteer walking to various locations, and spending variable lengths of time at
each location, around our campus while carrying their mobile devices. Each user
manually logged the entry and exit times at each location, and the paths they took
from one location to the next. For each user, we computed a location report containing
all visited locations (assuming a threshold τ = 0) and compared the locations as seen
by the WiFi network to the ground truth locations recorded by each user. Some of
the user’s devices’ trajectories were correlated, which meant the users were co-located
whenever (their devices were) connected to the same AP concurrently. Overall, about
19,000 unique locations were visited by our volunteers.
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Figure 5.5: (a) Confusion Matrix (b) Scatter Plot displaying ground truth and WiFi
based session duration
Results
To answer V1, we compared the locations reported by WiFi with the actual ground
truth location recorded manually by each volunteer. Figure 5.5(a) shows the confusion
matrix for this comparison. Specifically, an overlap in WiFi and ground truth located
labels indicate the inferred location from a WiFi AP of a user matches their logged
location – true positive. An agreement in WiFi and ground truth non-located labels
imply a user was, in fact, not physically situated where the WiFi AP had not inferred
them to be – true negative. Similarly, two mismatch possibilities can occur. The
first is the WiFi had missed inferring the user location to where a user was actually
localized (WiFi non-located and ground truth located ) – false negative. The second
is that WiFi had inferred the user to be situated in a spot the user was not in (WiFi
located and ground truth non-located ) – false positive. Both errors could arise due
to temporal delay in AP hopping or skipping, where the user’s device had maintained
a previous AP connection, despite the user already transitioning to a different spot.
Overall, WiFiTrace yields a precision of 0.93, a recall of 0.94, and a high F1-score
of 0.93. In other words, the inferred location matches the ground truth location with
high accuracy. A deeper analysis of the errors shows that they mainly occur when a
user transitions between different locations quickly – on the order of tens of seconds.
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Even in these cases, the true location of these quickly moving users is usually just off
by one AP. Figure 5.5(b) shows a scatter plot of the session durations reported by
WiFiTrace compared to the ground truth and demonstrates a good match between
WiFiTrace and the ground truth. The small errors in the figure occur when devices
enter or exit the area as these devices will need additional time to switch networks.
To answer V2, Figure 5.6 plots the inferred location’s accuracy for varying session lengths observed across four different mobile devices made by Apple, Samsung,
Motorola, and LG. Our tool yields 100% accuracy whenever a session length exceeds
3 minutes, which is sufficient accuracy for a contact tracing application.
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Figure 5.6: Accuracy of inferring user locations for varying WiFi session duration.

Next, to answer V3, we validated the accuracy of co-locations by using WiFiTrace
to generate the proximity report for each device and comparing it to the ground truth
trajectories reported for each device. WiFiTrace can capture co-located devices (and
users) with high accuracy for sessions exceeding 3 minutes, as shown in Figure 5.6.
However, as noted earlier, if a user moves fast (i.e., there are short transitions),
the locations can be off by one AP cell. This implies that the network can see two
fast-moving devices near one another connected to adjacent APs, rather than the
same one. Fortunately, this does not hamper the efficacy of contact tracing as two
users need to be near one another for a period of time (e.g., 15 minutes or more) to
be considered at-risk. WiFiTrace accurately capture these longer co-located times.
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Finally, to answer V4, we measured the time lag in WiFi logs extracted against
ground truth manual trajectory logs. This experiment used four different smartphones
(Apple, Samsung, Motorola, and LG) that were streaming a YouTube video continuously (i.e., they were always active on the WiFi network) and traveling through the
same paths and floors. Figure 5.7 shows the single floor route covered by 9 APs.
The path chosen moved from AP1 to AP2, AP3, etc., and eventually circled back to
AP1. AP9 was never exclusively visited, as shown in the ground truth trajectory in
figure 5.8. The floor was intentionally selected for having both a sparse and dense AP
dispersion. We repeated this experiment using 5 different transition styles: walking
casually, hustling through several locations, and being in stationary spots between 1,
5, and 20 minutes.
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Figure 5.8: Temporal lag between computed WiFi Trajectories of active Android
Phones of different OS versions as compared to Ground Truth User Trajectory.
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Figure 5.8 shows the trajectory connections across APs for four devices P1 to
P4, that moved from AP1 through A9 and were stationary at each AP for 5 to 20
minutes. For example, as a user with device P1 moved from AP1 through AP8 along
the same path as indicated by the ground truth trajectory. However, device P1 was
first connected to AP1 for a short duration and then connected to AP9 even though
the user moved to AP 2. P1 then connected correctly to AP 3, 4, 5, etc., as the user
moved across the path. In contrast, P2 was connected to AP1 and 2 but connected
to AP8 instead of AP3, even though it followed the same path as P1. We believe this
was because AP3 and AP8 were on opposite sides of a large open area, and thus the
signal from AP8 was still strong even near AP3. P3 and P4 encountered similar AP
connectivity with AP2/9 and AP3/8, respectively.
To rectify the errors due to devices connecting to nearby APs in open areas or
areas where there are many APs, we can create zones as indicated by the boxes in
figure 5.7. For example, APs 1, 2, and 9 form a zone Z1 while APs 3 and 8 form
another zone Z2. This grouping of APs into logical zones helps eliminate the errors
shown above caused by devices connecting to nearby APs instead of the closest AP.
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Figure 5.9 plots the number of AP hops due to different transition styles. Overall, each device experienced 8 AP hops when moving from AP1 back through AP8
using different transition styles. We observed more variance in AP hops when a user
was moving continuously – i.e., without making stops. For example, a user walking leisurely through the planned path recorded between 6-11 AP hops, while a brisk
walk recorded 5 AP hops on average. This result shows that when no/short stationary
stops are made, there is a higher tendency for AP scans to increase.
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We measured the accuracy of the spatio-temporal values from the WiFi logs when
phones were engaging in different activities such as idling, intermittent use (e.g.,
occasionally responding to messages), and continuous use (e.g., video streaming).
Figure 5.10 shows that the accuracy when the phone was idling was the worst, while
continuous phone usage had the best accuracy. Specifically, we find that the temporal
accuracy values for phone idling are approximately 40% for sessions less than a minute,
75% for sessions between 1-2 minutes, and 100% for session durations more than 3
minutes. On the other hand, continuous phone use guarantees device associations
with AP changes indicating that the user’s presence will be recorded. User sessions
less than a minute for intermittent use maintains an accuracy of at least 80%. In the
most practical use-case, we expect that users transitioning around campus would be
engaged in intermittent phone use as they periodically reply to messages or emails.
In the worst case, WiFiTrace still maintains high accuracy even when the phone is
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idling for at least 3 minutes long stationary periods at a location. Thus, WiFiTrace
is still useful as a contact tracing application for use cases, such as Covid-19, where
individuals need to spend at least a 15-minute overlap time over a 24 hour window
period with an infected person [40] for the infection to spread.
Finally, we count the number of users entering and leaving library rooms and
compare it to the number of devices (users) reported by our tool. As shown in
Figure 5.11, the automatic count generated by WiFiTrace closely mimics the ground
truth. The small mismatches occur due to short WiFi sessions (implying a user is
present only for a brief period or when their devices did not switch to a new AP from
a previous one). The user counts remain accurate for all sessions that exceed a few
minutes as their devices will eventually switch to the closest AP.
Overall, our user scale study shows that WiFiTrace can answer questions V1 to
V4 with sufficient accuracy to support its use as a contact tracing application.

5.5

Experimental Evaluation

In this section, we describe case studies that evaluate our contact tracing tool and
our graph algorithms. Further, we discuss the limitations of utilizing WiFi sensing.

5.5.1

Dataset and Methodology

To validate WiFiTrace , we used the production WiFi logs from our university
WiFi network. Table 5.3 summarizes the characteristics of the WiFi logs. Our US
university uses an Aruba network of 5,500 APs deployed across 230 buildings. It has
approximately 38,000 users comprising 30,000 students and 8,000 facultystaff. The
dataset spans between Jan 2020 to May 2020, including a full campus-wide Covid-19
lockdown during Spring break (mid-March).
The APs are spread across the US campus with a mean of 23 APs per building.
We found that 90% of the buildings have up to 45 APs, and few tall buildings (dorms
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Figure 5.12: Distribution of APs per floor

and library) with a high number of floors have more than 100 APs installed inside.
As shown in Figure 5.12 an average of 6 APs is installed per floor.
We also collected data from a Singapore university that has a mixed Aruba and
Cisco network comprising 13,000 APs deployed across 240 buildings. It has approximately 50,000 users comprising 40,000 students and 10,000 faculty/staff. The Singapore dataset spans between Feb 2020 to May 2020 and includes a Covid-19 quarantine
plan, which was progressively introduced by the Singaporean government, ending with
a full lockdown similar to the US University.

5.5.2
5.5.2.1

Case Study
Efficacy of Contact Tracing

Since a real disease outbreak is yet to occur on either campus, we emulate how
our tool works under emulated diseases. We pick three diseases, each with a different
incubation period, which would require contact tracing for a different number of days.
• Seasonal Influenza: Incubation period ≈ 1-3 days; contact tracing 2 days
• Covid-19: Incubation period ≈ 4 days, contact tracing 4 days
• Measles: Incubation period ≈ 8-12 days, contact tracing 10 days
We randomly choose a user from our dataset and assume they are infected with
one of the above diseases and use our tool to compute the number of locations visited
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Figure 5.14: Cumulative Co-locator count for various diseases for τ (10minutes,
30minutes and 30minutes excluding dining) for (a) Student User (b) Non-Teaching
Faculty Staff
by the user over that period and the number of co-located users. We perform contact
tracing assuming τ = ω = 10 minutes and τ = ω = 30 minutes, which implies location
visited for at least 10 (or 30) minutes and co-location of at least 10 (or 30) minutes.
For each disease, we repeat each contact tracing experiment for 50 randomly selected
students, and then 50 randomly chosen faculty or staff users.
Figure 5.13 shows how the number of locations visited by an infected user grows
as the duration of contact tracing increases between 2 - 10 days (for Influenza and
Measles, respectively). We find that the number of location visits is insensitive to τ
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beyond τ > 10 minutes (we discuss this in detail in the next section). A student visits
≈ 37 locations, while a faculty/staff user is less likely to transition around campus
and visits ≈ 15 locations per day.
Figure 5.14 depicts the proximity results from our contact tracing experiment.
With τ = 10 min, the system yields many co-located users, specifically 500 co-located
users for Flu over a 2-day period and over 800 users for Measles over a 10-day period
for a student. With τ = 30 min, the number of co-located users decreases slightly to
300 users for flu and 400 users for Measles. In contrast, the co-location count is lower
for staff users, when τ = 10 minutes, but projects to affect about 200 users (during
a Flu) and 500 users (during a Measles outbreak). τ = 30 minutes will substantially
lower the numbers to 100 and 200, respectively. These results yield the following
insights:
1. We note that the number of co-locators does not increase linearly with an increase in contact trace duration. The growth is sublinear, indicating that users
have a limited social circle (of users), and these interactions last over several
days.
2. It is infeasible to contact trace several hundred users for each infected user manually. Instead, WiFiTrace can address this problem by setting the parameters
τ and ω carefully, balancing the duration of locations and co-locations based
on the disease at hand. For example, τ = 10 min could result in a high rate of
chance co-location. Choosing τ = 30 minutes and ω be 15 or 30 minutes may
yield better results. The tool subsequently outputs a manageable number of
cases for manual contact tracing investigation.
Further, our results show that common areas such as cafeterias substantially increase the co-location counts. Accordingly, it is easier to filter out these AP sessions
to determine users with higher risk. As shown in Figure 5.14 (a) and (b), the num-
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ber of co-locators drops considerably once cafeteria visits are excluded. Given these
representations, WiFiTrace will produce a proximity report (see Figure 5.3), summarizing the total time spent with the co-locator and the respective locations in sorted
order. In a practical use-case, case investigators can consider the top N users (e.g.,
N = 15) with the most proximity minutes or consider specific locations suspected of
at high-risk. Such strategies are already used by professional contact tracers to hone
in on the most probable at-risk co-locators while eliminating users who may be false
positives.

5.5.2.2

Efficacy of Iterative Contact Tracing

While the above experiment involved a single level of contact tracing, contact
tracing is, in most cases, an iterative process, with each co-locator subjected to an
investigation. Given that a user may come in contact with more than a hundred users
in a single day (e.g., if a user attends a lecture and then visits the cafeteria), tracing
for only two locations can be limiting.
We had explained how the co-locators list needs to be pruned at each step to
identify the users at most risk. We had also suggested using a carefully chosen τ
and ω to filter out low-risk locations. These strategies may be susceptible to missing
some “true positive” cases. An alternative is to “test and trace”, which combines
testing with contact tracing - a strategy used by many countries for Covid-19. In this
case, each co-located user is administered a test to verify their infection medically.
Accordingly, only verified infected cases are subjected to iterative contact tracing
while excluding others.
Contact Tracing
Selective

Round 1

Round 2

Round 3

Round 4

275

438

764

1752

Table 5.4: Count of co-located Users by “test and trace” strategy
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With “test and trace”, the number of users subject to contact tracing increases
based on the transmission rate, R. For example, if R=2, then only 2 out of the several
tens of users identified by our tool will be subjected to additional tracing in each step
(we assume that all users are tested to find R users who are infected). Table 5.4
depicts the number of users identified by “test and trace”; we observe the growth is
much lower than a naive iterative strategy.
With testing constrained by availability, cost, and time, the proximity report can
once again be utilized to “prioritize” and “filter”. We prioritize by sorting the colocators based on the amount of overlapped time duration with an infected patient
and picking the top co-locators. Then, we filter to identify the users co-located with
the patient for a duration of at least ω minutes. Responding to Covid-19 CDC
guidelines [40], ω value is 15 minutes for the infection to spread. This procedure is
performed iteratively until all high-risk co-locators are traced. Another capability is
to identify at-risk co-locators by considering the number of at-risk users exposed to
and exposure duration. Case investigators can carry forward these shortlisted users
for manual investigation.

5.5.2.3

Contact Tracing during Quarantine Periods

We had presented experiments during the pre-Covid semester, observing routine
mobility among students and staff. Here, we examine how WiFiTrace’s contact tracing results changes with strict lockdown policies.
Figure 5.15(a) shows the number of locations visited by different campus user
types per day. While users visited between 20-80 locations for τ = 10 minutes during
the normal period, we observe a sharp drop in AP location visits for all user types
due to lockdown policies (after March 25th ). The change in mobility will significantly
alter WiFiTrace ’s contact tracing results for infected during the lockdown period.
Specifically, Figure 5.15(b) shows the number of locations visited by one user ruled
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Table 5.6: Efficiency of our graph algorithm

Figure 5.5 depicts the number of co-locators for τ = 30 minutes for several users
during pre-Covid and lockdown periods. The safety policies introduced, primarily
social distancing and lockdown, have lowered the co-locator count to be less than ten
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for all user types, an order of magnitude reduction. In such cases, comprehensive
contract tracing of all co-locators is feasible through manual means.

5.5.3

Efficacy of our graph algorithm

To evaluate the efficiency of our graph algorithm, we compare the execution time
of the naive linear search approach and our graph-based algorithm across varying
co-locators. Since different users display a different mobility pattern, the number
of co-locators seen for each user will differ. Searching the co-locators using linear
search requires a complete scan of the entire dataset sequentially, resulting in a high
overhead across all runs irrespective of the number of observed co-locators of the
device. Additionally, as the number of nodes increase, the search overhead increases.
In contrast, our graph algorithm efficiently identifies relevant edges and nodes relevant
to the specified query, thereby reducing the search space overhead. Also, adding
the constraint of τ results in further pruning of edges, resulting in reduced search
space, reducing our algorithm’s time and space complexity. This behavior is depicted
in Figure 5.6 that compares the execution overhead of the two approaches for our
campus dataset. As shown, our graph-based implementation outperforms the naive
sequential search by a significant margin.
We further evaluated the graph-based algorithm with the performance of a PostgreSQL database with a single column and multiple column indexes. For the PostgreSQL database with a single index, we found the query response time for a various
number of users (ranging from 5000 to 30000) across time spans of a few days to a
month was similar to our solution. However, the memory overhead of the database
was ≈ 4.5x higher than WiFiTrace .
As we update the PostgreSQL database with daily logs to add device trajectories,
the time needed to update the database indexes is in the order of hrs (≈1 to 5 for data
from 5000 to 30000 users). Since indexes are synchronized with the tables, updating
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the indexes blocks further updates. We also found that indexing created an additional
memory overhead of at least 250MB for a simple datastore of 20GB comprising of
5000 user trajectories for 4 weeks. This indexing overhead would only grow as the
number of users and locations increases.
We found that using multi-column indexing of the MAC and location or the MAC
and date column produced higher overheads in terms of the index update time and
the index memory consumption. This suggests that multi-column indexing is costlier
than the single-column index. Overall, our Graph-based algorithm provides query
performance similar to an indexed database without any indexing update or memory
overheads.

5.5.4

Limits and Limitations of Technology

WiFi-Sensing has well-known limitations, and this section analyzes the implications of these limitations on contact tracing.
Multi-device Users : Researchers have previously studied multi-device users’
behavior and shown that it is prevalent among users to own two or more devices
[104]. A key consequence is device count seen by an AP does not equal user count.
While all WiFi logs record device association information, not all of them provide
user ownership information. If such information is missing, RADIUS authentication
logs should be used to map devices to owners to avoid double counting devices as
separate users.
Figure 5.16 shows the number of unique devices seen by APs in different campus
buildings and the corresponding user count (e.g., ARUBA syslogs provide both types
of information). As shown, locations such as dorms and classrooms see between 1.5x
to 2x difference in unique devices and unique users (since users may connect a phone
and a laptop to the network). Only dining areas (cafeteria) see low over counting
since users are likely to carry only their phone when eating. This result highlights
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the importance of considering device ownership to avoid over counting users by only
considering connected devices.
Unassociated Devices : Not all users may connect their mobile devices to the
WiFi network. Such devices are visible to the network when they perform SSID
scans using a randomized MAC address. Unassociated devices can cause multiple
challenges. Ignoring them altogether will result in under-counting users. Inversely,
counting all devices can yield a large number of false positives.
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Figure 5.17: Associated devices v/s UnAssociated devices (a) Unfiltered and (b)
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Figure 5.17(a) represents the number of unassociated devices seen in four buildings
in our Singapore campus. Since the buildings are next to a public road or public bus
stop, the number of unassociated devices per day is 5x greater than the number of
associated users. Figure 5.17(b) shows that enforcing a session duration of 15 minutes
filters out most of these chance associations, and the number of such devices (likely
visitors) is around 12% of the total number of associated devices.
Impact of Session Duration:

WiFiTrace uses two parameters τ and ω that

are directly related to WiFi session durations. Judicious choice of these parameters
can allow for a good tradeoff between eliminating false positives and eliminating true
positives.
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Figure 5.18: Count of Locations Visited by Student and FacultyStaff for varying
values of τ

Figure 5.18 shows the number of AP locations visited by campus users for varying
values of session length τ . The figure shows that the location visits stabilize around
τ = 10 minutes and then yield 20-40 location visits per day. Small values of τ include
locations visited when in transit and should be ignored.
Figure 5.19 shows the impact of varying values of τ and ω, and the figure shows
a decreasing gradient as both τ and ω are increased for all user types. Finally Figure
5.20 shows the number of colocated users for varying values of τ and ω. As shown,
using values that are tens of minutes allows the tool to filter out overlapping sessions
caused by users in transit. These results highlight the importance of carefully choosing
τ and ω depending on the infectious nature of the disease and avoiding false positives.
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5.6

Discussions

Here we discuss the implications and limitations of our findings.

5.6.1

Supporting Case Investigations

At its core, contact tracing remains a labor-intensive manual task performed by
qualified caseworkers to determine infected patients and disease transmission chains
in the community. WiFiTrace does not aim to replace caseworkers but instead aims
to assist them by providing accurate information on possible infected individuals,
locations, and contact events automatically – without required erroneous and timeconsuming interviews. WiFiTrace was developed in collaboration with key healthcare
professionals, including the director of a campus hospital and a nurse who has been
running contact tracing operations for various outbreaks (such as meningitis) for
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10

0

many years. The tool has been carefully designed with their input to fit into their
workflow. Collectively, our efforts are centered on fulfilling two key requirements for
a digital contact tracing tool, as defined by the Center for Disease Control (CDC)
[39]:
1. Aid the process of retrieving past location information from infected
individuals: In most cases, the use of GPS logs helps individuals accurately
recall their daily activities’ outdoor locations. However, GPS is unavailable
indoors, and remembering all possible indoor locations visited is vital since
the risk of spreading infections indoors is 20 times higher than outdoors [86].
WiFiTrace greatly assists with the recall process by providing accurate proximity locations of all users, at any location (either indoors or outdoors) where
WiFi is available, without requiring additional environmental instrumentation
or explicit user interaction.
2. Improve investigators’ efficiency in identifying and assessing the most
relevant sources of threat: The workload on health professionals increases
dramatically during pandemic times, thus reducing their contact tracing burden
is essential to prevent errors due to overwork.

WiFiTrace achieves this by

prioritizing highly threatening cases. It allows caseworkers to easily tweak key
settings to change the thresholds used to determine the various threat levels.
In particular, the thresholds specify how long a person needs to have spent in
either a high-risk area or near an infected person before they are classified as
“at-risk”.

5.6.2

Limitations and Future Work

WiFi network events fundamentally drive our location proximity mechanisms.
This constrains our solution to areas with WiFi coverage – most likely to be indoor
spaces and a few key outdoor spaces. Enhancing WiFiTrace to use other data sources
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(e.g., Bluetooth or GPS) will provide a richer source of location histories, but at the
possible expense of user privacy and increased setup costs (to install an app to collect
GPS or Bluetooth scans, etc.).
Another limitation is the inability to measure the physical distance between nearby
users in proximity. WiFiTrace can discover individuals who are likely to be at risk
because they were in a compromised area. But, it cannot determine if any specific
set of individuals interacted with each other.
However, even this level of coarser interaction analysis is still useful as it provides
an excellent first-cut of individuals who are at risk of infection. For example, in the
case of Covid-19, researchers have found the virus’s airborne transmission to remain
viable in the air for three hours [105]. Hence, WiFiTrace can detect at-risk individuals
who have been in a compromised area for too long. This information can then be
used by case investigators to conduct follow-up and monitoring sessions to determine
the exact severity of risk for each identified individual more accurately.
Beyond our experimental validation, more work needs to be done to identify how
WiFiTrace can support routine clinical health investigations for Covid-19 and other
diseases on other campuses and in other countries. We are currently expanding our
efforts to deploy WiFiTrace to more campuses, and we welcome collaboration with
any interested parties wanting to use WiFiTrace on their campus or environment.

5.7

Related Work

The prevalence of many infectious diseases in our society has increased the importance of contact tracing–the process of identifying people who may have come
in contact with an infected person– for reducing its spread and disease containment
[72, 96]. For performing contact tracing, the infected user needs to provide the places
visited and persons in proximity or direct contact [33]. While the traditional method
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relies on interviews, the Covid-19 pandemic has seen using a method such as GPS,
Bluetooth [6], credit card records [30], and cellular localization.
Manual contact tracing as a mode for containment of diseases with a high transmission rate has proved to be too slow and cannot be scaled. Research [85, 38, 36] has
shown that technology-aided contact tracing can aid reduce the disease transmission
rate by quicker scalable tracing and help achieve quicker disease suppression.

5.7.1

BlueTooth Based Contact Tracing

Bluetooth and Bluetooth Low Energy (BLE) based contact tracing has emerged
as a possible method for proximity detection [88]. A handful of systems based on
Bluetooth or BLE have been rolled out, few of which have been supported by the
government of various countries such as Singapore [6] and Australia [3]. The main
limitation of these approaches is the need for mass adoption before it becomes effective
[5] and its reliance on Bluetooth distance measurements, which may not always be
accurate.
Authenticity and privacy attacks are other key issues in using Bluetooth for contact tracing. [28] has shown that authenticity attacks can be easily performed on
Bluetooth based contact tracing apps. Such attacks can forge the location visited
and create a fake history of a user introducing risk to the society, as shown in [28].
Bluetooth apps suffer from privacy issues as noted in [101, 35]. As a result, privacy issues for Bluetooth-based contact tracing has received significant attention [22, 26, 47].
Privacy-preserving methods include the use of homomorphic encryption for determining contacts [10] and private messaging to notify possible contacts [115], to name a
few.

106

5.8

Conclusions

Technology-aided contact tracing is becoming an increasingly important tool for
quick and accurate identification of co-locators. While the Bluetooth-based contact
tracing method using phones has become popular recently, these approaches suffer
from the need for a critical mass of adoption to be effective. In this chapter, we
presented WiFiTrace a network-centric approach for contact tracing that relies on
passive WiFi sensing with no client-side involvement. Our approach exploits WiFi
network logs gathered by enterprise networks for performance and security monitoring
and utilizes it for reconstructing device trajectories for contact tracing. Our approach
is specifically designed to enhance the efficacy of traditional methods, rather than to
supplant them with new technology. We presented an efficient graph algorithm to
scale our approach to large networks with tens of thousands of users. We implemented
a full prototype of our system and deployed it on two large university campuses. We
validate our approach and demonstrate its efficacy using case studies and detailed
experiments using real-world WiFi datasets. Finally, we discussed the limitations
and privacy concerns of our work and have made our source code available to other
researchers under an open-source license.
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CHAPTER 6
iSchedule : MOBILITY-AWARE HVAC SCHEDULING

In the previous chapter, I presented a mobility aware application for contact tracing that back-traced individual user trajectories after an event (user tests positive for
a contagious disease) was observed. In this chapter, I present another mobility aware
application that proposes Heating, ventilation, and air conditioning (HVAC) schedule
by predicting building occupancy as derived from past aggregated user mobility.
HVAC systems account for over 50% of the energy consumed by commercial buildings. While ”smart” HVAC technologies, such as learning thermostats, are widely
available for residential use, commercial buildings typically rely on legacy systems
that are difficult to upgrade and require facility managers to manually set HVAC
schedules, which are typically based on intuitions of building managers. These manual operations are often cumbersome, error-prone, and do not scale well on a campus
environment with multiple types of buildings such as education, library, food courts,
recreational, dormitories, etc resulting in user discomfort and energy loss. In this
chapter, we present iSchedule, a novel Machine Learning-driven technique to automatically learn custom occupancy-based HVAC schedules for buildings across campus
that leverages aggregated human mobility extracted from the existing omnipresent
wireless networking infrastructure in a modern campus.

6.1

Motivation and Problem Statement

Each building’s heating and cooling are controlled by a commercial HVAC system.
Unlike a residential HVAC system, which is controlled by a thermostat, a commercial
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HVAC system is typically controlled through a Building Management System (BMS).
The building’s facility manager interacts with the BMS to set a heating and cooling
schedule and temperature setpoints: this schedule specifies when the HVAC equipment should be turned on over the course of a day and the temperature setpoints
for the high and low occupancy periods. The BMS then automatically operates the
building’s HVAC equipment based on the specified schedule, a process we refer to as
schedule-based HVAC control.
The schedule is typically determined based on the facility manager’s intuitive
understanding of the building’s occupancy patterns. For instance, in a typical office
environment, employees may arrive between 8 am and 9 am and leave for home
between 4 pm and 5 pm, and the building may be lightly occupied during nonbusiness hours or on weekends. In this example, the facility manager may program
the BMS to heat or cool the building between 8am to 6pm and use a higher cooling or
lower heating temperature during the other off-peak hours. Doing so, ensures users
are comfortable when the building is highly occupied while saving energy when it is
largely unoccupied.
Modern BMS systems enable a different schedule to be set in different parts of
a building—e.g., a different schedule on different floors—if the per-floor occupancy
patterns differ. However, to fully exploit this functionality, a facility manager needs
to determine fine-grain schedules for different parts of a building, and dynamically
fine-tune it as occupancy patterns change over time. Such manual operation is cumbersome and error-prone and does not scale across a large campus, where a facility
manager may oversee tens-to-hundreds of buildings. As a result, existing schedulebased HVAC control tends to be driven by simple, manually-chosen static schedules,
which miss many opportunities for reducing energy use by carefully exploiting temporal and spatial occupancy differences within and across campus buildings.
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Figure 6.1: Schedule- versus Occupancy-based HVAC Control
To address these limitations, we argue that the process of deriving schedules for
commercial HVAC systems should be automated. To do so, we need a system that
monitors occupancy patterns in campus buildings, automatically learns an optimal
schedule for each part of a building based on the observed occupancy, and dynamically modifies the schedule as occupancy patterns change. Such a system should be
sufficiently robust to tailor its schedules to the different types of spatial occupancy
patterns seen across campus buildings, e.g. classrooms, academic units, library, dining
halls, on a university campus. It should also automatically tailor schedules for temporal variations seen across weekdays and weekends and across seasons. Figure 6.1(a)
depicts the architecture of such a schedule-based HVAC control system—hard or soft
sensors are first used to infer occupancy in each building. Occupancy data is then
“mined” to extract repeating patterns, from which an “optimal” schedule is learned
and fed to the BMS for schedule-based control of the commercial HVAC system.
An essential first step in such a learning-based system is to derive occupancy,
which captures how many people are present in each part of a building and at what
times. Hard sensors such as motion or door sensors can be used to track occupancy
within each building [21, 8, 7, 84, 102]. However, such instrumentation is not ubiquitous in office buildings and can be expensive and laborious to install in existing
buildings. Researchers have shown that occupancy can also be learned through “soft
sensors” that are already deployed for other reasons. For example, occupancy can be
learned through swipe card door access systems, calendar software, or through wireless network activity [44, 80, 103, 81]. Since WiFi infrastructure is now ubiquitous
in offices and campus buildings, our work uses existing wireless networks rather than
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requiring hard sensors to infer occupancy information. Doing so enables easy deployment of our system in today’s campuses without requiring the expensive deployment
of hard sensors.
Specifically, this work assumes that most occupants carry mobile smartphones
and the presence of a phone in the vicinity of a wireless access point indicates a
user (occupant) at that location. We further assume that the exact location of each
access point within a building is known a priori. Consequently, simply tracking the
number of mobile devices associated with each AP over time is a proxy (“soft sensor”)
for the number of occupants in that part of the building. As shown in Chapter 3
wireless network infrastructure provides a log of when a mobile device connects and
disconnects to each access point, which is then used to count the number of active
occupants over time. To avoid double counting users, only smartphone log entries are
considered and other devices, such as laptops or stationary devices are filtered out1 .
Problem Statement: Given an office campus with multiple buildings, anonymized
WiFi association and dissociation logs, and the mappings of the Access Points to
specific locations in each building, our goal is to automatically learn an HVAC schedule that optimizes user comfort and energy usage on a fine-grain spatial basis and
dynamically adjusts learned schedules when observed occupancy patterns change.

6.2

Campus-scale Analysis of Building Occupancy

A key hypothesis of our work is that occupancy patterns often vary spatially
within a building (across floors and zones) and across building types, and temporally
across days and seasons.
1

Note that the system only needs to count the number of active devices at an AP and does not
need to track individual users—identifiable information such as device MAC addresses can thus be
anonymized.
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Figure 6.2: Normalized occupancy across campus buildings.
To validate this hypothesis, we analyzed occupancy patterns across all buildings
on our university campus over several months. WiFi connectivity is ubiquitous on
our campus—4674 access points are deployed in 112 campus buildings. We gathered
anonymous WiFi association and disassociation logs for all 4674 APs over a 6 month
period ranging from the beginning of Fall to the end of Spring; we included intervals
when campus was closed (winter and spring breaks). The mapping of each AP to
a building and a specific floor within that building is maintained by our campus IT
office, which enabled us to analyze the number of active WiFi users in each building
and each floor over the course of the day. We used the number of active smartphone
users as a proxy for actual occupancy—a reasonable assumption due to the ubiquity
of smartphones today. Due to the scale of our campus level analysis we use occupation
computed by counting WiFi devices as our ground truth when evaluating the efficiency
of various schedules; this technique has been demonstrated to be sufficiently accurate
in prior work [16].
Impact of Building Type: Figure 6.2 shows the mean weekday occupancy for different hours of the day for several different buildings on our campus. Specifically, the
figure shows occupancy for an academic department, a classroom building, an administrative building, a research lab and a dining hall. To ensure comparison across
buildings, normalized occupancy is shown and we assume for our discussion here that
a building is occupied whenever occupancy levels are more than 20% of the peak,
while a building is considered unoccupied if levels are less than 20%.
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Figure 6.3: Spatial differences in occupancy inside an academic and library building.
(a) Normalized floor-wise occupancy of an academic building (b) Floor wise occupancy
within the Library
The figure shows that occupancy patterns vary significantly by building type.
The administrative building shows an 8am-5pm occupancy pattern. The academic
building, which has student labs/offices has higher evening use as well and shows an
8am-8pm pattern. The occupancy patterns of the classroom building closely follow
the lecture schedule. The research labs show a 9am-7pm schedule, while dining halls
have peak occupancy during meal hours (e.g., breakfast, lunch and dinner hours).
These results show that HVAC schedules need to be aligned with occupancy patterns
and building type. The occupancy will vary depending on how the building is used.
Spatial Differences Within Buildings: Next we analyze whether different parts of
a building can exhibit different occupancy patterns and by how much. Our analysis
of the 112 buildings showed that buildings do exhibit spatial differences in occupancy
patterns. This is illustrated in Figure 6.3, where Figures 6.3(a) and 6.3(b) depict
occupancy patterns of two buildings on our campus - an academic department and
the library. In Figure 6.3(a), the academic building has one floor comprising of
administrative staff, offices, and classrooms, while two other floors comprise faculty
offices and research labs. Not surprisingly, occupancy patterns for the floor with staff
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Figure 6.4: Library Occupancy depicted as a heatmap on a Tuesday from 10:00 11:00 AM shows the differences in occupancy across and within two different floors
and motivates the use of unique schedules for different floors and zones.
offices and classrooms is markedly different than those of floors with faculty offices
and research labs.
Similarly, the different floors of our campus library house different functions, as
shown in Figure 6.3(b). One floor consists of the learning commons (LC) that are
open 24×7 with student study desks and small breakout rooms for group study. Other
floors contain library staff offices (LO), Quiet Study Area (QSA), Resource Center
(RC) and checkout desks (Cafe/SC) or aisles of books (BS). As a result, we see very
different patterns for these floors.
Finally, we show how occupancy across zones within a given floor of a library
differ in Figure 6.4. In this figure, normalized occupancy is represented as a heatmap
and demonstrates how different floors within a building can see different occupancy
patterns. In these plots, we show the occupancy of the first and fifth floors from
10:00 - 11:00 AM on a Tuesday. We note that the top left side of floor 1 (panel a)
has a study area that is crowded, while the lower side of floor 1, which has a cafe
is less occupied. On Floor 5 (panel b) we see the study areas are occupied but with
different occupancy percentage. Zone-based scheduling can further optimize HVAC
usage – the top-left portion of Floor 1 has more than 10% occupancy from 9:00 AM
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Figure 6.5: Weekday versus weekend occupancy within a research lab building, gymnasium and a dining hall.
- 11:45 PM on the day the heatmap was plotted, while the bottom portion of Floor 1
was more than 10% occupied from 9:30 AM - 5:45 PM. In contrast, the bottom right
region of floor 5 sees similar occupancy levels from 9:00 AM - 7:00 PM, while the top
most region was occupied from 9:45 AM - 5:15 PM. These observations all motivate
the ability to set independent HVAC schedules across both floors and zones.
Overall, our results show that whenever a single building has different types of
occupants or houses different types of users in different floors, spatial occupancy
patterns will vary.
Temporal Variations: The previous results analyzed spatial occupancy patterns
across different types of buildings on a campus and also within a building. Next,
we analyze how occupancy patterns vary on a temporal basis over the course of a
week and across seasons. Figure 6.5(a) depicts the normalized occupancy patterns
seen in a research lab building, a gymnasium, and a dining hall on a weekday, while
Figure 6.5(b) depicts occupancy patterns for the same buildings on a weekend. Not
surprisingly, weekend patterns vary from weekday occupancy; the research lab building sees low weekend occupancy, the gymnasium sees occupancy at different hours on
the weekend, while the dining halls see a later “start” to the day on weekends.
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Figure 6.6: a) Occupancy of the first floor of a classroom building during different
days of the week b) Occupancy of a student research lab during Spring, Fall and
Spring Break
Figure 6.6(a) shows changes in occupancy patterns over the course of a week for
the same building on a particular floor. Since this is a classroom building containing a series of lecture halls, the occupancy patterns are highly correlated to lecture
schedules, which vary by the day of the week. Finally, Figure 6.6(b) shows the occupancy patterns of a research lab in the Fall, Spring, and Spring break. Note that
there are seasonal differences in the Fall and Spring semester. Unsurprisingly, we see
lower occupancy during breaks when compared to occupancy observed during Fall
and Spring.
Due to space constraints, this section depicts only a summary of key results from
an extensive analysis of 112 buildings. These results collectively validate our hypothesis that there can be significant differences in occupancy patterns within a building,
across buildings, and that the occupancy patterns can change over longer periods
(e.g. seasons).

6.3

Learning HVAC Schedules

In this section, we describe iSchedule’s data-driven learning algorithm that automatically learns HVAC schedules from occupancy data across campus buildings.
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We assume that our system receives a raw log of smartphone association and
disassociation information to each access point in the wireless network. Practically
every commercial enterprise wireless network product routinely logs such information
(e.g. Cisco, HP Aruba). The location of each access point within each building is
assumed to be known.2 Given this data, iSchedule learns schedules as follows:
Step 1: Compute Temporal Occupancy Per Access Point
Our system processes the raw WiFi logs to partition the logs on a per-access point
basis. It then computes the number of active devices (i.e. users) connected to the AP
in each time interval. This is done by incrementing the number of active users upon
each new device association and decreasing it for each disassociation event. Doing so
yields the number of active users in the vicinity of that AP during each time interval
(e.g., every 15 minutes or hourly) over the duration of the log.
Step 2: Derive Spatial Occupancy within a Building
Since the location of each AP in a building is known, we can group all AP’s spatially
to obtain observed occupancy within each part of a building. Any spatial grouping
can be chosen (depending on how fine-grain the HVAC control can be). The default
grouping is on a per-floor basis—by aggregating the temporal occupancy seen by all
APs on each floor, we obtain the number of users that are present on that floor in
each time interval over the duration of the WiFi log. This yields a spatial distribution
of users across the building and the change in spatial occupancy over time.
Step 3: Use Predictive Model to Infer Floor/Zone Occupancy
Next, our system predicts the occupancy of each floor/zone. We use a supervised
training technique to predict occupancy. A Gradient Boosting Regressor Ensemble
model is trained using the occupancy data computed in the previous step. In the
case of university campus buildings, the following features are a strong indicator of
2

Since a user may own multiple mobile devices, we avoid double counting by only counting mobile
phones connected to an AP and ignoring other device types.
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occupancy and form our feature set: (i) building name, (ii) building floor or spatial
region, (iii) day of the week, (iv) time interval (e.g. hour of day or a 15 minute interval
, 9:00 AM to 9:15 AM, etc), (v) semester of the year (vi) month, (vii) holiday and
(viii) year. The floor/zone occupancy forms the label set.
The first two features capture building-specific information, the day of the week
captures occupancy variations driven by working versus non-working days, while the
time interval captures occupancy at a certain time of that day (e.g. 9:00 AM to
9:15 AM on Mondays). The semester (spring/fall/summer) captures seasonal effects,
while holidays capture whether classes are currently in session (e.g. weekends, spring
breaks and winter breaks). Note that most of these features are general and can be
applied more broadly to any commercial building; specific features, such as semester,
can be replaced by a more generic feature, such as the current month.
Our predictive model is based on a regression-based learning approach, which uses
a gradient boosting regressor. We use a boosting ensemble method that incrementally
builds base estimators so that each sequential estimator is trained to reduce the bias
of the earlier estimators. For the model, we used the least squares regression loss
function, which is optimized by each estimator. For parameter selection, a 10-fold
cross validation technique was used.
Step 4: Classify Intervals as High/Low Occupancy
In this step, our system performs a binary classification of each time interval as high
or low occupancy based on the occupancy predicted in the previous step. To do so,
we first compute a probability distribution of the number of users observed in each
part of a building ( e.g. probability distribution of users seen on a floor). We define
the maximum occupancy of a floor or zone as the high percentile of this distribution.
Next, we select a threshold value τ , that represents a fraction of this maximum
occupancy – fractional occupancies above or below this threshold are marked as high
(H) or low (L) occupancy respectively. This step yields a trace for each portion of a
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building where each interval is marked H or L over the entire duration of the WiFi
trace. As an example, if the max occupancy of a floor is 100 and τ = 10%, then any
interval with the floor occupancy exceeding 10 users is marked H and others marked
L.Parameter τ can be tuned by the facility manager to chose a suitable tradeoff
between building occupant comfort and energy saving. If a high value of τ is chosen
then the model becomes aggressive by turning off HVAC equipment more frequently,
while a low value of τ causes the model to become less aggressive and leaves HVAC
equipment on for longer periods.
Step 5: Learning a Schedule from the Predictive Model
In the final step, we derive the actual HVAC schedule. To do so, we consider all seven
days of the week and use the model to predict the occupancy for each floor of each
building for every time interval of a day. Then, we convert the predicted occupancy
in H or L occupancy periods as described in step 4.
We consolidate each sequence of H periods into a single interval where the HVAC
must be turned on and consolidate each sequence of L periods into intervals where
the HVAC should be turned down. Smoothing can be used to eliminate small periods
of H or L periods. This yields a schedule, which gives periods for each day of the
week on how the HVAC should be operated on each floor and building (e.g., turn on
HVAC from 8:30 AM-5:45 PM on the 3rd floor of the library on Monday and again
from 8:00 PM-10:00 PM).
Such a schedule is automatically learned and uses the precise occupancy pattern in
each part of a building to compute a custom schedule for different parts of a building.

6.4

Dynamic Adaptation of Learned Schedules

The previous section described our learning algorithm, which automatically learns
a customized HVAC schedule for each spatial region of a building based on the occupancy patterns observed in that region. However, occupancy patterns are not

119

stationary and will slowly (or abruptly) change over time. These changes in occupancy patterns may occur for a number of reasons: the building or floor may get
re-purposed for a different class of users. For example, an academic building may become administrative space with new types of users moving in or there may be subtle
changes in occupancy patterns with different types of users over time (e.g., due to
changing of class schedules or different user patterns).
Regardless of the cause, the learned schedules cannot remain static—they must
adapt and evolve with changing occupancy patterns. In other words, once learned,
the HVAC schedule must be dynamically and periodically recomputed and adjusted.
The algorithm presented in the previous section can be enhanced in one of two ways
to support adaptation.
Continuous Adaptation: In this method, WiFi activity data is ingested every
day and spatial occupancy observed within each building during that day is added to
the historical trace. The predictive model is re-learned using all data, including the
newly ingested information, and the HVAC schedule (step 5) is re-computed. The
frequency with which the schedule is recomputed is configurable (e.g., daily, weekly,
monthly, etc).
On-demand Adaptation: A limitation of the continuous adaptation approach is
that it wastes computational resources when no significant changes to occupancy are
observed, as the model is re-trained periodically, regardless of whether it is necessary.
On-demand adaptation is an alternate approach that triggers re-training only when
the prediction deviates from observed occupancy.
As before, new WiFi activity data arrives continuously and is added to the historical data repository. The system then periodically invokes the previously learned
predictive model to predict high and low occupancy labels for a recent time interval.
The model predictions are compared to the actual occupancy levels observed in the
newly captured WiFi-based occupancy data. If the model predictions match the ob-
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Figure 6.7: Accuracy of iSchedule’s learning algorithm (a) Comparison with ground
truth (b) Violin Plot of error for different values of τ (c) Violin plot of Day-wise error
for different τ

served levels, then the occupancy patterns are same as before and neither the model
nor the HVAC schedules need to be adjusted. On the other hand, if the recently
observed occupancy levels begin deviating from model predictions, then our system
triggers a re-training of the predictive model and uses the new model to recompute
the HVAC schedules.
Thus, a new model is learned only when needed and only for those buildings (or
parts of a building) where significantly different occupancy patterns are observed.
The threshold error  between model predicted and actual observations that trigger
a re-learning is configurable: a smaller  triggers more frequent re-computations and
schedule adjustments and vice versa.

6.4.1

Discussion

Selecting τ : The value of τ can be selected by the facility manager to choose a
suitable tradeoff between building occupant comfort and energy saving. Since our
algorithm learns building occupancy independent of a particular schedule, our model
supports any value of τ . Selecting high values of τ results in more aggressive schedule
since HVAC is turned off for periods of occupancy lower than the threshold. Such
schedules have a high energy saving but may not necessarily have high comfort. On
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the other hand, lower values of τ results in a non-aggressive schedule. Therefore, we
allow this parameter to be adjusted based on building occupant feedback.
Residential Buildings: While our approach works well for a broad range of office
buildings, any campus building that sees “residential” usage requires special handling.
Specifically, our technique assumes that lack of WiFi activity corresponds to a lack of
occupants. In campus buildings with residential environments such as student dorm
or campus hotel, students or hotel guests sleep at night and, thus, are present in the
environment despite a lack of WiFi activity. Thus, turning down heating and cooling
overnight due to lack of observed activity will result in incorrect schedules for these
buildings. A simple enhancement can be made to our algorithm by adding a new
binary feature called “Sleeping Zones”. The computed schedules are then adjusted
to keep the HVAC system operational during night hours (e.g. 11 PM - 6 AM) in all
areas marked as sleeping zones.

6.5

Experimental Evaluation

In this section, we experimentally evaluate the efficacy of our learning-based algorithm and its ability to dynamically adjust schedules based on changing occupancy
patterns. We use data from 112 buildings (2015-2016) on our university campus for
our experimental evaluation. We compare the schedule derived from iSchedule against
those derived from WiFi-based occupancy and static pre-set schedules. As a baseline
for comparison, we assume the set of static schedules that are shown in Table 6.1;
these static schedules are based on a facility manager’s expectation of how different
buildings are used.
For the purposes of our evaluation, we use the WiFi occupancy data and our
learning-based algorithm to learn a schedule for each building and various floors
of each building. We compare the learned schedules, which are based on actual
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Building Type
Classroom
Administrative
Academic
Dining
Research Lab
Library
Student dorm
Student Union

Weekday
8:00 AM to 8:00 PM
8:00 AM to 6:00 PM
8:00 AM to 6:00 PM
7:00 AM to 10:00 PM
8:00 AM to 7:00 PM
24 hours
24 hours
8:00 AM to 8:00 PM

Weekend
Off
Off
10:00 AM to 4:00 PM
7:00 AM to 10:00 PM
10:00 AM to 4:00 PM
8:00 AM to 8:00 PM
24 hours
10:00 AM to 6:00 PM

Table 6.1: Statically determined schedules for when the HVAC should be turned on
in different types of buildings

Floor Type
Office & Lab
Faculty Office
Classroom & Discussion Rooms
Admin & Lab

τ = 5%
8:00 to 23:59
9:30 to 19:29
7:45 to 22:14
7:45 to 22:14

τ = 10%
9:00 to 19:59
9:30 to 19:29
8:00 to 20:59
8:45 to 21:14

τ = 15%
9:00 to 18:59
9:30 to 19:29
8:00 to 19:44
8:45 to 21:14

τ = 20%
9:00 to 18:29
9:30 to 18:44
8:15 to 19:29
8:45 to 18:14

Tao = 5%
Tao = 10%
Tao = 15%
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Figure 6.8: Comparison of Predicted HVAC schedule for each floor of an academic
building, derived for τ = 5%,10%,15%,20%.
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occupancy data, to the statically chosen schedules, and also quantify whether the
learned schedule yields increased energy savings and user comfort.
Energy savings are computed as the reduction in waste time (WT) when compared
to the static schedule, where waste time is defined as the duration for which the HVAC
system is turned on even though an area is in a low occupancy period. The increase
in user comfort is computed as the reduction in miss time (MT) when compared to
the static schedule, where miss time is defined as the duration for which the HVAC
system is off while an area is in a high occupancy period (causing user discomfort).
We formally define waste and miss time in the Appendix.

6.5.1

Accuracy of our algorithm

In Figure 6.7(a) we compare the generated HVAC schedule to the actual occupancy. We see that based on the WiFi occupancy detected we find the low and high
occupancy periods as marked by H or L Occupancy. This string of H or L Occupancy
generated by the system is then smoothed to remove any short intervals of H or L and
the smoothened HVAC schedule is obtained. We find that the HVAC schedule generated by iSchedule closely matches the HVAC schedule generated from WiFi data.
Further, Figure 6.7(b) shows the model error computed for a wide range of building
types for different values of τ . We trained our model on the historic training dataset
and predicted the HVAC schedule for the next 15 days with the adaptation feature
disabled. The error was computed against the WiFi building occupancy. We find
that our model has a high accuracy of 95.35% with a coefficient of variation of 3.15%.
Finally, Figure 6.7(c) shows the error computed for a wide range of building types for
different values of τ for each day of the week. We find that highest variation in error
occurs on Sunday for all values of τ . Also, for all weekdays the mean error range was
0 - 7% for different types of buildings and different values of τ .
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Figure 6.9: Duty Cycle of learned weekday HVAC schedules for different types of
buildings for different thresholds.

Building Type
Classroom
Administrative
Dining
Research lab
Library
Student dorm
Gymnasium

Weekday
8:15 AM to 6:14 PM
8:00 AM to 4:44 PM
8:30 AM to 9:14 PM
8:00AM to 6:59PM
8:45 AM to 11:59 PM
24 hours
6:45 AM to 11:44 PM

Weekend
off
off
11:15 AM to 7:59 PM
off
1:00 PM to 10:59 PM
24 hours
11:15 AM to 7:59 PM

Table 6.2: Learned weekday and weekend HVAC schedules for different types of
buildings computed with τ = 5%.
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6.5.2

Efficacy of Learned Schedules

Table 6.2 shows weekday and weekend schedules learned for several different buildings on our campus. These schedules correspond to the observed occupancy and we
observe several differences between the learned schedules and the statically set ones,
which demonstrates the ability of our approach to capture fine grain occupancy differences. Figure 6.9 shows the weekday duty cycle for the same set of buildings, as
shown in Table 6.2, for different values of τ . These schedules are derived by iSchedule and we observe several differences between the duty cycles of the learned and
static schedules. The duty cycles for derived schedules are highest for τ = 5% and
are lowest for τ = 20%; as τ increases, the model is more aggressive in turning off
HVAC equipment. We also observe that the duty cycle of static schedules are highest for non-residential buildings, which demonstrates that there is energy wastage by
conditioning buildings when occupancy is low.
Building Type
Classroom
Administrative
Dining
Research Lab

Monday Schedules
8:29 AM to 6:14 PM
7:30 AM to 5:14 PM
7:45 AM to 9:14 PM
9:45 AM to 6:59 PM

Table 6.3: Learned HVAC schedules for a Monday.
Next, Table 6.3 shows the schedules learned for a specific weekday (Monday) by
our algorithm for several types of buildings on our campus – a threshold of τ = 20%
was used to compute these schedules. The table also reveals differences from the
static schedules, which imply that they incur either more waste or miss time.
Table 6.8 and Figure 6.10 show schedules learned for different floors of an academic
building and library. Since there are spatial differences across floors of each building,
a manual schedule that uses a single schedule for the entire building is sub-optimal.
Our approach can exploit the observed differences in spatial occupancy and choose
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Figure 6.10: Predicted weekday HVAC schedule derived with different thresholds for
a library building with different types of occupancy on each floor.
different schedules for each floor of a building. We again observe the floor-specific
schedules are in line with observed occupancy shown in Figure 6.3.
Handling residential areas on campus: For buildings such as student dorms with
sleeping residents, our basic algorithm will turn off the HVAC equipment 12 AM to
8 AM on weekdays and 2 AM to 10 AM on weekends in student dorms due to lack
of WiFi activity in the night. However, our enhanced algorithm can handle sleeping
zones and, as shown in Table 6.2, leaves HVAC equipment on for 24 hours on weekdays
and weekends when the semester is in session, while reverting to a normal schedule
during summer breaks when the residence halls are vacant.

6.5.3

Impact on Energy Use and User Comfort

While the previous results highlight the ability of our approach to automatically
derive schedules that closely match observed occupancy, we now quantify the benefits
of these derived schedules in terms of energy saving and user comfort. We vary the
threshold τ that determines the low occupancy period for each building on our campus
and use our algorithm to generate a schedule for that τ . We compare the derived
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schedule to the static schedule and compute the increased energy savings and user
comfort.
Figure 6.11 depicts the percentage of waste time for the entire campus (112 buildings) for different days of the week for varying values of τ (τ = 5%, 10%, 15% and
20%).
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Sun

(a) Reduction in waste time across the campus (b) Reduction in miss time across the campus for
for varying values of τ
varying values of τ

Figure 6.11: Waste Time and Miss Time

Figure 6.11(a) shows an increasing reduction in waste time with increasing value
of τ ; the figure depicts the average reduction in waste time across all 112 campus
buildings for different days of the week. This occurs because, as the threshold τ is
increased, our algorithm is more aggressive in turning off the HVAC equipment via
the learnt schedules at higher levels of occupancy. The percentage reduction in waste
time is around 3-20% for τ = 10% and increases to 15-37% for τ = 20%.
Figure 6.11(b) shows the schedules computed by our approach are also able to
increase user comfort, which is achieved by reducing miss times. The figure depicts
the average reduction in miss time across all 112 campus buildings for different days of
the week. Unlike energy savings, user comfort shows a decreasing trend with increases
in τ . This occurs because, with higher τ , the HVAC equipment is on for fewer hours,
which reduces the opportunity to simultaneously increase user comfort. The average
reduction in miss times is around 17% for τ = 10% and around 9% for τ = 15%.
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Together the results show that across 112 buildings with varied use, automatically learning HVAC schedules using occupancy data yields energy savings while also
providing a more comfortable ambient environment to users.

14

35

Hours

25
20

12
10

Hours

30

Student Union
Classroom
Dining
Administration
Research
Gymnasium

15

8
6

10

4

5

2

0

Mon Tue Wed Thu

Fri

0

Sat Sun

(a) Waste time for τ = 0.10

Student Union
Classroom
Dining
Administration
Research
Gymnasium

Mon Tue Wed Thu

Fri

Sat

Sun

(b) Miss time for τ = 0.10

Figure 6.12: Daily reduction of waste and miss time (in number of hours) for a
selection of campus buildings

Figure 6.12(a) and (b) show a breakdown of energy saving and comfort for different
types of building for τ = 10%. The greatest gains are observed where learned schedules
and actual occupancy varies the most with the static manual schedules. For example,
more energy savings are seen on weekends than weekdays. On weekdays, the student
union building sees the most savings. Classroom buildings see more savings on Fridays
than other days due to a shorter lecture schedule on Fridays. Dining shows high
energy savings on Fridays and weekends. Administrative buildings show increased
comfort on weekdays, while research labs show an increase in comfort on weekends
by following the dynamic schedule.
Finally, Figure 6.13(a) depicts the normalized occupancy of one illustrative campus building on our campus (the student union) on Friday. As can be seen, the learned
schedule is better aligned with observed occupancy on that day and the ground truth
occupancy derived schedule. Also, we can see that the derived schedule results in
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Monday and Friday occupancy is swapped for an academic building and a dining hall.
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improved user comfort during the evening hours (8 PM-12 AM); the static schedule turns down the HVAC even though the building is at 30% occupancy, while the
learned schedule keeps the HVAC system running to maintain comfort for building
users. Finally, figure 6.13(b) depicts the normalized occupancy of one illustrative
campus building on our campus (Learning Center, with Classrooms) on Friday – the
learned schedule shows substantial savings over a static schedule by reducing waste
time. It shows the energy savings during the evening hours (where the static schedule
keeps heating or cooling the building later than necessary).

6.5.4

Efficacy of Dynamic Adjustments

Finally, we evaluate the efficacy of our technique to adjust to dynamic changes
in occupancy that may occur in a building. We use WiFi activity data from an
academic building and synthetically modify the trace data to emulate two types of
changes. First, we shift the observed occupancy to earlier hours, which reflects users
arriving to the office earlier than previously observed data. We study the impact
of users arriving 1 hour and 2 hours earlier than usual and leaving proportionately
sooner, as well as the impact of users arriving 1 - 2 hours later than usual and
leaving proportionately later. Second, we swap every Monday and Friday for a set
of different building types to simulate a change in working hours, since Monday and
Friday occupancy patterns are very different.
Figure 6.14 and Figure 6.15 depict our results. In Figure 6.14(a), we show the
change in error for the first 35 days of a building with 2 levels each having a different
type of floor occupancy. Level 1 has an almost stable occupancy schedule due to
administrative offices while Level 2 has a very dynamic occupancy pattern that differs
each day of the week due to the presence of Classrooms and Discussion Rooms.
We observe that Level 1 converges quickly as compared to Level 2. Also, we see
high error in the first week after the change in occupancy; this triggers re-training
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Figure 6.17: Utility of historic data
of the model each day which reduces error. The model learns the new occupancy
pattern over time and achieves accuracy improvements by the end of the second week
– this demonstrates the ability of our approach to adapt to non-transient changes
in occupancy patterns for different types of floor dynamics. This experiment also
demonstrates that our model adapts to occupancy changes for buildings that have
nearly identical occupancy throughout the week or a highly fluctuating occupancy
across each day. Figure 6.14(b) shows that for varying values of shift in schedules the
model error converges by the end of week 2 resulting in accuracy of more than 90%.
Figure 6.15 shows that for the first week the error is highest resulting in a high MT
+ WT value and decreases as the model retrains with new data.
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Figure 6.16 depicts how quickly our algorithm can compute HVAC schedules for
two new buildings that lacks historical occupancy patterns. In particular, we consider
a newly built academic building and research lab.
In this case, as new WiFi data arrives, the model is retrained and HVAC schedules
updated daily. An academic building has multiple floors and each floor has a varying
schedule over weekdays and weekends, while the research lab has an almost fixed
schedule across weekdays and weekends. As can be seen, our techniques can still
compute schedules with only a few days of occupancy data and its accuracy improves
gradually as more occupancy data becomes available – 10 to 28 days of data seems to
be sufficient to converge to good schedules, which shows the agility of our technique.
Finally, Figure 6.17 shows the model accuracy during a change of semester (start
of Spring Break) for a dining hall. The model, when trained on only five most recent
weeks of data, shows lower accuracy than the model trained on historic data. From
the start of Spring Break, the model trained on historic data has a high accuracy of
the predicted HVAC schedule, whereas the model trained on the latest 5 weeks of
data shows lower accuracy but gradually learns.

6.6

Related Work

Occupancy-driven versus schedule-driven HVAC control: Efforts such as Sentinel and
others [16, 7, 8] have shown how occupancy sensors can directly control HVAC systems.
The basic approach, depicted in Figure6.1(b), uses observed periods of high and low
occupancy to directly control HVAC systems and save energy during off-peak periods.
This approach, while novel, is not compatible with most existing BMSs that employ
schedule-driven control (Figure 6.1(a)). In the latter approach, occupancy data is
first used to learn a repeating schedule, which then is then set in the BMS to control
the HVAC system. Thus, occupancy information only indirectly, rather than directly,
influences HVAC operation.
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While direct occupancy-driven control approaches may be appropriate for buildings with local (e.g., room-specific) HVAC units [62], they are not viable for the
majority of centralized commercial HVACs controlled through BMS schedules. In
addition, given their experience with schedule-based control, many facility managers
may be uncomfortable with ceding direct HVAC control to software. Thus, by deriving repeating occupancy-based schedules, we enable facility managers to retain some
control over HVAC usage.
Residential versus Commercial: In residential settings, efforts such as smart thermostat [77], iProgram [53], as well as products such as Nest, Ecobee, and Lyric,
have been used to improve HVAC energy-efficiency. Such smart thermostats, as well
as all “dumb” programmable thermostats, use schedule-based HVAC control, where
occupancy information (from onboard sensors, phone GPS, or even electricity meters [53]) is analyzed to automatically learn a custom schedule. Occupancy sensors
may occasionally turn on “away” mode, but they do not exercise direct control. User
feedback has also been used to optimize HVAC use [43, 70]. While homes need only
binary temporal occupancy larger commercial buildings need spatial occupancy data.
Thus, our work can be seen as analogous to these residential efforts but applied to
commercial buildings—a more complex problem.
Inferring Occupancy: There has been significant work in deriving occupancy information both for residential and office buildings. Prior work on deriving occupancy
information falls into three categories: (i) design of novel occupancy sensors, (ii) use
of existing soft sensors [92], and (iii) use of energy analytic methods to learn occupancy [91, 21, 70, 43, 27, 8, 81, 34, 66, 65]. However, most approaches only derive
occupancy and do not apply it for HVAC control. As shown in Figure 6.1(a), deriving occupancy data is only a necessary first step for smart HVAC control and is not
sufficient for addressing the broader control problem. One closely related technique
combines soft sensing with HVAC scheduling [11]; human occupancy is sensed by
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monitoring human-induced HVAC heat loading and is used as feedback to modify
an existing schedule. While our system, iSchedule, also derives HVAC schedules, it
instead leverages WiFi-based soft sensors for predicting occupancy. WiFi-based soft
sensors can more explicitly derive occupancy counts since there is a direct mapping
between numbers of device associations and numbers of occupants. In contrast, our
system is easily deployed across an entire campus rather than relying on more specific
feedback from advanced HVAC functionality, which could be limited to more recently
constructed buildings with newer HVAC units. Furthermore, HVAC-based soft sensors can only operate at the granularity of already defined zones; WiFi access points
are typically deployed at a higher spatial density, enabling a building manager with
data needed to potentially redefine zones in the future.

6.7

iSchedule summary

In this chapter, we presented a system for campus-scale HVAC scheduling using
mobile WiFi data. Our campus-scale analysis showed spatial and temporal variations
in occupancy within and across buildings and motivated the need for an automated
approach for learning HVAC schedules in campus buildings. We presented iSchedule’s
supervised learning algorithms and show its efficacy and accuracy with extensive
evaluations using a real world large university campus dataset.
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CHAPTER 7
SUMMARY AND FUTURE WORK

7.1

Thesis Summary

This thesis has investigated across 3 main areas - mobility characterization, mobility modeling, and design of mobility-aware applications through passively sensed WiFi
logs. I have demonstrated how user and device mobility can be passively sensed from
WiFi syslogs and presented many new insights on mobility as observed at multiple
spatio-temporal granularity through empirical characterization of human and device
mobility (Chapter 3). Using these insights I proposed and investigated a different
take on human and device mobility modeling (Chapter 4) with the use of machine
learning, and NLP techniques. Further, I presented two mobility aware applications
(Chapter 5,6) that have practical real world use.The main contributions of this thesis
are as below:
• Empirical Characterization of Mobility : First, I discussed how the current mobility research largely assumed device mobility of modern Internet users owning
multiple mobile devices to be independent and analyzed mobility at the spatial scale of the underlying mobile dataset. I challenged both these beliefs
and presented empirical analysis for mobility of modern Internet users owning
multiple devices at multiple spatial scales using a large campus WiFi dataset
resulting in three-fold contributions. First, I demonstrated that mobility of
multiple devices belonging to a user needed to be analyzed and modeled as a
group, rather than independently, and that there are substantial differences in
the correlations exhibited by device trajectories across users that also need to
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be considered. Second, the mobility of users showed different characteristics at
different spatial scales such as within and across buildings. Third, we found
that mobility is related to device type—phones have 3.5X greater mobility than
laptops. Despite these differences, devices belonging to the same user show
moderate to strong correlations in mobility for the majority of the users, and
the type of building has a significant influence on the frequency and timing
of mobility patterns observed. More broadly, our empirical results pointed to
the need for new modeling research to fully capture the nuances of mobility of
modern multi-device users.
• Mobility Modeling: Second, I proposed a Transformer-based, data-driven approach that models indoor human mobility at multiple spatial scales using WiFi
system logs. WiFiMod takes as input enterprise WiFi system logs to extract
human mobility trajectories from smartphone digital traces.
• Mobility-aware Applications: Third, I discussed the importance of designing
mobility-aware applications and presented applications that broadly fall into
2 categories- (i) applications where we backtrack the past observed mobility
after an event happens in time to infer attributes, causes, or preventive actions
associated to the event, (ii) applications based on predicting future mobility or
aggregated mobility (such as occupancy prediction) over a horizon. I presented
one application per category:
– Network-centric Contact Tracing : WiFiTrace, a network-centric approach
for contact tracing of infectious diseases using passive WiFi sensing. We
backtrack observed user trajectories for infectious disease containment.
– Mobility-aware HVAC Scheduling : iSchedule, a machine learning-driven
technique to automatically learn custom occupancy-based Heating, Ventilation, and Air Conditioning (HVAC) schedules for buildings across a large
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campus. An application based on predicting future building occupancies
by observing past mobility and occupancy of each building.

7.2

Future Work

This dissertation covers a broad range of areas from characterization and modeling
to designing applications in the area of human mobility and gives rise to several
promising directions to enable the next generation of smart applications. Here, I will
outline some directions for future work that has emerged from this thesis.
• Mobility-aware HVAC scheduling : The machine learning approach in iSchedule
can be extended to focus on shifting HVAC schedules to account for a building’s thermal inertia, predicted weather conditions, and thermal communication
across zones; these optimizations will further improve user comfort beyond the
presented results. We have also worked on using mobile phone batteries to measure indoor ambient temperature and use crowd sensing to increase accuracy
of model. The usage of on-phone models for temperature measurement along
with fine-grain fingerprint- based WiFi occupancy detection, building thermal
inertia, space usage, and human activity to further improve the accuracy of
zone level scheduling for higher user comfort and energy saving will be a novel
extension of the work.
• Impact of COVID19 on Human mobility : Our campus-wide WiFi logs have
been collected since 2013 and with COVID19, a major pandemic that crippled
human mobility for a long time, changing the course of human mobility behavior, it would be very interesting to perform a longitudinal analysis to understand
the impact of COVID-19 on human mobility once the world has moved past the
pandemic and user activities return to the new norm.
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• Predicting Influenza Like Illness (ILI) patients : Influenza is a very contagious
disease and a major contributor to morbidity. We could use trajectory backtracking as used in WiFiTrace along witth changes in mobility as observed
passively using WiFi log to predict the likelihood of a person falling sick with a
contagious ILI. Such a model will help with predicting the number of expected
patients at Health services for better allocation of resources as well as serve as
an early indicator of the onset of ILI wave on a campus like environment.

139

APPENDIX
CHAPTER 6 APPENDIX

A.1

Formal definition of Waste and Miss Time

Formally, we define the miss time and waste time in terms of conditioning period
(CP) below for N time periods with normalized occupancy N(t) for threshold τ .

O(t) =




0, N(t) < τ ,

(A.1)



1, N(t) ≥ τ .

CP (t) =




1, if the zone is conditioned at time t,

(A.2)



0, otherwise.
Given CP(t), we then define the average daily miss time and waste time over a
time period N , as shown below.
P
(O(t) − CP (t))
t

MT =

N

∀ t where O(t) = 1

(A.3)

∀ t where CP (t) = 1

(A.4)

P
(CP (t) − O(t))
WT =

t

N
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of human activities in the city. Data Mining and Knowledge Discovery 25, 3
(Nov 2012), 478–510.
[61] Jurdak, Raja, Zhao, Kun, Liu, Jiajun, AbouJaoude, Maurice, Cameron, Mark,
and Newth, David. Understanding human mobility from twitter. PloS one 10,
7 (2015), e0131469.
[62] Karmakar, G, Kabra, A, and Ramamritaham, K. Maintaining thermal comfort
in buildings: feasibility, algorithms, implementation, evaluation. Real-Time
Systems 51, 5 (2015), 485–525.
[63] Kim, Minkyong, Kotz, David, and Kim, Songkuk. Extracting a mobility model
from real user traces. In INFOCOM 2006. 25th IEEE International Conference
on Computer Communications. Proceedings (2006), IEEE, pp. 1–13.
[64] Kingma, Diederik P., and Ba, Jimmy Lei. Adam: A method for stochastic
optimization. 3rd International Conference on Learning Representations, ICLR
2015 - Conference Track Proceedings (2015), 1–15.
[65] Kleiminger, W., Beckel, C., Staake, T., and Santini, S. Occupancy Detection
from Electricity Consumption Data. In BuildSys (November 2013).
[66] Kleiminger, Wilhelm, Santini, Silvia, and Mattern, Friedemann. Smart heating
control with occupancy prediction: How much can one save? In Proceedings
of the 2014 ACM International Joint Conference on Pervasive and Ubiquitous
Computing: Adjunct Publication (New York, NY, USA, 2014), UbiComp ’14
Adjunct, ACM, pp. 947–954.
[67] Kleinrock, Leonard. Nomadicity: Anytime, anywhere in a disconnected world.
Mob. Netw. Appl. 1, 4 (Dec. 1996), 351–357.
[68] Klepeis, Neil E, Nelson, William C, Ott, Wayne R, Robinson, John P, Tsang,
Andy M, Switzer, Paul, Behar, Joseph V, Hern, Stephen C, and Engelmann,
William H. The national human activity pattern survey (nhaps): a resource for
assessing exposure to environmental pollutants. Journal of Exposure Science &
Environmental Epidemiology 11, 3 (2001), 231–252.
147

[69] Kotz, David, and Essien, Kobby. Analysis of a campus-wide wireless network.
Wireless Networks 11, 1-2 (2005), 115–133.
[70] Lam, Abraham Hang-Yat, Yuan, Yi, and Wang, Dan.
An occupantparticipatory approach for thermal comfort enhancement and energy conservation in buildings. In e-Energy (2014), ACM, pp. 133–143.
[71] Lee, Jong-Kwon, and Hou, Jennifer C. Modeling steady-state and transient behaviors of user mobility: Formulation, analysis, and application. In Proceedings
of the 7th ACM International Symposium on Mobile Ad Hoc Networking and
Computing (New York, NY, USA, 2006), MobiHoc ’06, ACM, pp. 85–96.
[72] Lee, Vernon J, Chiew, Calvin J, and Khong, Wei Xin. Interrupting transmission
of COVID-19: lessons from containment efforts in Singapore. Journal of Travel
Medicine (03 2020). taaa039.
[73] Liao, Dongliang, Liu, Weiqing, Zhong, Yuan, Li, Jing, and Wang, Guowei.
Predicting activity and location with multi-task context aware recurrent neural
network. In Proceedings of the 27th International Joint Conference on Artificial
Intelligence (2018), IJCAI’18, AAAI Press, pp. 3435–3441.
[74] Lin, Miao, Hsu, Wen-Jing, and Lee, Zhuo Qi. Predictability of individuals’
mobility with high-resolution positioning data. In Proceedings of the 2012 ACM
Conference on Ubiquitous Computing (New York, NY, USA, 2012), UbiComp
’12, ACM, pp. 381–390.
[75] Lin, Ziheng, Yin, Mogeng, Feygin, Sidney, Sheehan, Madeleine, Paiement, JeanFrancois, and Pozdnoukhov, Alexei. Deep generative models of urban mobility.
IEEE Transactions on Intelligent Transportation Systems (2017).
[76] Liu, Qiang, Wu, Shu, Wang, Liang, and Tan, Tieniu. Predicting the next
location: A recurrent model with spatial and temporal contexts. In AAAI
(2016), pp. 194–200.
[77] Lu, J., Sookoor, T., Srinivasan, V., Gao, G., Holben, B., Stankovic, J., Field,
E., and Whitehouse, K. The Smart Thermostat: Using Occupancy Sensors to
Save Energy in Homes. In SenSys (November 2010).
[78] Mahmood Khan, U., Kabir, Z., and Hassan, S. A. Wireless health monitoring
using passive wifi sensing. In Proc. 13th IEEE International Wireless Communications and Mobile Computing Conference (IWCMC) (2017), pp. 1771–1776.
[79] Mathew, Wesley, Raposo, Ruben, and Martins, Bruno. Predicting future locations with hidden markov models. In Proceedings of the 2012 ACM conference
on ubiquitous computing (2012), ACM, pp. 911–918.

148

[80] Melfi, R., Rosenblum, B., Nordman, B., and Christensen, K. Measuring building
occupancy using existing network infrastructure. In Proceedings of the 2011
International Green Computing Conference and Workshops (Washington, DC,
USA, 2011), IGCC ’11, IEEE Computer Society, pp. 1–8.
[81] Milenkovic, Marija, and Amft, Oliver. An opportunistic activity-sensing approach to save energy in office buildings. In Proceedings of the Fourth International Conference on Future Energy Systems (New York, NY, USA, 2013),
e-Energy ’13, ACM, pp. 247–258.
[82] Mok, Esmond, and Retscher, Günther. Location determination using wifi fingerprinting versus wifi trilateration. Journal of Location Based Services 1, 2
(2007), 145–159.
[83] Networks, Aruba. IT Analytics for Operational Intelligence, 2020. https:
//www.arubanetworks.com/products/location-services/analytics/.
[84] Newsham, G.R., and Birt, B.J. Building-level Occupancy Data to Improve
ARIMA-based Electricity Use Forecasts. In BuildSys (2010).
[85] Nguyen, Cong T., Saputra, Yuris Mulya, Huynh, Nguyen Van, Nguyen, NgocTan, Khoa, Tran Viet, Tuan, Bui Minh, Nguyen, Diep N., Hoang, Dinh Thai,
Vu, Thang X., Dutkiewicz, Eryk, Chatzinotas, Symeon, and Ottersten, Bjorn.
Enabling and emerging technologies for social distancing: A comprehensive
survey, 2020.
[86] Nishiura, Hiroshi, Oshitani, Hitoshi, Kobayashi, Tetsuro, Saito, Tomoya, Sunagawa, Tomimasa, Matsui, Tamano, Wakita, Takaji, COVID, MHLW, and
Suzuki, Motoi. Closed environments facilitate secondary transmission of coronavirus disease 2019 (covid-19). MedRxiv (2020).
[87] Noulas, Anastasios, Scellato, Salvatore, Lambiotte, Renaud, Pontil, Massimiliano, and Mascolo, Cecilia. A tale of many cities: universal patterns in human
urban mobility. PloS one 7, 5 (2012), e37027.
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[96] Salathé, Marcel, Althaus, Christian L, Neher, Richard, Stringhini, Silvia, Hodcroft, Emma, Fellay, Jacques, Zwahlen, Marcel, Senti, Gabriela, Battegay,
Manuel, Wilder-Smith, Annelies, et al. Covid-19 epidemic in switzerland: on
the importance of testing, contact tracing and isolation. Swiss medical weekly
150, 11-12 (2020), w20225.
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