Introduction
In the context of Riemannian geometry, much research is directed to the study of minimal submanifolds. One of the questions that arises naturally in this field is the following.
Question: Can a given minimal submanifold be "deformed" to get new examples? What parameters might be involved in these deformations?
The naive approach is to parametrize these deformations as the zero-set of a "mean curvature operator", then study them using the implicit function theorem. However, this entails a good understanding of the Jacobi operator of the initial submanifold Σ, which in general is not possible.
The work of Oh and, more recently, of McLean (cfr. [Oh] , [ML] ) shows that, in the "right" geometric context, the problem simplifies and sometimes becomes tractable. We are thus lead to the study of minimal Lagrangian submanifolds in Kaehler-Einstein (KE) ambient spaces, and of special Lagrangian (SL) submanifolds in Calabi-Yau (CY) manifolds. In section 2 of this article, we provide all the necessary definitions and some basic examples of non-compact, "asymptotically conical" SL and CY manifolds.
In [ML] , McLean shows that every "infinitesimal SL deformation" of a compact SL submanifold is "integrable"; ie, it generates actual SL deformations. A corollary of this is, in the compact case, that the set M(Σ) := {SL immersions Σ ֒→ N } has a natural smooth structure. The dimension of this "moduli space" turns out to be related only to the topology of Σ.
For at least two reasons, it is interesting to understand if similar results hold also for non-compact submanifolds.
The first (perhaps simplistic) reason is that it is well-known that our basic "model" CY manifold, C n with its standard structures, does not admit compact minimal submanifolds. In particular, it cannot contain compact SL submanifolds.
The second reason is more interesting. According to the "SYZ conjecture", compact SL submanifolds should play a special role in the theory of "mirror symmetry". Ideally, CY manifolds should be constructible as compactifications of smooth SL torus fibrations; these fibrations would be the key to proving that CY manifolds come in pairs, each having a natural, "dual", partner.
As a first step towards proving this, and indeed towards giving this conjecture a precise mathematical formulation, it would be important to understand how singularities might develop under deformation.
Normal coordinates based at any point p of a CY manifold N show that T p N , with all its structures, is isomorphic to C n . The simplest type of singularity of a SL submanifold is given by isolated points p whose "tangent space" in T p N is isomorphic to a SL cone in C n . The submanifold itself should be the limit of smooth AC SL submanifolds.
Understanding the class of AC SL submanifolds should thus be a fundamental element both in compactification and in desingularization procedures (such as gluing).
We are interested in understanding the technical difficulties involved in deforming these submanifolds. McLean's result relies on the standard Hodge theory for compact manifolds. In our case, the basic tool is provided by the Fredholm theory of the Laplace operator, due to Nirenberg, Walker, Cantor, McOwen, Lockhart, Melrose, Bartnik et al.; cfr. in particular [NW] , [MO] , [B] , [M1] , [M2] .
The most complete set of results in this direction has been developed by R. Melrose. In section 3 we thus introduce asymptotically conical and asymptotically cilindrical manifolds using the language of sc-and b-geometries, following [M1] and [M2] .
In section 4, still following [M1] , we present various results regarding intrinsic analysis on these manifolds. We then focus on certain harmonic 1-forms, corresponding to the "infinitesimal AC SL deformations": we prove a representation theorem and calculate the dimensions of the relative spaces.
In section 5 we discuss the "AC" condition for submanifolds, showing how to preserve it under normal deformations. This requires a study of the exponential map and Jacobi field estimates, which may be of independent interest in b-geometry.
Section 6 presents the main result on the integrability of infinitesimal AC SL deformations. In particular, the dimension of the space of deformations turns out to be related both to the topology and to the analytic properties of Σ. We also discuss the role played by the curvature of the ambient space in the construction of spaces of deformations having different speeds of decay (eg: L 2 decay) at infinity.
Unfortunately, a technical obstruction "at infinity" arises to prevent the construction of actual "moduli spaces". We discuss this in section 7.
The length of this article is partly due to the attempt to make it as self-contained as possible. Hopefully, the material in sections 3,4 can be independently useful as an introduction to [M1] , [M2] .
Throughout the article, we will assume n > 2.
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Minimal Lagrangian and special Lagrangian submanifolds
However, assume that the ambient manifold is a Kaehler manifold: (N 2n , J, g, ω), where ω(X, Y ) := g(JX, Y ) is the Kaehler 2-form.
We will use the following notation:
• K N := Λ n,0 (N ) is the canonical bundle of (N, J);
• ∇ and Ric are the Levi-Civita connection and the symmetric Ricci 2-tensor associated to (N, g);
• ρ(X, Y ) := Ric(JX, Y ) is the "Ricci 2-form".
Definition 2 A Kaehler manifold (N, J, g, ω) is "Kaehler-Einstein" if Ric = c · g, for some c ∈ R; equivalently, if ρ = c · ω.
If Σ is Lagrangian and N is Kaehler, the (restriction of) the symplectic form gives an isomorphism
showing that (T Σ) ⊥ is actually independent of the ambient manifold N . In particular, the mean curvature vector field H on Σ corresponds to a 1-form σ H . Thus Σ is minimal iff σ H = 0.
It is well-known (cfr. [TY] ) that the mean curvature form σ H can also be obtained as follows.
• Let {e 1 , . . . , e n } be a local g-orthonormal basis of T Σ; notice that 0 = ω(e i , e j ) = g(Je i , e j ), so {Je i } is a basis of T Σ ⊥ and {e i , Je j } is a basis of T N (locally defined along Σ).
Thus {v k := e k − iJe k } is a complex basis of the "complex tangent bundle" T 1,0 N . Let v * k be the dual basis; then ζ := v * 1 ∧ . . . ∧ v * n can easily be seen to be a globally well-defined (nowhere-zero) section along Σ of the canonical bundle K N . In other words, ζ is independent of the basis {e i } chosen.
We will assume that ζ has been normalized so that ζ = 1. Then notice that Re(ζ) |Σ = vol Σ .
• The covariant derivative ∇ζ is well-defined in the directions tangent to Σ. Since ζ is unitary, ∇ζ = iσ ⊗ ζ, for some σ ∈ Λ 1 (Σ). A (simple but laborious) calculation shows that σ = σ H . Furthermore, d σ = ρ |Σ . Now assume (N, J, g) is Kaehler-Einstein: Ric = c · g. Then (using the Lagrangian condition if c = 0) d σ H = d σ = c · ω |Σ = 0. In particular, σ H defines a cohomology class in H 1 (Σ; R): the "Maslov class" of Σ.
We now want to introduce "Calabi-Yau" manifolds and "special Lagrangian" submanifolds.
Given a smooth section Ω of Calabi-Yau (CY) 
In particular, CY manifolds are KE manifolds with c = 0, ie Ric ≡ 0.
Since Ω depends only on some Ω[p], it can be normalized in such a way that Ω = 1. We will always assume this. Such an Ω is then unique up to a multiplicative factor θ ∈ S 1 .
Given a CY manifold (N 2n , J, g, Ω), we will let α, β denote the real and imaginary parts of Ω:
It is simple to prove (cfr. [HL] ) that
In other words, up to a change of orientation, Σ is SL iff φ * ω = 0 = φ * β. An SL submanifold is thus Lagrangian (ie, ω |Σ ≡ 0). Furthermore, CY manifolds and SL submanifolds are one of the basic examples of "calibrated geometry" (cfr. [HL] ): in particular, it can easily be shown that special Lagrangians are minimal submanifolds in the sense that H ≡ 0, where H is the mean curvature vector field.
The following proposition shows that, in CY manifolds, minimal Lagrangian and SL submanifolds are closely related.
Proposition 1 Let (N, J, g, Ω) be a CY manifold and Σ ⊆ N be an oriented Lagrangian submanifold. Then Σ is minimal iff it is SL wrt the CY structure θ · Ω, for some θ ∈ S 1 . Proof : Let ζ be the unitary section of K N over Σ, defined above. Then ζ = γ · Ω, for some γ ∈ C ∞ (N ; S 1 ). Notice that
Thus Σ is minimal iff it is SL wrt γ −1 · Ω.
Finding examples of SL submanifolds is not easy; one reason for this is that most examples of CY ambient spaces are provided by an abstract existence theorem due to Yau (cfr. [Y] ).
However, a few CY manifolds are known explicitly. The basic example is C n ≃ R 2n with its standard structures J std , g std , ω std and
Many examples of SL submanifolds in C n are now known: cfr. eg [HL] , [J2] , [H] , [G] . In particular, [H] shows how minimal Lagrangian submanifolds in CP n−1 give rise to families of "asymptotically conical" SL submanifolds in C n in the sense of section 3.
A second example of an explicit CY is the following. Given any compact KE manifold (N 2n , J N , g N , ω N ) such that ρ N = c·ω N , c > 0, Calabi (cfr. [C] ) proved the existence of a complete Kaehler Ricci-flat metric on the canonical bundle K N of N .
Notice that K N also has a "canonical" holomorphic (n, 0) form τ defined as follows:
Thus Ω := d τ = ∂τ is a global holomorphic volume form on K N .
Wrt the above structures, K N is a CY manifold. We now want to present a construction of SL submanifolds in this CY; again, they are generated by "minimal Lagrangian links". This construction was independently found by E. Goldstein and has since appeared in [G] .
As a first step, we need to explain Calabi's construction; we do this following [Sa] .
Let t > 0 denote the scalar curvature of (N, g N ) and ∇ be the natural connection on K N .
Recall that any local nowhere-vanishing section σ : U ⊆ N −→ K N |U defines a trivialization K N |U ≃ U ×C and a connection 1-form ψ ∈ Λ 1 (U ; C) : ∇σ = ψ ⊗ σ. Let z denote the coordinate on C. Ifσ = λσ, λ : U −→ C * , is a different section, it also defines a trivialization K N |U ≃ U × C (with coordinateẑ on C) and a 1-formψ.
Notice thatẑ = z λ ; since
we findψ = λ −1 dλ + ψ. Now assume that σ is unitary; ie, σ = 1. In this case, ψ ∈ Λ 1 (U ; iR). We will identify ψ with the pull-back form π * ψ ∈ Λ 1 (U × C; iR).
Let b := dz + zψ ∈ Λ 1 (U × C; C). Notice that, wrt a different unitary sectionσ = λσ (where λλ = 1), b = λb so b is not well-defined globally. However, b ∧ b is a globally well-defined form on K N of type (1, 1).
The Kaehler form corresponding to Calabi's metric on K N can now be locally defined as follows: on
The metric g on K N corresponding to ω is
Up to a change of variables, it is thus asymptotic to a metric of the type dr 2 +r 2g , whereg :
In particular, it is a "scattering metric" in the sense of section 3.
We can now present a correspondence between minimal Lagrangian submanifolds in N and "SL line bundles" in K N .
Let Σ n ⊆ N 2n be an oriented Lagrangian submanifold and ζ be the canonical section of K N |Σ defined above.
Any R-line bundle L of K N over Σ can be parametrized as follows:
where
Proof : If U is a nbd of Σ in N and σ is a unitary extension of ζ on U , we may (locally) write
where γ = e iθ . Let {e 1 , . . . , e n } be a local orthonormal positive basis on Σ. Then
Thus
Notice also that
Recall from above that α |Σ corresponds to the mean curvature of Σ ⊆ N . Thus ω(φ * (∂r), φ * (e i )) ≡ 0 ⇔ Σ is minimal, where we use the fact that θ ≡ 0. Finally, ω(φ * (e i ), φ ( e j )) = u · ω N (e i , e j ) = 0 iff Σ is Lagrangian in N .
Asymptotically conical and cilindrical manifolds
In this section we want to introduce the basic objects of Melrose's "bgeometry". Cfr. [M1] for further details. Let X n be an oriented compact n-dimensional manifold with boundary and Σ := X \ ∂X be its interior.
2X := X ∂X (−X) (compact oriented manifold without bdy). C ∞ (X) := space of functions on X having a smooth extension on a nbd of X ⊆ 2X.
If E is a bundle on X, Λ 0 (E) will denote the space of smooth sections and Λ 0 c (E) those with compact support in Σ.
Notice that if x ′ is a second bdy-defining function, then there exists a ∈ C ∞ (X), nowhere zero, such that x ′ = ax.
Fixing a bdy-defining function x gives a local trivialization of X near ∂X: X ≃ [0, 1] × ∂X, where the function x corresponds to the coordinate x on [0, 1]. Now set
Clearly, ν sc is independent of the choice of bdy-defining function x. Locally near ∂X, ν b =< x∂ x , ∂ y i > C ∞ (X) and ν sc =< x 2 ∂ x , x∂ y i > C ∞ (X) where y i denote local coordinates on ∂X.
Thus we have the following chain of spaces of vector fields:
It turns out that one can define vector bundles b T X and sc T X over X, of constant rank n, such that b T X |Σ ≃ T Σ ≃ sc T X |Σ and possessing differentiable structures such that
Let b T * X, sc T * X be the corresponding dual bundles. Then, locally near ∂X, we may define
With these definitions, locally
Thus:
The alternating products of b T * X, sc T * X lead to the spaces of b-and scdifferential forms, whose spaces of sections satisfy
In this case, we will use the same notation for both the bundles of i-forms and their sections. Finally, we set Diff m b (X) := space of linear operators P :
More generally, for any vector bundles E, F over X, Diff m b (E; F ) := space of linear operators P : Λ 0 (E) −→ Λ 0 (F ) such that, locally, all components of P have the above form.
It may be useful to emphasize here that we are working in the category of manifolds with boundary. Thus, when checking that P ∈ Diff m b (E; F ) near the boundary, one must choose trivializations which hold up to the boundary (clearly, the classes Diff m b , Diff m sc and Diff m coincide on Σ). Analogously, we may define:
Diff m sc (X) := space of linear operators P :
As above, we may also define Diff m sc (E; F ), Diff m sc (E).
Notice that, when commutating operators, lower-order terms appear; eg, x(x∂ x ) = (x∂ x − I) x. However, it is easy to prove the following:
Consider, for example, the exterior derivative operator d acting on iforms.
Clearly
It is easy to show that also the following are true:
For example, assume α ∈ sc Λ i (X). Then, locally,
where I, J denote multi-indices. Thus, as usual,
which shows that d ∈ Diff 1 sc ( sc Λ i X; sc Λ i+1 X) and that this operator satisfies the stronger condition
We now move on to define some particularly interesting categories of metrics on Σ.
The pair (X, g b ) is an "asymptotically cilindrical manifold with link (∂X, h |∂X )". A "scattering metric" on X is any metric g sc on Σ such that, for some bdy-defining function x, g sc = d x 2
x 4 + h x 2 where h has the same properties as above.
The pair (X, g sc ) is a "scattering manifold with link (∂X, h |∂X )".
More explicitly, an exact b-metric has the form
where a 00 , a 0j = a j0 , a ij = a ji ∈ C ∞ (X) and a ij has the following property (wrt its Taylor expansion in x = 0):
x 2 (1+xa)+h, the change of variables ξ := x+ γ 2 x 2 , where γ := a(0, y),
ξ 2 + h ′ ; ie, such a g is an exact b-metric. The analogous fact does not hold for sc-metrics. We thus need the following Definition 7 An "asymptotically conical metric" on X is any metric g ac on Σ such that, for some bdy-defining function x, g ac = dx 2
The pair (X, g ac ) is an "asymptotically conical manifold with link (∂X, h |∂X )".
Clearly, the class of ac-metrics contains the class of sc-metrics as a subset; notice also that, if g is an ac-metric wrt x, x 2 g is an exact b-metric.
Fixing one of these three types of metrics implies restricting the choice of bdy-defining functions to those that allow the metric to be brought to the standard form seen in the definition.
Notice that
Lemma 2 Let (X, g) be an asymptotically conical manifold, with curvature tensor R and Levi-Civita connection ∇. Then (setting C ∞ := C ∞ (X)):
where, as usual, h ij denotes the inverse matrix of h ij .
• The Christoffel symbols have the following property:
Before moving onto the next section, it is probably worth-while making a few final remarks.
Recall the following Definition 8 Let Σ n be a connected, oriented manifold and M n−1 be a (possibly not connected) compact oriented manifold. Σ is a "manifold with ends (with link M )" iff Σ admits a decomposition Σ = Σ 0 M Σ ∞ , where
and we are identifying ∂(Σ 0 ) with M × {a}.
1. Let Σ be a manifold with ends.
is a compact manifold with bdy and Σ = X \ ∂X. Viceversa, given any compact manifold X with bdy, the local trivialization of X near ∂X given by a bdy-defining function shows that Σ := X \∂X is a manifold with ends, with link M := ∂X.
Notice that any two intervals
The ends of Σ can thus be parametrized in countless ways. However, not all these diffeomorphisms extend up to the boundary: for example, x ∈ (0, 1] → √ x ∈ (0, 1] does not extend smoothly to x = 0.
Different parametrizations of Σ ∞ may thus lead to different differentiable structures on the compactification X of Σ. When starting out with a manifold with ends, it is important to specify which compactification is being used.
R n ≃ {(z 1 , . . . , z n , 1)} ⊆ R n+1 can be compactified to the "upper half sphere" S n,+ in R n+1 via stereographic projection:
The coordinate function z n+1 on R n+1 restricts to a bdy-defining function on S n,+ and coincides with 1 √ 1+z 2 on R n . Since the maps
|z| is an equivalent bdy-defining function.
. This expression of the metric justifies the name "asymptotically conical". In particular,
The primary example of scattering manifold is (R n , g std ), compactified via stereographic projection to the half-sphere. See [M2] for details.
It is simple to show that the standard symplectic structure ω std on R 2n is an element of sc Λ 2 X.
Let (X,
x 2 + h) be asymptotically cilindrical and let Σ be the corresponding manifold with ends. The diffeomorphism
This expression of the metric justifies the name "asymptotically cilindrical".
Clearly, also the spaces of sc-and b-forms/vector fields could, if one wanted, be re-interpreted solely in terms of Σ and of growth/regularity conditions as r → ∞.
Formulating the theory in terms of X rather than Σ is notationally more convenient and gives exact control over what happens "at infinity".
The Laplace operator on asymptotically conical manifolds
For any oriented Riemannian manifold (Σ n , g), we will use the following, standard, notation.
For the geometric applications we have in mind, we need to do the following:
• Let (Σ, g) be an asymptotically conical manifold.
. We want to find Banach space completions such that the extension
• We want the spaces E, F to depend on a parameter δ, allowing the forms to have various growth/decay rates as r → ∞.
• We want the elements of Ker(d ⊕ d * g ) to be smooth and we want to be able to calculate the dimension of this space, for different values of δ.
The goal of this section is to show how this can be done.
We start by defining the appropriate function spaces. As before, X will denote an oriented compact manifold with bdy and Σ := X \ ∂X.
For any fixed b-metric on X, with volume form vol b , we may define:
More generally, if E is a metric vector bundle over X, we may define:
Finally, for δ ∈ R, we define "weighted Sobolev spaces" as follows:
Analogously, for a fixed ac-metric on X, we define L 2 sc , H m sc and x δ H m sc , spaces of functions and sections, using the volume form vol ac and operators
, when E is one of these bundles one can use the notation
In this case, however, it is important to specify which metric is being used on the bundle.
In the above definitions, δ is known as a "weight"; we will assume δ ∈ R, ie impose the same weight on each end, but one could also assume δ = (δ 1 , ..., δ s ) ∈ R s , allowing different weights on the different ends of Σ.
All the above are Hilbert spaces and contain the space Λ 0 c (E |Σ ) as a dense subset.
Both ac-and b-metrics have the right properties (bounded curvature and positive injectivity radius) for the standard Sobolev immersion theorems to hold: cfr. [Ab] .
Notice that, for any constant c ∈ R,
It is a simple consequence of the definitions that any P ∈ Diff m b has a continuous extension P :
The analogous fact holds for P ∈ Diff m sc . The fact that Diff m b x δ = x δ Diff m b shows however that, for b-metrics (and analogously for ac-metrics), a continuous extension exists also between weighted Sobolev spaces:
Proof : Consider, for example, P ∈ Diff m b . Then
Let us now fix an asymptotically conical manifold (Σ n , g). Let (X, g) be its "scattering compactification". Since sc Λ * X is generated by forms of length 1, the definition of * g shows that
Clearly, D g , ∆ g are the restrictions to sc Λ * X of the usual operators defined on Λ * Σ.
Lemma 4 Let (Σ, g) be asymptotically conical. Then
On functions, one finds the following expressions:
Proof : (1) comes directly from the definition of ∆ g . To prove (2), recall the formula
. Thus:
Then, simple calculations show that the first term is x 2 ∆ M + x 3 Diff 2 b , the second and third are x 3 Diff 2 b , the fourth is (n − 1)
b , proving the formula for ∆ g . The second formula follows from simple commutations.
In [M2] , Melrose defines a notion of sc-ellipticity. Basically, P ∈ Diff m sc (X) is sc-elliptic iff it satisfies the following two conditions:
• P is elliptic in the standard sense over X;
• P is "totally elliptic" along ∂X; ie,
This definition generalizes easily to P ∈ Diff m sc (E; F ). Clearly, for an ac-metric g, ∆ g acting on C ∞ (X) satisfies the first condition. However, ∆ g is not sc-elliptic: the previous lemma shows that
Thus, the result (cfr. [M2] ) that the extension P :
of a sc-elliptic operator is Fredholm does not apply to the Laplace operator on asymptotically conical manifolds.
On the other hand, in [M1] Melrose defines the notion of b-ellipticity:
As for sc-elliptic operators, it turns out that the properties of a b-elliptic operator P are strongly related to P |∂X . We need the following definition:
y . This is called the "indicial operator" associated to P .
Let spec(P ) := {λ ∈ C :P (λ) is not invertible on C ∞ (∂X)}.
Again, the above definitions generalize to P ∈ Diff m b (E; F ). In [M1] , Melrose constructs a class of pseudo-differential operators which lead to the following result:
The set −Im spec(P ) ⊆ R turns out to be discrete. We call these the "exceptional weights (of P )". Given a non-exceptional weight δ ∈ R, [δ] P will denote the connected component of R \ −Im spec(P ) containing δ.
In particular, the operator (d ⊕δ) • (d ⊕ δ) is b-elliptic: for example, on C ∞ (X), the previous lemma shows that
We now introduce one last piece of notation: given an asymptotically conical manifold (Σ, g), we let H k b (Λ i , sc) denote the Sobolev spaces defined above, wrt the following choices:
• on Λ i Σ we use the metric induced by the ac-metric g;
• the volume form on Σ is the one given by the b-metric x 2 g. Corollary 1 Let (Σ, g) be an asymptotically conical manifold. Then
is Fredholm, except for a discrete set of "exceptional weights".
All elements in
Since multiplication by x is an isometry, by the previous theorem we see that ∆ g is Fredholm, except for a discrete set of weights.
has closed image and finite-dimensional cokernel. Thus D g is Fredholm if δ, δ − 1 are non-exceptional for ∆ g . We may thus define:
From the corollary, we see that these spaces are independent of k. Our next goal is to gather information on how these spaces depend on δ.
Let us begin by understanding the dependence of the index i ∆ g,δ on the weight δ.
For non-exceptional weights δ 0 , δ 1 ∈ R, define δ t := δ 0 + t(δ 1 − δ 0 ). Using the isometries φ t :
In other words, the index depends only on [δ] ∆ .
We can now prove that
, so we may consider the diagram
Recall that, for m ≥ 0 and δ ∈ R, Λ 0 c is dense in
Notice also that the Laplace operator depends only on g, not on the weights, so that ∆ δ extends ∆ η and ∆ η = ∆ δ .
Proof: Simple, using the fact that Im(∆ δ ) is closed.
•
We may study the dependence of K i δ on δ as above. The result is similar:
∆ g on functions
When studying ∆ g on functions, one gets extra information thanks to the elliptic maximum principle.
• ∆ g is injective.
• ∆ g is surjective.
is independent of the particular choice of asymptotically conical metric on Σ (wrt a fixed link (M, g M )).
and applying the standard Sobolev immersion theorems to H m b shows that f = x δ u, where u is bounded. Thus f → 0 when δ > 0; by the elliptic maximum principle, it follows that f ≡ 0.
Since
Thus, an easy calculation shows that δ + 1 ∈ (1, n − 1) is nonexceptional for P , proving that δ ∈ (0, n − 2) is non-exceptional for ∆ g .
Below we will prove that Coker(∆ g ) = 0 for δ + 1 = n 2 . Assuming this true for the moment, recall that dim Coker(∆ g ) depends only on [δ] ∆ . We thus get that ∆ g :
Finally, regularity shows that ∆ g :
To finish proving (2), it is thus enough to show that P :
is surjective. Equivalently, we need to prove that the dual map P * is injective.
Consider the diagram
where the vertical arrows denote inclusions coming from the facts
, the claim follows by continuity. Regularity now shows that Ker(P * ) = Ker(P ) = 0. Let us now prove (3). When δ > 0, we showed that H 0 δ = 0; when δ < n − 2, we showed that ∆ g is surjective, so that H 0 δ = i ∆g . It is thus sufficient to prove that the index of ∆ g is independent of the particular choice of g.
Let g 0 , g 1 be asymptotically conical metrics on Σ with the same link. Then g t := g 0 + t(g 1 − g 0 ) is also asymptotically conical; since all spaces In particular, ∆ g is an isomorphism for 0 < δ < n − 2.
The above proposition has an interesting consequence:
Lemma 5 ("gluing principle for harmonic functions") Let (Σ, g) be asymptotically conical. For δ < n − 2, let f be a smooth function in
Proof : Since ∆ g f is smooth and has compact support, it is clear that, ∀η ∈ R, ∀s ≥ 0, ∆ g f ∈ x η+2 H s b (Σ). Fix any η : max{0, δ} < η < n − 2. Since ∆ g :
Choosing s large enough, we get |f | = O(x η ), sof → 0.
It is now enough to set F := f −f . Uniqueness is a consequence of the elliptic maximum principle.
In other words, any collection of harmonic functions (eg: constants) on Σ i ∞ may, up to a slight perturbation, be "glued together" to get a harmonic function on Σ with the same asymptotic behaviour.
We now show how this result may be applied to study harmonic functions on certain asymptotically conical manifolds.
Step 1: It is well-known that the only harmonic functions on R n (with polynomial growth) are the harmonic polynomials. Clearly, by the elliptic maximum principle, the only harmonic function with decay is the constant function f ≡ 0.
Step 2: Let B := {x ∈ R n : |x| < 1} and consider the manifold (R n \ B, g std ). Wrt the situation on R n , notice the following differences:
• r 2−n is a harmonic function with decay;
• prescribed asymptotics do not guarantee uniqueness: e.g., c and c + r 2−n have the same asymptotics.
However, let f be a smooth harmonic function on R n \B, with polynomial growth. More precisely: assume ∃ f ∈ C ∞ (R n ) extension of f such that f ∈ x δ H k b (R n ) for some δ ∈ R; notice that δ is independent of the particular extension chosen.
Since we can assume δ < 2 − n, ∃ ! F ∈ H 0 δ (R n ) : F → f . Thus f is asymptotic to a harmonic polynomial.
Step 3: Let (Σ g ) be an asymptotically conical manifold such that each end has link (S n−1 , g std ). Since dim H 0 δ (Σ) is independent of the particular asymptotically conical metric chosen, we may assume that Σ i ∞ is isometric to R n \B. According to the above, the harmonic functions on Σ are determined by those on R n \ B; by the elliptic maximum principle, the asymptotics determine the function uniquely. Thus the harmonic functions on Σ are asymptotic to harmonic polynomials and dim
In summary, knowing the harmonic functions on one asymptotically conical manifold (eg, R n ) gives a fairly complete understanding of the harmonic functions on any other asymptotically conical manifold modelled on it.
Going a step further, [M1] provides a complete asymptotic expansion of the harmonic functions on any asymptotically conical (Σ, g) in terms of the metric on the link. In particular, Christiansen and Zworski ( [CZ] ) show how this can be used to relate the harmonic functions on (Σ, g) to the eigenfunctions on the link.
We may summarize their results as follows.
• Recall that, on
Let f ∈ C ∞ (M n−1 ) be any eigenfunction of ∆ g M , relative to any eigenvalue λ i . Then it is easy to check that the function f r a i is harmonic
Notice that, when (M, g M ) = (S n−1 , g std ), these harmonic functions on R n \ B are exactly the homogeneous harmonic polynomials.
• If (Σ, g) has link (M, g M ), these functions are "asymptotic models" for the harmonic functions (with polynomial growth) on Σ, in the following sense: given any f ∈ H 0 δ (Σ), on each end f converges to a linear combination of the above.
• Viceversa, assigning an "asymptotic model" to each end determines a unique f ∈ H 0 δ with that asymptotic behaviour.
This allows us to express dim H 0 δ in terms of the number of ends and the dimension of the space of eigenfunctions on the components
In particular, we will be interested in the following conclusion.
Definition 10
We say that a harmonic function f has "strictly sub-linear growth" if it is asymptotic to a linear combination of models f i r a i with 0 ≤ a i < 1 and at least one a i > 0. In other words, if there exist δ > −1,
Corollary 2 Let (Σ, g) be asymptotically conical. Then there exist harmonic functions with strictly sub-linear growth iff at least one end has an eigenvalue in the interval (0, n − 1).
Proof : Notice that 0 < a i < 1 ⇔ 0 < λ i < n − 1. We may use any asymptotic model of the type Σ i =j c j + f i r a i , where c j ∈ R.
D g on 1-forms
We are now going to calculate dim K 1 δ =dim Ker(D g ), where D g is acting on weighted 1-forms, in two cases of particular interest.
In this section, i will denote the canonical map i :
. We start with the following Lemma 6 Let (Σ, g) be asymptotically conical.
For any η < 1, there exists a (non-canonical) injective map (independent of η)
q :
For δ ≥ 1, it has the following property:
Proof : Begin by considering any [α] ∈ H 1 (Σ). We first show that it has a representative in K 1 η . Recall the isomorphism
. We call such a form "translationinvariant".
In other words,
for some f ∞ ∈ C ∞ (Σ ∞ ) and some translation-invariantα ∞ .
We may now extend f ∞ to a function f ∈ C ∞ (Σ); this gives an extension ofα ∞ to a global 1-formα on Σ, defined asα := α − d f .
The formα has the following properties:
• dα = 0: this is clear.
: this is clear.
It is now enough to examine these terms one by one, to get the result. For example:
• For δ ≥ 1,α ∈ x δ H 1 b (Λ 1 , sc) ⇔α ∈ Λ 1 c (Σ): this should be clear from the above.
Consider now, for η < 1, the sequence:
. We may now proceed to build the required map. Let [α 1 ] , ..., [α p ] be a basis of H 1 (Σ). The previous construction shows us how to build a map
Thus the above map may be extended linearly to an injective map H 1 (Σ) −→ K 1 η which has the required properties.
For all η ∈ R, let E η := {exact 1-forms in K 1 η }.
Lemma 7
2. For ǫ > 0 (sufficiently small) and 1 − ǫ < δ < n − 1,
where s is the number of ends of Σ.
, so the asymptotic expansion of f shows that f ∈ H 0 η−1 . The proof of (2) is similar: by the "gluing principle", if f ∈ H 0 −ǫ , then f = c+f , where c is a function constant on each end andf ∈ x n−2−ẽpsilon H s b .
. Notice that, in calculating dim E η (∀η ∈ R), one must take into account the fact that any c ∈ R is a harmonic function but d(c) ≡ 0, so it does not contribute to E η .
We now have a good picture of the structure of K 1 δ (Σ):
Proposition 4
1. for η < 1,
Proof : It is clear from the definitions of q and E η that E η q(H 1 (Σ)) = {0}. Let H η be any subspace of K 1 η containing q(H 1 (Σ)), such that (H 1 (Σ) ), hence the equality.
To prove (2), notice that
Any α ∈ K 1 δ may be written as
We will be particularly interested in the following conclusion:
Corollary 3 Let (Σ, g) be asymptotically conical. Then Proof : (1) follows directly from the above. To prove (2), notice that the previous proposition shows that
This is the dimension of the space of all
where s is the number of ends of Σ. Let M be the link of Σ = Σ 0 M Σ ∞ . The long exact sequence
Deformations of asymptotically conical submanifolds
The goal of this section is to present a notion of immersion in the category of manifolds with boundary and to study the stability of this condition under deformations. X, X ′ will denote compact manifolds with boundary. Σ := X \ ∂X, N := X ′ \ ∂X ′ will be their interior. , using condition (1) , the quotient map
The condition is that this quotient map be injective.
Let φ : X −→ X ′ be a b-immersion. Let x be a bdy-defining function for X ′ , p ∈ ∂X and V ∈ T p X : V / ∈ T p ∂X. Then, by hypothesis,
From now on, we will often identify X with its image in X ′ , omitting φ from the notation.
Clearly, b T X ≤ b T X ′ |X and sc T X ≤ sc T X ′ |X . We may define:
Analogously to the standard Riemannian case, any b-metric on X ′ can be seen as a smooth section of a bundle metric on b T X ′ . It thus restricts to a b-metric on X.
Pointwise, there is no difference between sc and ac-metrics: both come from sections of a bundle metric on sc T X ′ . The difference arises from the section itself, ie from its Taylor expansion at the bdy. Thus, depending on the immersion, a sc-metric on X ′ may restrict to either a sc-or a ac-metric on X.
Let us fix an asymptotically conical manifold (X ′ , g). From now on, ∇, R, exp will denote, respectively, the Levi-Civita connection, curvature tensor and exponential map of (N, g).
If φ is a b-immersion and p ∈ X, we will let ⊥, T denote the normal and tangential components of any V ∈ T p X ′ wrt T p X.
We now want to prove that, for any V ∈ ν sc (X ′ ), exp V • φ is also a b-immersion. The main difficulty lies in the fact that, since g "blows up" on ∂X ′ , exp V is, a priori, defined only on N .
We thus need the following Proposition 5 Let (X ′ , g) be an asymptotically conical manifold.
Proof : Let x, y 1 , . . . , y N be coordinates on X ′ and let
where:
• c x (s), c 1 (s), . . . , c N (s) are the unknown functions;
• Γ σ µν are the Christoffel symbols of g wrt {∂ x , ∂ y i };
• the system depends on the parameters (x 0 , y 0 )
By lemma 2, all coefficients in the system are smooth except when c x = 0, so with our initial conditions there exists a unique solution c(s) and it is smooth wrt s, x 0 , y 0 . Thus γ(s) is well-defined for all (x 0 , y 0 ) and is smooth.
Notice that, for example, (
x 0 c x . Thus, multiplying the first equation by x 0 (x 0 = 0), the system can be re-written in terms of γ, showing that γ(s) is the geodesic with initial conditions
This shows that the geodesics generated by any b-vector field, a priori defined only on N , extend smoothly, as curves, to ∂X ′ . It also shows, for x 0 = 0, that c(s) is defined ∀s ∈ R and that c(s) ⊆ N , since this is true for γ(s).
On the other hand, notice that, for initial conditions (0, y 0 ) ∈ ∂X ′ , the corresponding curve γ(s) is completely contained in ∂X ′ . This proves (1). Now assume V ∈ ν sc (X ′ ). Then, for
In general, let p ∈ N and Z ∈ T p X ′ . Let c(t) be a curve in N : c(0) = p,ċ(0) = Z. Let t → γ(t, s) denote the 1-parameter family of geodesics defined by γ(t, 0) = c(t),
This proves that J(s) ≡ ∂ ∂t γ(t, s) |t=0 . Thus, in general, exp V * can be expressed in terms of Jacobi vector fields:
Now, for example, let Z = x 2 ∂ x . Using the following lemma, we find that
where Z(p), ∇ Z V (p) are extended along γ by parallel transport. Again, we have to prove that this formula has meaning up to ∂X ′ . Since exp V : X ′ −→ X ′ is smooth, J(1) has a smooth extension up to ∂X ′ . Notice also that Z, ∇ Z V have smooth extensions up to ∂X ′ (using lemma 2).
Recall that the parallel transport of, for example, Z along γ is defined by
A proof similar to that above shows that parallel transport extends smoothly up to the boundary, so Q(1) is also smooth up to ∂X ′ .
Finally:
which concludes the proof of (2). Notice that, in a similar way, one can study the case Z = x∂ y i , showing that exp V * (ν sc ) ⊆ ν sc . This proves (4).
To prove (3), we start from the formula
From the above, we see that we may write
In other words, a · 1,b -bound yields bounds on a, c which are independent of the particular V . This proves that there exists a nbd U of ∂X ′ , independent of V , such that exp V * (∂ x ) has a non-zero component in the
In a similar way, one can study exp V * (∂ y i ). The end result is that any · 1,b -bound gives a nbd U of ∂X ′ , independent of V , such that exp V is an immersion on U .
Since the complement K of U in X ′ is compact, there exists δ > 0 such that V ac ≤ δ implies that exp V is an immersion on K.
This proves that, for any V such that
Corollary 4 Let (X ′ , g) be an asymptotically conical manifold and let φ :
The second fundamental form
only on Σ, extends smoothly to ∂X as follows:
is a b-immersion and thus also induces an asymptotically conical metric on X.
Proof : We have already discussed (1). Recall that
Applying lemma 2 to the ac-manifolds X, X ′ , we get (2). (3) is a direct consequence of the previous proposition.
Remarks:
1. More generally, if we let ν 1,sc (X ′ ) denote the C 1 -analogue of ν sc (X ′ ), the same methods show that
2. In a more classical Riemannian setting, result 2 of corollary 4 can be generalized as follows.
Assume Σ ֒→ (N, g) is a minimal immersion and both manifolds are "asymptotically flat" in the sense that their curvature tensors satisfy R Σ = R N = O(r −2 ), for some distance function r on N . Then the second fundamental form α satisfies: α = O(r −1 ).
Proof: Recall the Gauss equation (cfr. [KN] ):
where X, Y, Z, W ∈ T p Σ.
Let {e i } denote a local orthonormal basis on Σ. Then
3. In this article we have given a purely metric characterization of the condition "asymptotically conical". At least when (N, g) = (C n , g std ), one could give a "set-approximating" definition based on the following fact.
Recall that an isometric immersion φ : (Σ, g) ֒→ (R 2n , g std ) is minimal iff its components φ 1 , ..., φ 2n are harmonic functions on (Σ, g).
According to the characterization seen above of harmonic functions on AC manifolds, there exist eigenvalues λ i and corresponding eigenfunc-
The condition φ * g std = d r 2 +r 2 g M +O(r −1 ) implies that < ∂ r φ, ∂ r φ >−→ 1, i.e. Σ a 2 i f 2 i r 2a i −2 −→ 1. This forces a i = 1, Σf 2 i = 1. Thus we have defined a map
Since φ i (x, r) −→ f i (x)r, φ "converges" (with speed o(r)) to the cone with link f (M ).
The cone is thus parametrized by the isometric immersion
where M × (0, ∞) has the metric d r 2 + r 2 g M .
Since the components of this map are harmonic, the cone is minimal.
The following lemma, used in the proof of the preceding proposition, provides an estimate on certain Jacobi vector fields, with explicit dependence on R .
Lemma 8 Assume given the following data:
• (X ′ , g) asymptotically conical, a bdy-defining function x and V ∈ ν sc (X ′ ).
• An estimate on the curvature tensor
where ρ(x) is strictly positive for x > 0 and is independent of ξ ∈ ∂X ′ .
Notice that, by lemma 2, such an estimate always exists.
• φ : X −→ X ′ a b-immersion, y ∈ ∂X and Z ∈ ν sc (X) such that Z is non-zero along the curve (x, y) ⊆ Σ.
Let J(s) denote the Jacobi vector field (depending on the parameter x) solution to
where x → γ(x, s) denotes the curve of geodesics defined (∀s ∈ R) by γ(x, 0) = (x, y), 
where Z, ∇ z V are extended along γ(s) by parallel transport and
, where A(s) is the solution of the equation
The proof can be divided in several steps and partially follows [J] (theorem 4.5.2) and [BK] (lemma 6.3.7). For simplicity, we will assume V ≤ 1, c ≤ 1.
Step 1 Assume g(s) is a C 2 function which, for some fixed η ∈ R,
ie, f η is the solution of the ODË
Since g(s) has a second-order zero in s = 0 while f η (s) has a first-order zero, we find
Notice that d(0) = 0 and that
The case η > 0 is similar.
Step 2 Consider the solution b(s) of the ODË
We want to prove that J − A (s) ≤ b(s). Clearly, it is enough to prove that, for all P unit parallel vector fields along γ,
Notice that, setting β := (J − A, P ), β is C 2 and satisfies
so that g(s) := β − b satisfies the hypothesis of step 1 with η = 0. Thus β(s) ≤ b(s), for s ≥ 0.
Step 3 From step 2, we also geẗ
Using the fact that V is bounded and the uniformity of our estimate on R , we find
For simplicity, we will assume c ≤ 1. Notice that, sinceb(s) ≥ 0, b is non-negative for s > 0. Thus
Let a(s) be the solution to the ODË
Then g(s) := b − a satisfies the hypothesis of step 1 with η = −ρ 2 , so b(s) ≤ a(s) and J − A (s) ≤ a(s), for 0 ≤ s ≤ 1.
Step 4 To finish the proof, we now need to estimate a(s).
Notice that a is C 2 and is defined on some maximal interval (α, β).
is positive on some maximal connected interval (0, δ). Assume δ < β; in particular, this impliesȧ(δ) = 0. When s ∈ (0, δ), a is monotone so a(s) > 0 andä(s) > 0. Thusȧ(s) is non-decreasing, which contradictsȧ(δ) = 0.
This shows that δ = β, ieȧ(s) and a(s) are positive for all 0 < s < β. By hypothesis (and using
Integrating in ds, we finḋ
By definition, −cρ 2 a ≤ −ä + cρ 2 + cρ 2 xs, so −2cρ 2 x a ds ≤ −2xȧ + 2cρ 2 xs + cρ 2 x 2 s 2 Applying this above and using c ≤ c 2 , ρ ≤ x, we finḋ
When s ≤ 1, this shows thatȧ ≤ cρa + cρx so, using Gronwall's inequality,
In particular, a(s) is defined up to s = 1.
Deformations of asymptotically conical SL submanifolds
Let (X ′ , g) be a fixed, 2n-dimensional, asymptotically conical manifold with a CY structure (g, J, ω, Ω = α + iβ) on its interior N := X ′ \ ∂X ′ . We will assume that ω ∈ sc Λ 2 X ′ , β ∈ sc Λ n X ′ ; these conditions are verified by all the examples we are interested in.
Let Σ be a manifold with ends.
Definition 12 An "asympotically conical special Lagrangian immersion"
where X is some compactification of Σ.
We refer to section 2 for examples of AC SL immersions. The goal of this section is to study the integrability of "infinitesimal SL deformations" of a given AC SL (Σ, φ); as we will see further on, these are the normal vector fields on Σ corresponding, via the isomorphism (T Σ) ⊥ ≃ Λ 1 (Σ), to 1-forms ν on Σ such that (d ⊕ d * g )ν = 0. Of course, it is important to specify "boundary conditions" for the allowed deformations. Using weighted Sobolev spaces, we will impose that our vector fields decay at infinity; ie, we study deformations that "keep infinity fixed".
The final result is that all infinitesimal deformations in the above class are integrable; ie, each one generates a curve of (C 1 ) AC SL immersions (Σ, φ t ) such that φ 0 = φ.
Before proving this result, it is necessary to make the following remarks.
1. Given p ∈ Σ, recall the isometries
The bundles T * Σ, T Σ over Σ have natural extensions to bundles sc T * X, sc T X over X. It is using this fact that we can define operators Diff
Since g is not defined on ∂X, however, it is not clear, a priori, if T Σ ⊥ has an extension up to ∂X. On the other hand, the Lagrangian condition shows that T Σ ⊥ ≃ T Σ; thus, up to this identification, sc T X provides an extension of T Σ ⊥ , allowing us to define the spaces
To check if this condition holds, recall that, by hypothesis, JV ∈ x δ H k b (T Σ, sc). Since N is Kaehler, we thus get
so ∇ ⊥ Z V does belong to the above space. It is this sort of argument that proves that the spaces x δ H k b (T Σ ⊥ , sc) have properties analogous to those of "more honest" spaces such as
for k large and ǫ > 0. By the Sobolev embedding theorem, notice that α is C 1 on Σ and that α = O(x ǫ ). This, however, is not enough to ensure that α has a continuous extension up to ∂X; this corresponds to the fact that, in general, α ∈ ν * sc (X) does not extend up to ∂X.
On the other hand, let W ∈ x ǫ H k b (T Σ, sc) be the corresponding tangent vector field. Then:
• As above, W is C 1 on Σ.
• If we write
Thus W admits a continuous extension to zero on ∂X.
• Notice that
In a similar way we can prove that W has a C 1 extension to zero on ∂X.
The same holds for the normal field V := JW . If we let ν 1,b , ν 1,sc denote the C 1 analogues of ν b , ν sc , we thus find that W ∈ ν 1,sc (X), V ∈ ν 1,sc (X, X ′ ).
Theorem 2 Let φ : Σ ֒→ N be an AC SL immersion. Then, for large k, small ǫ > 0 and using the isometry Λ 1 (Σ) ≃ T Σ ⊥ , the set
is smooth near the origin and has dimension dim
it thus depends both on the topology of Σ and on the analytic properties of the link of (Σ, φ * g).
Proof : To simplify the notation, we will identify Σ with its image in M , omitting the dependence on the fixed immersion φ. Consider the map
where exp is the exponential map of (N, g) and * g is the Hodge star operator of (Σ, φ * g).
Notice that, if V ∈ x ǫ H k b (T Σ ⊥ , sc) and using lemma 8,
where {e i } is a local orthonormal basis for (Σ, φ * g).
Using ∇ω = 0, ω ∈ sc Λ 2 X ′ and the fact that Σ is Lagrangian, the above terms may be examined one by one. For example:
This proves that exp V * ω |Σ ∈ x 1+ǫ L 2 b (Λ 2 Σ, sc). More generally, one can prove that F c has an extension
We want to prove that F −1 (0) is smooth using the implicit function theorem.
To be able to apply the Banach-space version of this theorem, it is sufficient to prove that dF [0] is surjective and has finite-dimensional kernel.
and a simple calculation shows that
It is thus Fredholm, as seen above. Surjectivity onto the whole space
(Σ) is actually false, but the following steps show that we may restrict our map to a smaller range and obtain surjectivity.
Step
Proof: Extend V to a compactly-supported vector field on N . Then t → φ t := exp(tV ) is a 1-parameter group of diffeomorphisms and and can thus be proved as above.
Step 2 Im(d) ⊕ Im(d * ) = Im(D g ), ie:
Proof: Let γ := α + d f , for some f ∈ x ǫ−1 H k+1 b (Σ). It is enough to show that f can be determined so that d * β = d * α + d * df , i.e. d * (β − α) = ∆ g f . So, it is enough to show that
Notice that Im(d * ) ⊇ Im(∆ g ). Since ǫ < n − 1, ∆ g is surjective (on functions) so the above is necessarily true.
Step 3 Im(F ) ⊆ Im(D g ) Proof:
The above proves that the restriction
is a well-defined map between Banach spaces, such that dF [0] has finitedimensional kernel and is surjective. We may thus apply the implicit function theorem, proving that F −1 (0) is smooth near the origin and has dimension dim K 1 ǫ (Σ, φ * g).
Recall that each SL immersion exp V • φ is, in particular, minimal; thus, standard regularity results prove that exp V •φ is smooth on Σ; ie, exp V •φ ∈ C ∞ (Σ, N ). Since exp is a diffeomorphism on normal vector fields, this also shows that V is smooth on Σ. However, b-ellipticity is not sufficient to ensure regularity up to ∂X: on X, V (and thus exp V • φ) is only C 1 . The only extra feature ensured by b-ellipticity is the existence of a certain asymptotic expansion of V at ∂X; ie, "polyhomogeneity" in the sense of [M1] .
The deformed submanifolds thus belong only to the category of C 1 bimmersions. In any case, the results of section 5 apply to show that exp V •φ is (C 1 ) asymptotically conical.
As a final step, it is interesting to understand the dependence of the above construction on the weight ǫ: in theory, changing the weight changes the class of allowed deformations and, thus, the differentiable structure.
In particular, it is interesting to consider what happens wrt the spaces x n 2 H k b , corresponding to L 2 -decay of the deformations. To get a smooth structure dependent on this weight, one would need an extension of F c to a map
However, the existence of such an extension depends on the properties of exp: according to lemma 8, the curvature R of N introduces a perturbation which depends on the rate of decay of R . If R does not decay sufficiently fast (wrt the weights in consideration), the above extension does not exist. Consider, for example, the case (N, g) = (C n , g std ). In this case, in lemma 8, Q ≡ 0 and the extension exists. The whole proof of the theorem carries through as before, yielding a second, smaller, set of deformations.
We can thus prove the following theorem, which actually holds for any (N, g) with sufficiently fast curvature decay. 
A note on moduli spaces
Given a result such as theorem 2 above, a natural corollary should be the existence of smooth "moduli spaces".
In our case, one would like to prove that the set M(Σ) := {AC SL immersions φ : Σ ֒→ N } has a natural differentiable manifold structure. Given an element φ ∈ M(Σ), the "moduli space of AC SL deformations of φ" (with generic decay at infinity) would then be the connected component of M(Σ) containing φ.
In general, given a set S, one can equip it with a (n-dim., Hausdorff) manifold structure by the following procedure.
To every s ∈ S, assign:
• a subset U s ⊆ S, containing s;
• an open subset V s ⊆ R n ;
• a bijective map U s ≃ V s .
Each U s thus gets a natural topology. For each s 1 , s 2 ∈ S, one must obviously impose a compatibility condition on the two, a priori different, topologies induced on U s 1 U s 2 . This condition is expressed as follows:
• ∀s 1 , s 2 ∈ S, ∀t ∈ U s 1 U s 2 , ∃U 1,2 t ⊆ U s 1 U s 2 U t which is open wrt all three topologies.
In our case, V φ should be defined as the open neighborhood of 0 in K 1 ǫ (Σ) corresponding, as in theorem 2, to a certain U φ ⊆ M(Σ).
However, the lack of smoothness of exp V • φ remarked above is an obstacle to this construction: basically, the set Def SL (Σ, φ) is not contained in M(Σ) because the immersions are only C 1 on ∂X. In particular, the deformed submanifolds do not belong to a category that can be studied using the standard b-theory presented here.
Remark: The degree of smoothness of V can sometimes be improved by a change of bdy-defining function (ie: by a change of the differentiable structure on X).
For example, if 0 < α < 1, then x(ξ) := ξ 1 1−α will transform the C 0 -vector field (x α + x)∂ x into a vector field which is C 1 wrt ξ.
However, only a "brutal" transformation such as x(ξ) := e Notice from section 6 that all the "fundamental" properties of (Σ, φ) are preserved under deformation: smoothness over Σ, the AC condition, the SL condition.
The lack of regularity arises only "at infinity". This obstruction is clearly not intrinsic to the geometry, but depends only on the tecniques of proof used.
One way to overcome it would be to generalize all analytic tools used up to here to the category of polyhomogeneous immersions and metrics (see, eg, [CZ] ), then define M(Σ) as the set of polyhomogeneous AC SL immersions.
Alternatively, one could rely on a different approach to the theory of the Laplacian operator on asymptotically Euclidean manifolds (cfr. eg [B] , [MO] ), avoiding the issue of compactification completely.
If (N, g) = (C n , g std ), following theorem 3 it should also be possible to define a second, weaker topology on M(Σ), leading to "moduli spaces of AC SL deformations with L 2 decay".
