Abstract-In this correspondence, a method for voiced (V), unvoiced (UV), or silence (S) classification of speech segments, based on the maximum a posteriori probability criterion, is presented. The a posteriori probabilities of the three classes are determined using a vector x = ( fi, . . . ,ff) of measurements on the segment under consideration.
I. INTRODUCTION
In the past, various methods have been proposed for the automatic V/UV/S classification: some are based on a probabilistic approach, while others are of the deterministic type. Among the probabilistic methods, we recall in particular the one proposed by Atal and Rabiner [I] in which a minimum distance classifier, based on the maximum likelihood criterion, is used.
The method proposed in this correspondence is probabilistic and is based on a Bayesian approach. The maximum a posteriori probability criterion is used. In addition, the method presented is adaptive: some pdf's, estimated in a training phase, are updated taking into account the previous decision.
At each step, the classification is based on a vector of measurements x on the segment under examination. It is assumed that the distribution of x is an L-dimensional Gaussian, with an expected value m characterized by a similar distribution. In addition, it is supposed that the sequence of classes constitutes a first-order Markov chain. In order to reduce the risks associated with the adaptive characteristic of the method, the updating is carried out only if the probability of the class chosen is greater than a threshold.
Notation

Xn
Vector of measurements on the nth speech segment.
Y n Y n = ( X I , . * * 9 x,) = ( y n -1 9 X n Random variable.
x, is a determination of X,. g(x; m , R )
Multidimensional Gaussian pdf with vector of { C,, C1, C,} Set of classes (V/UV/S, respectively).
expected values m and covariance matrix R.
Sn
Class to which the nth segment belongs. 
4
Covariance matrix of X when the segment belongs to the class C, and the expected value of X is known.
Pij
Transition probability between Ci and C, . pi, = Pr {s,+, = C,/s, = Ci}.
Pj
Apriori probability of the class C,, j = 0, 1, 2.
P , ( x n / C j ) =~( x n / s n C ] > Y , -~) .
ofpn(Xn/Cj).
11. DESCRIPTIVE MODEL AND ALGORITHM In the model proposed in this correspondence, it is assumed that the speaker under consideration is initially chosen by a probabilistic mechanism from the set of all possible speakers. The speech signal produced by a specific speaker is supposed to be obtained as follows: a first probabilistic source generates the sequence of classes { s,} and a second probabilistic mechanism, for each class, generates the phoneme, and therefore a particular waveform.
Each segment is classified on the basis of a vector of measurements. The classification algorithm is adaptive since, while it proceeds with the classifications, it adapts some parameters of the distributions to the particular speaker, taking into account the previous classifications. Therefore, the distributions depend upon the index n and must be interpreted as being conditioned to the sequence y,-if considered before the measurement of X,, and to the sequence y , after the measurement of X,. The initial distributions ( n = 1 ) are estimated during a training phase.
For the sake of simplicity (as in [l] ), it is assumed that X, has an L-dimensional Gaussian pdf g(x; rn, R ) . In addition, in the present method, the dependency of the expected value m and the covariance matrix R upon the speaker and sk is taken into account, and m and R are considered as random variables. Let m:") be the vector of the expected values and the covariance matrix of p , ( m / Cj ); it is assumed that p l ( r n / C j ) = g(m; mi('), QJ1)) j = 0, 1, 2
where the parameters mjl) and Qj') are estimated in the training phase. It is supposed that the covariance matrix R is identical for all speakers and is equal to Rj for class Cj . Therefore, it is assumed that p ( x / s , = C,, m ) = g(x; m , R j ) j = 0 , 1 , 2. (2) From (2) and (l), one obtains
Finally, let P, (C, ) and P, ( C, /x,) be the probabilities of the events 
The classification method proposed is based on the criterion of the maximum a posteriori probability. At step a , the class C, is Equation (9) makes the calculations considerably complex and will not be used. In this correspondence, the following criterion is proposed:
This criterion is justified by the fact that the pdf to be updated corresponds to the class Cj = s,* which has the maximum probability to be the true one. In order to reduce the risks related to the above criterion, the updating will be made only if
where the threshold g is appropriately chosen.
As an application of ( l l ) , suppose, for example, that s,* = C, 
In conclusion, using (7), (14), and (15), one can carry out, at each step, the updating necessary for the classification at the following step.
III. COMPUTATION PROCEDURE Some developments for the reduction of the number of operations required by the algorithm are presented. An extensive description of the procedures used can be found in . . . , L, and Zij are the constituent matrices of Gj , one can write As regards 1 Rj + Q,'"'' I-' ' ' , it is possible to show that IV. EXPERIMENTAL RESULTS In this section, results concerning the experimental application of the classification method are presented. The results obtained are more extensively described in [4] .
The classification method was experimented on an IBM Series/ 1 computer. A dynamic microphone was used. The speech signal was filtered at 4.8 kHz and sampled at 10 kHz. It was subdivided into segments of 12.8 ms duration corresponding to N = 128 samples. The following measurements were considered: 1) log energy of the signal LE, 2) zero crossing ZE, 3) first linear prediction coefficient A1 , 4) normalized autocorrelation coefficient between adjacent samples C.
During the training phase, the vector of expected values of x and the associated covariance matrix were estimated for each class on the basis of 1440 speech segments spoken by one female speaker and one male speaker. The a priori probabilities of the three classes and the transition probabilities were evaluated on the basis of an analysis of 4936 segments. All of the segments of the training data were classified manually by visual examination of spectrograms and waveforms.
The algorithm was tested on four sentences (939 segments): two were pronounced by a female speaker (F) and the remainder by a male speaker (M). Atal and Rabiner [l] was tested using the same speech materials. Some experiments were also carried out using only three parameters (excluding C ) on three sentences (1419 segments) pronounced by M and F . Table I shows the mean values, the variances, and the covariance matrices Pi + Q j (normalized) of the three parameters at the end of the training phase, and Table I1 shows their values at the end of a test sentence of 6 s duration, pronounced by M.
The results obtained using four and three parameters are shown in Tables I11 and IV, These results show that the adaptation is helpful: the global misclassification rate is 3.08 percent compared to 5.1 percent obtained with the nonadaptive method. Moreover, even when using only three parameters, the global misclassification rate is 3.8 percent, always lower than that obtained with method I1 and with one more parameter. However, the computation is longer in method I. The amount of computation required is discussed in the next paragraph. With the method proposed, most of the classification errors occur in the transition VIUV or UVIV, and the examination of the sequence of decisions has shown the uselessness of smoothing after decision. This procedure, however, is useful in the nonadaptive method. Those results may be compared to that obtained with -a is decreased, the convergency to a stable state is quicker but less precise, and the error rate increases.
V. AMOUNT OF COMPUTATION It is of interest to compare the number of computations (multiplications) required €or the application of method I and method 11.
It is not difficult to see that the number of computations for method I1 is
In method I, the number of computations for the calculation of P n ( x n / C j ) is
In addition, the number of computations needed for obtaining the a priori probabilities of the classes is c f ' = 3 . 3 = 9 .
Finally, the number of computations needed for the updating of the parameters of the pdf is
The total number of computations needed for applying method I is then
As one can see, CI is a polynomial in L of the third order, while CII is of the second order. It is possible to reduce C, by appropriately choosing p n ( x n / Cj ) as shown in [6] .
VI. CONCLUSIONS
In this correspondence, a new method for VIUVIS classification of segments of a speech signal is presented. This method uses a probabilistic pattern recognition approach based upon a Bayesian decision criterion. The method presented introduces two new elements: the hypothesis that the sequence of classes constitutes a firstorder Markov chain, and adaptation to the specific speaker of some statistical parameters used for the classification. These two characteristics allow us to obtain a classification procedure which has proved to be promising.
It is appropriate to highlight the fact that the method proposed does not require a final smoothing process of the sequence of classifications: this is due to the use of a Markovian model for the sequence of the classes.
I. INTRODUCTION
The Wigner [l] distribution has been studied and applied with considerable profit in many areas of signal analysis [2]. However, it appears that one of its fundamental properties and consequences is not fully appreciated or realized: the Wigner distribution is not necessarily zero when the signal is zero, and similarly, it is not necessarily zero for those frequencies for which the spectrum is zero.
Although some manifestations of the above property have been previously noted, it has been my experience over the last 20 years that even active workers in the field are surprised at this property of the Wigner distribution. Hence, I thought it would be of value to explicitly discuss this aspect and some of its consequences. ReManuscript received February 4, 1986 
