The number k is called the length of this cycle.
The study of possible cycle lengths for polynomial mappings of one variable with coefficients from Z K , the ring of integers in a finite extension K of the rationals, was started in [Na1] , where it was shown that the lengths are bounded by 7 7·2 n with [K : Q] = n. The proof used the result of [Ev] about the number of solutions of x + y = a with x, y ∈ Z K invertible.
A much better bound, namely (2 n − 1)2 n+1 , was obtained in [Pe1] via embeddings Z K into its suitable localizations.
For the study of iterations of polynomials, rational mappings and power series over discrete valuations rings see [MoSi1] , [MoSi2] , [NeRo] , [No] , [Zi] .
In [Pe2] an estimate for lengths of cycles for polynomials in N variables over some discrete valuation rings was obtained, and as a result it was inferred that the cycle length for a polynomial mapping in N variables with coefficients from Z K , K as above, is bounded by 2 n(1+3N +N 2 ) . As every finitely generated domain D of characteristic 0 is embeddable into a suitable p-adic ring the lengths of cycles in N variables with coefficients from D are bounded by a constant solely depending on D, N as pointed out in [HNa] .
For a survey of topics related to polynomial cycles see [Na2] , [Na3] . In this paper we will sharpen the results given in [Pe2] . This together with Theorem 3.2, which says that the cycle lengths for polynomial mappings in N ≥ 2 variables are uniquely determined by the corresponding lengths in their localizations, will allow us to give some asymptotic formulae for cycles in N ≥ 2 variables over Z K .
Acknowledgements. The author is grateful to the referee, whose remarks led to simplifying the proofs and making the presentation clearer. They also suggested the generalization of the original version of Theorem 3.2.
Notations.
Throughout, R is a discrete valuation domain of characteristic zero, and P is the unique maximal ideal of R. We assume that the quotient field R/P is finite and has N (P ) = p f elements (p is prime). Let π be a generator of the principal ideal P and let v be the norm of R, normalized so that v(π) = 1/p. We denote by w the corresponding exponent, defined by w(x) = − log v(x) log p for x = 0 and w(0) = ∞.
We put w(p) = e. Hence e is the ramification index of R.
We extend v and w to R N by putting
The congruence symbol x ≡ y (mod P d ) will be used for vectors x, y in R N to indicate that the corresponding components are congruent, or equivalently
Let B(R, N ) be the maximal length, if it exists, of cycles of polynomial mappings in N variables over R. If the cycle lengths are unbounded we put B(R, N ) = ∞.
Let G(R/P , M ) denote the set of orders prime to p of cyclic subgroups of the linear group GL M (R/P ) of invertible M × M matrices with coefficients from the field R/P .
Let H(R/P , M ) denote the set of orders prime to p of elements A ∈ GL M (R/P ) such that for some y ∈ (R/P ) M the vectors y, Ay, A 2 y, . . . span the whole (R/P ) M .
Denote by g(R/P , M ) the biggest element in G(R/P , M ). In the similar manner we define h(R/P , M ).
Let CYCL(R, N ) be the set of all possible cycle lengths for polynomial mappings in N variables with coefficients from R.
In this paper a polynomial mapping refers, if not specified differently, to a polynomial mapping in several variables with coefficients from R.
If Φ is a polynomial mapping in N variables with coefficients from R then Φ (0) denotes the Jacobian matrix of Φ at 0.
In [Pe2] it was shown that B(R, N ) ≤ p f N +e+f N +ef N g(R, N ) N . As a corollary it was inferred that B(Z K , N ) ≤ 2 n(1+3N +N 2 ) , where Z K is the ring of integers in K, a finite extension of Q of degree n.
3. Main results. Here R, P, v, . . . are as in the previous section. For real x let x be the smallest integer ≥ x. Define
Theorem 3.1. We have:
The length of a ( * )-cycle for a polynomial mapping in N variables is of the shape
where the minimum is taken over all non-zero prime ideals p of Z K , #Z K /p = p f and e is the ramification index of p.
where R p is the completion of R p with respect to the obvious valuation. In particular , this holds for the rings of integers in finite extensions of Q.
Remark 3.1. Theorem 3.2 does not hold for N = 1. In fact from [Pe1] it follows that p prime CYCL(Z p , 1) = {1, 2, 4}, whereas CYCL(Z, 1) = {1, 2}. 
Then: Proof. Points (i)-(iv) were proved in [Pe2] . For the proof of (v) consider an invertible matrix 
Proof. Clear. Proof. Clearly CYCL(R, N ) ⊂ CYCL( R, N ). Let x 0 , . . . , x k−1 be a cycle for a polynomial mapping Φ : R N → R N with coefficients from R. We can assume, according to Lemma 4.1(v) , that all components of 
k−1 ). Now we replace x 0 , . . . , x k−1 by y 0 , . . . , y k−1 with coefficients from R, such that y t is sufficiently close to x t . We proceed similarly with the coefficients of G i , i.e. we take H i (X 1 , . . . , X N ) with the same monomials as in G i (X 1 , . . . , X N ) but with coefficients from R sufficiently close to the corresponding coefficients of G i .
We thus get a tuple y 0 , . . . , y k−1 with different elements, which is a cycle
j are the solution of a similar system of equations, but with G i replaced by H i , and x t by y t . Such a solution ( c
The statement concerning ( * )-cycles follows from the observation that approximating a ( * )-cycle in R N sufficiently closely by elements from R N we get a ( * )-cycle in R N .
at the beginning of this section).
Proof. Put k = ls. We have
We have used Lemma 4.1(iii). Proof. The first part was proved in [Pe2] . To prove the existence part note that owing to Proposition 4.1 it suffices to consider the case of complete R (the number f is the same for both R and R).
Let b = 1 + r for a suitable 0 ≤ r < p f N and fix a 0 , . . . , a r ∈ R N such that a i + P R N = a j + P R N for i = j, and moreover a 0 = 0. Put
We will show that y 0 , y 0 +a 1 , . . . , y 0 +a r , y 1 , y 1 +a 1 , . . . , y 1 +a r , . . . , y a−1 , . . . , y a−1 + a r is a ( * )-cycle in R N . For this purpose take for n ≥ 1 a polynomial mapping
For j = 0, . . . , r and l ≥ 0 we have
As R is compact, there is a sequence n 1 < n 2 < . . . such that for all 0 ≤
Then for j = 0, . . . , r and l ≥ 0 such that l(1
which easily gives the statement of the lemma. 
A similar relation holds for m/m r .
Proof. The previous lemma gives
Owing to m i | m i+1 we get the result. A similar argument works for the case i = r. 
. .}).
Here, Lin means the linear span over R/P . We consider L i in a natural way as a linear subspace of (R/P ) N .
For s = 1, . . . , r define A s = (Φ m s ) (0), which is an N × N matrix with coefficients from R. It could be considered in a natural way as a linear transformation of (R/P ) N .
Lemma 5.1. For i < s and natural j we have
Proof. We have x jm i +m s = Φ m s (x jm i ) = x m s + A s x jm i plus terms of degree ≥ 2 in x jm i . By Lemma 4.3 we have w(
) and by division by π d i , we get the statement.
Proof. Notice that Lemma 4.6 gives 
we thus have, owing to Lemma 5.1,
As m/m i is not 0 in R/P we thus obtain y = 0. Let s be the minimal natural such that
. To obtain the asserted formula for dim L i it suffices to show for t ≥ s + 1 that
From the very definition of s this holds for t = s + 1. Assume that it holds for some t ≥ s + 1. This gives
As for l ≥ 0 we have
and
Hence we obtain
From this and (2) we get the statement of the lemma.
Proof. From the proof of Lemma 5.2 we have
The statement now follows from Lemma 4.7.
From (1) it follows that
L i = Lin(π −d i x m i + P R N , A i π −d i x m i + P R N , A 2 i π −d i x m i + P R N , . .
.).
To finish the proof of Proposition 5.1 notice that 
where Z(k) is defined in Section 3.
Proof. Put w(x
Lemma 6.1. For any k > l ≥ 0, we have
Proof. The congruences follow from Lemma 4.6 and from the identity 
Proof. Induction on r. For r = 0 this clearly holds. Now assume that it holds for all r ≤ s and all possible A, x, d. So for some M we have
If m ≤ s then we use the inductive assumption for A N x instead of x and
Proof. Recall that x and Z(k) were defined in Section 3. For k = 0 we have Z(0) = 0; d 0 = w(x 1 ) ≥ 1 (as we consider ( * )-cycles). Assume that for some k ≤ log 2 e we have d Z(k) ≥ 2 k and consider d Z(k+1) with k + 1 ≤ log 2 e . For r > Z(k), Lemma 6.1 yields
For β > max{Z(k), α}, Lemma 6.1 implies
whence by Lemma 6.2,
Proof. We have
as from Lemma 4.3,
Proof. For m ≥ α this is obvious. So let m < α. Lemma 6.1 gives
By Lemma 6.4 we have
).
Now we use Lemma 6.2 to obtain (
Having this we apply Lemma 6.1 to obtain
Proof. We may assume that α > m. Applying Lemma 6.1 (with k = α, l = α − 1), we obtain
7. Proof of Theorem 3.1 7.1. Proof of Theorem 3.1(i). Theorem 3.1(i) follows directly from Propositions 5.1 and 6.1 because if we have a ( * )-cycle of length mp α then there is a ( * )-cycle of length m and there is a ( * )-cycle of length p α (this follows directly from Lemma 4.1(ii)).
Proof of Theorem 3.1(ii). Note that the numbers
The rest follows from Theorem 3.1(i) and Lemma 4.4.
Proof of Theorem 3.1(iii).
Note that in the passage from R to R the number f is preserved. Having a ( * )-cycle of a given length in R r by extending by zeros we obtain a ( * )-cycle of the same length in R N . So in view of Lemma 4.4 and Proposition 4.1 it suffices to find a ( * )-cycle of length p f N − 1 in R N for a complete R. As the statement of this point is clear for
Let a field S be a finite extension of R/P of degree N . Let ξ 0 be a generator of the multiplicative group S \{0}. Then the minimal monic polynomial
with relatively prime polynomials f, g. From the Hensel lemma there are
Let ξ be such that F (ξ) = 0. We have a bijection j :
be multiplication by ξ. It is easy to check that j −1 Λj : R N → R N is a polynomial mapping (even linear). Let r be the smallest natural such that ξ r = 1. So F (X) | X r − 1 and p, 0, 0, . . . , 0) for N ≥ 2 and (ξ − 1)p for N = 1. Notice that for N = 1 the number ξ lies in R.
8. Proof of Corollary 3.1. The first estimate in the corollary follows from Theorem 3.1(ii), as we can embed
We consider Z K as a subring of (Z K ) P 1 , which satisfies the assumptions of Theorem 3.1 with p = 2, e = e 1 , f = f 1 , ef ≤ n. So Theorem 3.1(ii) gives
Taking into account the definition of Z(k) we easily arrive at the statement of the corollary, considering separately the cases f = n, e = 1 and f ≤ n/2, e ≤ n.
9. Proof of Theorem 3.2. The equality CYCL(R p , N ) = CYCL( R p , N ) follows from Proposition 4.1, as R p is a discrete valuation ring. Clearly, CYCL(R, N ) ⊂ CYCL(R p , N ) for all p ∈ P(R).
Suppose now that k ∈ CYCL(R p , N ) for all p ∈ P(R), and let B ⊂ P(R) be a finite non-empty set such that #(R/p) ≥ k for all p ∈ P(R) \ B and for some positive α(p) the ideal p∈B p α(p) is principal. For each p ∈ B, let x p,0 , . . . , x p,k−1 be a cycle of some polynomial mapping
p,i ∈ R p . According to Lemma 4.1(v), we may assume that x (r)
and w p (M ) = 0 for all p ∈ P(R) \ B (the existence of such an M clearly follows from the properties of B). Our construction depends on a suitable approximation of the elements x (r) p,i by elements from R which is supplied by the following lemma.
Proof. Let z
s ) = 0 (6) for all i = v and p ∈ P(R) \ B. Once this is done, we set x
for r ≥ 2, and the lemma follows. We set a 0 = 0 and suppose that for some 1 ≤ l ≤ k − 1 we have already constructed a 0 , a 1 , . . . , a l−1 such that (6) holds for 0 ≤ v < i ≤ l − 1 and all p ∈ P(R) \ B. Since the elements z (r) i are pairwise distinct by construction, the set B of all p ∈ P(R) \ B satisfying
is finite. Hence it suffices to determine a l such that, for all p ∈ B ,
For each p ∈ B , we have M k ∈ p and #(R/p) ≥ k > l, and therefore there exists a l,p ∈ R p such that w p (z
Choosing a l ∈ R such that a l ≡ a l,p (mod pR p ) for all p ∈ B yields the assertion.
Let now x (r)
i ∈ R be as in Lemma 9.1, set 
j ∈ R. We must determine these coefficients in such a way that 
Proof of Theorem 3.4(ii).
It suffices to note that by the simplex method for y 1 < y 2 < y 3 we have M (y 1 , y 2 , y 3 ) = min 2y 1 , y 1 + y 2 + y 3 2 and M (y 1 , y 2 ) = M (y 1 ) = 2y 1 .
Proof of Theorem 3.4(iii).
Here we have q 1 = 2 and q 3 ≥ 5 ≥ 2 2 . So the statement follows from (ii).
