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Abstract
In this paper we study necessary and su2cient conditions for the equivalence of Volterra
Gaussian processes. Though this topic has already been studied in the literature, we provide
new proofs, precisions and new theorems. We also give some examples of equivalent Volterra
processes all related to the extensively studied fractional Brownian motion. Finally, we give an
extension to general Gaussian processes of a recent regularization theorem by P. Cheridito.
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1. Introduction
Su2cient conditions for the equivalence of Gaussian processes and the existence
of associated canonical representations have been extensively studied in the literature
since the pioneering works of L=evy (1965), Hitsuda (1968), Kallianpur and Oodaira
(1973), and Shepp (1966). Nevertheless, it seems interesting to investigate this topic
in the light of the formalism recently developed in order to construct a stochastic cal-
culus with respect to any Gaussian process and overall with respect to the fractional
Brownian motion (see AlCos et al., 2001; Decreusefond and DUstDunel, 1999). In partic-
ular, in the Frst part of our work, we obtain a new proof of Theorem 6.4, p. 142
in Hida and Hitsuda (1976), which establish the existence of a canonical representa-
tion of a Gaussian process which is equivalent to a given Volterra Gaussian process.
We also write explicitly a new formula for the Radon–Nikodym density. The work of
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Shepp (1966) is also extended to our general framework of Volterra Gaussian processes.
In the second part of our work, we study su2cient conditions for the equivalence of
Volterra processes by means of Girsanov’s theorem and we consider several exam-
ples. We introduce the notion of resolvent process associated with a given Volterra
process and show that it is always equivalent to the starting Volterra process. We also
study a suitably time-changed fractional Brownian and show that it is equivalent to
a Wiener-type integral. Finally, we extend a recent result of Cheridito (2001) about
mixed Gaussian processes.
2. Preliminaries
The (elementary) background needed here about the theory of integral operators on
functional spaces can be found in Dunford and Schwartz (1963).
Let T ¿ 0: It is well-known that an L2 kernel K , i.e. an application
K : [0; T ]× [0; T ] → R;
(t; s) → K(t; s);
such that
∫ ∫
[0;T ]2 K(t; s)
2 dt ds¡ + ∞, induces a Hilbert–Schmidt operator K on
L2([0; T ]; dx) in the following way:
K :L2([0; T ]; dx) → L2([0; T ]; dx);
’ →
{
t →
∫ T
0
K(t; s)’(s) ds
}
:
The (discrete) spectrum of K will be denoted by (K). The operator associated with
an L2 kernel will always be denoted by the corresponding calligraphic letter. If K1 and
K2 are two L2 kernels, it is easily seen that there exists a unique L2 kernel T such that
K1 ◦K2 =T:
The kernel T is called the convolution of K1 and K2 and denoted by K1∗K2. Moreover,
for t; s∈ [0; T ]
(K1 ∗ K2)(t; s) =
∫ T
0
K1(t; r)K2(r; s) dr:
Let D be the set
D= {(t; s)∈ [0; T ]2; t¿ s}:
An L2 kernel on D is called a Volterra kernel and we assume implicitly that it vanishes
on [0; T ]2 \ D. An important property of the operator K associated with a Volterra
kernel is the quasi-nilpotence. Namely,
sup{||; ∈ (K)}= lim inf
n→+∞ ‖K
n‖1=n = 0:
In the following, we consider two L2 Volterra kernels K1 and K2 and which are
non-degenerate in the sense that the families
{Ki(t; ·); t ∈ (0; T ]}; i = 1; 2
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are free and span vector spaces which are dense in L2([0; T ]; dx). With K1 and K2, we
associate now the two Volterra processes
X 1t =
∫ t
0
K1(t; s) dW 1s ; 06 t6T
and
X 2t =
∫ t
0
K2(t; s) dW 2s ; 06 t6T;
where (W 1t )06t6T and (W
2
t )06t6T are two standard one-dimensional Brownian
motions.
For instance, the Gaussian process associated with the integration operator f → ∫ ·0 f
is the Brownian motion. Notice that if T is an isometry of L2([0; T ]; dx), then the
Gaussian process associated with the kernel of T ◦K1 has the same law as X 1.
The covariance function of X 1 (resp. X 2) will be denoted R1 (resp. R2). The
non-degeneracy assumption on K1 and K2 implies that R1 and R2 are positive deF-
nite on (0; T ]. Indeed, if for some (ai)16i6n ∈Rn and 0¡t1 ¡ · · ·¡tn6T∑
i; j
aiajR1(ti; tj) = 0;
then it is easily seen that for almost all u∈ [0; T ]∑
i
aiK1(ti; u) = 0;
which implies that ai = 0: Notice also that the second assumption, i.e. the density of
the vector space spanned by {K1(t; ·); t ∈ (0; T )}, implies the injectivity of K1. Thus,
(K1)=(K2)= ∅. Important consequences of the non-degeneracy of the kernels are
the following equalities (see Remark 3 for the proof):
FW
1
=FX
1
and FW
2
=FX
2
;
where FZ denotes the natural Fltration of a process Z .
We say that two Volterra processes X 1 and X 2 are equivalent if their laws are
mutually absolutely continuous on the Fxed time interval [0; T ], and they are said to
be locally equivalent if they are equivalent on any Fnite time interval.
In order to handle the particular example of the fractional Brownian motion we will
make use of the techniques of fractional calculus. Let us recall the basic deFnitions
and properties of this calculus. For a detailed presentation of these notions we refer to
Samko et al. (1993).
Let a; b∈R, a¡b. Let f∈L1(a; b) and ¿ 0. The left-sided fractional integral of
f of order  is deFned for almost all x∈ (a; b) by
I a+f(x) =
1
()
∫ x
a
(x − y)−1f(y) dy: (1)
Let I a+(L
p) be the image of Lp(a; b) by the operator I a+. If f∈ I a+(Lp) and 0¡¡ 1
then the left-sided fractional derivative is deFned by
Da+f(x) =
1
(1− )
(
f(x)
(x − a) + 
∫ x
a
f(x)− f(y)
(x − y)+1 dy
)
(2)
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for almost all x∈ (a; b) (the convergence of the integral at the singularity y = x holds
pointwise for almost all x∈ (a; b) if p= 1 and moreover in Lp-sense if 1¡p¡∞).
Recall the following properties of these operators:
• If ¡ 1=p and q= p=(1− p) then I a+(Lp) ⊂ Lq(a; b).
• If ¿ 1=p then I a+(Lp) ⊂ C−1=p(a; b), where C−1=p(a; b) denotes the space of
(− 1=p)-HDolder continuous functions of order − 1=p in the interval [a; b].
The following inversion formulas hold:
I a+(D

a+f) = f
for all f∈ I a+(Lp), and
Da+(I

a+f) = f
for all f∈L1(a; b).
3. Necessary conditions for the equivalence of Volterra processes
In this paragraph, we suppose that X 1 and X 2 are equivalent and investigate some
consequences of this equivalence. In particular, we give a new proof and some preci-
sions (namely, we give an explicit construction of the innovation process) on a theorem
due to Hida–Hitsuda (see Hitsuda, 1968, Theorem 6.4, p. 142). We also extend the
work of Shepp (see Shepp, 1966) to our general framework of Volterra processes.
Theorem 1. If the processes (X 1t )06t6T and (X
2
t )06t6T are equivalent, then:
(1) There exists on D an L2 kernel L and a standard Brownian motion (W˜t)06t6T ,
such that:
X 2t =
∫ t
0
K1(t; s) dW˜s +
∫ t
0
K1(t; s)
[∫ s
0
L(s; u) dW˜u
]
ds; 06 t6T:
Moreover, L and (W˜t)06t6T are unique in the sense that if L′ is an L2 kernel,
and (W˜t ′)06t6T is a standard Brownian motion such that for 06 t6T∫ t
0
K1(t; s) dW˜ ′s +
∫ t
0
K1(t; s)
[∫ s
0
L′(s; u) dW˜u′
]
ds
=
∫ t
0
K1(t; s) dW˜s +
∫ t
0
K1(t; s)
[∫ s
0
L(s; u) dW˜u
]
ds
then L= L′ and W˜ = W˜
′
.
(2) There exists an L2 kernel M , such that
R2(t; s)− R1(t; s) =
∫ t
0
∫ s
0
K1(t; u)K1(s; v)M (u; v) du dv
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and (M) ⊂ (−1;+∞). Moreover, the density of X 2 with respect to X 1 is given
by
dPX 2
dPX 1
=
exp[ 12 (I
1 ⊗I1)(M˜)]√
det2(Id +M) exp(Tr(M˜ ◦M))
;
where det2 is the Carleman–Fredholm determinant, M˜ = Id − (Id +M)−1, and
I1 is the linear extension of the isometry
L2([0; T ]; dx) → L2(CT ;PX 1 );
K1(t; ·) → Zt;
CT being the space of continuous functions on [0; T ] and Z the coordinate process
on this space.
Our proof is divided in several steps. In the Frst step, we use the equivalence of
X 1 and X 2 to construct a coupling between these two processes. For this, we need the
following lemma. We denote by E the set of step functions on [0; T ].
Lemma 2. There exists a constant ¿ 0 such that for all f∈E
E
((∫ T
0
f(s) dX 2s
)2)
6 E
((∫ T
0
f(s) dX 1s
)2)
:
Proof. Indeed, if not we could Fnd a sequence (fn)n∈N such that
E
((∫ T
0
fn(s) dX 1s
)2)
= 1
and
E
((∫ T
0
fn(s) dX 2s
)2)
→n→+∞ +∞:
The sequence (
∫ T
0 fn(s) dX
2
s )n∈N converges in probability to +∞, which implies that
the sequence (
∫ T
0 fn(s) dX
1
s )n∈N also converges in probability to +∞ because X 1 and
X 2 are equivalent. Now, it is known that for a sequence of Gaussian random variables
the convergence in probability also implies the convergence in L2. This means that
E
((∫ T
0
fn(s) dX 1s
)2)
→n→+∞ +∞
which is absurd.
Consider the continuous linear extension I1;2 of the map
L2([0; T ]; dx) → L2($;P);
K1(t; ·) → X 2t :
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Note Frst that this map is well deFned and it has a continuous linear extension to the
vector space spanned by {K1(t; ·); t ∈ [0; T ]} because from the previous lemma
E

(∑
i
aiX 2ti
)26 E

(∑
i
aiX 1ti
)2= 
∥∥∥∥∥
∑
i
aiK1(ti; ·)
∥∥∥∥∥
2
L2([0;T ];d x)
:
Hence, we can extend the linear extension to the closure of Vect{K1(t; ·); t ∈ [0; T ]}
in L2([0; T ]; dx), which is equal, by assumption, to L2([0; T ]; dx).
Remark 3. We could also deFne the following applications:
(1) I2;1 the continuous linear extension of the map
L2([0; T ]; dx) → L2($;P);
K2(t; ·) → X 1t :
(2) I1;1 the continuous linear extension of the isometry
L2([0; T ]; dx) → L2($;P);
K1(t; ·) → X 1t :
(3) I2;2 the continuous linear extension of the isometry
L2([0; T ]; dx) → L2($;P);
K2(t; ·) → X 2t :
Notice that I1;1(1[0; t)) =W 1t and I
2;2(1[0; t)) =W 2t .
Proposition 4. The process Y de<ned by
Yt := I1;2(1[0; t)); 06 t6T
is equivalent to a standard Brownian motion. Furthermore, the process Y satis<es∫ t
0
K1(t; s) dYs = X 2t ; 06 t6T:
Proof. Since the processes (X 2t )06t6T and (X
1
t )06t6T are equivalent, there exists a
probability measure P˜ which is equivalent to P and such that the law of (X 2t )06t6T
under P˜ is the same as the law of (X 1t )06t6T under P. We claim that under P˜, the
process (Yt)06t6T is a standard Brownian motion. Indeed, for 06 s6 t6T
E˜(X 2s X 2t ) = E(X 1s X 1t ):
This implies that
E˜(I1;2(K1(s; ·))I1;2(K1(t; ·))) = 〈K1(s; ·); K1(t; ·)〉L2([0;T ];d x):
Thus, by the density of the vector space spanned by {K1(t; ·); t ∈ [0; T ]}, we conclude
that
E˜(I1;2(1[0; s))I1;2(1[0; t))) = 〈1[0; s); 1[0; t)〉L2([0;T ];d x) = s ∧ t;
which means that (Yt)06t6T is a standard Brownian motion under P˜.
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We claim now that∫ t
0
K1(t; s) dYs = X 2t :
Indeed, since Y is equivalent to a standard Brownian motion, the following limit holds
in L2 ∫ t
0
K1(t; s) dYs = lim
n→+∞
n∑
i=1
(
n
∫ ti
ti−1
K1(t; s) ds
)
(Yti − Yti−1 );
where ti = iT=n, 06 i6 n. On the other hand,
n
n∑
i=1
(∫ ti
ti−1
K1(t; s) ds
)
1[ti−1 ; ti)
converges in L2([0; T ]; dx) to K1(t; ·) as n tends to inFnity, and this implies, by the
continuity of I1;2, that∫ t
0
K1(t; s) dYs =I1;2(K1(t; ·)) = X 2t :
It is interesting to note that the natural Fltration of Y is equal to the natural Fltration
of X 2: Before we conclude the proof of Theorem 1, we give an explicit construction
of the process (Yt)06t6T . For notational convenience, we suppose in this construction
that T = 1.
For n∈N∗, we consider the subdivision
ti =
i
n
; i = 0; : : : ; n
and introduce the covariance matrices
&1n = (E[(X 1ti − X 1ti−1 )(X 1tj − X 1tj−1 )])16i; j6n
and
&2n = (E[(X 2ti − X 2ti−1 )(X 2tj − X 2tj−1 )])16i; j6n:
We recall that the covariance functions of X 1 and X 2 are, respectively, denoted by
R1 and R2: Since the kernels K1 and K2 are assumed to be non-degenerate on D, the
matrices
(R1(ti; tj))16i; j6n
and
(R2(ti; tj))16i; j6n
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are positive deFnite. From Cholesky’s decomposition, we know that there exist two
(unique) triangular matrices, say Kn1 and K
n
2 , such that
R1(ti; tj) =
1
n
i∧j∑
k=1
Kn1 (i; k)K
n
1 (j; k);
R2(ti; tj) =
1
n
i∧j∑
k=1
Kn2 (i; k)K
n
2 (j; k)
and
Kn1 (i; i)¿ 0; K
n
2 (i; i)¿ 0:
We introduce the Fnite-dimensional vector space En spanned by the family {1[ti−1 ;ti];
i = 1; : : : ; n} and endowed with the usual L2 product. Consider the linear operator
K∗; n1 : En → En
deFned by
(K∗; n1 1[0; ti))(s) =
i∑
k=1
Kn1 (i; k)1[tk−1 ;tk )(s):
In the same way we can deFne a linear operator K∗; n2 . In this geometrical framework,
it is easy to see that
&1n =
1
n
(K∗; n1 (K
∗; n
1 )
T)
and
&2n =
1
n
(K∗; n2 (K
∗; n
2 )
T);
where, by a slight abuse of notation, we still denote by K∗; n1 the matrix of the appli-
cation K∗; n1 in the orthonormal basis
{√n1[ti−1 ; ti); i = 1; : : : ; n}:
We consider the sequence of applications
I1;2n : L
2([0; 1]; dx)→ L2($;P)
deFned on En by
I1;2n (’) =
n∑
j=1
[(K∗; n2 )(K
∗; n
1 )
−1’](tj−1)(W 2tj −W 2tj−1 )
and null on the orthogonal in L2([0; 1]; dx) of En.
Proposition 5. Let us consider the sequence Y n of Gaussian processes de<ned by
Y nt =
n∑
i=1
I1;2n (1[0; ti−1))1[ti−1 ;ti)(t):
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Then
sup
t∈[0;1]
E((Yt − Y nt )2)→n→+∞ 0:
Proof. From the deFnition of I1;2n , it is easily seen by straightforward computations
that for i = 1; : : : ; n
I1;2n
(
i∑
k=1
Kn1 (i; k)1[tk−1 ; tk )
)
=
i∑
k=1
Kn2 (i; k)(W
2
tk −W 2tk−1 ):
This implies with the deFnition of Kn2 that
E
((
I1;2n
(
i∑
k=1
Kn1 (i; k)1[tk−1 ; tk )
))(
I1;2n
( j∑
k=1
Kn1 (j; k)1[tk−1 ; tk )
)))
= R2(ti; tj):
Thus,
‖I1;2n ‖26 ;
where  is the constant deFned in Lemma 2. From this, we can Frst deduce that for
a Fxed t ∈ [0; T ]
I1;2n (K1(t; ·))→n→+∞ I1;2(K1(t; ·)) = X 2t :
Indeed, let us introduce the following sequences:
An(t) =
n∑
i=1
(
i∑
k=1
Kn1 (i; k)1[tk−1 ; tk )
)
1[ti−1 ; ti)(t)
and
I1;2n (An(t)) =
n∑
i=1
(
i∑
k=1
Kn2 (i; k)(W
2
tk −W 2tk−1 )
)
1[ti−1 ; ti)(t):
Then, it is easily seen that the following convergences hold in L2([0; 1]; dx) and L2($),
respectively:
An(t) → K1(t; ·);
I1;2n (An(t)) → X 2t :
Hence,
‖I1;2n (K1(t; ·))− X 2t ‖26 ‖I1;2n (K1(t; ·))−I1;2n (An(t))‖2 + ‖I1;2n (An(t))− X 2t ‖2:
Since the Frst term of the left-hand side of the above inequality is dominated by
√
‖K1(t; ·)− An(t)‖L2([0;1];d x)
we deduce easily
I1;2n (K1(t; ·))→n→+∞ I1;2(K1(t; ·)) = X 2t :
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From this, we conclude that the sequence (I1;2n )n∈N∗ converges point-wise on all
L2([0; 1]; dx) to I1;2 because the family
{K1(t; ·); t ∈ [0; 1]}
is assumed to span a dense vector subspace.
We are now close to the expected result. Indeed, from the above results, the sequence
Y n of Gaussian processes possesses the two following properties:
(1) ∀t ∈ [0; 1]
Y nt →L
2
n→∞ Yt:
(2) It is equicontinuous, in the sense that for s; t ∈ [0; 1] and n∈N∗
E((Y nt − Y ns )2)6 
(
|t − s|+ 2
n
)
: (3)
Then a standard argument in analysis (similar to the proof of Ascoli’s theorem)
leads to the following uniform convergence:
sup
t∈[0;1]
E((Yt − Y nt )2)→n→+∞ 0:
Notice that the arguments of the proof of the above proposition imply that the
sequence of processes Y n converges in law to Y . Indeed, the tightness of the sequence
Y n is a direct consequence of (3) and the convergence of Fnite-dimensional laws stems
from a straightforward computation of the covariance matrix.
We can now complete the Frst part of the proof of Theorem 1 with Hitsuda’s theorem
(see Hitsuda, 1968). Indeed, thanks to this theorem, there exist an L2 kernel L and a
standard Brownian motion W˜ (both unique) such that
Yt = W˜t +
∫ t
0
(∫ s
0
L(s; u) dW˜u
)
ds; 06 t6T:
This implies
X 2t =
∫ t
0
K1(t; s) dYs =
∫ t
0
K1(t; s) dW˜s
+
∫ t
0
K1(t; s)
[∫ s
0
L(s; u) dW˜u
]
ds; 06 t6T:
For the second point, we apply Shepp’s theorem (see Shepp, 1966) to Y . Namely,
thanks to this theorem, there exists an L2 kernel M such that for t; s∈ [0; T ]
RY (t; s) = t ∧ s+
∫ t
0
∫ s
0
M (u; v) du dv
where RY is the covariance function of Y . Moreover, the density of Y with respect to
the Wiener measure is given by
exp[ 12
∫ T
0
∫ T
0 M˜ (u; v) dZu dZv]√
det2(Id +M) exp(Tr(M˜ ◦M))
:
Using the deFnition of Y; we obtain the second part of Theorem 1.
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4. Su%cient conditions for the equivalence of Volterra processes
Let us Frst show the following technical lemma.
Lemma 6. Let K(t; s) be a square integrable kernel on the set D. De<ne
ut =
∫ t
0
K(t; s) dWs;
where W is a Brownian motion and Mt =
∫ t
0 us dWs. Then the martingale M satis<es
E(exp(MT − 12 〈M 〉T )) = 1:
Proof. It su2ces to show that there exists *¿ 0 such that for all t ∈ [0; T − *],
E(exp12 (Mt+* −Mt))¡∞
(see Corollary 2.2.2 of DUstDunel and Zakai, 2000). We have
1
2
(Mt+* −Mt) = 12
∫ t+*
t
(∫ s
0
K(s; r) dWr
)
dWs
=
1
4
I2(Ks);
where I2 denotes the double stochastic integral and Ks is the symmetrization of the
kernel 1[t; t+*](s)1[0; s](r)K(s; r). We can choose *¿ 0 such that
‖Ks‖L2([0;T ]2)6
(∫ t+*
t
∫ s
0
K(s; r)2 dr ds
)1=2
¡ 2;
and this implies that the largest eigenvalue of Ks is less than 2. Hence, if (+k) denotes
the sequence of nonzero eigenvalues of Ks, we have
E
(
exp
1
4
I2(Ks)
)
=
∏
k
(
1− +k
2
)−1=2
e−(1=4)+k ¡∞:
The following theorem is the main result of this section.
Theorem 7. Let us assume that W 1 = W 2 = W and that there exists on D an L2
kernel L such that for (t; s)∈D
K2(t; s)− K1(t; s) =
∫ t
s
K1(t; r)L(r; s) dr: (4)
Then, the processes (X 1t )06t6T and (X
2
t )06t6T are equivalent and
X 2t = X
1
t +
∫ t
0
K1(t; s)
[∫ s
0
L(s; u) dWu
]
ds; 06 t6T: (5)
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Moreover, the density of X 2 with respect to X 1 is given by:
dPX 2
dPX 1
= exp
[
1
2
(I1 ⊗I1)(G)− 1
2
∫ T
0
∫ s
0
K(s; r)2 dr ds
]
;
where K is the kernel of the operator K = (L + Id)−1 − Id, and G is the kernel
associated with the operator G=−(K+KT)−KT ◦K.
Following the terminology of Hida–Hitsuda, decomposition (5) can be called the
canonical decomposition of X 2 with respect to X 1.
In terms of the corresponding operators, (4) can be written
K2 −K1 =K1 ◦L:
Since L is a Volterra operator −1 ∈ (L), which implies the existence of an L2
kernel K such that
K1 −K2 =K2 ◦K; (6)
Namely,
K= (L+ Id)−1 − Id
satisFes (6). From this, we deduce (always under the assumptions of Theorem 7) the
canonical decomposition of X 1 with respect to X 2:
X 1t = X
2
t +
∫ t
0
K2(t; s)
[∫ s
0
K(s; u) dW 2u
]
ds; 06 t6T:
Proof. DeFne s =
∫ s
0 L(s; r) dWr , and W˜t = Wt +
∫ t
0 s ds. By Girsanov theorem and
Lemma 6 the process W˜ is a Brownian motion under the probability Q given by
dQ
dP = exp
(
−
∫ T
0
s dWs − 12
∫ T
0
2s ds
)
:
From (4) we have
X 2t =
∫ t
0
K2(t; s) dWs =
∫ t
0
K1(t; s) dW˜s:
On the other hand, s(W )=−-s(W˜ ), where -s=
∫ s
0 K(s; r) dW˜r . In fact, integrating the
equality
K1(t; s)− K2(t; s) =
∫ t
s
K2(t; r)K(r; s) dr
with respect to the process W˜ yields∫ t
0
K1(t; s) dW˜s −
∫ t
0
K2(t; s) dW˜s =
∫ t
0
(∫ t
s
K2(t; r)K(r; s) dr
)
dW˜s;
hence,∫ t
0
K2(t; s) dWs −
∫ t
0
K2(t; s) dW˜s =
∫ t
0
K2(t; r)
(∫ r
0
K(r; s) dW˜s
)
dr;
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which implies
Wt = W˜t +
∫ t
0
-s ds:
As a consequence for any bounded functional F on the space of continuous functions
on [0; T ] we can write
EP(F(X 2)) = EP
(
F
(∫ ·
0
K1(·; s) dW˜s
))
= EQ
(
F
(∫ ·
0
K1(·; s) dW˜s
)
dP
dQ
)
= EP
(
F(X 1) exp
[
−
∫ T
0
-s(W ) dWs − 12
∫ T
0
-s(W )2 ds
])
:
Easy computations lead to
−
∫ T
0
-s(W ) dWs − 12
∫ T
0
-s(W )2 ds=−12 I2(G)−
1
2
∫ T
0
∫ s
0
K(s; r)2 dr ds;
where I2(G) denotes the double stochastic integral of the symmetric kernel
G(s; r) = (K(s; r) + K(r; s)) +
∫ T
s∨r
K(v; s)K(v; r) dv:
Finally, the double stochastic integral I2(G) can be written as a functional of the process
X 1 by means of the operator I1. In fact, we have, I2(G)=(I1⊗I1)(G). This allows
to conclude the proof.
The kernels M˜ and G appearing in Theorems 1 and 7 coincide. In fact, we have
from (4) and (6)
ImK2 = ImK1
and
K−12 K1 − Id =K:
As a consequence,
G=−(K+KT)−KT ◦K
= 2 Id − (K−12 ◦K1 +KT1 ◦ (K−12 )T)
−(KT1 ◦ (K−12 )T − Id) ◦ (K−12 ◦K1 − Id)
= Id −KT1 ◦ (K−12 )T ◦K−12 ◦K1:
On the other hand, from
K2 ◦KT2 −K1 ◦KT1 =K1 ◦M ◦KT1 ;
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we obtain
M=K−11 ◦K2 ◦KT2 ◦ (KT1 )−1 − Id;
and from M˜= Id − (Id +M)−1 we get
M˜= Id − (K−11 ◦K2 ◦KT2 ◦ (KT1 )−1)−1
= Id −KT1 ◦ (KT2 )−1 ◦K−12 ◦K1 = G:
Example 8. Suppose that K1(t; s) = K1(s)1[0; t](s), where K1 is a continuous function.
Suppose also, that K2(t; s) is continuous in D. Then a su2cient condition for the
equivalence of X 1 and X 2, is that K2 satisFes the following conditions:
K2(t; t) = K1(t);
∫ T
0
K1(t)−2
∫ t
0
∣∣∣∣@K2@t (t; s)
∣∣∣∣
2
ds dt ¡∞:
5. Fractional Brownian motion and resolvent processes
The fractional Brownian motion (fBm) with Hurst parameter H ∈ (0; 1) is a centered
Gaussian process B= {Bt; t¿ 0} with the covariance function
RH (t; s) = 12 (s
2H + t2H − |t − s|2H ): (7)
It is known (see Decreusefond and DUstDunel, 1999) that B admits a Volterra-type rep-
resentation
Bt =
∫ t
0
KH (t; s) dWs;
where KH is the square integrable kernel on D deFned by
KH (t; s) = cH (t − s)H−1=2
+ cH
(
1
2
− H
)∫ t
s
(u− s)H−3=2
(
1−
( s
u
)1=2−H)
du; (8)
and cH is a normalizing constant given by
cH =
(
2H( 32 − H)
(H + 12)(2− 2H)
)1=2
:
If H ¿ 12 the kernel KH has the simpler expression
KH (t; s) = dHs1=2−H
∫ t
s
(u− s)H−3=2uH−1=2 du; (9)
where dH = cH (H − 12 ).
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The fractional Brownian motion B with Hurst parameter H ∈ (0; 1) has a decompo-
sition (in law) of the form (see Mandelbrot and Van Ness, 1968)
Bt = dH
(
Zt +
∫ t
0
(t − s)H−1=2 dWs
)
;
where the process Zt =
∫ 0
−∞ [(t − s)H−1=2 − (−s)H−1=2] dWs has absolutely continuous
trajectories, and W is a two-sided Brownian motion.
Proposition 9. The fractional Brownian motion with Hurst parameter H ∈ (0; 1) is
locally equivalent to the process dH
∫ t
0 (t − s)H−1=2 dWs.
Proof. From Theorem 7 it su2ces to show that there exists a locally square integrable
kernel L such that
KH (t; s)− dH (t − s)H−1=2 = dH
∫ t
s
(t − r)H−1=2L(r; s) dr: (10)
If H ¿ 12 we can diRerentiate both members of the above equation with respect to t
and we obtain[( t
s
)H−1=2
− 1
]
(t − s)H−3=2 =
∫ t
s
(t − r)H−3=2L(r; s) dr:
Hence, it su2ces to take
L(t; s) = 
(
H − 1
2
)−1
DH−1=2s+
[(( ·
s
)H−1=2
− 1
)
(· − s)H−3=2
]
(t);
where DH−1=2s+ is the fractional derivative operator deFned in (2). It is not di2cult to
check that L is locally square integrable.
If H ¡ 12 we obtain from (10)
L(t; s) = 
(
H − 1
2
)−1
DH+1=2s+ [d
−1
H KH (·; s)− (· − s)H−1=2](t);
and again simple computations show that L is locally square integrable.
Now, we introduce the notion of resolvent process. Consider a non-degenerate Volterra
process
Xt =
∫ t
0
K(t; s) dWs; 06 t6T:
Since K is a Volterra, it has been already noticed that it is quasi-nilpotent. Hence
(K) = ∅;
because K is assumed to be non degenerate. It is well-known that this implies the
existence for all ∈R of an operator G such that
G −K= G ◦K= K ◦ G: (11)
The operator G is called the Fredholm resolvent of K at  and it is also a Volterra
operator. Furthermore, if K is continuous, so is G.
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De0nition 10. The process
X t :=
∫ t
0
G(t; s) dWs
will be called the resolvent process of X at .
Notice that X 0 = X . As a direct consequence of Theorem 7, we have the following
result.
Theorem 11. The resolvent process X  is equivalent to X on the time interval [0; T ].
It is interesting to note that we can also characterize the resolvent process as the
unique solution of a linear stochastic Volterra-type equation.
Proposition 12. (X t )06t6T is the unique solution of the following equation:
X t = 
∫ t
0
K(t; s)X s ds+ Xt: (12)
Proof. By Fubini’s theorem (X t )06t6T satisFes (12). The uniqueness of a solution for
Eq. (12) stems from
(K) = ∅:
Remark 13. Notice that the unique solution Y of the equation
Yt = 4+ 
∫ t
0
K(t; s)Ys ds+ Xt;
where 4 is a random variable is
Yt =
(
1 + 
∫ t
0
G(t; s) ds
)
4+
∫ t
0
G(t; s) dWs:
We now give some examples of resolvent processes. The Frst example is the resol-
vent processes of a standard Brownian motion.
Proposition 14. The resolvent process of a standard Brownian motion at ∈R is an
Ornstein–Uhlenbeck process with parameter .
As a second example, we now compute the resolvent process of
Xt = dH
∫ t
0
(t − s)H−1=2 dWs
at ∈R. According to Proposition 9, in this way we obtain a large class of pro-
cesses which are locally equivalent to the fBm itself. Before we state our result, let us
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recall the deFnition of the so-called Mittag–LeSer function (see Podlubny, 1999). The
two-parameter Mittag–LeSer function is deFned for x∈R by the series expansions
E;-(x) =
+∞∑
k=0
xk
(k + -)
; ¿ 0; -¿ 0:
Notice that E1;1(x) = ex.
Proposition 15. The resolvent process of
Xt = dH
∫ t
0
(t − s)H−1=2 dWs (13)
at ∈R is
X t = eH
∫ t
0
(t − s)H−1=2EH+1=2;H+1=2(eH (t − s)H+1=2) dWs; (14)
where
eH = dH(H + 12):
Proof. The Volterra operator associated with X is the operator
K :f → {t → dH
∫ t
0
(t − s)H−1=2f(s) ds}:
Let us compute the associate resolvent kernel. For this, we proceed to rewrite (11)
as a convolution equation. We need Frst to express 6 in terms of ’ in the following
equation:
6− k ? 6= ’; (15)
where k(x) = dHxH−1=2 and where ? denotes the usual convolution of functions.
By taking Laplace transforms (denoted fˆ for a function f) in Eq. (15), we obtain
6ˆ− kˆ6ˆ= ’ˆ
which implies
6=
(
’ˆ
1− kˆ
)∨
;
where ∨ denotes the inverse Laplace transform. From this we obtain that
G(t; s) =
(
kˆ
1− kˆ
)∨
(t − s):
Since
kˆ()
1− kˆ() =
dH(H + 12)
H+1=2 − dH(H + 12)
we conclude
G(t; s) = eH (t − s)H−1=2EH+1=2;H+1=2(eH(t − s)H+1=2);
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according to the expression of the Laplace transform of the two-parameter Mittag–
LeSer function (see Podlubny, 1999, p. 21).
Remark 16. It is interesting to note that for ¡ 0 the following convergence in law
holds:
X t →lawt→+∞N(0; 2);
where 2 = e2H
∫ +∞
0 u
2H−1E2H+1=2;H+1=2(dHu
H+1=2) du. Indeed, from Theorem 1.6.
p. 35 in Podlubny (1999), for x¡ 0
|EH+1=2;H+1=2(x)|6 C1 + |x| ;
which implies the convergence of the previous integral and, moreover, the following
limit
E((X t )2)→t→+∞ e2H
∫ +∞
0
u2H−1E2H+1=2;H+1=2(dHu
H+1=2) du;
by straightforward computations.
Remark 17. As a direct corollary of Proposition 12, (X t )t¿0 solves the following
equation:
X t = eH (I
H+1=2
0+ X
)t + Xt; t¿ 0; (16)
where IH+1=20+ is the fractional integral operator deFned in (1).
By analogy with the case H = 12 ; we can call (16) a fractional Langevin equation.
Notice that such an equation is also considered in Bonaccorsi and Tubaro (2003) and
used for physical applications in heat equation in materials with memory and equations
of linear parabolic viscoelasticity.
We conclude now this section with a class of processes which are locally equivalent
to a fBm and for which the kernel L which appears in Theorem 7 can be explicitly
computed.
Proposition 18. Let
f(x) = 1 +
∑
n¿1
anxn
be an entire function on R. Then the process
Yt = dH
∫ t
0
(t − s)H−1=2f((t − s)H+1=2) dWs
is locally equivalent to the process
Xt = dH
∫ t
0
(t − s)H−1=2 dWs
and
Yt = Xt + dH
∫ t
0
(t − s)H−1=2
[∫ s
0
L(s; u) dWu
]
ds; (17)
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where
L(s; u) =
+∞∑
n¿1
an
((n+ 1)(H + 12))
(H + 12)(n(H +
1
2))
(s− u)n(H+1=2)−1:
Proof. An elegant proof of this result can be given by considering the iterated
kernels of
K(t; s) = (t − s)H−1=2:
We recall that the iterated kernel K (n)(t; s) of the kernel K is deFned as the kernel
associated with the Volterra operator
Kn =K ◦ ::: ◦K; n times:
In order to compute it explicitly, we use the well-known formula∫ t
0
(t − u)-u du= (1 + )(1 + -)
(2 + + -)
t1++-; ; -¿− 1:
Hence, we have
K (2)(t; u) =
∫ t
u
(t − r)H−1=2(r − s)H−1=2 dr = (H +
1
2)
2
(2(H + 12))
(t − u)2H :
By an induction argument we deduce the following formula:
K (n)(t; u) =
(H + 12)
n
(n(H + 12))
(t − u)n(H+1=2)−1:
From this, we obtain
(t − s)H−1=2f((t − s)H+1=2) = (t − s)H−1=2
(
1 +
∑
n¿1
an(t − s)n(H+1=2)
)
= (t − s)H−1=2 +
∑
n¿1
an(t − s)n(H+1=2)+H−1=2
=K(t; s) +
∑
n¿1
an
((n+ 1)(H + 12))
(H + 12)
n+1
K (n+1)(t; s):
Thus, in terms of the corresponding operators
K2 −K=K ◦L;
where
K2(t; s) = (t − s)H−1=2f((t − s)H+1=2)
and
L=
∑
n¿1
an
((n+ 1)(H + 12))
(H + 12)
n+1
Kn:
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Hence, according to Theorem 7,
L(t; s) =
+∞∑
n¿1
an
((n+ 1)(H + 12))
(H + 12)(n(H +
1
2))
(t − s)n(H+1=2)−1
satisFes well (17).
6. Deterministic time change of a fractional Brownian motion
It is well-known that for a standard Brownian motion (Wt)t¿0 and a locally square
integrable function f :R→ R the following identity in law holds:{∫ t
0
f(s) dWs; t¿ 0
}
=law {W∫ t
0 f(s)
2 ds; t¿ 0}:
It is natural to ask whether there exists for the fractional Brownian motion such an
identity or not. We consider the process deFned by the stochastic integral
∫ t
0 f(s) dBs
with respect to the fractional Brownian motion with Hurst parameter H ¿ 12 . It is
known that for f∈L1=H ([0; T ]), this integral exists (see Pipiras and Taqqu, 2001).
Moreover, the process
∫ t
0 f(s) dBs has a 1=H -variation equal to
∫ t
0 |f(s)|1=H ds, which
suggests what should be the suitable time change.
Proposition 19. Let B be a fractional Brownian motion with Hurst parameter
H ∈ ( 12 ; 1) and let f : [0; T ] → R be an absolutely continuous function, such that
f¿ 0 and f′ is locally square integrable. Then the two processes∫ t
0
f(s) dBs
and
B∫ t
0 f(s)
1=H ds
are locally equivalent.
Proof. The integral
∫ t
0 f(s) dBs can be expressed as a Wiener integral in the following
way: ∫ t
0
f(s) dBs =
∫ t
0
(∫ t
s
f(u)
@KH
@u
(u; s) du
)
dWs:
On the other hand,
B∫ t
0 f(s)
1=H ds =
∫ t
0
KH
(∫ t
0
f(u)1=H du;
∫ s
0
f(u)1=H du
)
f(s)1=2H dWs:
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Set
6(t; s) =
@KH
@t
(∫ t
0
f(u)1=H du;
∫ s
0
f(u)1=H du
)
f(t)1=Hf(s)1=2H − f(t) @KH
@t
(t; s)
= dH
(
F(t)
F(s)
)H−1=2
(F(t)− F(s))H−3=2f(t)1=Hf(s)1=2H
−f(t)
( t
s
)H−1=2
(t − s)H−3=2;
where F(t) =
∫ t
0 f(u)
1=H du. From Theorem 7 it su2ces to show that there exists a
locally square integrable kernel L such that
6(t; s) =
∫ t
s
f(t)
( t
r
)H−1=2
(t − r)H−3=2L(r; s) dr:
In terms of fractional derivatives this means
L(t; s) = (H − 12 )−1dH tH−1=2(DH−1=2s+  (·; s))(t);
where
 (t; s) =
(
F(t)
F(s)
)H−1=2
×(F(t)− F(s))H−3=2f(t)1=H−1f(s)1=2H t1=2−H − s1=2−H (t − s)H−3=2:
Then the result follows from the estimates
∫ T
0
∫ t
0
(t − s)1−2H (t; s)2 ds dt ¡∞;
∫ T
0
∫ t
0
(∫ t
s
| (t; s)−  (y; s)|
(t − y)H+1=2
)2
dy ds dt ¡∞;
which are easy to check from the properties of the function f.
Furthermore, Theorem 7 implies that
B∫ t
0 f(s)
1=H ds =
∫ t
0
f(s) dBs
+
∫ t
0
(∫ t
r
f(u)
(∫ u
r
@KH
@s
(u; s)L(s; r) ds
)
du
)
dWr: (18)
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In Cheridito et al. (2003) the authors compare the fractional Ornstein–Uhlenbeck
process deFned as the solution of the Langevin equation with fBm noise∫ t
−∞
e−(t−s) dBs
with the process e−tBet=H obtained by means of a generalization of the Lamperti
transformation, for a suitable value of ¿ 0. It is shown in this paper that these
processes have a diRerent asymptotic behaviour as t tends to inFnity. Proposition 19
and formula (18) show that the processes
∫ t
0 e
−(t−s) dBs and e−tB(H=)et=H are locally
equivalent by diRerent methods and provide an explicit expression for their diRerence.
7. Mixed Gaussian processes
In this paragraph, we give an extension of a recent result of Cheridito (2001).
Precisely, in his paper, Cheridito has shown that if B= {Bt; t ∈ [0; T ]} is a fractional
Brownian motion with Hurst parameter H ∈ ( 34 ; 1], then the process
Bt +Wt; t ∈ [0; T ];
where W = {Wt; t ∈ [0; T ]} is a standard Brownian motion independent of B, is a
semimartingale in its own Fltration and moreover this semimartingale is equivalent to
a Brownian motion.
We consider here a general Gaussian process X ={Xt; t ∈ [0; T ]}, whose covariance
function R is positive deFnite and twice continuously diRerentiable on [0; T ]2 \ {(t; s);
t = s}: Let now W = {Wt; t ∈ [0; T ]} be a standard Brownian motion independent
of X .
Here is our extension of Cheridito’s result.
Theorem 20. If @2R=@s@t ∈L2([0; T ]2), the process
Yt := Xt +Wt; t ∈ [0; T ]
is, in its own <ltration, a semimartingale which is equivalent to a Brownian motion.
Proof. Here (and as in the proof of Cheridito) we use the notion of entropy (see Hida
and Hitsuda, 1976, Chapter VI). We assume T=1 and consider the covariance matrices
(E[(Wti −Wti−1 )(Wtj −Wtj−1 )])i; j =
1
n
In
and
(E[(Yti − Yti−1 )(Ytj − Ytj−1 )])i; j =
1
n
In + &1n;
where ti = i=n and &1n is the covariance matrix of the increments of X . With the same
kind of computations as in Hida and Hitsuda (1976, Chapter VI, Section 2), we see
that the entropy distance is given by
In =
1
2
[
Tr
((
1
n
In + &1n
)
nIn
)
+ Tr
(
1
n
In
(
1
n
In + &1n
)−1)
− 2n
]
:
F. Baudoin, D. Nualart / Stochastic Processes and their Applications 107 (2003) 327–350 349
Hence
In = 12 Tr(n&
1
n(In − (In + n&1n)−1)):
Now, it is easily seen that
In − (In + n&1n)−16 n&1n:
As a consequence,
In6
n2
2
Tr((&1n)
2):
But
Tr((&1n)
2)6
n∑
i; j=1
[E((Xti − Xti−1 )(Xtj − Xtj−1 ))]2:
Thus, a su2cient condition for the equivalence of Y and W is
sup
n∈N∗
n2
n∑
i; j=1
[E((Xti − Xti−1 )(Xtj − Xtj−1 ))]2 ¡+∞:
In the particular case of the fractional Brownian motion,
@2R
@s@t
= 2H (2H − 1)|t − s|2H−2
and this function is square integrable if and only if H ¿ 34 .
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