A Bayesian parametric and the semiparametric approach are compared to estimate the nonpolynomial direct and the instantaneous indirect effect among latent factors in the Structural Equation Model (SEM).
Introduction: Mediation analysis
among latent factors has been widely conducted in the structural equation model (SEM) in recent two decades. Latent mediation factor is defined as an intervening latent factor that explains for the causal relationships between the exogenous latent factor and the endogenous latent factor (Baron & Kenny,1986 ). According to Baron and Kenny (1986) and MacKinnon et al. (2002) , three necessary but not sufficient conditions must be met to claim a latent mediator exists:
1. an exogeneous latent factor is significantly related to a mediation factor , 2. a mediation factor is significantly related to an endogenous latent factor , 3. and the causal relationship between and decreases when is in the model. SEM consists of two components: a measurement model and a structural model. The measurement model of SEM quantifies the relationships between latent and observed variables along with providing the ability to partition measurement error out of the analysis by use of item-specific residual variances (Lee, 2007) . Let = ( , , ) be a 3 × 1 vector of latent factors for each individual p. Let = � 1 , … , � be a x 1 vector of item responses ( = 1 , … , ) for a person corresponding to the latent factor , let = � 1 , … , � be a x 1 vector of item responses ( = 1 , … , ) for a person corresponding to the latent factor , and let = � 1 , … , � be a x 1 vector of item responses ( = 1 , … , ) for a person corresponding to the latent factor . For a given response to item by person , the measurement model posits:
Here, , , and are the intercepts for item , , and , respectively. , , and are the factor loading specifying the covariance between the observed item and latent factors , , . Each residual ( , , and ) is a 1 random vector. In linear SEM, the residual is assumed to follow a normal distribution with a mean of zero and a residual variance of 2 . The first item's factor loading ( 1 , 1 , 1 ) is fixed as 1 for model identification.
Relationships among latent factors are modeled by the second component, the structural model. The structural model regresses the exogenous latent factors on the endogenous latent factor. All the latent factors in the linear SEM are assumed to be normally distributed with a mean of 0 and a variance of 1 for model identification. Mediation effect among latent factors in the structural model is written as
In Eq.
(2), 0 is the intercept, the expected value of , when is zero.
1 is the regression coefficient or direct effect of when predicting , indicating the change in per every unit increase on . is the residual, assumed to follow with normal distribution with a mean of zero and a residual variance of 2 . In Eq. (3), 0 is the intercept, the expected values of , when and are zero. 1 is the direct effect of on , when is zero, indicating the change in per every unit increase on , when is zero. 2 is the direct effect of on , when is zero, indicating the change in per every unit increase on , when is zero. is the residual, assumed to follow with normal distribution with a mean of zero and a residual variance of 2 . Alternatively, Eq. (2) and Eq. (3) can be rephrased in matrix form as:
In social and educational research, the classical approach of mediation is to estimate parameters of the model, forming estimates of the indirect effects by taking their product of path − and − (Stolzenberg, 1980; Stolzenberg & Land, 1983) . Bootstrap resampling methods are often used to quantify the standard errors of the indirect effects along with providing hypothesis tests for their significance (Mallinckrodt et al., 2006; Cheung & Lau, 2008 the instantaneous indirect effect is calculated as (Qin, 2018) :
Besides quadratic and interaction functions, many nonpolynomial nonlinear functions are also commonly used to describe nonlinear relationships among variables in the health, biometrical, and physical fields. For instance, in the health field, the relationship between patients' immunoglobulin index and pills effect and the relationship between pills effect and patients' blood pressure may follow an exponential nonlinear curve. As patients' immunoglobulin index increase, pills effect increases, however, the degree of the growth diminishes when pills effect reaches at a certain asymptote. Similarly, as pills effect increases, patients' blood pressure decreases, but the degree of the reduction diminishes when blood pressure reaches at a certain asymptote. In another example in the physical field, when earthquake happens, the relationship between the movement of two earth's crust and earthquake detector follows a nonlinear wave, such as S-waves and Pwaves. The sooner the earthquake detector alarms, the less loss people can avoid during earthquakes.
In above cases, health practitioners and researchers would be interested in estimating how much patients' blood pressures is reduced based on the patients' immunoglobulin index through pills effect. Also, the earthquake researchers would be interested in estimating how much loss people can avoid during earthquakes through the earthquake detector. However, very few studies have investigated the instantaneous indirect effect when direct effects (path − and − ) are formed by nonpolynomial nonlinear functions (Hayes & Preacher, 2010). The case study of the instantaneous indirect effect with the quadratic and interaction effect has been estimated with the semiparametric Bayesian approach in the mental health field (Qin, 2018) .
Therefore, it is meaningful to extend the research to test how well the semiparametric approach estimates the direct and indirect effect that are formed from a various combination of nonpolynomial nonlinear functions. Section 2 briefly discusses the nonpolynomial instantaneous indirect effect in the structural model. Section 3 reviews the parametric and the semiparametric Bayesian approach have been applied in earlier studies. Section 4 presents a simulation study and summarizes the findings. Future directions are discussed in the section 5.
2.
Nonpolynomial Nonlinear Function: 2.1. Exponential functions: When − and − , and − relations are nonlinearly related, nonlinear functional forms are modeled in the structural model, such as the polynomial function, the exponential function, the logarithm function, and the sine function.
The generalized logistic function is one type of exponential functions that has been commonly used in the Item Response Theory (Lord, 2012) . It describes that when increases, the expected score of changes nonlinearly and keep the asymptote after reaching a certain value as shown in Eq. (10).
is the asymptote, which governs the intercept, 1 governs amount of changes, and 2 governs the rate of change (Sit & Poulin-Costello, 1994 ).
If − is modeled by a generalized logistic function and − is modeled by a logarithm function as shown in Eq. (11).
Then, the first partial derivative of with respect to in Eq. (10) is calculated as (14) Figure 1 shows an example curve of instantaneous indirect effect when − and − modeled by a generalized logistic function, − is modeled by a logarithm function. The instantaneous indirect effect is positive when and are at small values, meaning that as increase, slowly increases through .
Figure 1. The instantaneous indirect effect from the exponential function and the logarithm function

Sine nonlinear function
Sine function is another nonpolynomial function that is investigated in this study. Sine function has been majorly applied to estimate periodic curves such as sound and light waves. When there is one exogenous latent factor , the expected means of is expressed as
whereas 0 is the intercept, 1 governs amount of changes, 2 governs the rate of change. When − and − are modeled by a sine function, the expected mean of is expressed as
Therefore, the partial derivative of with respect to in Eq. (15) is Copyright © 2019, Archives of Psychology. All rights reserved. http://www.archivesofpsychology.org ) and the partial derivative of with respect to in Eq. (16) is
So, the instantaneous indirect effect of on through is calculated as Kenny and Judd (1984) proposed the product indicator approach in nonlinear structural model to forms the latent interaction factor by taking the product of the indicators of two exogenous latent factors and using them as manifest variables for the latent interaction factor (Bollen & Paxton, 1998; Ping, 1995). However, this approach is only valid for normally distributed and centered data (Arminger & Muthen, 1998). When data is skewed, the misspecified variance and covariance in structural equation leads to biased estimation of parameters. Considering the limitations of the constrained product indicator approach, Klein and Moosbrugger (2000) developed the Latent Moderated Structural equations approach (LMS), a maximum likelihood estimator estimates the conditional means and covariances of latent factors through an approximated finite mixture distribution. LMS does not need interaction term, but still assumes normally distributed observed data. Marsh, Wen, and Hau (2004) proposed the unconstrained approach to apply in the normal and nonnormally distributed data. However, this approach is only robust to estimate one interaction effect in a small model (Kelave & Brandt, 2009 ). In summary, most of the parametric approaches tend to relax the normality assumption on latent factors or measurement error. However, the relaxation of distributional assumptions may lead to biased parameter estimations and a reduction of power to detect the nonlinear relationship under parametric framework (Kelava & Brandt, 2014). This study focuses on applying the semiparametric Bayesian approach to explore nonpolynomial direct and instantaneous indirect effect in the SEM. The performance of the parametric approach and the semiparametric approach is summarized and compared in the simulation study.
Semiparametric approaches in
A Simulation Study: A simulation
study is conducted to compare the recovers between the parametric approach and the semiparametric approach in estimating nonpolynomial direct and the instantaneous indirect effect in the SEM.
Models:
Instead of assuming the normal distribution for the measurement residuals, semiparametric SEM in this study assumes the multinomial distributions for observed data. The endogenous latent factors ( , ) are assumed to from unknown densities. The exogeneous latent factor ( ) is assumed to follow a normal distribution with a mean of 0 and a variance of 1 for model identification.
Measurement model
Let
= 1, … , , = 1, … , , and = 1, … , represent categories in the polytomous responses , , and . A 2PL graded response model (GRM) is used to specify the cumulative probability for an individual p on an item i of responding a given category and above as (Samejima, 1969) :
Copyright © 2019, Archives of Psychology. All rights reserved. http://www.archivesofpsychology.org Whereas , , and are the discrimination parameters and , , and are difficulty thresholds. For model identification, the discrimination parameter of the first item measuring and is fixed as 1, and the first difficulty threshold of the first item measuring and is fixed as 0 in the measurement equation as Eq. (21). = 1, 1 1 = 0 = 1, 1 1 = 0 (21) The probability of an examinee responding at a given category conditional on the item parameters and the latent factor equals to the conditional probability for an individual on an item being in category and higher minus the conditional probability for an individual on an item being in category higher than .
The probability of an examinee responding at a given category conditional on the item parameters and the latent factor is
In addition, the probability of an examinee responding at a given category conditional on the item parameters and the latent factor is
Equation (22) -(24) are identified by restricting the probability of a response at or above the lowest category equals to 1, the probability of a response above the highest category is 0 , and threshold ≥ ( +1) , ≥ ( +1) , and ≥ ( +1) .
Structural model
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http://www.archivesofpsychology.org Let = ( 1 , 2 , 3 , … , ) be a latent classification variable, and = 1, … , be the groups that embedded within . Let be a vector of regression coefficients between and , = ( 0 , 1 , 2 ). Let be a vector of regression coefficients between , , and , = ( 3 , … , 8 ) .
Semiparametric approach in theory posits a nonfinite mixture of Gaussian model in the structural model, where each parameter varies across the latent groups . Within each latent group , the conditional distribution of and given parameters are assumed to follow a normal distribution, respectively:
The residual variance is assumed to follow a normal distribution with a mean of 0 and a variance of 2 . The residual variance is assumed to follow a normal distribution with a mean of 0 and a variance of 2 .
The exponential function is applied in the structural model as 
The logarithm function is applied in the structural model as
The sine function is applied in the structural model as
Based on Ishwaran and James (2001)'s suggestion, a truncation approximation of DP with stick-breaking prior is chosen to define the prior of the coefficient parameters ( , ). The truncated DP of each parameter is defined as:
http://www.archivesofpsychology.org … , ) is a vector of discrete weighted variable. The stick-breaking procedure is used to define the random weighted variable in the following steps.
Firstly, draw an infinite sequence = ( 1 , 2 , … , ) from an independently and identically ( . . . ) distributed Beta distribution:
Then, make 1 = 1 , 2 = 2 (1 − 1 ), and so on as:
The stick-breaking prior is defined by ensuring the sum of weighted variable across all latent groups is 1 (Sethuraman, 1994) :
Finally, by applying the discrete weighted variable on a continuous real line S � � and S � � , respectively, a continuous distribution is transformed as a discrete distribution between 0 and 1. By sum up all the density functions together across all latent groups, a cumulative truncated DP of a parameter is defined. Table 3 .
The RStudio environment (Studio, 2012 ) is used to simulate items, latent factors, and observed responses. Sample size is fixed at = 100 within each condition. Three latent factors , , , 30 items per factor = 1, … , 10 , = 1, … , 10 , = 1, … , 10 , and 5 ordered categories ( = 5) within each item = 1, … , 5 , = 1, … , 5 , = 1, … , 5 are simulated based on the 2PL-GRM model in the measurement model (Eq. (20) ). In order to generate = 1, … , 10 , setting
Next, given the mediation factor is assumed from an unknown density, the discrimination parameter of the first item measuring is fixed as 1 and the first difficulty threshold of the first item measuring is fixed as 0 as in Eq. (21) . Items = 1, … , 10 are generated by setting 2 , … , α 10 M ~ (0.5, 3) 1 2 ~ (0, 0.5) 1 3 , … , 1 ( −1) = 1 ( −1) + (0, 0.5) 2 1 , … , 10 1 ~ (0, 0.5) 2 2 , … , 10 ( −1) = ( −1)
Last, the same as the mediation factor, the endogenous latent factor is assumed to from an unknown density as well. The same parameter fixing approach is applied as in Eq. (21) . Items = 1, … , 10 are generated by setting 2 , … , α 10 Y ~ (0.5, 3) 1 2 ~ (0, 0.5) 1 3 , … , 1 ( −1) = 1 ( −1) + (0, 0.5) 2 1 , … , 10 1 ~ (0, 0.5) 2 2 , … , 10 ( −1) = ( −1) + (0, 0.5) (35) The exogenous latent factor is generated from a normal distribution with a mean 0 and a variance of 1 for model identification.
The mean of the mediation factor and the endogenous latent factors are generated from composite of nonpolynomial functions in Eq. (26), (27) , and (28) . The coefficients and are simulated from a normal distribution with a mean of 0 and a variance 
Analysis:
Rjags package (Plummer, 2013 ) is used to analyze posterior distribution of parameters. The parametric Bayesian approach is firstly performed as a reference approach to estimate the instantaneous indirect effect presented in Table 3 . Next, the truncated DP with the stick-breaking prior and the Markov Chain Monte Carlo algorithm are used to simulate posterior samplings of parameters within the semiparametric approach. There is no difference in calibrating the discrimination parameter and the difficulty parameters in the measurement model between the parametric and the semiparametric Bayesian approach in the SEM. The difference between two approaches is in defining the prior of the nonlinear coefficients in the structural model.
The prior of the residual variance of endogenous latent factor's variance follows a gamma distribution. The prior of parameter in the stickbreaking procedure is defined by a beta distribution.
Posterior distribution. The posterior distribution for all parameters is defined as:
Results:
The parametric and the semiparametric approach are both used to estimate the direct and the indirect effect among latent factors in four conditions of nonpolynomial relationships: EEE, SSS, LLE, and LLS.
Parameters in the EEE and LLE condition are converged with 2 chains, 8000 iterations per chain, 2000 burn-in, and 10 thin in the parametric and the semiparametric approach. Parameters in the SSS and LLS condition are converged with 2 chains, 20000 iterations per chain, 10000 burn-in, and 50 thin in the parametric and the semiparametric approach. Table 1 lists number of parameters estimated in each condition as well as the mean nonconvergence rate across 100 iterations in each condition. Nonpolynomial relationships involving with the sine function have around 6% -10% higher nonconvergence rate than the exponential function. The Gaussian mixture model embedded in the semiparametric approach leads to a 3% increase in the nonconvergence rate. However, 99.8% of coefficient parameters ( , , , ) and weighted parameters ( )are converged (Rhat value < 1.1). Figure 3 shows that the semiparametric approach more accurately captures the true direct relation between and (path − ) than the parametric approach in four conditions (EEE, SSS, LLE, and LLS).
Nonconvergence Rate
Recovery Rate
Figure 3. Path − estimated by the parametric and the semiparametric approach
Across 100 iterations, the semiparametric approach accurately captures over 95% of the true − curves in four nonpolynomial conditions. In contrast, the parametric approach accurately captures around 20% of the true − curves. As shown in Figure 4 , the range of the differences between the true curve and the parametric curve varies from 0 to 0.3 in four nonpolynomial relations (the blue dashed lines) across 100 iterations. On the other side, the range of differences between the true curve and the semiparametric curve varies around 0 to 0.05 in four nonpolynomial conditions (the purple dotted lines).
Figure 4. Difference between the true curves and estimated curves in estimating the − direct effect
Moreover, Figure 5 reveals that the semiparametric approach also has advantage to accurately estimate the direct effect of path − and − in four nonpolynomial conditions. The parametric approach either over-or under-recovers the true nonpolynomial curves across 100 iterations.
Figure 5. Path − and − estimated by the parametric and the semiparametric approach
The semiparametric approach captures over 95% of the EEE, SSS, and LLE curves, and around 60% of the LLS curve. In contrast, the parametric approach recovers around 50% of the EEE, SSS, and LLE curves, and around 10% of the LLS curve. The parametric approach has an increased accuracy in recovering EEE, SSS, and LLE curves when two exogeneous latent factors are included in the functions. However, both the parametric and the semiparametric approach have a declined accuracy in recovering the LLS function. This might due to the difficulty in combining a logarithm function and a sine function in one equation. As shown in Figure 6 , the range of differences between the true curve and the parametric curve varies between 0 and 0.3 in EEE, SSS, and LLE functions, but from 0 to 1.3 in LLS function. The range of differences between the true curve and the semiparametric curve varies around 0 in EEE, SSS, and LLE function, but from 0 and 0.5 in LLS function.
Figure 6. Difference between the true curves and the estimated curves in estimating the direct effect of endogenous latent factor ( − and − )
Lastly, as shown in Figure 7 , the semiparametric approach has over 95% accuracy to capture the instantaneous indirect effect in the EEE, SSS, and LLE functions. The parametric approach has around 50% accuracy in detecting the instantaneous indirect effect in the EEE, SSS, LLE functions. Not surprisingly, both the parametric and the semiparametric approach have a relatively lower accuracy in estimating the true LLS indirect effect.
Figure 7. The instantaneous indirect effect estimated by the parametric and the semiparametric approach
As shown in the Figure 8 , the range of differences between the true instantaneous indirect curve and the parametric curve varies between 0 and 40 in the EEE, SSS, LLE, and LLS functions. The range of differences between the true instantaneous indirect curve and the semiparametric curve varies around 0 to 10 in the EEE, SSS, and LLE functions, but from 0 and 40 in the LLS function. Therefore, either the semiparametric approach or the parametric approach lacks to provide a stable estimation in capturing the instantaneous indirect effect that is derived from a combination of the logarithm function and the sine function.
Figure 8. Difference between the true curves and the estimated curves in estimating the instantaneous indirect effect
To better illustrate the performance between the parametric approach and the semiparametric approach in estimating the direct and indirect effects, the average differences across 100 iterations at each analysis are summarized in the Table 2 . In summary, the parametric approach provides a larger difference between the true curves and the estimated curves in four different conditions of nonpolynomial functions within each analysis than the semiparametric approach. Therefore, the semiparametric approach as an advanced technic has a meaningful contribution to be applied in the psychological, biometrical, and physical fields to estimate the nonpolynomial direct and instantaneous indirect effect. Especially, the semiparametric approach has a significantly higher accuracy in estimating a single nonpolynomial function in the structural model, such as EEE and SSS. When a composite of at least two nonpolynomial functions are included in one equation, either the parametric or the semiparametric approach lacks to provide consistently accurate recovers in capturing the instantaneous indirect effect. Yet, the semiparametric approach still has a higher accuracy rate than the parametric approach in such cases.
Discussion:
This article introduces the semiparametric Bayesian approach in estimating the direct and instantaneous indirect effect deriving from nonpolynomial nonlinear functions in the structural model with ordinal data. The performance of the parametric approach and the semiparametric approach is compared in the simulation study. Based on the simulation study, applied researchers are recommended to use the semiparametric approach to detect the potential nonlinear direct and indirect relations.
One additional notice is that the semiparametric approach with the current blocked Gibbs sampling method and Markov Chain Monte Carlo algorithm is sensitive to estimate the composite of at least two nonlinear functions. The development of a more robust sampling method could be a new area to explore in the future research, such as Hamiltonian Monte Carlo algorithm in the stan. Jags code are available upon request. 
