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Resumen
El artículo consintió en estimar modelos de regresión espacial lineales generalizados con respuesta tipo Poisson para 
explicar el comportamiento de las enfermedades infecciosas malaria y dengue en varios años, identi cando factores 
sanitarios determinantes en la aparición de los casos de estas enfermedades y  nalmente obtener mapas de riesgo de las 
enfermedades. Los resultados obtenidos muestran que la necesidad de vincular de los efectos espaciales en los modelos 
y las variables explicativas consideradas aportan en la explicación del número de casos reportados de la enfermedad en 
los años analizados.
Palabras clave: modelos lineales generalizados, epidemiología espacial, malaria, dengue, riesgo, tasa de morbilidad 
estandarizada.
Abstract
Article consented to estimate spatial regression models with generalized linear Poisson response to explain the behavior 
of infectious diseases malaria and dengue for di erent years, identifying health determinants in the occurrence of cases of 
these diseases and eventually obtain risk maps diseases.  e results show that the need for linking spatial e ects in models 
and provide the explanatory variables in explaining the number of reported cases of the disease in the years analyzed.
Keywords: generalized linear models, spatial epidemiology, malaria, dengue, risk, standardized morbidity ratio.
Introducción
La malaria y el dengue son enfermedades infecciosas que 
requieren de un vector para transmitirse a los seres humanos. 
Estas enfermedades afectan de forma desproporcionada a 
los pobres que no tienen acceso a la atención sanitaria. La 
Organización Mundial de la Salud (OMS) calcula que la 
incidencia del dengue ha aumentado extraordinariamente 
en todo el mundo en los últimos decenios. Unos 2.500 mil 
millones de personas (dos quintos de la población mundial) 
corren el riesgo de contraer la enfermedad, y el 40% de la 
población mundial, de contraer malaria. En el contexto 
nacional se reportaron en 2009, 79.909 casos de malaria, de 
los que, 51.721 (64,7%) de los afectados fueron hombres y 
28.188 (35,3%) mujeres. En cuanto a los casos de dengue, 
fueron noti cados 64.729, de los cuales el 86% (55.592) 
casos corresponden a dengue y 14% restante (9.137 casos) 
a dengue grave.
Con relación a las investigaciones que adelantan los países 
en materia de salud pública, aparece el análisis espacial 
dentro de los métodos estadísticos, como principio básico 
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al tratar de examinar la dependencia entre las observaciones 
de casos de ocurrencia de una enfermedad y el contexto 
geográ co, esto debido a que la transmisión de enfermeda-
des infecciosas está estrechamente ligada con el concepto 
espacio–temporal. En este sentido, el riesgo de contraer una 
enfermedad es mucho más alto cuando existen personas o 
regiones vecinas infectadas. Por consiguiente y distinguien-
do el rasgo espacial en la propagación de enfermedades, 
se busca con la ejecución del presente proyecto de grado, 
analizar y modelar la ocurrencia de la malaria y el dengue 
teniendo en cuenta el componente espacial; elaborar mapas 
de las enfermedades que sirvan para estrati car las zonas 
de acuerdo con el número de ocurrencia y el riesgo que 
presentan y analizar las posibles relaciones entre variables 
que permitan decidir sobre las necesidades y las prioridades 
en la lucha contra estas enfermedades de forma que orienten 
a las autoridades competentes (a nivel nacional el Instituto 
Nacional de Salud y el Ministerio de la Protección Social) 
en la de nición de políticas de salud pública.
Marco teórico 
La estadística espacial ha sido extensamente aplicada en 
la epidemiología para el estudio de la distribución de las 
enfermedades. La variación espacial de la incidencia de 
una enfermedad puede ayudar a descubrir áreas donde la 
enfermedad es particularmente prevaleciente, por lo que 
se pueden encontrar factores de riesgo desconocidos [8]. 
A continuación se muestra una revisión de los conceptos 
fundamentales de epidemiologia y de estadística espacial, 
los cuales serán necesarios para la comprensión del fenó-
meno estudiado, su análisis y presentación de resultados.
Epidemiología espacial
El término epidemiología espacial [9] se ha empleado para 
describir estudios sobre las causas y la prevención de las 
enfermedades utilizando diferentes perspectivas de análisis 
en las cuales la ubicación de los eventos es un componente 
fundamental. 
La epidemiología espacial goza de una larga tradición, 
remontándose a principios del siglo XIX, en el que se 
realizaron mapas de la ocurrencia de enfermedades en di-
ferentes países con el objetivo de caracterizar la extensión 
y las posibles causas de brotes de enfermedades infecciosas 
tales como la  ebre amarilla y el cólera. Con posterioridad, 
la epidemiología espacial creció en complejidad, so sticación 
y utilidad. Recientes avances en la disponibilidad de datos 
y en los métodos analíticos para tratarlos, proporcionaron 
nuevas oportunidades para extender las investigaciones 
epidemiológicas tradicionales a escala nacional o regional, 
hasta el estudio de las variaciones en las enfermedades a 
nivel local. Las investigaciones que se realizan actualmente 
contemplan no solo factores etiológicos, sino factores de 
riesgo para la salud con relevancia a nivel local, tales como 
exposiciones ambientales, la distribución local de condiciones 
socioeconómicas y los hábitos y estilos de vida.
Uno de los principales objetivos [10] de la epidemiología 
espacial es el de mostrar qué parte de la variación espacial 
de la distribución de la ocurrencia de una enfermedad no 
está explicada ni por la distribución espacial de factores 
explicativos conocidos ni por una variación aleatoria. De 
hecho, a menudo el interés es encontrar pistas sobre algún 
factor de riesgo desconocido de la enfermedad. El estudio 
de una enfermedad desde la epidemiología espacial es 
abordado a través de tres grandes perspectivas: mapas de 
probabilidad de las enfermedades, pruebas de autocorrelación 
espacial y agregaciones de casos y modelos de regresión espacial. 
Modelos estadísticos
Una hipótesis estadística común [11] para modelar el 
número de casos observados en una región i es que estos 
se extraen de una distribución de Poisson con media 
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El término epidemiología espacial [9] se ha empleado para describir estudios sobre las 
causas y la prevención de las enfermedades utilizando diferentes perspectivas de análisis en 
las que la ubicación de los eventos es un componente fundamental.  
 
La epidemiología espacial goza de una larga tradición remontándose a principios del siglo 
XIX, en el que se realizaron mapas de la ocurrencia de enfermedades en diferentes países, 
con el objetivo de caracterizar la extensión y las posibles causas de brotes de enfermedades 
infecciosas tales como la fiebre amarilla y el cólera. Con posterioridad, la epidemiología 
espacial creció en complejidad, sofisticación y utilidad. Recientes avances en la 
disponibili ad de datos y e  los métodos analíticos para tratarlos, proporcionaron nuevas 
oportunidades para extend r las inve tigaci es pidemiológicas tradicionales, a escala 
nacional o regional, hasta el estudio de las variaciones en las enfermeda es a nivel local. 
Las  investigacio es que e realizan actualmente, contemplan no solo factores etiológicos 
sino f ctores de riesgo para la salud con relevancia a nivel local, tales como exposiciones 
ambientales, la distribución local de condiciones socioeconómicas y los hábitos y estilos de 
vida. 
 
Uno de los principales objetivos [10] de la epidemiología espacial es el de mostrar qué 
parte de la variación espacial de la distribución de la ocurrencia de una enfermedad no está 
explicada ni por la distribución espacial de factores explicativos conocidos ni por una 
variación aleatoria. De hecho, a menudo el interés es encontrar pistas sobre algún factor de 
riesgo desconocido de la enfermedad. El estudio de una enfermedad desde la epidemiología 
espacial, es abordado a través de tres grandes perspectivas: mapas de probabilidad de las 
enfermedades, pruebas de autocorrelación espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísticos 
 
 
Una h pót sis estadística co ún [11] para modelar el úmero de caso  observados en una  
re ión i  es que e tos se extraen de una distribución de Pois on con edia ii E , donde i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el riesgo relativo depende sólo de la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número de casos 
observados en la región i . La población en riesgo para todo el área de estudio se denota 
como P  y el número total de casos como O . Un aspecto importante, es que el número 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar con estos datos crudos, debido a que el riesgo se distribuye de acuerdo a la 
población, por lo que un número elevado de casos podría ser o no relevante de acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
donde 
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El término epidemiología espacial [9] se ha empleado par  describir estudios sobr  las 
causas y la prevención de las enfermedades utilizando diferent s perspectivas de análisis en 
las que la ubicación de los eventos es un componente fundamental.  
 
La epidemiología espacial goza de una larga tradición remontá dose a principios del siglo 
XIX, en el que se realizaron mapas de la ocurrencia de enfermedades en diferentes países, 
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nacional o regional, hasta el estudi  de las variaciones n las enferme ad  a niv l lo al. 
Las  investigaciones que se realizan ac ua mente, co t m lan no solo factores etiológicos 
sino factores de riesgo para la salud con relevancia a nivel local, t les como exposiciones 
ambientales, la distribución local de condiciones socioeconómicas y los hábitos y estilos de 
vida. 
 
Uno de los principales objetivos [10] de la epidemiología espacial es el de mostrar qué 
parte de la variación espacial de la distribución de la ocurrenci  de una enfermedad no está 
explicada ni por la distribución espacial de factores explicativos conocidos ni p r una 
variación aleatoria. De hecho, a menudo el interés es encontrar pi tas sobre algún factor de 
riesgo desconocido de la enfermedad. El estudio de una enfermedad desde la epidemiología 
espacial, es abordado a través de tres grandes perspectivas: mapas de obabili ad de las 
enfermedades, pruebas de autocorrelación espacial y agregacio es de c sos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísticos 
 
 
Una hipótesis estadística común [11] pa  modelar el número de casos bservados n una 
región i  es que estos se extrae  de u a distribución de Po sson con media ii E , e i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el iesgo rel tivo depende sólo de la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número de casos 
observados en la región i . La población en riesgo para tod el área de estudio se denota 
como P  y el número total de casos como O . Un aspecto importante, es que el núme o 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar con estos datos crudos, debido a que el riesg  se distribuye de acuerdo a la 
población, por lo que un número elevado de casos podrí  ser  no relevante de acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear lgún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este nconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
 es el riesgo relativo y 
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variación aleatoria. De hecho, a menudo el interés es encontrar pistas sobre algún factor de 
riesgo desconocido de la enfermedad. El estudio de una enfermedad desde la epidemiología 
espacial, es abordado a través de tres grandes perspectivas: mapas de probabilidad de las 
enfermedades, prueb s de autocorrelación espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísticos 
 
 
Una hipótesis estadística común [11] para modelar el número de casos observados en una  
región i  es que estos se extraen de una distribución de Poisson con media ii E , donde i  
es l riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el riesgo relativo depende sólo de la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número de casos 
observados en la región i . La población en riesgo para todo el área de estudio se denota 
como P  y el número total de casos como O . Un aspecto importante, es que el número 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar con estos datos crudos, debido a que el riesgo se distribuye de acuerdo a la 
población, por lo que un número elevado de casos podría ser o no relevante de acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
 es el número de casos 
esperados; sí se supone que no hay interacción entre el 
riesgo y la población, s decir, el riesgo relativo depende 
solo de la región. Para este caso, se denota por 
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causas y la preve ción de las enfermedades utilizando diferentes perspectivas de análisis en 
las que la ubicación de los eventos es un componente fundamental.  
 
La epid miologí  spacial goz  de una l rga trad ción remontándose a pr ncipios del iglo 
XIX, en l que se re lizaron mapas de la ocurrencia de enfermedades n diferentes p íses, 
con el bj ivo de caracter za  la extensión y las posibles cau as de brotes d  enfermedades 
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Uno de los principales objetivos [10] de la epidemiología espacial es el de mostrar qué 
parte e la variación e pacial de la distribución de la ocurrencia de una enfermedad no está 
explicada ni por la distribución espacial de factor s explicativos c nocidos ni por una 
variación aleatoria. De hecho, a menudo el interés es encontrar pistas sobre algún fact r de 
riesgo descon ci o de la enfermedad. El estudio de una enfermedad desde la epidemiología 
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3.2 Modelos Estadísticos 
 
 
Una h pótesis estadística común [11] para modelar el número de casos observados en una  
región i  es que estos se extraen de una distribución de Poisson con media ii E , donde i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción ntre l iesgo y l blación, es decir, el riesgo relativo depende sólo de la 
región. Par  este caso, se de ota r iP  y iO  la población en riesgo y el número de casos 
bservados n la r gión i . La pobla ión en riesgo para todo el área de estudio se denota 
como P  y el número total de casos como O . Un aspecto importante, es que el úmero 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar con estos datos crud s, debido a que el riesgo se dist ibuye de acuerdo a a 
población, por lo que un número elevado d  casos podría ser o no relevante de cuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
 la 
población en riesgo y el número de casos observados en la 
región i. La población en riesgo para todo el área de estu-
dio se denota como 
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part  de la variación espac al de la distribución de la ocurrencia de una enfermeda  no está 
expli ada ni por la distribución espacial de factores ex licativ s conocidos ni por una 
vari ción al atoria. De hecho, a menudo el interés es encontrar pistas sobre algún factor de 
riesgo desconoci o de la enfermedad. El studio de una enfermedad desde la epidemiología 
espacial, es abordado a través de tres grandes perspectivas: mapas de probabilida  de las 
enfermedades, pruebas de autocorrelación espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísticos 
 
 
Una hipótesis estadística común [11] para modelar el número de casos observados en una  
región i  es que estos se extraen de una distribución de Poisson con media ii E , donde i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el riesgo relativo depende sólo de la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número de casos 
servados en la región i . La población en riesgo para todo el área de estudio se denota 
c  P  y el número total de casos como O . Un aspecto importante, es que el número 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar c n estos datos crudos, debido a que el riesgo se distribuye de acuerdo a la 
población, por lo que un número ele ado de casos podría ser o o relevante de acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
 y el número total de casos como 
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las que l  ubicació  de los ev ntos es un componente fundamenta .  
 
L  epidemiología espacial goza de una l rga tradición r montánd se a p i cipios del siglo 
XIX, en el que se realizaron mapa  de la ocurrencia de enfermedades en dif r ntes p í es, 
con el objetivo de caracterizar la extensión y las pos bles c usas de brotes de f rme ades 
infecciosas tales como la fiebre amarilla y el cólera. C  osterioridad, la epide iología 
espacial creció en complejidad, sofisticación y utili a . Recientes avances en la
disponibilidad de datos y en los métodos analíticos para tratarlos, proporciona on nuevas 
oportunidades para extender las investigaciones epidemiológ c s tradicional s,  escal  
nacional o regional, hasta el estudio de las variaciones en las enferm dades a nivel o al. 
Las  investigaciones que se realizan actualmente, contempl n no solo factores etiológicos 
sino factores de riesgo para la salud con relevancia a nivel local, tales como exposici nes 
ambientales, la distribución local de condiciones socioeconómicas y los hábitos y estilos de 
vida. 
 
Uno de los principales objetivos [10] de la epidemiología esp cial es l de mostrar qué 
parte de la variación espacial de la distribución de la ocurren ia de u a nfermedad no está 
explicada ni por la distribución espacial de factor s xplic tiv s c n cidos ni p r una 
variación aleatoria. De hecho, a menudo el interés s encontrar pista sobre algún fa o  de 
riesgo desconocido de la enfermedad. El estudi  de u  enf rmedad desde la pidemi logía 
espacial, es abordado a través de tres grande  perspectivas: mapas e proba ilidad de las 
enfermedades, pruebas de autocorrelación espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísticos 
 
 
Una hipótesis estadística común [11] para modelar el número de ca os observados en u a  
región i  es que estos se extraen de una distribución de Poisson con media ii E , donde i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no h y 
interacción entre el riesgo y la población, es decir, el ries o relativo depende ólo d  la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número e casos 
observados en la región i . La población en r esgo para todo el área e estudi  se denot  
co o P  y el número total de c s s como O . Un aspecto important , es que el númer  
de casos observados iO  proporciona información del riesgo, pero no es c nveniente 
trabajar con estos datos crudos, debido a que el riesgo se d stri uye d  ac erdo a l
pobl , por lo que un número elevado de casos podría ser o no r levant  d  acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconve iente. Para obtener u a 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
.  s  l de c sos 
observados 
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E  término epidemiol gía e paci l [9] se ha empleado para describir estudios sobre las 
causas y la preve ción d  las enf rm dades utili ndo diferentes perspectivas de a álisis en 
las q e la ubicación de los vent s s un componente fund mental. 
 
L  epidemiología espa al goz  d  una l rga tr dición e o tándos   princi ios del siglo 
XIX, en el qu  se realiz r  map d  la o urr ncia de enfer dades en d ferentes países, 
con el objetivo de caracter zar la extensión y las posible  causas de brotes de enfermedades 
infecciosas tales como la fiebre am rilla y el cólera. C n posteriorida , la epidemiología 
espacial reció en complejidad, sofisticación y utilid d. Recient avanc s en la 
disp nibilid d de d tos y n los mét d s nalíticos para tr tarlos, pr porcionaron nuevas 
oportunidades para exte d r l s nv tig ciones epidemiológic s tradic onales, a e cala 
naciona  o reg on l, hast  el tu o de las v ri ciones en las nfer dades a nivel local. 
L s  investigaciones qu  se re lizan actualmente, contemplan no olo fa t res etiológicos 
sino factores de riesgo p ra la salud con relevancia a ivel local, tales como exposiciones 
ambie tales, la distribución lo l de condici nes soci económicas y los hábitos y est los de 
vida. 
 
Uno de los princip les obj tivos [10] de la pidemiología e paci l es el de mostrar qué 
parte de la v riación espacial d  l  distribució  de la oc rrencia de una enfermeda  no tá 
explicada ni por la distribució  esp ci l d actores ex li ativos conocidos ni por una 
variación aleatori . De h cho, a m nu  l int és es ncontrar istas sobre lgún factor e 
riesgo d con cido de la f rm . El estud o de una enferm d d desd  la pidemiologí  
espacial, es abordado a través de tres grandes perspectivas: mapas de probabilidad de las 
enfermedades, pruebas d  ut correla ión espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadístico  
 
 
Una hipótesis stadística común [11] para mod lar el núm ro de casos observados en una  
región i  es que estos se extraen e una distribució  de Poisso  con me ia ii E , donde i  
es el riesgo relativo y iE  es el número d casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el riesgo relativo de ende sólo de la 
región. Para este caso, se denota p r iP  y iO  la p bl ción en riesgo y el número de casos 
servados en la región i . La población en iesgo para todo el área de estudio se den ta 
como P y el número total de cas s como O . Un aspe t importante, es que el número 
de c sos bservados iO  proporciona información el riesgo, pero no es conveniente 
tr bajar con estos datos crudo , debido a q  el riesg se di tribuye d  a u rdo a la 
población, por l  q e un núm ro l vado de ca os podría ser o no relevante de acuerdo al 
tamaño de la población xpu sta, por lo que s n cesario empl ar algún tipo  tasa que sea 
una buena estimación del riesgo y que a la vez super este inc nv niente. Para obtener una 
est mación del riesgo i , el número de c sos observados debe ser comparado con el 
número esperado e casos. Si iP  y iO  s n conocidos, el número esperado de casos en la 
 proporciona información del ri sgo, pero 
no es conveniente trabajar con estos datos crud s, debi o 
a que el riesgo se distribuye e acuerdo con la població , 
por lo que un úmero elevado  c sos podrí  ser o no 
relev nte de acuerdo on tam ño d la población expuesta,
p r lo que es nec sario emplear algún tipo de t sa que sea
una buena estimación del riesgo y que a la vez supere este 
inconveniente. Para obtener una estimación del riesgo 
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El término pidemiol gía espacial [9] se ha em leado para describir estudios sobre las 
aus s y l  pr v nción de las enf rmedades utiliza do dif rentes p r pectivas de análisis en 
las que l  ubicación d  los eventos es un componente fundamental.  
La e ide iologí espacial goza de una larga t adición remontándose a principios del siglo 
XIX, en el que e realizar n mapas de l  ocur encia de nfermed des en diferentes países, 
con objetivo de caracterizar la exten ió y las posibles causas de brotes de enfermedades 
infecci sas tales como la fiebre amarilla y el cólera. Con posteri ridad, la epidemiología 
esp cial creció en compleji ad, sofisticación y utilidad. Recientes avances en la 
i ponibil ad de d t s y en l s métod s analíticos para tra arlos, proporcionaron nuevas 
oportunid des para extender las invest g cione epidemiológicas tradicionales, a escala 
nacional o regional, hasta e  estudi de la  variaciones en las enfermedades a nivel local. 
Las  in e tigaci es que se realizan actu lmente, conte plan no solo factores etiológicos 
sin  factores de riesgo para la sa ud con relevancia a nivel loc l, ales como exposiciones 
ambiental s, la d stribución local de condiciones s ioeco ómicas y los hábitos y estilos de 
vi . 
 
Un  d los pri cipal  objetivos [10] de l epidemiologí  espacial es el de mostrar qué 
parte de l  va i d  la distr bución d  la ocurrencia de una enfermedad no está 
x licada ni p r la di tribución espacial d  factores explicativos conocidos ni por una 
variac ón al a oria. De hecho, a menudo el interé  es encontrar pistas sobre algún factor de 
rie go desconocido de la nfermedad. El estudio de una enfermedad desde la epidemiología 
espacial, es abordado a través de tres grandes perspectivas: mapas de probabilidad de las 
enfermedades, pruebas de autocorrelación espacial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Modelos Estadísti os 
 
 
Una hipót is estadística común [11] para modelar el número de casos observados en una  
región i  es que estos se extraen de una distribución de Poisson con media ii E , donde i  
es el riesgo relativo y iE  es el número de casos esperados; así se supone que no hay 
interacción entre el riesgo y la población, es decir, el riesgo relativo depende sólo de la 
región. Para este caso, se denota por iP  y iO  la población en riesgo y el número de casos 
observ dos n la r gión i . La p blación en riesgo para todo el área de estudio se denota 
como P  y el número t tal de casos como O . Un aspecto importante, es que el número 
de casos bservad s iO  propor iona inform ción del riesgo, pero no es conveniente 
trabajar on stos dato  crudos, debido a qu  el riesgo se distribuye de acuerdo a la 
p blación, por lo que un número elevado de casos podría ser o no relevante de acuerdo al 
tam ñ  de la pobl ción expu sta, por lo que es n cesario emplear algún tipo de tasa que sea 
una b na estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la 
, 
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El términ  pidem ología esp cial [9] s  h  mple do p ra escribir estudios bre las 
caus s y la pr ve ció  de l s enf rm d des ut iza o if rent s perspe tiva  d  análisis n 
as que l  ubi ción de los event s es un co po ente fu am al.  
 
La epidemi l gía espaci l goza d u a larga radició  rem ntándos  a pr ncipi s del sigl  
XIX, en el que se real zaron map s d   ocurr nci  e nfermed de  e dife entes p íses, 
con el bjetivo de caracterizar l  xt nsió  y posibles causas d  brotes d  en rme des 
infeccio as tales mo la fiebre amarill  y l cólera. Con p sterioridad,  pid iologí  
espacial creció n complej ad, sofi ticació  y utilidad. Recie te  vances en la 
d sponibilidad de dat s y en l s éto s analíticos para trat rlos, prop rcionaron nuevas 
oportunid es p ra extender la  investigacion s epidemi lógicas tradic onal , a escala 
nacional o regio l, hasta el estudio d  las variacion en las enfermedades a nivel local. 
Las  investigacione  que se realizan actu lm nte, ntempl n n  solo factores etiológicos 
sino factores de riesgo par  la salud co  relevancia a iv l local, tales c mo exposici es 
amb entales, la is ribución local de c ndici nes socio on micas y os hábito  y esti  de 
vida. 
 
Uno de l s pr cipale  objetivos [10] d  la epidemiología esp cial es el de mostr r qué
parte  la variación esp ci l d  la dis rib ción d  l ocurrencia de una enf rm dad no está 
explicada ni por la i ibució  paci l de f ctores explic tivos c nocidos ni por u a 
vari ón aleatori . De h cho, a menudo  interés es e contrar pistas sobre algún factor de 
riesgo desconocido de la enfermedad. El estudio de una enferm dad desde la e idemiología 
espacial, es abordado a través de tres grandes perspectiv s: mapas de probabilidad de las 
enfermedades, pruebas d  autocorrelación esp cial y agregaciones de casos y modelos de 
regresión espacial.  
 
 
3.2 Mo elos Estadísticos 
 
 
Una hipótesis estadístic comú  [11] para modelar el número de casos observado  en una  
región i  es que estos se extraen de un di tribución de Poisson con media ii E donde i  
es el ri sgo relativo y iE  es el número de cas s esperados; así se supone que no hay 
i teracción ntre el riesgo y la población, es d cir, el riesgo re tivo depende sólo de la 
r gión. Para este caso, e denota por iP  y iO  la población n riesgo y el número de casos 
observados en la región i . La población en riesgo para todo el área de estudio se denota 
como P  y el número total de casos como O . Un aspecto importante, es que el número 
de casos observados iO  proporciona información del riesgo, pero no es conveniente 
trabajar con stos datos crudos, debido  qu l riesgo e dist ibuye de acuerdo a la 
población, por lo que un número elevado  c s s podría ser o n  relevante d  acuerdo al 
tamaño de la población expuesta, por lo que es necesario emplear algún tipo de tasa que sea 
una buena estimación del riesgo y que a la vez supere este inconveniente. Para obtener una 
estimación del riesgo i , el número de casos observados debe ser comparado con el 
número esperado de casos. Si iP  y iO  son conocidos, el número esperado de casos en la  son conocidos, el 
número esperado de casos en la región i se puede calcular 
como 
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región i  se puede calcular o  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 


n
i
i
n
i
i nO
11
/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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región i  se puede c lcular como  rPE ii , de r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 apas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Pois on, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Pois on: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 


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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 
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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad standarizada. Pa a el map o de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espaci l, e ta s  d bería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distr bución de la misma enfermedad.   
 
3.3 Mapas de Pr abilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en l  zo  de studio [13]. Los mapa  de probabili ad permiten establecer si 
las unidades espaciales están caracterizadas por un may r o menor conteo de casos de 
alguna enfermed d respecto e los casos esperados. Asumi ndo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesg  puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 


n
i
i
n
i
i nO
11
/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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donde se conoce como la tasa d  morbilid d e ta darizada. 
Para el mapeo de una enfermed d y la aplicaci  de los 
estadísticos, se emplea la tasa d  morbilidad y no el número 
de casos 
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región i  se puede calcular om   rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa d  morbilidad esta darizada. P ra el apeo de una 
enferm dad y la ap icación d  lo  e t dísticos, se mplea la tasa de morbilidad SMR  y no el 
número iO  [12], ya que si se encuentr  autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el númer  de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Prob bilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unida es espaciales están c racterizadas por un mayor o menor conteo de casos de 
alguna nferm dad respecto de los casos esperados. Asumiendo, q  los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 


n
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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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  que si se encu ntra autocorr lación 
espacial, esta se debería a la distribución pacial de la 
población subyacente (es bien sabido que a m yor pobla-
ción, mayor es el número de casos) y no a la distribución 
de la enfermedad. 
Mapas de probabilidad 
El objetivo es proporcionar una representación de la 
distribución espacial del riesgo de una enfermedad en la 
z a de estudio [13]. Los mapas de probabilidad permiten 
es bl cer i las unidad s espaciales stá  caracterizadas por 
un may r o enor conteo de casos de alg na enfermedad 
respecto de los casos esperados. Asumiendo que los casos 
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región i  se puede calcular como  rPE ii , do de r  s el tasa de incidencia total 
(  PO / ). Una estimación básica del ri sgo n una egión dada se pu de calcular como 
i
i
E
OS   
Donde SMR  se co oce c m la tasa de m rbilidad est ndarizada. Para el mapeo d  na 
enfer dad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución spacial de l  p bla ión subyacente (es bien sabido que  mayor població , 
mayor es el número de casos) y o a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una r presentación de la distribución espacial del riesgo de una 
enfermedad en la zona de studi  [13]. Los mapas de probabilidad permit n stablecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respect  de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el rie go en la región es el pro dio y será d  interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los rie gos que resulte
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 


n
i
i
n
i
i nO
11
/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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 siguen una distribución de Poisson, el prim r paso en 
l  represen ación de la vari ión espacial de la enfermedad 
es mapearla a un nivel de signi cancia. El riesgo puede 
re ejar el número de personas que sufren una enfer edad 
(morbili ad) en un p ríodo de ti mpo d terminado, para 
una p blación expuesta. Por lo tanto, un riesgo relativo de 
1 signi a que el ri sgo en la región es el pr medio y será de 
interés la ubicación de las regiones donde el riesgo relativo 
es signi cativamente mayor que 1. Los riesgos que resulten 
altamente signi cativos (cuyos intervalos de con anza son 
mayores a uno) son e mayor interés, y permiten identi car 
regiones con casos mayores a lo que se esperaría. 
Por otro lado, los apas de probabilidad (Choynowski, 
1959) son una manera conveniente de representar la sig-
ni cancia de los valore observados [14]. Estos muestran 
la probabilidad de que un valor sea mayor o menor al valor 
esperado, de acuerdo con la suposición que se hace sobre 
el modelo. Se deben probar distintos modelos y comparar 
los mapas obtenidos, de forma que se pueda apreciar cómo 
varía la signi cancia de los valores de acuerdo con el modelo 
escogido. Se exponen dos modelos por ser los más usados:
–Distribución de Poisson: el procedimiento consiste en 
 calcular la probabilidad de los casos observados para cada 
región i. Si se tiene el valor esperado 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos obse vad s para cada región i. Si se ti ne el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 

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n
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n
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i nO
11
/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo e puede calcular como 


n
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n
i
i nO
11
/ . A continuación, se 
calcula l  probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de a uerdo al número  casos esperados [15]: 
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A continuación s calcu a la probabilidad 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básic d l ri sgo en na región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estand rizada. Para el mapeo de una 
enferme ad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número d  asos iO  [12], ya que si se encuentr  autocor elación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3Mapas de Probabilidad  
 
El objetivo es proporciona  una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto d  los casos e perados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el prim r paso en la r presentación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una e fermedad (morbilidad) en un período de tiempo 
determinado, para una población xpuest .  Por lo tanto, un riesgo relativo de 1 significa 
que el ri sg en la regió  s el promedio y s rá de interé la ubicación de las regiones 
donde el riesgo relativ  es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, l s mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor s a m y r o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el m delo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como va ía la significancia de los valores 
de acuerdo al m del  escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribuc ó  de Poi son: El procedimient   consiste n calcular la probabilidad de los 
casos observados para cada región i. Si se ti ne el valor sperado iE , la estimación de la 
m dia global del riesgo se puede calcular como 


n
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i
i nO
11
/ . A continuación, se 
l il  iP  de que el número observado de casos para cada región i , sea el 
valor ás extremo de acuerdo al número  casos esperados [15]: 
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q  el nú-
m ro obs rvado e c sos pa a cada región i, s a el valor ás 
extremo de acuerdo con el número casos esperados [15]:
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Dond  SMR  se conoce como la tasa d  morb lid d est nd rizada. Para el mapeo de un
enfermedad y la aplicación de los estadísticos, se mplea la tasa de morbilidad SMR y n  el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución spacial de la población subyacente (es bien abido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una repres ntación de la distribución espaci l del riesgo de una 
enfermedad en la zona de tudio [13]. Los mapas de probabilidad perm ten establecer si 
las unidades espaciales están caracteriz das por un mayor o m r onteo de ca os de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la r pr sent ción de la variación espacial d  
la enfer dad s mapear la SMR  a un niv l d  ignificancia. El riesgo pu de reflejar el 
número de pers nas que sufren una enfermedad (morbilidad) en un pe íodo de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y s rá d in erés la ubicación d  las regiones 
donde el riesgo relativo es signific tivamente mayor que 1. Los riesg que resulten 
altamente significativos (cuyos intervalo  de confia za son m yores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de prob bil dad (Choynowski, 1959) son una manera c nveni n e 
de representar la significanci  de los valores observados [14]. Est s muestran la 
probabilidad de  un valor sea may r o menor al valor esp rad , de acuerdo con la 
suposición que se hace sobre el modelo. S  d ben probar distintos modelos y comparar l s 
mapas obtenidos, de forma que se pueda apreciar c mo varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Pois on: El proc d miento  consiste en calcular la probabil dad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 

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n
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i
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/ . A continuación, se 
calcula la probabilidad iP  de que l número observado de casos p ra cada región i , sea el 
valor más extremo d  acuerdo al número casos esperados [15]: 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la aplicación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente ( s bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 M pas de Probabilidad  
 
El obj tivo es proporcionar una representación de la di tri u ión espaci l d l riesgo de una
enf rmedad en la zona de estudio [13]. Los mapas de prob bilidad permite  est blece si 
las u idades paciales están caracterizad s por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos espe ados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representació  de la variación espacial de 
la enfermedad es map ar la SMR  a un nivel de ignificancia. El riesgo puede reflejar el 
número de personas que sufren una enferme ad (morbilidad) en un período de tiempo 
determina o, para una población expue ta.  Por lo tanto, un rie go relativo de 1 significa 
que l riesgo en la región es el promedio y será  interés la ubicación de las regiones 
donde l riesgo relativ  s ignificativa ente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identif car regi nes con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar  significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Po sson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 
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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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 se asan e  la probabilidad acumulada 
de u a distribución de Poiss n y fr cen un índice de 
desviación de la hipótesis de que los riesgos son iguales.
–Dis bución Pois on g mma: la distribución de Poisson 
implica supue tos, una cuestión clave es que para esta dis-
tribución el valor de la media y la varianza de 
UD y La GEOMATICA. Vol. 5, Enero-Diciembre 2011 
 
 4 Artículo de Investigación 
región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
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i
E
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Donde SMR  se conoce como la tasa de morbilidad estandarizada. Para el mapeo de una 
enfermedad y la apl cación de los estadísticos, se emplea la tasa de morbilidad SMR  y no el 
número de casos iO  [12], ya que si se encuentra autocorrelación espacial, esta se debería a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna enfermedad respecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación de la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de significancia. El riesgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuesta.  Por lo tanto, un riesgo relativo de 1 significa 
que el riesgo en la región es el promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se hace sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 
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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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 se supone 
que son lo  mismos. En el caso en que los d tos teng n 
obredispersión, de modo que la variación de los datos es 
mayor que su media, el modelo estadístico debe ser ampliado, 
en este caso una forma de permitir una mayor varianza, es 
el uso de una distribución binomial negativa, que puede ser 
considerada como n modelo mixto en el que se considera 
un efecto aleatorio siguiendo una distribución gamma para 
cada región. Esta formulación se conoce como la de Poisson-
gamma (PG), y puede ser estructurada a dos niveles [16]: 
Álvarez et al. – Modelos Digitales Batimétricos 
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Los valor s de iP  se basan en la probabilidad acumulada de una distribución de Poisson y 
ofr cen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distr bu i  Poiss n G ma: La distribución de Poisson implica supuestos, una cuestión 
clav  es qu  para sta distribución, el valor de la media y la varianza de iO  se supone son 
los i mos. En el caso en qu  los datos tengan sobredispersión, de modo que la variación 
de los d tos e  mayor que su media, el modelo estadístico debe ser ampliado, en este caso, 
una for  de permitir una mayor varianza, es el uso de una distribución Binomial Negativa, 
que puede ser conside ada como un modelo mixto en el que se considera un efecto aleatorio 
siguiendo una distribución gamma para cada región. Esta formulación se conoce como la de 
Poisson-Gamm  ( PG ), y puede ser structurada a dos nivele  [16]:  
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El riesgo relativo i  es una variable aleatoria, que s  extrae de una distribución gamm  co  
me ia /v  y la varianza 2/v . Ahora la distribución de iO  está condicionada al valor de 
i . La distribución condicionada de cada iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v  y  probabilidad 
iE
 . 
 
 
3.4 Agregaciones espaciales de Enfermedades  
 
Los mapas de SMR proporcionan la base para plantearse la pregunta de si hay agregaciones 
de casos de la enfermedad. La estructura típica de datos para la evaluación de los patrones 
espaciales de salud consiste en una colección de datos que corresponden al conteo de casos 
de alguna enfermedad asociados a una región durante un periodo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas con la agregación de casos  están 
relacionadas a si los casos tienden a ocurrir cerca de otros casos (lo cual podría sugerir un 
agente infeccioso), si existe algún área en particular dentro de la región de estudio que 
parezca contener un exceso significativo de casos observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde podrían estar las agrupaciones  más inusuales de cas s. Para 
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  principio la matriz de pesos espaciales W [18], 
El rie go 
Álvarez et al. – Modelos Digitales Batimétricos 
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Los valores de iP  se basan en la probab lidad acumulada de una distribución de Poisson y 
ofrecen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distribución Poisson Gama: La distribución de Poisson implica supuestos, una cuestión 
clave es que para esta distribución, el valor de la media y la varianza de iO  se supone son 
los mism s. En el caso en que los datos tengan sobredispersión, de modo que la variación 
de los d tos es mayor que su media, l odelo estadístico debe ser ampliado, en este caso, 
una forma de permitir una mayo  vari nza, es l uso de una distribución Binomial Negativa, 
que pu d  ser consi r da como u  modelo mixto en el que se considera un efecto aleatorio 
siguiendo una distribución gamm  para cada región. Esta formulación se conoce como la de 
P isson-Gamma ( PG ), y puede ser tructurada a dos niv les [16]:  
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El riesg  relativ i es una v r able aleatoria, que se extrae de una distribución gamma con 
media /v  y la varianza 2/v . Ahora la distribución de iO  está condicionada al valor de 
i . La distribución condicion da de cada iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v  y  probabilidad 
iE
 . 
 
 
3.4 Agregaciones espaciales de Enfermedades  
 
 
Los mapas de SMR proporcionan la base para plantearse la pregunta de si hay agregaciones 
de casos de la enfermedad. La estructura típica de datos para la evaluación de los patrones 
espaciales de salud consiste en una colección de datos que corresponden al conteo de casos 
de alguna enfermedad asociados a una región durante un periodo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas con la agregación de casos  están 
relacionadas a si los casos tienden a ocurrir cerca de otros casos (lo cual podría sugerir un 
agente infeccioso), si existe algún área en particular dentro de la región de estudio que 
parezca contener un exceso significativo de casos observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde podrían estar las agrupaciones  más inusuales de casos. Para 
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  principio la matriz de pesos espaciales W [18], 
 relativo es una variable aleatoria, que se extrae de 
una distribución gamma con media 
Álvarez et al. – Modelos Digitales Batimétricos 
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Los valores de iP  e bas en la probabilidad acu ulada de una distri ución de Poisson y 
ofrecen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distribució  Poiss n G ma: La distribución de Poisson implica supuestos, una cuestión 
clave es que para st  distribución, el valor de la media y la varianza de iO  se supone son 
los m smos. En el c so en que los datos tengan sobredispersión, de modo que la variación 
de los datos es mayor que su media, el modelo estadístico debe ser ampliado, en este caso, 
una forma d  pe mitir una mayor va ianza, es el uso de una distribución Binomial Negativa, 
que puede ser considera a como un model  mixto en el que se considera un fecto aleatorio 
siguien o una distribución gamma para c  región. Esta formulación se conoce como la  
Poisson-Gam a ( PG ), y pue  ser estructurada a dos niveles [16]:  
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El riesgo relativo i  es una variable aleatoria, que se extrae de una distribución gamma con 
edia /v  y la varianza 2/v . Ahora la distribución de iO  está condicionada al valor de 
i . La distribució  condicionada de cada iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v y  probabilidad 
iE
 . 
 
 
3.4 Agregaci nes espaciale  de Enfermedades  
 
 
Los mapas de SMR proporcionan la base para plantearse la pregunta de si hay agregaciones 
de cas s de l  enfermedad. La estructura típica de datos para la evaluación de los patrones 
espaciales de salud consiste en una colección de datos que corresponden al conteo de casos 
de alguna enfermedad asociados a una región durante un per odo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas con la agregación de casos  están 
relacionadas a si los casos tienden a ocurrir cerca de otros casos (lo cual podría sugerir un 
agente inf ccioso), si existe algún área en particular dentro de la región de estudio que 
parezca contener un exceso significativo de casos observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde podrían estar las agrupaciones  más inusuales de casos. Para 
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  principio la matriz de pesos espaciales W [18], 
y la varianza 
Álvarez t al. – Modelos Digitales Batimétricos 
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Los valores e iP  se bas n en la proba ilida  acumulad  de una distribución e Poisson y 
ofrec n un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distribución Poisson Gama: La distribuc ón de Poisson i plica sup estos, una cuestión 
clav  s que par  sta distribución, el valor de la media y la varianza de iO  se supone son 
los ismos. En el caso en que los datos tengan sobredispersión, de mod  que la variación 
de l s datos es m yor que su media, el modelo estadístico deb  ser ampliado, en este caso, 
un  f rma de permitir una mayor varianza, es el uso de una distr bución B nomial Negativa, 
qu  pued  ser considerad  como un modelo mixto en el que se considera un ef cto aleatorio
siguiendo una distribución gam a p r  cad  región. Esta formulación se con ce como la de 
Poisso -Gam a ( PG ), y pued  ser estructurad   dos nivel s [16]:  
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El riesgo relativo i  es una variable aleatoria, que se xtrae de una distribución gam a con 
medi  /v  y la varianza 2/v . Ahora la distribución de iO  está c ndicio ad  l valor de 
i . La distribución condicionad  de cad  iO  es fácil de obten r y es una Binomial Negativa 
con tamaño v  y  proba ilida  
iE
 . 
 
 
3.4 Agregaciones espaci les d  Enferm d des  
 
 
Los map s de SMR prop rciona  la base par  plantearse la pregunta de si hay agregaciones 
de caso  de la enfermeda . La estructura típica de datos par  la evaluación de los patrones 
espaciales de salud consiste n una colección de datos que corresponden al conteo de caso  
de alguna enfermeda  asociados a una región durante un period  de tiempo det rminado. 
Las preguntas más comunes [17] relacionad s con la agregación de caso   están 
relacionad s a si los caso  tienden a ocurri  cerca de otros caso  (lo cual podría sugerir un 
agente infeccios ), si existe algún área en particular dentro de la región de studio que 
parezca conten r un exceso significativo de caso  observados (lo cual sugier  un factor de 
riesgo ambiental) o dónde podrían estar las agrupaciones  más inus ales de caso . Par  
responder a esto, se deb  evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas bas d s en la hipótesis nula 
 
oH  No hay agregación de caso  
 
Las cuales se car cterizan por ten r como  princip o la matriz de peso  espaciales W [18], 
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región i  se puede calcular como  rPE ii , donde r  es el tasa de incidencia total 
(  PO / ). Una stimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Do d  SMR  se conoce como la tasa d  morbili ad estandarizada. Para el mapeo de una 
enfermedad y la aplic ción de los estadístic s, se emplea la t s   morbili  SMR  y no el 
número de casos iO  [12], ya qu  si s  encuentra autoc rr lación e pacial, esta se deb ría a 
la distribución espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo es proporcionar una representación de la distribución espacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unidades espaciales están caracterizadas por un mayor o menor conteo de casos de 
alguna e fermedad res ecto de los casos esperados. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, el primer paso en la representación d  la variación espacial de 
la enfermedad s mapear l  SMR  a un nivel d  significancia. El riesgo puede reflejar el
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
determinado, para una población expuest .  or lo tanto, un riesgo r lativ   1 ignifica 
que el riesgo en la región es el pro edio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativamente mayor que 1. Los riesgos que resulten 
altamente significativos (cuyos intervalos de confianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son una manera conveniente 
de representar la significancia de los valores observados [14]. Estos muestran la 
probabilidad de que un valor sea mayor o menor al valor esperado, de acuerdo con la 
suposición que se h ce sobre el modelo. Se deben probar distintos modelos y comparar los 
mapas obtenidos, de forma que se pueda apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Distribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 
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/ . A continuación, se 
calcula la probabilidad iP  de que el número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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 está con icionada al valor de 
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Los valores de iP  se basan en la probabilidad acumulada de una distribución de Poisson y 
ofrecen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Dist ibución Poisson G ma: La dist ución de Poisson implica supuestos, una cuestión 
clave es que para st  distribución, el valor de la media y la varianza de iO  se supone son 
los mismos. En el caso en qu  los datos tengan sobredispersión, de modo que la variación 
de los dat s es m yor que su media, el modelo estadístico debe ser ampliado, en este caso, 
una forma de permitir una may r varianza, es el uso de una distribución Binomial Negativa, 
que puede ser considerada como un modelo mixto en el que se considera un efecto aleatorio 
siguien o una distribución gamma para cada región. Esta formulación se conoce como la de 
Poisson-Gamma ( PG ), y puede ser estructurada a dos niveles [16]:  
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El rie go relativo i  s una variabl  aleatoria, que se extra  de una distribución gamma con 
media /v   la varianza 2/v . Ahora l  distribución de iO  está condicionada al valor de 
i . La distribución condicionada de cada iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v  y  probabilidad 
iE
 . 
 
 
3.4 Ag egaciones esp ciales de Enferme ade   
 
 
Los mapas de SMR pr porcionan la base para plantearse la pregunta de si hay agregaciones 
de casos de la nf rmedad. La estructura típica de datos para la evaluación de los patrones 
espaciales de salud consiste en una colección de datos que corresponden al conteo de casos 
de alguna enfermedad asociados a una región durante un periodo de tiempo determinado. 
Las pregunt s más comunes [17] relacionadas con la agregación de casos  están 
relaci nadas a si los casos tienden a ocurrir cerca de otros casos (lo cual podría sugerir un 
agente infeccio o), i existe algún área en particular dentro de la región de estudio que 
parezca contener n exceso significativo de casos observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde p drían estar las agrupaciones  más inusuales de casos. Para 
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  princ pio la matriz de pesos espaciales W [18], 
.
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región i  se puede calcular c mo  rPE ii , onde r  es el tasa de incidencia total 
(  PO / ). Una estimación básica del riesgo en una región dada se puede calcular como 
i
i
E
OSMR   
Donde SMR se c no e como la tasa de morbili ad estandarizada. Para l mape  de un  
enf rm dad y la a lic i  los st í ticos, se emple la tasa de m r ilid d SMR  y no el 
úmero de casos iO  [12], ya que si se ncue tra aut correlación es aci l, esta se debería a 
la distribu ión espacial de la población subyacente (es bien sabido que a mayor población, 
mayor es el número de casos) y no a la distribución de la misma enfermedad.   
 
3.3 Mapas de Probabilidad  
 
El objetivo s proporcionar una representación de la distribució  spacial del riesgo de una 
enfermedad en la zona de estudio [13]. Los mapas de probabilidad permiten establecer si 
las unid d s espaciales stá  car cterizadas por un may r o menor cont o de casos de 
alguna enfermedad respecto d  los casos sper d s. Asumiendo, que los casos iO  siguen 
una distribución de Poisson, l primer paso en a repres ntación  la variación espacial de 
la enfermedad es mapear la SMR  a un nivel de sig ificancia. El ri sgo puede reflejar el 
número de personas que sufren una enfermedad (morbilidad) en un período de tiempo 
d termin d , para una p blación xpuesta.  Por lo tanto, u  ri go relativo de 1 significa 
que el riesgo en la región es l promedio y será de interés la ubicación de las regiones 
donde el riesgo relativo es significativ me te mayor q e 1. Los riesgos que resulten 
altamente significativos ( uyos interv l s de c nfianza son mayores a uno) son de mayor 
interés, y permiten identificar regiones con casos mayores a lo que se esperaría.  
 
Por otro lado, los mapas de probabilidad (Choynowski, 1959) son na manera conveniente 
 represent r la significancia de los valor s observados [14]. Estos muestran la 
probabilidad d  que un valor s a may r o menor al valor esperado, de acuerdo con la 
suposición que s  hace sobre el modelo. Se deben probar distintos modelos y comparar los 
apas btenidos, de forma que se pue a apreciar como varía la significancia de los valores 
de acuerdo al modelo escogido. Se exponen dos modelos por ser los más usados: 
 
-Di tribución de Poisson: El procedimiento  consiste en calcular la probabilidad de los 
casos observados para cada región i. Si se tiene el valor esperado iE , la estimación de la 
media global del riesgo se puede calcular como 
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
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/ . A continuación, se 
calcula l  probabilidad iP  de que l número observado de casos para cada región i , sea el 
valor más extremo de acuerdo al número  casos esperados [15]: 
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Los v lores de iP  se basan en la probabilidad acumulada de una distribución de Poisson y 
ofrecen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distribución Poisson Gama: La distrib ción de Poisson implica supuestos, una cuestión 
cl ve es que para esta distribución, el valor de la media y la varianza de iO  se supone son 
los mismo . En el caso e  que l s datos tengan sobredispersión, de odo que la variación 
de l s dato  s mayor que su media, el modelo estadístico debe ser mpliado, en este caso, 
un  forma de permitir una m yor varianza, es el uso de una distribución Binomial Negativa, 
qu  puede ser considerada como un modelo mixto en el que se considera un efecto aleatorio 
siguiendo u a distribución gamma para ada región. Esta formulación se conoce como la de 
Poisson-Ga ma ( PG ), y puede ser estructurada a dos niveles [16]:  
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El riesgo r l tivo i s una variable aleatoria, que se extr e de una distribución gamma con 
media /v  y la varianza 2/v . Ahor  l  distribución de iO  está condicionada al valor de 
i . La distribución co dicionada de cada iO  es fácil de obtener y es una Binomial Negativa 
con t v y probabilidad 
iE
 . 
 
 
3.4 Agr gaciones espaciales de Enfermedades  
 
 
Los m pas de SMR proporcionan la base para pla t arse la pregunta de si hay agregaciones 
de casos de la enfermedad. La estructura típic  de datos para la evaluación de los patrones 
espaciales e salud consiste e  u a colección de datos que corresponden al conteo de casos 
de algu a enfermedad asocia os a una región durante un periodo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas con la agregación de casos  están 
relacionad s a si l   tienden a currir cerca de otros casos (lo cual podría sugerir un 
agente infe cioso), si existe algún área n particular dentro de la región de estudio que 
parezca c ntener un exces  significativo de cas s observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde podrí n estar l  agrup ciones  más inusuales de casos. Para 
responder a esto, se debe valuar la existencia de algún patrón de distribución espacial.  
 
Exist n muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se c racterizan or tener com   principio l  matriz de pesos espaciales W [18], 
 pro ili
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Los valores de iP  se basan en la probabilidad acumulada de una distrib ción de Poi son y 
ofrece  un í ice d  d sviación de la hipótesis de que los riesgos son iguales. 
 
-Distribució  Poisson Gama: La distribución de Poiss n implica supuestos, una cuestión 
clave es que para esta distribución, el val d  la media y la varianza de iO  e sup ne son 
los mismos. E l cas  e  que los datos tengan sobredisp rsión, e modo que la variación 
de los datos es mayor que su media, el modelo estadístico d be ser ampliado, en est cas , 
u a forma de permitir una mayor v ri nza, es el uso de una distribución Binomial N gativa, 
que puede ser considerada como un modelo mixto en el que  considera un efe to aleatori  
siguiendo una distribució  gam  para ada región. E ta formulación s  conoce como la de 
Poisson-Gamma ( PG ), y puede ser estructurada a dos niveles [16]:  
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El ri go relativo i es un variable le toria, que se extra  d  una d tribu ió g mma  
m dia /v  y a varianza 2/v . Ahora la distr bución de iO  está condicionada al val r de 
i . La distribución condicionada de cad  iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v  y  probabilidad 
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3.4 Agregaciones espaciales de Enferme ades  
 
 
Los mapas de SMR proporcio an la base para plantearse la pr gunta e si hay agreg io es 
de casos de la enferm ad. La estructura típica de datos para la evaluación d  los patrones 
espaciales de salud consiste en un  colec ón de datos que corresponde al c nteo de casos 
de alguna enfermedad asociados a una región durant  un periodo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas on la agregación de casos  stán 
relacionadas a si los casos tienden a ocurrir cerca d  otros casos (lo cual po ría sugerir un 
agente infeccioso), si existe algún ár a en parti ular dentro de la región de estudio que 
parezca contener un exceso significativo de casos observ dos (lo cual sugiere un factor de 
riesgo ambiental) o ónd  p drían estar las agrupacio es  más inusuales casos. Para
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  principio la mat iz de pesos espa iales W [18], 
.
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Los mapas de SMR proporcionan la base para plantearse 
la pregunt de si hay agrega iones de casos de l  enferme-
dad. La estructura típica d  d tos para  evaluación de
los patrones espa i les de salud consist  e  una colección
de datos que corresponden al cont o de casos de lgun  
enfermedad as ciados a una reg ó  urante un p iodo 
de tiempo determinado. Las p eg ntas más comunes [17] 
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relacionadas con la agregación de casos están relacionadas 
a si estos tienden a ocurrir cerca de otros (lo cual podría 
sugerir un agente infeccioso), (o.k.) si existe algún área en 
particular dentro de la región de estudio que parezca con-
tener un exceso signi cativo de casos observados (lo cual 
sugiere un factor de riesgo ambiental) o dónde podrían estar 
las agrupaciones más inusuales de casos. Para responder 
a esto, se debe evaluar la existencia de algún patrón de 
distribución espacial. 
Existen muchas pruebas basadas en la hipótesis nula
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Los valores de iP  se basan en la probabilidad acumulada de una distribución de Poisson y 
ofrecen un índice de desviación de la hipótesis de que los riesgos son iguales. 
 
-Distribución Poisson Gama: La distribución de Poisson implica supuestos, una cuestión 
clave es que para esta distribución, el valor de la media y la varianza de iO  se supone son 
los mismos. En el caso en que los datos tengan sobredispersión, de modo que la variación 
de los datos es mayor que su media, el modelo estadístico debe ser ampliado, en este caso, 
una forma de permitir una mayor varianza, es el uso de una distribución Binomial Negativa, 
que puede ser considerada como un modelo mixto en el que se considera un efecto aleatorio 
siguiendo una distribución gamma para cada región. Esta formulación se conoce como la de 
Poisson-Gamma ( PG ), y puede ser estructurada a dos niveles [16]:  
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El riesgo relativo i  es una variable aleatoria, que se extrae de una distribución gamma con 
media /v  y la varianza 2/v . Ahora la distribución de iO  está condicionada al valor de 
i . La distribución condicionada de cada iO  es fácil de obtener y es una Binomial Negativa 
con tamaño v  y  probabilidad 
iE
 . 
 
 
3.4 Agregaciones espaciales de Enfermedades  
 
 
Los mapas de SMR proporcionan la base para plantearse la pregunta de si hay agregaciones 
de casos de la enfermedad. La estructura típica de datos para la evaluación de los patrones 
espaciales de sal d consiste  una colección de datos que corresponden al conteo de casos 
de alguna enfermedad sociados a una región durante un periodo de tiempo determinado. 
Las preguntas más comunes [17] relacionadas con la agregación de casos  están 
relacionadas a si los casos tienden a ocurrir cerca de otros casos (lo cual podría sugerir un 
agente infeccioso), si existe algún área en particular dentro de la región de estudio que 
parezca contener un exceso significativo de casos observados (lo cual sugiere un factor de 
riesgo ambiental) o dónde podrían estar las agrupaciones  más inusuales de casos. Para 
responder a esto, se debe evaluar la existencia de algún patrón de distribución espacial.  
 
Existen muchas pruebas basadas en la hipótesis nula 
 
oH  No hay agregación de casos 
 
Las cuales se caracterizan por tener como  principio la matriz de pesos espaciales W [18], 
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de pesos espaciales W[18]:
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Donde ijW es la interdependencia entre las regiones i  y .j   
 
 
Entre las pruebas de autocorrelación espacial más usadas en datos de salud se encuentran: 
 
- Prueba de homogeneidad en los Riesgos relativos: Antes de realizar cualquier 
análisis de la presencia de agregaciones, se debe evaluar la heterogeneidad en los 
riesgos relativos. Esto se debe a que la sobredispersión en los datos puede afectar el 
valor p de las pruebas, además se debe comprobar si existen diferencias reales entre 
los diferentes riesgos relativos. La razón de esta heterogeneidad puede estar 
relacionada con diferentes factores, tales como la presencia de una fuente de 
contaminación en la zona, lo que puede conducir a un aumento en el riesgo 
alrededor de una región. Teniendo en cuenta que para cada área se ha calculado el 
número esperado de casos iE   y observado de  casos iO , una prueba de chi-
cuadrado puede llevarse a cabo para probar de forma global si existen diferencias 
significativas entre estas dos cantidades. La prueba se define como [19], 
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Donde   es la SMR que sigue una distribución chi-cuadrado con n grados de 
libertad. La prueba considera como hipótesis nula que los riesgos relativos entre las 
regiones es una constante  , mientras que la hipótesis alternativa supone que no 
todos los riesgos relativos son iguales.  Como se planteó al inicio, el riesgo relativo 
se calcula a partir de la SMR, lo cual es una estandarización interna, por lo que  la 
hipótesis nula es que  todos los riesgos relativos son iguales a 1 (esto se debe al 
hecho de que  EO ). En este caso el estadístico queda como [20] 
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D  ijW es la interdependencia entre las regiones i  y .j   
 
 
Entre las pru bas de auto orrelación espacial má  usadas en datos de s lud se encuentran: 
 
- Prueba de hom geneidad en los Riesgos relativos: Antes de realizar cualquier 
análisis  la presencia de agregaciones, se deb  evaluar la heterogeneidad en los 
riesg s relativos. Esto se debe a que la sobredispersión en los d tos puede afectar el 
valor p de las pruebas, además se debe comprobar si existen diferencias reales entre 
lo  dife ntes riesgos relativos. L  razón de esta het rogeneidad puede estar 
relacionada con diferent s fact res, tales como la presencia  una fuente de 
cont minación en la zona, l  q e puede conducir a un aumento en el riesgo 
l dedor de una región. Teniendo en cuenta que par  da área se ha calculado el 
núm ro esperado de casos iE   y ob ervado de  casos iO , una prueba de chi-
cuadrado puede llevarse a cabo para probar de forma global si existen diferencias 
significativas e tre estas dos cantidades. La prueba se define como [19], 
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Donde   e  la SMR que sigue una distribución chi-cuadrado con n grados de 
libertad. La prueba considera como hipótesis nula que los riesgos relativos entre las 
regiones s una constante  , mientras que la hipótesis alternativa supone que no 
todos los riesgos relativos son iguales.  Como se planteó al inicio, el riesgo relativo 
se calcula a partir de la SMR, lo cu l es una estandarización interna, por lo que  la 
hipótesis nula e  que  todos los riesgos relativos son iguales a 1 (esto se debe al 
hecho de que  EO ). En este caso l estadístico queda como [20] 
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Con n-1 grados de libertad 
 
 er ependencia entre las regiones i y j. 
Entre las pruebas de autocorrelación espacial más usadas 
e  datos de salud, se encuentr n:
–  Prueba de homogeneidad en los riesgos relativos: 
antes de realizar cualquier análisis de la presencia de 
agregaciones, se debe evaluar la heterogeneidad en los 
riesgos relativos. Esto se debe a que la sobredispersión 
en los datos puede afectar el valor p de las pruebas, 
además se debe comprobar si existen diferencias reales 
entre los diferentes riesgos relativos. La razón de esta 
heterogeneidad puede estar relacionada con diferen-
tes factores, tales c m  la presencia de una fuente de 
contaminación en la zona, lo que puede conducir a un 
aumento en el riesgo alrededor de una región. Teniendo 
en cuenta que para cada área se ha calculado el número 
esperado de casos 
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Donde ijW es la interdependencia entre las regiones i  y .j   
 
 
Entre las pruebas de auto orrelación spaci l más usadas en datos de salud se encuentran: 
 
- Prueba de homogen idad en los Riesgos relativos: A tes d  realizar cualquier
nálisis de la pres ncia de agregacio , se debe ev uar la heterogeneidad en los 
riesgos relativos. Esto se debe a que la sobredisp rsión en l s atos puede f ctar el 
valor p las p uebas, además s  debe comprobar si exis en diferencias real s entre 
los diferentes riesgos relativ s. La r zó  de esta heterog neidad puede estar 
relacionada con diferentes factores, tales como la presencia de una fuente de 
contaminación en la zona, l  que pue  conducir a un aumento en el riesgo 
alrededor de una región. Tenien o en cuenta que para cada área se ha calculado el 
número esperado de iE   y observado de  casos iO , una prueba de chi-
cuadrado puede llevarse a cabo para probar de forma global si existen diferencias 
significativas entre estas dos cantidades. La prueba se define como [19], 
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Donde   es la SMR que sigue una distribución chi-cuadrado con n grados de 
libertad. La prueba considera como hipótesis nula que los riesgos relativos entre las 
regiones es una constante  , mientras que la hipótesis alternativa supone que no 
todos los riesgos relativos son iguales.  Como se planteó al inicio, el riesgo relativo 
se calcula a partir de la SMR, lo cual es una estandarización interna, por lo que  la 
hipótesis nula es que  todos los riesgos relativos son iguales a 1 (esto se debe al 
hecho de que  EO ). En este caso el estadístico queda como [20] 
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Donde ijW es la interdependenci  ent  las regiones i  y .j   
 
 
Entre las pruebas de autocorrelación sp cial más usadas en datos de salud se encuentran: 
 
- Prueba de homogeneidad en os Riesg s relativos: Antes e r alizar cualquier 
análisis de la presencia de agregaciones, s  debe evaluar la heterogeneidad en los 
riesgos relativos. Esto se debe a que la sobredispersión en los datos puede afectar el 
valor p de las pruebas, además se debe comprobar si existen diferencias reales entre 
los diferentes riesgos relativos. La razón de esta heterogeneidad puede estar 
relacionada con diferentes factores, tales como la presencia de una fuente de 
contaminación en la zona, lo que puede conducir a un aumento en el riesgo 
alrededor de una región. Teniendo en cuenta que para cada área se ha calculado el 
número esperado de casos iE  y bservado d   casos iO , una pr eba de chi-
cuadrado puede llevarse a cabo para probar de f rma global si existen d ferencias 
significativas entre estas dos cantidades. La prueba se define como [19], 
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Donde   es la SMR que sigue una distribución chi-cuadrado con n grados de 
libertad. La prueba considera como hipótesis nula que los riesgos relativos entre las 
regiones es una constante  , mientras que la hipótesis alternativa supone que no 
todos los rie gos relativos son iguales.  C mo s  plant ó al in cio, el riesgo relativo 
se calcula a partir de la SMR, lo cual es una estandarización interna, por lo que  la 
hipótesis nula es que  todos los riesgos relativos son iguales a 1 (esto se debe al 
hecho de que  EO ). En este caso el estadístico queda como [20] 
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, una prueba 
de chi-cuadrado puede llevarse a cabo para probar de 
forma global si existen diferencias signi cativas entre 
estas dos cantidades. La prueba se de ne como [19]:
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Donde ijW es la interdependencia entre las regiones i  y .j   
 
 
Entre las pruebas de autocorrelación espacial más usadas en datos de salud se encuentran: 
 
- Prueba de homogeneidad en los Riesgos relativos: Antes de realizar cualquier 
análisis de la presencia de agregaciones, se debe evaluar la heterogeneidad en los 
riesgos relativos. Esto se debe a que la sobredispersión en los datos puede afectar el 
valor p de las pruebas, además se debe comprobar si existen diferencias reales entre 
los diferentes riesgos relativos. La razón de esta heterogeneidad puede estar 
relacionada con diferentes factores, tales como la presencia de una fuente de 
contaminación en la zona, lo que puede conducir a un aumento en el riesgo 
alrededor de una región. Teniendo en cuenta que para cada área se ha calculado el 
número esperado de casos iE   y observado de  casos iO , una prueba de chi-
cuadrado puede llevarse a cabo para probar de forma global si existen diferencias 
significativas entre estas dos cantidades. La prueba se define como [19], 
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alrededor de una región. Teniendo en cuenta que para cada área se ha calculado el 
número esperado de casos iE   y observado de  casos iO , una prueba de chi-
cuadrado puede llevarse a cabo para probar de forma global si existen diferencias 
significativas entre estas dos cantidades. La prueba se define como [19], 
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riesgos relativos. Esto se debe a que la sobredispersión en los datos puede afectar el 
valor p de las pruebas, además se debe comprobar si existen diferencias reales entre 
los diferentes riesgos relativos. La razón de esta heterogeneidad puede estar 
relacionada con diferentes factores, tales como la presencia de una fuente de 
contaminación en la zona, lo que puede conducir  un au ento en el rie go 
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todos los riesgo  rel tivos son igual s.  Como se plant ó al inicio, el riesgo rela ivo 
se calcula a partir de la SMR, lo cual es una estandarización nterna, por lo que  la 
hipótesis nula es que  todos los riesgos relativos son iguales a 1 (esto se debe al 
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 Co  n-1 grados de libertad
– La I de Moran: el estadístico de Moran está dado por 
[21]:
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.7  
 
- La I de Moran:  El estadístico de Moran esta dado por [21]: 
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donde iZ  corresponde a los residuales )( ii EO  de la tasa de morbilidad 
estandarizada SMR  y  ijW  es el peso espacial entre la regiones i  y j . 
  
Las desv nt jas que presenta esta prueba consisten en que se asume que la 
población en riesgo se distribuye uniformemente dentro del área de estudio y 
además que la correlación o covarianza es isotrópica, es decir, igual en todas las 
direcciones, aspecto que puede ser superado si se manipula la matriz de pesos 
espaciales para reflejar las desigualdades en las direcciones [22].  
 
- Prueba de Tango para agregac ones globales: Esta prueba compara el número 
observado y esper do de sos en cada región. Los diferentes tipos de interacciones 
entre regi nes veci s ueden s r onsiderados. Esta prueba propone una medida de 
fuerza de interacción entre las regiones, sobre la base de una función de 
desc mp sición de la distancia entre las dos regiones. El  estadístico propuesto por 
Tango s [23], 
 
 
               
 
 
 
Donde  )/exp( ijij da  , ijd es la distancia entre las regiones i  y j  medida desde 
sus coordenadas representativas y   es una constante positiva que refleja el grado 
de dependencia entre las áreas y la escala en la que la interacción se produce. Es 
recomendable pr bar diferentes valores de  , porque esto puede tener un impacto 
importante en los resultados y en la significancia de la prueba. La desventaja de esta 
prueba está relacionada con la definición de  , pues este no se conoce a priori, lo 
que produce problemas de comprobación múltiple. 
 
Hasta ahora se consideraron  métodos que evalúan solamente la presencia de 
heterogeneidad de los riesgos en el área de estudio y la presencia de agregaciones a nivel 
general. Para detectar la ubicación real de los grupos presentes en la zona, se debe seguir un 
enfoque distinto que consiste en una ventana móvil que cubre áreas pequeñas, en las cuales 
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donde iZ  c rresp nde a los residuales )( ii EO  de la tas de morbilidad 
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donde iZ  corresponde a los residu les )( ii EO  de la tasa de morbilidad 
ariza a SMR  y  jW  es l peso espacial entre la regiones i  y j . 
  
Las desventajas que presenta esta prueba consisten en que se asume que la 
población e  riesgo se distribuye uniformem nte d ntro del área de estudio y 
además que l  correlación o cov rianza es isotrópica, es decir, igual en todas las 
direccion s, a pecto que puede ser superado si se mani ula la matriz de pesos 
espacial  par  refl jar las desigualdades en las direcciones [22].  
 
- Prueb  de Tango para agregaciones globales: Esta prueba compara el número 
observ d  y esper do de casos en cada región. Los diferentes tipos de interacciones 
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 Las desventajas que presenta sta p ba consisten en 
que se s me que la población en iesg  se distribuye 
uniformemente ntro del área de e tudio y además 
que la correlación o covarianza es isotrópica, es decir, 
igual en todas las direcciones, aspecto que puede ser 
sup rado si se manipula la matriz de pesos espaciales 
para re ejar las desigualdades en las direcciones [22]. 
–  Prueba de Tango para agregaciones globales: esta prue-
ba compara el número observado y esperado de casos 
en cada región. Los diferentes tipos de interacciones 
entre regiones vecinas pueden ser considerados. La 
prueba propone una medida de fuerza de interacció  
entre las regiones, sobre la base de una función de 
escomposición de la istancia entre las dos regiones. 
El estadístico propuesto por Tango es [23]:
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donde iZ  corresponde a los residuales )( ii EO  de la tasa de morbilidad 
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de comprobación múltiple.
Hasta ahora se consideraron métodos que evalúan solamen-
te la presencia de heterogeneidad de los riesgos en el área 
de estudio y la presencia de agregaciones a nivel general. 
Para detectar la ubicación real de los grupos presentes en 
la zona se debe seguir un enfoque distinto que consiste en 
una ventana móvil que cubre áreas pequeñas, en las cuales 
se lleva a cabo una prueba de agregación. Al repetir este 
procedimiento para toda el área de estudio, será posible 
detectar la ubicación de los grupos de enfermedades. 
–  Estadístico de Kulldor : este trabaja con las regiones 
dentro de una ventana circular y compara el riesgo 
relativo de las regiones de la ventana con el de las 
regiones que están fuera de esta. La hipótesis nula, 
de no agregación, es que los dos riesgos relativos son 
iguales, mientras que la hipótesis alternativa (agregación 
espacial) consiste en que el riesgo relativo dentro de 
la ventana es mayor. Para un modelo de Poisson, la 
prueba es [24]:
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donde z  es un elemento de iz , el conjunto de todos los círculos centrados en la 
región i . El inconveniente que presenta esta prueba consiste en que se puede tener 
más de un grupo importante a la vez, por lo que algunos grupos pueden 
superponerse. En el caso en que los datos sean muy dispersos, se pueden producir 
falsos positivos en el nivel de significancia.  
 
 
3.5 Modelos Lineales Generalizados:  Regresión de Poisson  
 
 
El primer aspecto para modelar algún fenómeno es considerar el tipo de variable que está 
bajo estudio. En el caso de la epidemiologia, como se trata de comprender enfermedades 
que afectan a una población, lo más usual es encontrar el conteo de eventos de una 
enfermedad para determinadas áreas o simplemente una variable binaria que represente la 
ausencia o no de una enfermedad en un área determinada [25]. El conocimiento de este tipo 
de variables señala la importancia de determinar una técnica de regresión que se ajuste a las 
características de estos datos y que pueda tener en cuenta la dependencia espacial. 
 
La familia de modelos lineales generalizados (GLM) proporciona una colección de 
modelos de regresión lineal que se extiende a  una amplia variedad de distribuciones, 
incluyendo las familias de los datos de conteo como la Binomial y Poisson [26]. Los GLM 
constan de un componente aleatorio que determina la distribución de los términos de error, 
un componente sistemático que define la combinación lineal de las variables explicativas y 
la función de enlace que permite definir la relación entre los componentes sistemáticos y 
aleatorios.  En general, las distribuciones que son miembro de la familia exponencial tienen 
la forma [27],  
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Donde    es un parámetro de escala y i se llama parámetro natural de localización.  
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El primer aspecto para modelar algún fenómeno es considerar 
el tipo de variable que está bajo estudio. En el caso de la 
epidemiologia, como se trata de comprender enfermedades 
que afectan a una población, lo más usual es encontrar el 
conteo de eventos de una enfermedad para determinadas 
áreas o simplemente una variable binaria que represente la 
ausencia o no de una enfermedad en un área determinada 
[25]. El conocimiento de este tipo de variables señala la 
importancia de determinar una técnica de regresión que se 
ajuste a las características de estos datos y que pueda tener 
en cuenta la dependencia espacial.
La familia de modelos lineales generalizados (GLM) 
proporciona una colección de modelos de regresión lineal 
que se exti nde a una amplia variedad de distribuciones, 
incluyendo las familias de los datos de conteo como la 
binomial y Poisson [26]. Los GLM constan de un com-
ponente ale torio que determina la distribución de los 
tér inos de error, un componente sistemático que de ne 
la combinación lineal de las variables explicativas y la 
función de enlace que permite de nir la relación entre 
los componentes sistemáticos y aleatorios. En general, las 
distribuciones que son miembros de la familia exponencial 
tienen la forma [27]:
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se lleva a cabo una prueba de agregación. Al repetir este procedimiento para toda el área de 
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se llev   cabo una prueba de agregación. Al rep tir este procedimiento par  toda el área de 
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donde z  es un el mento de iz , el conjunto de todos los círculos centrados en la 
región i . El inconveniente que pres nta esta prueba consiste n que se pued  ten r 
más de un grupo importante a la vez, por lo que algunos grupos pued n 
superponerse. En el caso en que los datos ean muy disperso , se pued n producir 
falso  posi ivos n el nivel de significancia.  
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Regresió  de Poisson
Una distribución adecuada para los datos de conteo de 
salud es la distribución de Poisson, que es un miembro de 
la familia exponencial [28]:
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Donde el parametro  E   y 0 y representa el número de eventos promedio o la 
media del número de casos por unidad de area. Para conteos regionales de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
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La funcion de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
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Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicació  is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
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En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se puede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
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respuesta no serán negativos:
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Donde el parametro  E   y 0 y representa el número de eventos promedio o la 
media del número de casos por unidad de area. Para conteos regionales de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se puede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
P ra datos espaciales, el conteo de 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución decuada para los datos de conteo d  salu  es la distribución de Poisson 
que es un miembro de l  familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Donde el parametro  E   y 0 y representa el núm ro de eventos promedio o la 
media del número de casos por unidad de area. Para conteos regionales de nOO ,...,1  
independientes e idé icamente distribuidos como variables leatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEO
XELogOELog
iii
iii


 
 
La funcion de enlace us da es l  cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson q e asegura que todos los valores pre ichos de la variable 
respuest  no s ran egativos 
 
 ')()( ìiiii ELogEg   
 
Para datos paciales, el conteo de casos  iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En l s aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianz -covarianza  de los dato  )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
princi l y el parametro 2  mide la sobredisp rsion de los datos. 
Dado qu  no siem r  se p ede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorr lación esp cial. Para incorp rar a los modelos 
lineales generalizados el efecto espacial, es necesario modific r la matriz de varianza-
   EVsOVar 2)( 
 casos puede ser
expresado en función de una ubicación 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Donde el parametro  E   y 0 y representa el número de eventos promedio o la 
media d l número de casos por unidad de a ea. Para conteos regional s de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se puede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
, or lo que 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de co teo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0  
 
Donde el parametro  E   y 0 y representa l número de eventos pr edi  o la 
media del número de casos por unidad de area. Para conteos r gionales de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de un  Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace sad  s la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisso  que as u a qu  todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siem re se puede asumir que los da s son indep ndientes, es ne esario 
adaptar los GLM para permitir la autocorrela ión espacial. Para incorporar  los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
.
En este caso, 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Do de l parametr   E   y 0 y represent  el úmer  de eventos promedio o la 
media d l número de ca os por unidad de rea. Para conteos reg on es de nOO ,...,1  
independientes e idénticam nte distribuidos como variab aleatori  de una Poi son, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La f ncio  de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una atriz de tamaño )(NxN con los elementos ))(( sE  en su diagonal 
principal y el para etro 2  mi l  sobredi persion de lo  t . 
Dado que o sie pre se puede asum r que los d tos son ndependien es, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
En l s aplicaciones tradicionales de modelos lineales ge-
eralizados [30], la matriz de varianza-covarianza de los 
datos 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos d  cont o de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Donde el parametro  E   y 0 y representa el número de eventos promedio o la 
media del número de casos por unidad de area. Para conteos regionales de nOO ,...,1  
independient s e idénticamente distribuidos como variables aleatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace usada es la cadena log rítmica [29], la cual tiene como intere ante 
para la distribucion P i son que asegura que todos l s valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de mo el lineal  generalizados [30], la matriz de 
varianza-covarianza  de los )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los ele entos ))(( sE  en su diagonal 
principal y el par metro 2  mide la sobredispersi n de los datos. 
Dado que no siempre se puede asu ir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a os odelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
 es:
Álvarez e  al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Un  distribución adecuada para los datos de conteo e sal d es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo
    ,.......1,0o  
 
Donde el parametro  E   y 0 y repr senta l número de eventos promedio o la 
media del número de c sos po  unid d de area. Para conteos regionales de nOO ,...,1  
independient s idénticamente distr buidos com  variables aleat rias de u a Poisson, con 
media y  v rianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enl ce usada s la cadena logarítmica [29], la cual tiene como interesante 
para la dist ibucion P isson que ase ura que t dos los valor s predichos de la variable 
espu sta n  seran ne ativos 
 
 ')()( ìiiii ELogEg 
 
Par  datos espaciales, el conteo de casos de iO  pue e ser expresado en función de una 
ubicación is , por lo que ))(),...,(),( 21 nsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
E  l s aplic ciones tradicionales de modelos ne les gener liz dos [30], la matriz de 
vari nza-c varianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamañ  )(NxN c n los elementos ))(( sE  en su diagonal 
incip l y e  param tr  2  mide la s bredispe sio   los datos. 
D do que no siem re se p de asumir que lo  datos son independientes, es necesario 
da tar los GLM para p rmitir la autocorrelación espacial. P ra incorporar a los modelos 
lineale generalizados el ef cto espac al, es ne esario modificar l  matriz de varianza-
   EVsOar 2)( 
donde 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
D n  el parametro  E   y 0 y epres ta el úmero de eventos promedio o la 
media del número de casos por unidad de area. Para conte s regionales de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Poisson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),( 21 nsOsOO  . 
 
En este a o,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Do d EV es un  mat iz d tamaño )(NxN con los elem to ))(( sE en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se puede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
 es una atriz de ta año 
l   l.  l  i i l  i i  
   I . l. ( ), - i i  .  
   
'
o d r e n
o
ii
iii
iii
'
ìiiii
i
i ,...,,(s
s
ii
  en    con los ele-
mentos 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Donde el parametro  E   y 0 y repr senta el número de eventos promedio o la 
media del número de casos por unidad de area. Para cont os regionales de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Po sson, con 
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOELog
iii
iii


 
 
La funcion de enlace usada es la cadena logarítmica [29], la cual tiene como interesante 
para la distribucion Poisson que asegura que todos los valores predichos de la variable 
respuesta no seran negativos 
 
 ')()( ìiiii ELogEg   
 
Para datos espaciales, el conteo de casos de iO  puede ser expresado en fu ción de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
En este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
Donde EV  es una matriz de tamaño )(NxN con los ele tos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se puede asumir que los datos son independientes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Para incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar la matriz de varianza-
   EVsOVar 2)( 
 en su diagonal principal y l parámetro 
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.9  
 
Regresión de Poisson 
 
Una distribución adecuada para los datos de conteo de salud es la distribución de Poisson 
que es un miembro de la familia exponencial [28], 
 
,
!
)(
'
o
eof
oo      ,.......1,0o  
 
Don  el p rametro  E   y 0 y repres nta el número d  ev nt s promedio o la 
m dia del número de casos por nidad de area. Para conteos regio les de nOO ,...,1  
independientes e idénticamente distribuidos como variables aleatorias de una Poisson, co  
media y  varianza igual a iiE , el valor esperado es una función de las covariables 
regionales 
  
)exp()(
)()(


XEOE
XELogOLog
iii
iii


 
 
La funcion de enlace usad es la cadena logarítmica [29], la cual ti ne c mo interesante 
para la distribucion Poisson que asegura que odos los valores predichos de la variable 
respuesta no seran n g tivos 
 
 ')()( ìiiii ELogEg   
 
Para datos espacial s, el cont o de casos de i  puede ser expresado en función de una 
ubicación is , por lo que ))(),...,(),(( 21 nsOsOsOO  . 
 
 este caso,  
   )())(()( ssOEgEg ii   
En las aplicaciones tradicionales de modelos lineales generalizados [30], la matriz de 
varianza-covarianza  de los datos )(sO es 
 
onde EV  es una matriz  t maño )(NxN con los elem ntos ))(( sE  en su diagonal 
principal y el parametro 2  mide la sobredispersion de los datos. 
Dado que no siempre se uede asumir que los da os son indep nd e tes, es necesario 
adaptar los GLM para permitir la autocorrelación espacial. Par  incorporar a los modelos 
lineales generalizados el efecto espacial, es necesario modificar l matriz de varianza-
   EVsOVar 2)( 
 i s ó  de los datos.
Dado que o siempr  se puede asumir que los datos so  
independientes, es necesario adaptar los GLM para permitir 
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lineales generalizados el efecto espacial, es necesario modi car 
la matriz de varianza-covarianza de los datos. Se presentan 
dos alternativas, los efectos  jos y la especi cación marginal y 
los modelos mixtos y la especi cación condicional [31].
Para un modelo de efectos  jos y especi cación marginal [32], 
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covarianza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
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Para un modelo de efectos fijos  y especificacion marginal [32],      es un 
vector de parámetros fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
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aleatorios dentro de la función de la media; y los modelos de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
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conduce a un modelo lineal generalizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
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La función de enlace relaciona esta media condicional con las covariables explicativas 
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y )(sS  es un efecto aleatorio en el lugar s, y entra en el componente lineal de un GLM 
como una adición a la intersección. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (o más 
exactamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
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donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
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Para un m del  d  efectos fijos  y especificacion m rginal [32], se ume que   es un 
vector de parámetros fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero descon c dos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define e  model  de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),)(   EE VRVEOVar    
 
Donde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la es ecificación 
condicional, incorpora el proceso espacial no observado  través de la utilización de efectos 
aleatorios dentro de la función de la media; y los odel s de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleatorios derivados del proceso espacial no observado [35]. La formulación condicional 
conduce a un modelo lineal generalizado mixto (GLMM). Se asume que los datos son 
condicionalmente dep ndientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  s un efecto aleatorio en el lugar s, y entr  en el componente lineal de un GLM 
como una adición a la intersección. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (  más 
exactamente, una adición aleatoria a la intersección). En est  caso la vari nz  condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOV r   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
  na matriz de correlación con los elementos 
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covar anza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especific ción con icional [31]. 
Para un modelo de efectos fijos  y especificacion marginal [32], se asume que   es un 
vector e pa ámetros fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
el mentos ig ales a la raíz cuadrada de l  función de varianza )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la especificación 
condicional, incorpora el proceso espaci l no observado a través de la utilización de efectos 
al t ri s dentro d  la función de la media; y los modelos de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleat rios d rivados del proceso espacial no observado [35]. La formulación condicional 
con uce a un mo lo lineal g neralizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un efecto aleatorio en el lugar s, y entra en el componente lineal de un GLM 
como una adición a l  intersección. En cualquier lugar, se puede considerar )(sS  para 
represent r una intersección aleatoria que varía con la ubicación esp cial (o más 
exactamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de s bredi persión. Las hipótesis de independencia condicional implica que 
cualquier correl ción espacial entre O  se debe únicamente a los patrones espaciales en el 
. La diagonal de la matriz 
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covarianz  de lo dat s. Se pres ntan dos alternativas, los efectos fijos y la especificación 
marginal y los mo elos mixtos y la especificación condici al [31]. 
Para un modelo de efectos fijos y especificacion marginal [32], se asume q e   es un
vector de parámetros fijos, sc nocido y el modelo de a m dia marginal  OE esta en  
función de parámetros fijos no aleatorios (pero desc nocid s). De acuerdo a las ide s de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varia z -covaria z  de los atos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un vector de parametros desconocid s,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos igual a la raíz uadrada e la función de varianz )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la especificación 
condici al, nc rpora l p o eso espacial no observado a través d  la utilización de efectos 
leatorios dentr  de l función de la me ia; y los modelos  la m dia y l  vari nz  
condici l d  )(sO como una función  de los efectos fijos de la  cov riables y los efectos 
aleatorios deriva s l proceso spacial no observado [35]. La formulación condici al 
condu e a n model  lineal generalizado mixto (GLMM). Se asume q e los dat son 
condici alme te dep ndi ntes de un proceso espacial  DssS :)( . Si se obti ne 
),(sS )(sO  ti ne una distribución de la familia expon ncial. En lugar de partir de la m dia 
marginal  )(sOE  para las covariables, ahora consideramos la media condici al [36], 
   )(|)( sESsOE   
 
La función de enl ce re iona esta m di  condici al  las cov riables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un fecto aleatorio en el lugar s, y entra en el componente lineal de un GLM
co o una adición a la intersección. En cualquier luga , se puede considerar )(sS para 
repres ntar una intersección aleatoria que varía con la ubicació  espacial (o más 
exactamente, una adición aleatoria  la intersección). En este caso la varianz  co dici al 
depende d  la m di  a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianz  descrita anteriorm nte y 2  es un 
parámetro d  sobr dispersión. Las hipótesis d  ndepe encia condici al mplica que 
cualquier correl ció  espacial entre O  s debe únicamente a los patrones espaciales en l 
, 
contiene elem nt s iguales a la raíz cuadrada de la función 
de varianza 
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covarianza de los datos. Se prese ta  d s alternativas, l s efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
Para un modelo de efectos fijos  y especificacion marginal [32], se asume que   es un 
vector de parámetros fijos  desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Str up (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos iguales a la raíz cuadrada de la función d  aria )(  E .   
 
Una esp cificación ter ativa, como  los modelos mixtos y la especificación 
condici nal, incorpora el proce  espacial no observado a través d  la utilización de fectos 
aleatorios dentro de la función d  la media; y los modelos de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleatorios derivados del proceso spacial n  observado [35]. a formulación condicional 
conduce  un modelo lineal generaliz mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(S  es un efecto aleatori  en l lugar s, y entra en el co ponent lineal de un GLM 
c mo una a ición a la intersección. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (o más 
exactamente, una adición al atoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
pará etro de sobredispersión. Las hipótesis de ndependencia con icional implica que 
cualqui r co rel ción espacial entre O  se debe únicamente a los patrones espaciales en el 
.
Una especi cación alternativa, c mo son los m delos mixtos 
y la specicació  con ciona , i corpora el pr ceso espacial 
no observado a través de la utilización de efe tos aleatorios 
dentro d  la fun ón de l  media; y los modelos de l  medi  
y la varia za condicional de 
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covarianza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
Par  un m delo de efe tos f jos  y spe ificac on marginal [32], se asume que   es un 
vector de parámetros fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Con ell (1993) [33]  Gotw y y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOV r    
 
Donde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
element s iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la especificación 
condicional, incorpora el proceso espacial no observado a través de la utilización de efectos 
aleatorios dentro de la función de la ia; y los modelos de la media y la varianza 
icional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleatorios derivados del proceso espacial no observado [35]. La formulación condicional 
cond ce  un modelo lineal generaliz do mixto (GLMM). Se asume que los datos son 
ndicionalmente epen ientes de un pro eso esp cial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marg nal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un fect  ale t rio en el lugar s, y entr  en el componente lineal de un GLM 
como una adición a la intersección. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (o más 
ex ctamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende d  la media  través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
  a f ción l s 
efectos  jos de l s covariables y los efectos aleatorios deriva-
dos del proces  espacial no observado [35]. La formulación 
condici n l co uce a un m delo li eal generalizado m xto 
(GLMM). Se asume que los datos son condicionalmente de-
pendientes de un proceso esp cial 
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covarianza de los dato . Se presentan dos alternativa , los efectos fijos y la especificación 
margi al y los modelos mixtos y la especificación condicional [31]. 
Para un modelo de efectos fijos  y especifi acion marginal [32], se asume que   es un 
vect r e parámetros fijo , descon ci o y el modelo de la m dia marginal  OE  esta e   
funció  d  parámetros fijos no aleatorios (pero desconocidos). De acu rdo a las ideas de
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
vari nza-covarianza d  los datos co o: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los elementos  jiji ssss  exp);(  . La di gonal de l  matriz 2/1EV , contien  
elementos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación altern tiva, como son los mod los mixtos y la especificación 
condi ional, incorpora el p c so espacial no observado a través de la utilización de efectos 
aleatorios dentr  de la función de la media; y los modelos de la media y la varianza 
condicion l  )(sO como a función  de lo  efectos fijo  de las covariables y los efectos 
aleatorios derivados del pro eso espacial no observado [35]. La formulación condicional 
conduce a un modelo lineal ge eralizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependient s de un proce o espacial  DssS :)( . Si se obtiene 
,(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
mar i al  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enl ce relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un efecto aleatorio e  el luga  s, y entra en el componente lineal de un GLM 
m  una adición a la inters cción. En c alqui r lugar, se pu d  considerar )(sS  para
eprese tar una int rsección aleatoria que varía con la ubicación espacial (o más 
exactam nte, un  adición aleat ria a la intersección). En este caso la varianza condicional 
depen e de la media  través de 
   ))(()()( 2 sEsSsOVar 
 
donde la función (.)  es la función de varianza d scrita anteriorment  y 2  s un 
parámetro de s bredisp rsión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
. Si se obtiene 
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cov rianza de los atos. Se presentan dos alternativas, los efectos fijos y la especificación 
arginal y los modelos mixtos y la especificación condicional [31]. 
Para un odelo de efectos fijos  y esp cific cion arginal [32], se asume que   es un 
v ct r de parámetros fij s, descon cido y el model  de la media marginal  OE  esta en  
función de parámetr s fijos no o (per desconocid s). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-cov rianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOar    
 
Donde  es un vect r de parametros desconocid s,  )(R  es una matriz de correlación con 
los elementos  jiji sss  exp);(  . La diag al de la matriz 2/1EV , contiene 
elementos iguales a la raíz uadrad  d  la función de varianza )(  E .   
 
Un  especificació  alter ativa, como son los modelos mixtos y la especificación 
co dicional, incorpora el proceso e paci l no observado a través de la utilización de efectos 
aleat rios dentro de a función de la media; y los modelo  de la media y la varianza 
condicional  )(sO como una funció   de los fectos f jos de las covariabl s y los efectos 
aleatorios derivad s d l proceso espacial n  observa o [35]. La formulación condicional 
conduc  a un odelo lin al generalizado mixto (GLMM). Se asume que os datos son 
co icionalmente dep ndiente  de un proceso espacial  DssS :)( . Si se obtie e 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
margin l  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaci a e ta media condicional con las covariables explicativas 
   )()`()( SsXsEg    
 
y )(sS  es un efecto aleatorio en el lugar s, y entr  en l compone te lineal de u  GLM 
como una adición a la inte ecc ón. E  cualquie lugar, se puede considerar )(sS  para 
representar una intersec ión leatoria que varía con la ubicación espacial (o más 
xact mente, una ad ción aleat ria  la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de va ianza descrita anteriormente y 2   un 
parámetro de obredispersió . Las hipótesis de ndependencia condicional implica que 
cualquie  correlación espacial entre O  se d be úni amente a los patrones espaciales en el 
tiene una distribución de la f mil a expon ncial. 
En lugar de partir de la media marginal 
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cov rianza de los datos. Se presentan dos lt rnat vas, los efectos fijos y la especificación 
m rginal y l s modelos mixtos y la especificación condicional [31]. 
Para un modelo de efecto fijos  y specificacion margi al [32], se asume que   es un 
v t r de pará etros fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de a ámetro  fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell 3 3  y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
D nde  es un vector de parametros desconocidos,  )(R  es una matriz de correlación con 
los ele entos  jiji ssss  xp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos iguales a la raíz cuadrada la función de varianza )(  E .   
 
Una e pecificación alt rnativa, como son los modelos mixtos y la especificación 
condicional, ncorpora el p oce o spacial no observado a través de la utilización de efectos 
aleatori  ntro de la función de la media; y los modelos e la media y la varianza 
condici n l de )(sO com  una fun ión  e los efectos fij de l s covariables y los efectos 
al tori s d rivados del pr ceso espacial no observad  [35]. La formulación condicional 
conduce a u  modelo lineal g neralizado mixto (GLMM). Se asume que los datos son 
condicionalmente de endie t s de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tien  u a distribución de la familia exponencial. En lugar de partir de la media 
arginal  )(sOE  para las cov riables, ahora consideramos la media condicional [36], 
   )(|)( ESOE   
 
L  func ón de enla e relaciona est  media condicion l con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un fecto aleatori  en el lugar s, y entra en el comp nente lineal de un GLM 
como u a ad ción a la intersección. E  cu lquier lug r, se puede considerar )(sS  para 
representar una intersección ale toria que v ría con la ubicación espacial (o más 
exa tame te, u a adició  ale toria a la intersec ión). E  este caso la varianza condicional 
pen  de l  media a través de
   ))(()()( 2 sEsSsOVar   
 
donde la fu ció  (.) la func ó  de vari nza descrita anteriormente y 2  es un 
parámetro de sobredis rsió . Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  s  debe únicamente a los patrones espaciales en el 
 s 
covariables, ahora consideramos la media condicional [36]:
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covarianza de lo  datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
P un mo elo de efectos fijos  y especificaci  m ginal [32], se asume que   es u  
vector de p rámetros fij s, e conocido y e  model  de la media marginal  OE  esta en  
función de parám tros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'C nnell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los dat s como:
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un v ctor de parametros desconocidos,  )(R  es una matriz de correlación con 
l s el ment s  jiji sss  exp);(  . La iagonal de la m triz 2/1EV , contiene 
elementos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la especificación 
condicional, incorpora el proceso espacial no observado a través de la utilización de efectos 
aleatorios dentro de la función de la media; y los modelos de la media y la varianza 
condicional de )(O como una función  de los efectos fijos de l  covar ables y los efectos 
aleatorios derivados del proceso espacial no observado [35]. La formulación condicional 
co duc  a un mod lo lin al gener lizado mixto (GLMM). Se asume que los datos s n
condicionalmente dep ndientes d un pro eso spacial  DssS :)( Si se obti ne 
),(S )(sO  tiene un  distribución de la fa ilia exponenci l. En lugar e partir de l medi  
marginal  )(sOE  par  las c variab , aho  consi eramos la me ia condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(S  es un fecto leato io en el lugar s, y ntra en el component  lin al de u  GLM 
como una adición l  intersección. En cualqui r lugar, s  puede c siderar )(sS  para 
representar una inters cción leatoria que varía con la ubicación espacial (o más 
exactamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende de la media  tr vés de 
   )(()()( 2 sEsSsOVar   
 
donde la func  (.)  es la función  varianz descrita anteriorment  y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier cor lación espacial entre O  se debe únicamente a los patrones espaciales en el 
L  función de nl ce rel ci a esta media condicional con 
la  cov riables explicativas:
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covarianza de los datos. Se presentan os alt rnativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
P ra un m delo de efect s fijos  y especificacion marginal [32], se asume que   es un 
v ctor de parámetr s fijos, desconocido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pe o descon cidos). De acuerdo a las ideas de 
Wolfinger y 'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varia za-cov rianza d  los datos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Don   s u  vec r de p rametr s desconocidos,  )(R  s una matriz de cor ela ión con
los elementos  jiji ssss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos iguales a la raíz cuadrada de l  función e varianza )(  E .   
 
Una especifi ación alternativa, como son los modelos mixtos y la especificación 
condiciona , incorpora el proceso espacial no observado a través de la utilización de efectos 
aleatorios dentro de la función de la media; y los modelos de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleatorios derivados del proceso espacial no observado [35]. La formulación condicional 
co duce a un modelo lineal generalizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
y )(S  e  un efecto aleatorio en el lugar s, y entra en el componente lineal de un GLM 
como una adición a la intersección. En cualquier lugar, se puede considerar )(sS  para 
representar u a intersección aleatoria que varía con la ubicación espacial (o más 
exactam nte, un  dición aleatoria a la intersección). En este caso la varianza condicional 
depende de la medi  a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de vari nza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a lo  p trones espaciales en el 
y 
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cov rianza de los d tos. Se presentan dos alt rnativas, los ef ctos jos y la especificación 
arginal y los modelos mixtos y la especificación condicional [31]. 
Para u  m d lo de fectos fijos  y esp cificacion r i l [32], s  s me que   es un 
ve tor de parámetr fijos, desc nocido y el modelo de l  media marginal  OE  esta en  
función de parám tros fijos no al atori s (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], s  define el modelo de 
varianza-cov rianza de los d tos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Don e  es un ve tor de parametr s de conocidos,  )(R  es una mat z d  correlación con 
l s eleme os  jiji ssss  exp);(  . La d gonal d  l  ma iz 2/1EV , contiene 
lementos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación alt rnativa, como son los mode os mixtos y la especificación 
condicional, i c rpor  el p ceso espacial no observ do a tr vés de la utilización de efectos 
aleatorios dentro de la función de la media; y los o elos de l  media y la varianza 
condicional de )(sO como una fun ión  de los efect s fijos de las covariables y los efectos 
leatorios derivado  del proceso sp cial no observado [35]. La formul ción condicional 
c nduce a un modelo lineal generalizado mixto (GLMM). Se asume que los datos son 
con icionalmente dependientes de un proceso espacial  DsS :)( . Si se obtiene 
),(sS )(sO  ti ne una distribución de la fa ilia exponencial. En lug r d  p rtir de la media 
margin l  )(sOE  para las covariables, ah ra consi eramos la media condicional [36], 
   )(|)( sESsOE   
 
L  función de enlace relaciona esta media condicion l con las covari bles explicativas 
   )()`()( sSsXsEg    
 
 )(sS  es un efecto ale torio en el lugar s, y entra en el componente lineal de un GLM 
como una adición a la intersección. En cualq ier lugar, s  puede considerar )(sS  para 
representar una in e s cción aleatoria que varí  con la ubicación espacial (o más 
ex ctamente, una dición aleator a a la interse ción). En este caso la varianza condicional 
pende de la media a tr vés de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.) s la fu ción de varianza descrita anteriormente y 2  es un 
pa ámetro de sobredis ersión. Las hi ótesis de independenc a condicional implica que 
cualquier correlación espacial ntre O  se be únicamente a los patro es espaciales en el 
 s un fect leat  
c po e te lineal de u  GLM como un  ad ción a la 
i t r cc ó . En cualquier lugar, se puede considerar 
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covarianza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
Para un modelo de efectos fijos  y especificacion marginal [32], se asume que   es un 
vector d parámetr s fijos, descon cido y el modelo de la media marginal  OE  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
2/12/12 )(),()(   EE VRVEOVar    
 
Do de  es un ve t r de parametros desconocidos,  )(R  es una matriz de correlación con 
los element s  jiji ssss  xp);(  . L d agonal  la matriz 2/1EV , contiene 
elem ntos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una especificación alternativa, como son los modelos mixtos y la especificación 
condicional, incorpora el proceso espacial no observado a través de la utilización de efectos 
aleatorios dentro de la función de l  media; y los modelos de la media y la varianza 
condicional de )(sO como una funció   de los efectos fijos de las covariables y los efectos 
aleatorios derivados d l proceso espacial no observado [35]. La formulación condicional 
co duce a un mo lo lineal general zado mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un efecto aleatorio en el lugar s, y entra en el componente lineal de un GLM 
como u a adición  l intersección. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (o más 
exactamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
do d  la función (.)  es l  función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
 
p ra rep es ntar un inters cción aleatoria qu  varía con la 
ubicación espacial (o más exactamente, una adición aleato-
ria a la intersección). En este caso la varianza condicion l 
depende de la media a través de:
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covarianza de los datos. Se presentan d s alternativas, los efe tos fijos y la especificación 
a ginal y los modelos mixt s y la especificación condicional [31]. 
Para un m del  de efecto  fijos  y especificacion marginal [32], se asume que   es un 
vector de parámetros fijos, sconocido y el modelo de la media marginal  E  esta en  
función de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covari nza de los datos como:
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un ve tor d  parametros desc ocidos,  )(R  es una matr z de correla ión con
los lementos  jiji ssss  xp); . La diagonal de la matriz 2/1EV , contiene 
elementos igu les a la raíz c a rada de a función de vari nza )(  E . 
 
Una especific ión alternativa, c mo son lo  model s mixtos y a es ecificación 
co di io l, incorpora l proc s  pacial no observado a través de la utilización de efectos 
aleatorios dentro de la función de la media; y los modelos de la media y la varianza 
condicional de )(sO como una función  de los efectos fijos de las covariables y los efectos 
aleator os der vados del proceso espacial no observado [35]. La formulación condicional 
conduce a un modelo lineal generalizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribució  de a f mili xpon cial. E  lugar de partir la media 
marginal  )(sOE  para las covariables, ahora consideramos la medi  condicional [36], 
   )(|)( ESsOE   
 
La fu ión de enlace relaciona esta dia condicional con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS  es un efecto aleatorio en el lugar s, y entra en el componente lineal de un GLM 
om  una adición  l  intersecció . En cualqui r lugar, e puede c id rar )(sS  para 
representar una intersección aleatoria que varía con la ubicación espacial (o más 
exactamente, una adición aleatoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier rrelación espacial entre O  se debe únicamente a los patrones espaciales en el 
donde la función 
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covari nza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
Para u  m d lo de efectos fij s  y especificacion m ginal [32], se asume que   e un 
vector de parámetro fijos, descon cid  y el modelo de la m dia marginal  OE  esta en  
función e p rámetros fijos no leatorios pero desco ocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se d fine el modelo de 
varianza-cov ianza de los datos como: 
 
2/12/12 )(),()(   EE RVEOV r    
 
Do de  es u  vector de parametros desconoci os, )(R  es una m triz de correlación con 
los lement   jiji ssss  xp);(  . La diagonal d  la matriz 2/1EV , contiene
el mentos iguales a la raíz cuad ada d  l  función de varia za )(  E .   
 
U a specificación alternativa, como son los modelo  mixtos y l  especifica ión 
condicional, incorpora el proceso espacial no observado a través de la utilización de ef ctos 
l t ri s ntr de la fu ción de la media; y los odelos de la media y la varianza 
c icional de )(sO como una función  e los efectos fijos de as covariables y los efect s
aleatorios derivados del proceso espacial no observado [35]. La formulación condicion l 
conduce a un mo lo linea  ge eralizado mixto (GLMM). Se asume que los datos son
condicionalmente dependientes de un proceso e pac l  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de par ir de la medi
margi al  )(sOE  para las covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlace relaciona esta media condicional con las covariables expl cativas 
  )()`()( sSsXsEg    
 
y )(S  es un ef to al atorio en el l gar s, y entra en el componente lin l de un GLM
com  una adición  .  cualquier lugar, se puede onsiderar )(sS  para 
representar una intersección leatoria que varía con la ubicació  e pacial (o más 
ex ctamente, una adició aleatoria a la interse ción). E  est  caso l varianza condicional 
depende de la media a travé  de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.) s la fu ción de varianz  descrit  nteriorm nt  y 2  es u
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a l s patrones espaciales en el
 es la función de varianza descrita 
anteriormente y 
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covarianza de los datos. Se presentan dos alternativas, los efectos fijos y la especificación 
marginal y los modelos mixtos y la especificación condicional [31]. 
Para un model  de efectos fijos  y especificacion m ginal [32], se asume que   es un 
vector de parám tros fij s, desconocido y el modelo de la media marginal  OE  esta en  
funció  d  parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Connell (1993) [33] y Gotway y Stroup (1997) [34], se defin  l model  de 
vari nza-cov rianza de los datos c mo: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
Donde  es un vector de parametros des onoc dos,  )(R  es una matriz de corr lación con 
los elementos  jiji ssss  exp);(  . La iagonal de la matriz 2/1EV , contiene 
lementos iguales a la raíz cuadrada de la función de varianza )(  E .   
 
Una esp cificación alternativa, mo son l s modelos mixt s y la pecificació  
condicional, incorpora el proceso espacial no obs rvad  a través de la utilización de efectos 
aleatorios dentro de la función de la media; y los modelos de la edia y la varianza 
condicional de )(sO omo una función  de los efectos fijos e las covariables y los efectos 
aleatorios derivados del proceso espacial no observado [35]. La formulación cond cional 
conduce a un modelo lineal generalizado mixt  (GLMM). Se sume que los d tos son 
condicionalmente dependientes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una di tribución la familia exponencial. En lugar de p rtir de la media 
marginal  )(sOE  para l s covariables, ahora consideramos la media condicional [36], 
   )(|)( sESsOE   
 
La función de enlac  relaciona esta med a con ic onal con las covariables explicativas 
   )()`()( sSsXsEg    
 
y )(sS es un efecto aleatorio en el lugar s, y entr  en el componente lineal de un GLM 
como una adi ión a la interse ción. En cualquier lugar, se puede considerar )(sS  para 
representar una i t rsección aleatoria que varía con la ubicación espacial (o más 
exact mente, una adición aleatori  a a int rsección). En este caso la v rianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es la función de varianza descrita anteriormente y 2  es un 
parámetro de sobredispersión. Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre O  se debe únicamente a los patrones espaciales en el 
es un parámetro de sobredispersió . 
Las hipótesis de independencia condicional implica que 
cualquier correlación espacial entre 
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c varianza de los datos. Se prese tan dos alternativas, los efectos fijos y la especificación 
marginal y l modelos mixt s y la especific ció condicional [31]. 
Para un modelo de ef ctos fijos  y especificaci n argin l [3 ], se asume que   es u  
vector de p rámetros fijos, d scono ido y el mod lo d  la media marginal  OE  esta en  
fu ción de parámetros fijos no aleatorios (pero desconocidos). De acuerdo a las ideas de 
Wolfinger y O'Con ell (1993) [33] y Gotway y Stroup (1997) [34], se define el modelo de 
varianza-covarianza de los datos como: 
 
2/12/12 )(),()(   EE VRVEOVar    
 
D n e  s un v ct  d  par metro  sco cid s,  )(R s u a matriz de correla ió  on 
los elementos  jiji sss  exp);(  . La diagonal de la matriz 2/1EV , contiene 
elementos iguales a la r íz ua r da d  la función e varianza )(  E .   
 
Una esp cificació  alternativ , com  s n lo  modelos mixtos y la especificación 
condicional, incorpora l proceso espacial no obs rv do a tr vés de l  utilización de ef ctos 
al atorios entro de la función de la media; y los modelos de la media y la varianza 
c di ion l d  )(sO como una función  de los efect s fijos de las covariables y los efectos 
aleat ios derivad s del proceso espacial no observado [35]. La formulación condicional 
con c  a  mo l  lineal generalizado mixto (GLMM). Se asume que los datos son 
condicionalmente dependi ntes de un proceso espacial  DssS :)( . Si se obtiene 
),(sS )(sO  tiene una distribución de la familia exponencial. En lugar de partir de la media 
marginal  )(sOE  p ra las covari bles, ahora consideramos la media condicio al [36], 
   )(|)( sESsOE   
La funció  de nl ce relaciona esta media condicional con las covariables explicativas 
   )()`()( ssXsEg    
 
y )(sS  es u  efe to aleatorio en el l ar s, y entra en el componente lineal de un GLM 
como u a adición a la interse ción. En cualquier lugar, se puede considerar )(sS  para 
representar una intersección aleatoria que v ría con la ubicac ón espacial (o más 
exact mente, una adición leatoria a la intersección). En este caso la varianza condicional 
depende de la media a través de 
   ))(()()( 2 sEsSsOVar   
 
donde la función (.)  es l  función de vari nza escrit  anteriormente y 2  es un 
p rám tro  sob isp rsió . Las hipótesis de independ ncia condicional implica que 
cualquier cor el ón espacial tre O  se debe únicamente a los patrones espaciales en el  se debe únicamente 
a los patrones espaciales en el campo aleatorio 
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campo leat S . Para completar la especificación del modelo, es necesario especificar la 
estructura de dependencia espacial en los datos, se asume que estos son condicionalmente 
independientes (independientes obtenidos de S ), y que  )(sS es un campo aleatorio 
Gaussiano con media 0 y función de covarianza )(2 jis sss  . 
 
En cuanto  a la estimación de los modelos [37], se debe mencionar que los GLMs 
tradicionales (no espaciales) permiten alejarse de la distribución de Gauss y utilizar otras 
distribuciones que admiten relaciones entre la media y la varianza. Sin embargo, la 
inferencia basada en la verosimilitud, que por lo general se utiliza con estos modelos, 
requiere de una distribución multivariante, y cuando los datos son espacialmente 
autocorrelacionados, no se puede construir esta distribución  multivariante como producto 
de las probabilidades marginales (como se hace cuando los datos son independientes). Para 
hacer frente a la situación en la que se puede definir medias y varianzas, pero no 
necesariamente una verosimilitud completa, Wedderburn (1974) [38] introdujo la noción de 
cuasi-verosimilitud basada en los dos primeros momentos de una distribución. Esto lleva a 
una estimación iterativa, basada solo en los dos primeros momentos de una distribución que 
puede ser usada con datos espaciales. Otra solución se basa en una expansión de la serie 
inicial de Taylor, que permite métodos de pseudo-verosimilitud para inferencia espacial. 
Un tercer enfoque, llamado cuasi-verosimilitud penalizada, descrita por Breslow y Clayton 
(1993) [39], utiliza una aproximación de Laplace para el logaritmo de la verosimilitud.  
 
 
 
4. Materiales y métodos 
 
 
Para la construcción del modelo, se tomo como información el número de casos ocurridos 
de los eventos dengue y malaria en los años 2000, 2005 y 2010 para cada uno de los 
municipios del país (en MS Excel). Con esta información se elaboró una Base de Datos 
(BD), a la cual  se adicionó información referente a otro tipo de variables con las que se 
formularon los modelos. Una vez lista la BD y con un archivo shapefile de los municipios 
de Colombia, se realizo un join tomando como atributo identificador el código DANE del 
municipio, el cual estaba tanta en la BD como en el shapefile. De esta forma se obtuvo un 
shapefile de los municipios del país con información referente al número de casos ocurridos 
de los dos eventos para los distintos años. Este shape se cargo en R y se procedió a escribir 
y ejecutar la rutina para formular y escoger las matrices de pesos espaciales, los mapas de 
significancia, los contrates de Autocorrelación espacial y los modelos espaciales. 
 
 
41. Elaboración de la Base de Datos 
 
 
La información proporcionada en las hojas de datos contenía desagregado el número de 
casos para los eventos dengue y malaria en: eventos 210 (dengue), 220 (dengue 
hemorrágico), 490 (malaria vivax), 480 (Malarie), 470 (malaria Falciparum) y 460 (malaria 
. 
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ci car la estructura de dependencia espacial en los datos, 
se asume que estos son condicionalmente independientes 
(independientes obtenidos de 
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campo aleatorio S . Para completar la especificación del modelo, es necesario especificar la 
estructura de depende cia espacial en los datos, se asume que stos son condicionalmente 
independientes (independ e tes obtenidos de S ), y que  )(sS es un campo aleatorio 
Gaussi no con media 0 y función de covarianza )(2 jis sss  . 
 
En cuanto  a la estimación de los modelos [37], se debe mencionar que los GLMs 
tradicionales (no espaciales) permiten alejarse de la distribución de Gauss y utilizar otras 
d stri uciones que admiten relaciones entre la media y la varianza. Sin embargo, la 
inferen ia basada en la verosimilitud, que por lo general se utiliza con estos modelos, 
requiere d  una distribución multivariante, y cuando los datos son espacialmente 
autocorrelacion dos, no se puede construir esta distribución  multivariante como producto 
d  las probabilidades marginales (como se hace cuando los datos son independientes). Para 
hacer frente a la situación en la que se puede definir medias y varianzas, pero no 
necesariamente una verosimilitud completa, Wedderburn (1974) [38] introdujo la noción de 
cuasi-verosimilitud basada en los dos primeros momentos de una distribución. Esto lleva a 
una estimación iterativa, basada solo en los dos primeros momentos de una distribución que 
puede ser usada con datos espaciales. Otra solución se basa en una expansión de la serie 
inicial de Taylor, que permite métodos de pseudo-verosimilitud para inferencia espacial. 
Un tercer enfoque, llamado cuasi-verosimilitud penalizada, descrita por Breslow y Clayton 
(1993) [39], utiliza una aproximación de Laplace para el logaritmo de la verosimilitud.  
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de los eventos dengue y malaria en los años 2000, 2005 y 2010 para cada uno de los 
municipios del país (en MS Excel). Con esta información se elaboró una Base de Datos 
(BD), a la cual  se adicionó información referente a otro tipo de variables con las que se 
formularon los modelos. Una vez lista la BD y con un archivo shapefile de los municipios 
de Colombia, se realizo un join tomando como atributo identificador el código DANE del 
municipio, el cual estaba tanta en la BD como en el shapefile. De esta forma se obtuvo un 
shapefile de los municipios del país con información referente al número de casos ocurridos 
de los dos eventos para los distintos años. Este shape se cargo en R y se procedió a escribir 
y ejecutar la rutina para formular y escoger las matrices de pesos espaciales, los mapas de 
significancia, los contrates de Autocorrelación espacial y los modelos espaciales. 
 
 
41. Elaboración de la Base de Datos 
 
 
La información proporcionada en las hojas de datos contenía desagregado el número de 
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campo aleatorio S . Para completar la especificación del modelo, es ecesario especificar la 
estructura de dependencia espacial n los datos, se asume que estos so  co dicionalment  
independientes (independientes obtenidos de S ), y que  )(sS es un campo aleatorio 
Gaussiano con media 0 y función de covarianza )(2 jis sss  . 
 
En cuanto a la tim ción de los modelos [37], se debe mencionar que los GLMs 
tradicionales (n  espaciales) permiten alejarse de la distribución de Gauss y utilizar otras 
distribuciones que admiten relacio es e tre l  media y la varianza. Sin embargo, la 
in erencia bas d  en la verosimilitu , que por l  general se utiliza con stos modelos, 
requiere de una distribución mult variante, y cuan o los datos son espacial nte 
autocorrelacionados, no se puede construir esta distribución  multivariante como producto 
de las probabilidades marginales (como se hace cuando los datos son independi ntes). Para 
hacer frente a la situación en la que s  puede defi ir medias y varianzas, pero no 
necesariamente una verosimilitud completa, Wedderburn (1974) [38] intr dujo la noción de 
cuasi-verosimilitud basada en los dos prim ros momentos de una distrib ción. Esto lleva a 
una estimación iterativa, basada solo en los dos primeros momentos de una distribución que 
puede ser usada con datos espaciales. Otra solución se b s   una expansión de la s rie 
inicial de Taylor, que permite métodos de pseudo-verosimilitu  para inferencia espacial. 
Un tercer enfoque, llamado cuasi-verosimilitud penaliza , descrita por Breslow y Clayton 
(1993) [39], utiliza una aproximación de Laplace para el logaritmo de la verosimilit .  
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campo aleatorio S . Para completar la especificación del mod lo, e necesario especificar la 
estructura de dependencia espacial en lo datos, se asume que stos son condicion lmente 
independientes (independientes obtenidos de S ), y que  )(sS es un campo aleatorio 
Gaussiano con media 0 y función de covarianza )(2 jis sss  . 
 
En cuanto  a la estima ión de los modelos [37], se debe mencionar que lo  GLMs 
tradicionales (no espaciales) permiten alejarse de la distribución de Gauss y utilizar otras 
istribuciones que admiten relaciones entre la media y la varianza. Si  emb go, la 
inferencia basada en la verosimilitud, que por lo general se utiliz  con estos m delos, 
requiere d  una distribución mu tivari nte, y cuando los datos on espacialmente 
aut correlacionados, no se puede c nstru r est distribución  multivari nte como prod t  
de las probabilidades marginal s (como se h ce cuando los d tos son independientes). Para 
hacer frente  la situación en la que se puede definir medi  y v rianzas, pero no 
nece ariamente una verosimilitud completa, Wedderbur (1974) [38] introdujo la n ción de 
cuasi-verosimilitud basada e  lo  dos primeros momentos de una distribución. Esto lleva a 
una estimación iterativa, basada solo en los d s primero  momentos de una d stribución que
puede ser usada con datos esp ciales. Otra solución se basa e  una expansión de l  serie 
inicial de Taylor, que permite métodos de pseudo-verosimilit d para infere ia espacial. 
Un tercer enfoque, llamado cua i-verosimilitud penalizada, descrita por Breslow y Clayton 
(1993) [39], utiliza una aproximación de Laplace para el logaritmo de la ver similitud.  
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En cuanto a la estimación de los modelos [37], se debe 
mencionar que los GLM tradicionales (no espaciales) per-
miten alejarse de la distribución de Gauss y utilizar otras 
distribuciones que admiten relaciones entre la media y la 
varianza. Sin embargo, la inferencia basada en la verosi-
militud, que por lo general se utiliza con estos modelos, 
requiere de una distribución multivariante, y cuando los 
datos son espacialmente autocorrelacionados no se puede 
construir esta distribución multivariante como producto 
de las probabilidades marginales (como se hace cuando los 
datos son independientes). Para hacer frente a la situación 
en la que se pueden de nir medias y varianzas, pero no 
necesariamente una verosimilitud completa, Wedderburn 
(1974) [38] introdujo la noción de cuasiverosimilitud ba-
sada en los dos primeros momentos de una distribución. 
Esto lleva a una estimación iterativa, basada solo en los 
dos primeros momentos de una distribución que puede ser 
usada con datos espaciales. Otra solución se basa en una 
expansión de la serie inicial de Taylor, que permite métodos 
de pseudoverosimilitud para inferencia espacial. Un tercer 
enfoque, llamado cuasiverosimilitud penalizada, descrita por 
Breslow y Clayton (1993) [39], utiliza una aproximación 
de Laplace para el logaritmo de la verosimilitud. 
Materiales y métodos
Para la construcción del modelo se tomó como información 
el número de casos ocurridos de los eventos dengue y ma-
laria en los años 2000, 2005 y 2010 para cada uno de los 
municipios del país (en MS Excel). Con esta información 
se elaboró una base de datos (BD), a la cual se adicionó 
información referente a otro tipo de variables con las que 
se formularon los modelos. Una vez lista la BD y con un 
archivo shape le de los municipios de Colombia, se realizo 
un join tomando como atributo identi cador el código 
DANE del municipio, el cual estaba tanta en la BD como 
en el shape le. De esta forma se obtuvo un shape le de los 
municipios del país con información referente al número 
de casos ocurridos de los dos eventos para los referidos 
años. Este shape se cargó en R y se procedió a escribir y 
ejecutar la rutina para formular y escoger las matrices de 
pesos espaciales, los mapas de signi cancia, los contrates 
de autocorrelación espacial y los modelos espaciales.
Elaboración de la base de datos
La información proporcionada en las hojas de datos contenía 
desagregado el número de casos para los eventos dengue 
y malaria en: eventos 210 (dengue), 220 (dengue hemo-
rrágico), 490 (malaria vivax), 480 (Malarie), 470 (malaria 
Falciparum) y 460 (malaria asociada), para los tres años. 
De cada año, cada evento tenía el reporte de casos por se-
mana (para un total de 52 semanas) y por municipio (para 
1.103 municipios). Cada reporte de caso tenía asociado 
el municipio de procedencia (municipio donde reside la 
persona que sufre el evento), el municipio de noti cación 
(aquel donde se atiende la persona que padece el evento), el 
código DANE del municipio, el departamento y el código 
DANE de este.
Para cada hoja de datos se tenía por cada municipio un total 
de casos reportados. Una vez listas las 18 hojas de datos, 
se relacionaron los eventos dengue por año (210 y 220) y 
malaria (490, 480, 470 y 460), obteniendo 6 hojas de datos. 
Nuevamente se aplicaron consultas para sumar de un mismo 
municipio los casos reportados en distintos eventos. 
Luego se montó un servidor en IIS (Internet Information 
Server) con PHP y se hizo la conexión con las tablas almace-
nadas en la base de datos de MYSQL. Una vez conectadas, 
se aplicaron consultas para llevar a una nueva y única hoja 
de datos la información del número de casos ocurridos por 
evento y por año para cada uno de los municipios del país.
Una vez lista la BD, se cargó a ArcGIS el shape le de mu-
nicipios, el cual contenía 1.103 objetos con información 
de su geometría (polígono), perímetro y área. Cada objeto 
tenía asociado el código DANE del municipio. Se cargó la 
BD como una tabla a ArcGIS y se procedió a relacionar a 
través de un join cada municipio del shape con cada mu-
nicipio de la BD. De esta forma se llevó a cada municipio 
del shape el número de casos ocurridos de dengue y malaria 
para los tres años de estudio.
Mapeo de la enfermedad
Se obtuvo el mapa de las tasas de morbilidad estandarizada 
en cada una de las seis variables de interés: SMR para malaria 
en 2000, SMR para malaria en 2005, SMR para malaria 
en 2010, SMR para dengue en 2000, SMR para dengue en 
2005 y SMR para dengue en 2010. De esta forma se pudo 
identi car la distribución de cada una de las enfermedades 
y aquellos municipios con conteo de casos mayor a lo es-
perado, así como los que presentaron un número menor 
de casos a lo que se podría esperar teniendo en cuenta la 
población expuesta.
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Asumiendo una distribución de Poisson del conteo de casos, 
se empleó la función de Choynowski, la cual pliega dos 
colas de probabilidad, una para los valores pequeños y otra 
para valores extraordinariamente altos. De esta forma se 
gra can por separado los municipios con bajas y altas tasas. 
Otra función empleada fue la probmap, que tiene la ven-
taja frente a la anterior, de retornar un Data Frame con 
los datos en crudo, los casos esperados, el riesgo relativo y 
la probabilidad de encontrar un valor extremo o uno más 
bajo a lo que se esperaría.
Un enfoque que evalúa el posible impacto de una falla en 
el supuesto de que los datos siguen una distribución de 
Poisson, consiste en estimar la dispersión por el ajuste de 
un modelo lineal generalizado del conteo de casos observa-
dos, incluyendo solo el intercepto y la población en riesgo. 
En el caso de que los datos presenten sobredispersión, 
no se puede mantener el supuesto de una distribución de 
Poisson, por lo que una forma fácil de permitir gran va-
rianza es asumir una distribución binomial negativa. Este 
enfoque se utilizó a través de la función empbaysmooth. Los 
parámetros con los que se suavizaron el número observa-
do y esperado de casos fueron estimados vía estimadores 
empíricos bayesianos. 
Por último, se probó la función EBest. El enfoque de esta 
función permite dar niveles de signi cancia a la SMR sin 
asumir alguna distribución de probabilidad, pues asume 
que la media y la varianza de los riesgos relativos se conoce. 
Resultados
Para la selección de la mejor matriz de pesos, el análisis de 
los mapas, las pruebas de autocorrelación y agregaciones, 
las variables usadas fueron la SMR para el evento malaria 
en 2000, SMR para malaria en 2005, SMR para malaria 
en 2010, SMR para dengue en 2000, SMR para dengue 
en 2005 y SMR para dengue en 2010. Para los modelos, 
las variable respuesta fue el número de casos observados en 
el evento dengue y malaria en cada uno de los tres años. 
Los resultados fueron:
Selección de la mejor matriz de pesos espaciales
Las matrices de pesos seleccionadas corresponden a las 
que tenían menor valor para el criterio de AIC. En la ta-
bla 1 se presenta el valor de AIC de las matrices de pesos 
seleccionadas.
Mapas de probabilidad
Los mapas de las tasas de morbilidad estandarizada para las 
seis variables de interés se presentan en la  gura 1.
De acuerdo con el mapa de SMR para el evento malaria 
en 2000, se pudo apreciar que los municipios que presen-
taron un número de casos observados mayor al esperado 
fueron los de Tierralta, Puerto Libertador y Valencia, en 
el departamento de Córdoba. En el Amazonas los mu-
nicipios de Tarapacá y La Pedrera, y en el Guaviare los 
municipios de Calamar y El Retorno. Se observaron en 
casi todos los municipios del país valores bajos de SMR 
(esto sucede porque el número de casos observados fue 
de cero o porque los casos observados fueron menores a 
lo esperado).
En el evento malaria en 2005, los municipios que presentaron 
un valor alto para la tasa de morbilidad fueron El Morichal, 
en el departamento de Guainía; Calamar en Guaviare y 
Tierralta en Córdoba. En cuanto a municipios con valores 
medios de la tasa encontramos Pacoa, en Vaupés, Cuma-
ribo en Vichada, Inírida en Guainía, Maní en Casanare, 
Puerto Libertador en Córdoba y Cáceres en Antioquia. 
Se observa en general un valor bajo de la tasa en casi todo 
el país. En el evento malaria en 2010 los municipios con 
valores altos para la SMR fueron Bagadó en Chocó y El 
Tabla 1. Criterio AIC para las matrices de pesos.
SMR
Malaria 
2000
SMR
Malaria 
2005
SMR
Malaria 2010
SMR
Dengue 2000
SMR
Dengue 2005
SMR
Dengue 2010
Criterio 
K = 2
Estilo Binario
718,0311 1095,583 769,1428 464,3245 746,1267 -1034,406
Fuente: Autores
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Bagre en Antioquia. Con valores medios, Puerto Libertador 
y Cáceres en Antioquia, San José del Palmar en Chocó y 
Calamar en el departamento del Guaviare.
En el evento dengue en 2000, Valparaíso y Currillo en 
Caquetá presentaron valores altos para la SMR. En el 
evento dengue en 2005, los municipios San José del Palmar 
en Chocó, Cáceres en Antioquia y Tierralta en Córdoba, 
y en el evento dengue en 2010 tan solo el municipio de 
Cartagena del Chairá en Caquetá presentó un valor alto.
En cuanto a los mapas de probabilidad bajo el enfoque de 
Choynowski, nos centramos en el rango de probabilidad 
0-0.001. En el evento malaria en 2000, los municipios 
observados con la probabilidad de presentar valores muy 
bajos para la tasa de morbilidad pertenecen a la región 
Andina, Arauca, Nariño, la región Caribe y La Guajira. En 
cuanto a los municipios que presentaron la probabilidad de 
obtener valores altos de la SMR fueron los localizados en el 
Amazonas, parte del Meta, Córdoba, Antioquia y Chocó. 
Estos resultados se aprecian en la  gura 2.
En el evento malaria en 2005 no fueron muchos los muni-
cipios con probabilidad de presentar valores bajos de la tasa 
de morbilidad. En cuanto a los municipios con valores altos 
para la SMR tenemos que estos se ubican principalmente 
en los departamentos de Meta, Vichada y Vaupés. Esto se 
puede apreciar en la  gura 3.
En el evento malaria en 2010, el comportamiento de la 
SMR se asemeja más al del año 2000; se apreciaron valores 
bajos de la SMR en la región Andina y valores altos en el 
Amazonas, Vichada, Antioquia, Chocó y Córdoba. Estos 
resultados pueden verse en la  gura 1.
Dengue y malaria en los años 2000, 2005 y 2010.
Fuente: Autores
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5.2 Mapas de Probabilidad 
 
 
Los mapas de las tasas de morbilidad estandarizada para las seis variables de interés se 
presentan en la figura 4. 
 
De acuerdo al mapa de SMR para el evento malaria en el año 2000, se pudo apreciar que 
los municipios que presentar n u  número de casos observados mayor al esperado fueron 
lo  de Ti rralta, Puerto Libertador  y Valencia en el departamento de Córdoba. En l 
Amazonas l s municipios de Taracapa y la Pedr ra, y en el Guaviare los municipios de 
Calamar y El Retorno. Se observó para casi todos los municipios del país valores bajos de 
SMR (esto sucede porque el número de casos observados fue de cero o porque los casos 
observados fueron menores a lo esperado). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4: Mapas de las tasas de morbilidad estandarizada para los eventos 
Dengue y malaria en los años 2000, 2005 y 2010 
 
 
Para el evento malaria en el 2005, los municipios que presentaron un valor alto para la tasa 
de morbilidad fueron el Morichal en el departamento de Guainía,  Calamar en el Guaviare y 
Figura 1. Mapas de las tasas de morbilidad estandarizada para los eventos.
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Figura 2. Mapa de probabilidad para el evento malaria en 2000. Función empleada: Choynowski
Álvarez et al. – Modelos Digitales Batimétricos 
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Tierralta en Córdoba. En cuanto  a municipios con valores medios de la tasa encontramos 
Pacoa en Vaupés, Cumaribo en el Vichada, Inírida en el Guainía, Mani en Casanare, Puerto 
Libertador en Córdoba y Cáceres en Antioquia. Se observa en general un valor bajo de la 
tasa para casi todo el país. Para el evento malaria en 2010 los municipios con valores altos 
para la SMR fueron Bagado en el Choco y el Bagre en Antioquia. Con valores medios 
Puerto Libertador y Cáceres en Antioquia, San José del Palmar en el Choco y Calamar en el 
departamento del Guaviare. 
 
Para el evento dengue en el año 2000 Valparaíso y Currillo en el Caquetá, presentaron 
valores altos para la SMR. Para el evento dengue en el 2005, los municipios de San José del 
Palmar en el choco, Cáceres en Antioquia y Tierralta en Córdoba y para el evento dengue 
en el 2010 tan solo el municipio de Cartagena del Chaira en el Caquetá presentó un valor 
alto. 
 
En cuanto a los mapas de probabilidad bajo el enfoque de Choynowski nos centramos en el 
rango de  probabilidad 0-0.001. Para el evento malaria en el 2000, los municipios 
observados con la probabilidad de presentar valores muy bajos para la tasa de morbilidad, 
pertenecen a la región Andina, Arauca, Nariño, la región Caribe y la Guajira. En cuanto a 
los municipios que presentaron la probabilidad de obtener valores altos para la SMR fueron 
los localizados en el Amazonas, parte del Meta, Córdoba, Antioquia y el Choco.  Estos 
resultados se aprecian en la figura 5 
 
 
 
 
 
 
Figura 5: Mapa de Probabilidad para el evento malaria en el 2000. Función empleada: Choynowski 
 
Para el evento malaria en 2005 no fueron muchos los municipios con probabilidad de 
presentar valores bajos de la tasa de morbilidad. En cuanto a los municipios con valores 
altos para la SMR tenemos  que estos se ubican principalmente en los departamentos de 
Meta, Vichada y Vaupés. Esto se puede apreciar en la figura 6 
 
Figura 3. Mapa de probabilidad para el evento malaria en 2005. Función empleada: Choynowski
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Figura 6: Mapa de Probabilidad para el evento malaria en el 2005. Función empleada: Choynowski 
 
Para el evento malaria en el 2010, el comportamiento de la SMR se asemeja mas al del año 
2000, se apreciaron valores bajos de la SMR en la  región Andina y valores altos en el 
Amazonas, Vichada, Antioquia, chocó y Córdoba.  Estos resultados pueden verse en la 
Figura 7 
 
Figura 7: Mapa de Probabilidad para el evento malaria en el 2010. Función empleada: Choynowski 
 
Para el evento dengue en el 2000, se observaron valores bajos en los municipios de la 
región andina, pero también  valores altos. 
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Figura 6: Mapa de Probabilidad para el evento malaria en el 2005. Función empleada: Choynowski 
 
Para el evento malaria en el 2010, el comportamiento de la SMR se asemeja mas al del año 
2000, se apreciaron valores bajos de la SMR en la  región Andina y valores altos en el 
Amazonas, Vichada, Antioquia, chocó y Córdoba.  Estos resultados pueden verse en la 
Figura 7 
 
Figura 7: Mapa de Probabilidad para el evento malaria en el 2010. Función empleada: Choynowski 
 
Para el evento dengue en el 2000, se observaron valores bajos en los municipios de la 
región andina, pero también  valores altos. 
 
Figura 4. Mapa de pr babilidad para el evento malaria en 2010. Función empleada: Choynowski
Fuente: Autores
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Del evento dengue en 2000 se observaron valores bajos en 
los municipios de la región Andina, pero también valores 
altos ( gura 5).
Del evento dengue en 2005, se observaron muchos mu-
nicipios con valores bajos para la SMR 001 y muy pocos 
municipios con valores altos de la tasa. Estos resultados se 
pueden ver en la  gura 6.
En 2010 se observó un comportamiento similar al del 
año anterior, pocos municipios con probabilidad de 
presentar valores altos para la SMR y muchos municipios 
del país con la misma probabilidad de presentar valores 
bajos de la SMR. Estos resultados se pueden apreciar 
en la  gura 7.
Figura 5. Mapa de probabilidad para el evento dengue en 2000. Función empleada: Choynowski
Figura 6. Mapa de probabilidad para el evento dengue en 2005. Función empleada: Choynowski
Álvarez et al. – Modelos Digitales Batimétricos 
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Figura 8: Mapa de Probabilidad para el evento dengue en el 2000. Función empleada: Choynowski 
 
Para el evento dengue en el 2005, se observaron muchos municipios con valores bajos para 
la SMR  001y muy pocos municipios con  valores altos de la tasa. Estos resultados se 
pueden ver en la figura 9 
 
 
Figura 9: Mapa de Probabilidad para el evento dengue en el 2005. Función empleada: Choynowski 
 
En el año 2010 se observo un comportamiento similar al del año anterior, pocos municipios 
con probabilidad de presentar valores altos para la SMR y muchos municipios del país con 
la misma probabilidad de presentar valores bajos de la SMR. Estos resultados se pueden 
apreciar en la figura 10 
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Figura 8: Mapa de Probabilidad para el evento dengue en el 2000. Función empleada: Choynowski 
 
Para el evento dengue en el 2005, se observaron muchos municipios con valores bajos para 
la SMR  001y muy pocos municipios con  valores altos de la tasa. Estos resultados se 
pueden ver en la figura 9 
 
 
Figura 9: Mapa de Probabilidad para el evento dengue en el 2005. Función empleada: Choynowski 
 
En el año 2010 se observo un comportamiento similar al del año anterior, pocos municipios 
con probabilidad de presentar valores altos para la SMR y muchos municipios del país con 
la misma probabilidad de presentar valores bajos de la SMR. Estos resultados se pueden 
apreciar en la figura 10 
 
Fuente: Autores
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Los mapas de probabilidad obtenidos a partir de la 
función probmap dieron resultados muy similares a los 
obtenidos por la función de Choynowski. En el evento 
malaria se observa un comportamiento similar entre 
2000 y 2010. Valores bajos de la SMR en la región An-
dina, el Caribe y los Santanderes (estos municipios se 
ven de color azul oscuro en el mapa) y municipios con 
valores altos en la Amazonia, Caquetá, Vaupés y Guainía 
(estos municipios se ven de colores rojizos en el mapa). 
En 2005 se observan bastante menos municipios con 
probabilidad de presentar valores bajos de la SMR, y 
nuevamente los municipios con la mayor probabilidad de 
obtener valores altos se ubican en la Orinoquia, Choco, 
Antioquia y Córdoba.
Estos resultados se presentan en la  gura 8.
Figura 7. Mapa de probabilidad para el evento dengue en 2010. Función empleada: Choynowski
Figura 8. Mapas de probabilidad para el evento malaria en los años 2000, 2005 y 2010. Función empleada: probmap
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Figura 10: Mapa de Probabilidad para el evento dengue en el 2010. Función empleada: Choynowski 
 
Los mapas de probabilidad obtenidos  a p rtir de la función  probmap di ron re ultados 
muy si ilares a los obtenidos por la función de Choynowski. Para el event  malaria se 
observa un comportamiento similar entre los años 2000 y 2010. Valores bajos de la SMR 
en la región Andina, el Caribe y los Santanderes (Estos municipios se ven de color azul 
oscuro en el mapa) y municipios con valores altos en la amazonia, Caquetá, Vaupés y 
Guainía (estos municipios se ven de colores rojizos en el mapa).  En el año 2005 se 
observan muchos menos municipios con probabilidad de presentar valores bajos de la SMR 
y nuevamente, los municipios con la mayor probabilidad de obtener valores altos se ubican 
en los departamentos de la Orinoquia, el choco, Antioquia y Córdoba. 
 
Estos resultados se presentan a continuación en la figura 11 
 
Figura 11: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: probmap 
 
Para el evento dengue se observo un aumento a través el tiempo en la cantidad de 
municipios con probabilidad de obtener valores bajos de la tasas de morbilidad, en cuanto a 
los municipios con probabilidad de presentar valores altos de la SMR, se observó que no 
son siempre los mismos, caso contrario al que se había presentado para el evento malaria, 
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Figura 10: Mapa de Probabilidad para el evento dengue en el 2010. Función empleada: Choynowski 
 
Los mapas de probabilidad obtenidos  a partir de la función  probmap dieron resultados 
muy similares a los obtenidos por la función de Choynowski. Para el evento malaria se 
observa un comportamiento similar ntr  l s añ s 2000 y 2010. Valores bajos de  R 
en l  región Andina, el Caribe y los Sa tanderes (Estos munici i s se ven de color azul 
oscuro en el mapa) y municipi s c  al res altos en la amazonia, Caquetá, Vaupés y 
Guainía (estos municipios se   r s rojizos en el mapa).  En el año 2005 se 
observan muchos menos munici i abilidad de presentar valores bajos de la SMR 
y nuevamente, los municipios c   robabilidad de obtener valores altos se ubican 
en los departamentos de la Orin i , l , ntioquia y Córdoba. 
 
Estos resultados se presentan a continuación en la figura 11 
 
Figura 11: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: probmap 
 
Para el evento dengue se observo un aumento a través el tie po en la cantidad de 
municipios con probabilidad de obtener valores bajos de la tasas de morbilidad, en cuanto a 
los municipios con probabilidad de presentar valores altos de la SMR, se observó que no 
son siempre los mismos, caso contrario al que se había presentado para el evento malaria, 
Fuente: Autores
Fuente: Autores
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En el evento dengue se observó un aumento en el transcurso 
del tiempo en los municipios con probabilidad de obtener 
valores bajos de la tasas de morbilidad; en cuanto a los 
municipios con probabilidad de presentar valores altos 
de la SMR, se observó que no son siempre los mismos, 
caso contrario al que se había presentado para el evento 
malaria, en el que los municipios con probabilidad de 
presentar valores altos fueron casi siempre los mismos 
(ver  gura 9).
Los mapas de probabilidad, asumiendo una distribución 
Poisson gamma, dejaron ver para el evento malaria en los 
tres años una disminución en la cantidad de municipios con 
probabilidad de presentar valor alto en la SMR, aunque los 
municipios que sí la presentan se ubican (como ha sido una 
constante, sin importar la función empleada) en la regiones de 
la Orinoquia, el Amazonas, Córdoba y Chocó. A continuación 
se presentan estos resultados en la  gura 10 (municipios en 
color verde con probabilidad de obtener valores altos de SMR).
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en el que los municipios con probabilidad de presentar valores altos fueron casi siempre los 
mimos (ver figura 12). 
 
 
Figura 12: Mapas de Probabilidad para el evento dengue en el año 2000, 2005 y 2010. Función 
empleada: probmap 
 
Los mapas de probabilidad asumiendo una distribución Poisson Gamma, dejaron ver para 
el evento malaria en los tres años, una disminución en la cantidad de municipios con 
probabilidad de presentar un valor alto en la SMR, aunque los municipios que sí la 
presentan, se ubican (como ha sido una constante sin importar la función empleada) en la 
regiones de la Orinoquia,  el Amazonas, Córdoba y choco. A continuación se presentan 
estos resultados en la figura 13 (municipios en color verde con probabilidad de obtener 
valores altos de SMR) 
 
 
Figura 13: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: empbaysmooth 
 
Para el evento dengue todos los municipios presentaron valores bajos 
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en el que los municipios con probabilidad de presentar valores altos fueron casi siempre los 
mimos (ver figura 12). 
 
 
Figura 12: Mapas de Probabilidad para el evento dengue en el año 2000, 2005 y 2010. Función 
empleada: probmap 
 
Los mapas de probabilidad asumiendo una distribución Poisson Gamma, dejaron ver para 
el evento malaria en los tres años, una disminución en la cantidad de municipios con 
probabilidad de presentar un valor alto en la SMR, aunque los municipios que sí la 
presentan, se ubican (como ha sido una constante sin importar la función empleada) en la 
regiones de la Orinoquia,  el Amazonas, Córdoba y choco. A continuación se presentan 
estos resultados en la figura 13 (municipios en color verde con probabilidad de obtener 
valores altos de SMR) 
 
 
Figura 13: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: empbaysmooth 
 
Para el evento dengue todos los municipios presentaron valores baj s 
 
Figura 9. Mapas de probabilidad para el evento dengue en los años 2000, 2005 y 2010. Función empleada: probmap
Figura 10. Mapas de probabilidad para el evento malaria en los años 2000, 2005 y 2010. Función empleada: empbaysmooth
Fuente: Autores
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En el evento dengue, todos los municipios presentaron 
valores bajos
Por último, los mapas obtenidos a partir del enfoque pro-
puesto por Marschall (recordemos que este asume que se 
conocen a priori la media y la varianza de los riesgos relativos), 
el cual no asume distribución alguna, mostró resultados 
similares a los presentados inmediatamente anterior; muy 
pocos municipios con probabilidad de presentar valores 
altos para la SMR en cualquiera de los dos eventos (los 
municipios con probabilidad de presentar valores altos de 
SMR se muestran en verde) ( gura 11).
En el evento malaria, los municipios que presentaron probabili-
dad alta de valores altos para la SMR fueron: Tierralta y Puerto 
Libertador en Córdoba, Cáceres en Antioquia, Tarapacá en el 
Amazonas, Calamar y Mira ores en el Guaviare, Cumaribo 
en Vichada, Inírida y Barranco Mina en el Guainía y Tadó 
en el Chocó. Los resultados se pueden ver en la  gura 12.
En cuanto al evento dengue, no hubo casos signi cativamente 
altos, excepto en 2005, en los municipios de Tierralta, en 
el departamento de Córdoba, Cáceres en Antioquia y San 
José del Palmar en el Chocó. Los resultados se pueden ver 
en la  gura 13.
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Figura 14: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: empbaysmooth 
 
Por último, los mapas obtenidos  a partir del enfoque propuesto por Marschall (recordemos 
que este asume que se conoce a priori la media y la varianza de los riesgos relativos) el cual 
no asume distribución alguna, mostro resultados similares a los presentados 
inmediatamente anterior; muy pocos municipios con probabilidad de presentar valores altos 
para la SMR en cualquiera de los dos eventos (los municipios con probabilidad de  
presentar valores altos de SMR se muestran en verde). 
 
Para el evento malaria, los municipios que presentaron probabilidad alta de valores altos 
para la SMR fueron :Tierralta y Puerto Libertador en Córdoba, Cáceres en Antioquia, 
Tarapaca en el Amazonas,  Calamar y Miraflores en el Guaviare,  Cumaribo en Vichada, 
Inírida y Barranco mina en el Guainía y Tado en el Choco. Los resultados se pueden ver en 
la figura 15. 
 
En cuanto al evento dengue no hubo casos significativamente altos excepto en el año 2005, 
en los municipios de Tierralta en el departamento de Córdoba, Cáceres en Antioquia  y San 
José del Palmar en el choco. Los resultados se pueden ver en la figura 16. 
 
Figura 11. Mapas de probabilidad para el evento malaria en los años 2000, 2005 y 2010. Función empleada: empbaysmooth
Figura 12. Mapas de probabilidad para el evento malaria en los años 2000, 2005 y 2010. Función empleada: EBest
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Figura 15: Mapas de Probabilidad par  el evento malaria en el año 2000, 2005 y 2010. Fu ción 
empleada: EBest 
 
 
Figura 16: Mapas de Probabilidad para el evento dengue en el año 2000, 2005 y 2010. Función 
empleada: EBest 
 
 
 
 
5.2 Autocorrelación espacial y agregaciones de casos 
 
 
La prueba de Homogeneidad de los riesgos relativos fue significativa para las seis 
variables, por lo que se rechazo la hipótesis Nula de riesgos iguales. La prueba I de Moran 
fue significativa para las variables, por lo que se comprobó la existencia de una estructura 
Fuente: Autores
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Autocorrelación espacial y agregaciones de casos
La prueba de homogeneidad de los riesgos relativos fue 
signi cativa para las seis variables, por lo que se rechazó 
la hipótesis nula de riesgos iguales. La prueba I de Moran 
fue signi cativa para las variables, por lo que se comprobó 
la existencia de una estructura espacial en la distribución 
espacial de las enfermedades dengue y malaria. El valor 
del estadístico fue positivo en los seis casos, lo cual sugiere 
que en la distribución espacial se casos los municipios con 
valores altos de SMR están rodeados de municipios que 
presentan este mismo comportamiento y municipios con 
tasas muy bajas de SMR tienen como vecinos municipios 
con valores bajos para la SMR. En cuanto a la prueba 
de Tango para agregaciones globales de casos, en las seis 
variables fue signi cativa, lo cual es una con rmación a la 
hipótesis de presencia de autocorrelación espacial en los 
casos de enfermedades, lo que ya había sido mostrado por 
el estadístico de Moran.
A continuación se presenta la tabla 2 con los resultados 
arrojados por las pruebas. Para cada prueba y variable se 
muestra el p-valor y en los casos del estadístico de Moran 
y Tango se presentan tanto el p-valor como el valor del 
estadístico.
Las pruebas se corrieron asumiendo una distribución de 
Poisson para el muestreo con 99 simulaciones y método 
de remuestreo paramétrico.
En cuanto a la prueba para agregaciones de casos bajo el 
enfoque de Besag y Newell´s, los resultados fueron:
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Figura 15: Mapas de Probabilidad para el evento malaria en el año 2000, 2005 y 2010. Función 
empleada: EBest 
 
 
Figura 16: Mapas de Probabilidad para el evento dengue en el año 2000, 2005 y 2010. Función 
empleada: EBest 
 
 
 
 
5.2 Autoco re ación espacial y agregaciones de casos 
 
 
La prueba de Homogeneidad de los riesgos r lativos fue significativa para la  sei  
variables, por lo que se rechazo la hipótesis Nula de riesgos iguales. La prueba I de Moran 
fue significativa para las variables, por lo que se comprobó la existencia de una estructura 
Figura 13. Mapas de probabilidad para el evento dengue en los años 2000, 2005 y 2010. Función empleada: EBest
Tabla 2. Valor del estadístico y p-valor para las pruebas.
Prueba/
Variable
SMR
Malaria
2000
SMR
Malaria
2005
SMR
Malaria
2010
SMR
Dengue
2000
SMR
Dengue
2005
SMR
Dengue
2010
Homogeneidad 
de los riesgos relativos 0,01 0,01 0,01 0,01 0,01 0,01
I de Moran 0,01/0,467
0,01/
0,328
0,01/
0,435
0,01/
0,206
0,01/
0,211
0,01/
0,325
Tango 0,01/0,720
0,01/
0,100
0,01/
0,071
0,01/
0,042 0,01/ 0.0915 0,01/ 0.0362
Fuente: Autores
Fuente: Autores
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Para el evento de malaria en 2000, los municipios con 
agregaciones de casos fueron: Puerto Nariño, Tarapacá, 
La Pedrera, Puerto Arica, el Encanto, Puerto Alegría, La 
Chorrera, Puerto Santander, La Victoria y Miriti Paraná, 
todos en el departamento de Amazonas. El único municipio 
que no tuvo agregación de casos fue Leticia. En Antioquia 
encontramos el municipio de La Pintada; en el Caquetá, 
Albania y Solita; Padilla en el Cauca; Paratebueno en 
Cundinamarca; Atrato, Bahía Solano, El Cantón de San 
Pablo, Juradó, Nóvita, San José del Palmar y Sipi en el 
Chocó; El Castillo, El Dorado, San Carlos de Guaroa y 
San Juan de Arama en el Meta; Barranco Mina y Morichal 
Nuevo en Guainía; Carurú, Pacoa y Tataraira en el Vaupés 
(31 municipios). Estos resultados se pueden observar en 
la  gura 14.
Figura 14. Agregaciones de casos de malaria, año 2000.Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.23  
 
Figura 17: agregaciones de casos de malaria, año 2000. 
 
 
Para el evento  Malaria en el año 2005, 129 municipios mostraron ser agregaciones de 
casos, todos concentrados en la región Orinoquia, Amazonas, Choco, Antioquia, Caquetá y 
Nariño. 
 
 
Figura 18: agregaciones de casos de malaria, año 2005. 
 
Para la variable Malaria en el año 2010, hubo pocos municipios con agregaciones de casos 
(13), Miriti Parana, puerto Santander, la Pedrera, Puerto Arica y Tarapaca en el Amazonas. 
Murindo y Vigia del Fuerte en Antioquia, Cubara en Boyacá, la Merced en Caldas, el 
Cantón de san pablo,  Jurado y san José del Palmar en el  Choco. 
 
Fuente: Autores
En el evento de malaria en 2005, 129 municipios mos-
traron agregaciones de casos, todos concentrados en la 
región Orinoquia, Amazonas, Chocó, Antioquia, Caquetá 
y Nariño ( gura 15).
En la variable malaria, en 2010 ( gura 16) hubo pocos 
municipios con agregaciones de casos (13), Miriti Parana, 
Puerto Santander, La Pedrera, Puerto Arica y Tarapacá en 
el Amazonas; Murindó y Vigía del Fuerte en Antioquia; 
Cubará en Boyacá; La Merced en Caldas; el cantón de San 
Pablo, Juradó y San José del Palmar en el Chocó.
Figura 15. Agregaciones de casos de malaria, año 2005.
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.23  
 
Figura 17: agregaciones de casos de malaria, año 2000. 
 
 
Para el evento  Malaria en el año 2005, 129 municipios mostraron ser agregaciones de 
casos, todos concentrados en la región Orinoquia, Amazonas, Choco, Antioquia, Caquetá y 
Nariño. 
 
 
Figura 18: agregaciones de casos de malaria, año 2005. 
 
Para la variable Malaria en el año 2010, hubo pocos municipios con agregaciones de casos 
(13), Miriti Parana, puerto Santander, la Pedrera, Puerto Arica y Tarapaca en el Amazonas. 
Murindo y Vigia del Fuerte en Antioquia, Cubara en Boyacá, la Merced en Caldas, el 
Cantón de san pablo,  Jurado y san José del Palmar en el  Choco. 
 
Fuente: Autores
Figura 16. Agregaciones de casos de malaria, año 2010.
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Figura 19: agregaciones de casos de malaria, año 2010. 
Para el evento dengue en el año 2000, aparecieron 84 municipios en regiones más altas 
como son la región Andina y los departamentos de Guainía, Antioquia y Choco. Para el año 
2005, solo 8 municipios resultaron presentar agregaciones de casos, Tarapaca y la Pedrera 
en el amazonas, Barranco Mina y Morichal Nuevo en el Guainía, Taraira en el Vaupés, 
Cubara en Boyacá,  Solita en el Caquetá y Novita en Choco. Estos resultados están 
disponibles en la figura 20. 
 
 
Figura 20: agregaciones de casos de dengue, años 2000 y 2005. 
 
Para el evento dengue en el año 2010, 100 municipios presentaron agregaciones de casos. 
Esta enfermedad presentó al igual que el año 2000, un comportamiento predominante en la 
región andina. Para ver estos resultados en la Figura 21. 
 
Fuente: Autores
En el evento de dengue, en 2000, se registran 84 municipios 
en regiones más como la región Andina y los departamentos 
de Guainía, Antioquia y Choco. En 2005, solo 8 municipios 
presentaron agregaciones de casos: Tarapacá y la Pedrera 
en el Amazonas; Barranco Mina y Morichal Nuevo en el 
Guainía; Taraira en el Vaupés; Cubará en Boyacá, Solita 
en Caquetá y Nóvita en Chocó. Estos resultados están 
disponibles en la  gura 17.
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Figura 19: agregaciones de casos de malaria, año 2010. 
Para el evento dengue en el año 2000, aparecieron 84 municipios en regiones más altas 
como son la región Andina y los departamentos de Guainía, Antioquia y Choco. Para el año 
2005, solo 8 municipios resultaron presentar agregaciones de casos, Tarapaca y la Pedrera 
en el amazonas, Barranco Mina y Morichal Nuevo en el Guainía, Taraira en el Vaupés, 
Cubara en Boyacá,  Solita en el Caquetá y Novita en Choco. Estos resultados están 
disponibles en la figura 20. 
 
 
Figura 20: agregaciones de casos de dengue, años 2000 y 2005. 
 
Para el evento dengue en el año 2010, 100 municipios presentaron agregaciones de casos. 
Esta enfermedad presentó al igual que el año 2000, un comportamiento predominante en la 
región andina. Para ver estos resultados en la Figura 21. 
 
Fuente: Autores
En el evento de dengue en 2010, cien municipios presentaron agregaciones de casos. Esta enfermedad presentó, al igual 
que en 2000, un comportamiento predominante en la región Andina. (Ver estos resultados en la  gura 18).
Figura 18. Agregaciones de casos de dengue, años 2010
Álvarez et al. – Modelos Digitales Batimétricos 
UD y La GEOMATICA. Vol. 5(1), Enero-Diciembre 2011.25  
 
Figura 21: agregaciones de casos de dengue, años 2010 
 
 
8. Conclusiones 
 
 
Los estudios realizados para entender el comportamiento de una enfermedad pueden 
emprenderse de distintas formas, dependiendo de la información con la que se cuente y del 
enfoque que se quiera dar, que en muchos países como el nuestro, no pasan de ser 
exclusivamente descriptivos. La metodología propuesta aquí no es nueva, por el contrario, 
en los países desarrollados alrededor del mundo ha sido implementada con muy buenos 
resultados.  En el proyecto se intento hacer una aproximación a estos métodos propuestos y 
desarrollados, obteniendo resultados satisfactorios, por lo menos, desde el enfoque de 
probar una metodología diferente a la que se emplea en el contexto nacional. 
 
Los resultados proporcionados por los mapas de la tasa de morbilidad estandarizada y los 
mapas de significancia estadística, reflejaron un número importante de personas que aún en 
la actualidad (después de haber sido descubiertas las vacunas contra estas enfermedades) 
sufren de estas enfermedades. Estos mapas permitieron identificar aquellas regiones donde 
el riesgo relativo era significativamente mayor que 1 y cuyos casos observados de eventos 
dengue y malaria eran mayores a lo esperado, teniendo en cuenta la población expuesta.  
Los departamentos  que resultaron ser regiones con una alta tasa de morbilidad fueron el 
Choco y el Amazonas, aunque también se observaron municipios en Antioquia, Córdoba, el 
Guainía, Vaupés y el Meta con un reporte de casos significativos.  
 
En conjunto los mapas de SMR y los mapas de agregaciones de casos, mostraron que para 
el evento malaria, los municipios con más altas tasas de morbilidad fueron Tarapacá, la 
Pedrera, Puerto Arica, puerto Santander y Miriti Paraná en el Amazonas, así como los 
municipios de El Cantón de San Pablo, Jurado y San José del Palmar en el Choco. Estos 
resultados nos permiten discutir acerca de la eficiencia de las políticas en salud pública 
emprendidas por el gobierno, que parecen no ser suficientes para mejorar las condiciones 
sanitarias en estas regiones que son las más olvidadas, pobres y menos desarrolladas del 
Fuente: Autores
Conclusiones
Los estudios realizados para entender el comportamiento de 
una enfermedad pueden emprenderse de distintas formas, 
dependiendo de la información con la que se cuente y del 
enfoque que se quiera dar, que en muchos países como el 
nuestro no pasan de ser exclusivamente descriptivos. La 
metodología propuesta aquí no es nueva, por el contra-
rio, en los países desarrollados ha sid  imple enta a con 
buenos resultados. En el proyecto se intentó hacer una 
aproximación a e tos métodos propuestos y desarrollados, 
obteniendo resultados satisfactorios, por lo menos, desde 
el enfoque de probar una metodología diferente a la que 
se emplea en el contexto nacional.
Los resultados proporcionados por los mapas de la tasa 
de morbilidad estandarizada y los mapas de signi cancia 
estadística, re ejaron un número importante de personas 
que aún en la actualidad (después de haber si o descubier-
tas las vacunas contra estas enfermedades) sufren de estas 
enfermedades. Estos apas permitieron identi car aque-
ll s egiones do de l riesgo relativo es signi cativamente 
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mayor que 1 y cuyos casos observados de eventos dengue 
y malaria son mayores a lo esperado, teniendo en cuenta 
la población expuesta. Los departamentos que resultaron 
tener alta tasa de morbilidad fueron Chocó y Amazonas, 
aunque también se observaron municipios en Antioquia, 
Córdoba, Guainía, Vaupés y el Meta con reporte de casos 
signi cativos. 
En conjunto los mapas de SMR y los mapas de agregaciones 
de casos mostraron que para el evento malaria los munici-
pios con más altas tasas de morbilidad fueron Tarapacá, La 
Pedrera, Puerto Arica, Puerto Santander y Miriti Paraná 
en el Amazonas, así como El Cantón de San Pablo, Juradó 
y San José del Palmar en el Chocó. Estos resultados nos 
permiten discutir acerca de la e ciencia de las políticas en 
salud pública emprendidas por el Gobierno, que parecen 
no ser su cientes para mejorar las condiciones sanitarias en 
estas regiones, que son las más olvidadas, pobres y menos 
desarrolladas del país. En el caso del evento dengue las re-
giones con tasas altas fueron la Andina, Chocó y Guainía. 
Los municipios que resultaron ser los más afectados fueron 
Barranco Mina y El Morichal en el Guainía.
En cuanto a la distribución geográ ca de las dos enferme-
dades, esta fue similar, aunque es común encontrar casos 
de dengue en regiones con mayor altura, con respecto a las 
regiones donde es frecuente encontrar casos importantes 
de malaria. 
Las pruebas de autocorrelación espacial fueron signi cativas 
y positivas para ambos enfermedades en los tres años, lo 
que apoyó la idea de pensar en modelos de regresión que 
tuvieran en cuenta la distribución espacial del riesgo de 
estas enfermedades. El hecho de que estas pruebas fueran 
signi cativas y positivas es lógico en la medida en que 
corresponden con la etiología conocida de estas enferme-
dades. La distribución espacial de estos dos eventos y las 
pruebas mostraron que no es común encontrar regiones 
afectadas aisladas unas de otras, sino por el contrario, el 
comportamiento de estas muestran agregaciones espaciales 
en municipios vecinos, lo que corresponde con la propa-
gación de estas enfermedades, la cuales son transmitidas 
solo por los vectores (mosquitos) y estos no se desplazan 
más de 3 km, pues tienen una vida no mayor de catorce 
días. Esto signi ca que cuando aparece un gran número de 
casos de dengue y malaria, esto se debe a una epidemia del 
mosquito, el cual se desarrolla en condiciones climatológicas 
especiales (regiones tropicales y subtropicales) y condicio-
nes sanitarias de cientes (estos mosquitos se desarrollan 
en aguas empozadas). De esta forma, las preguntas más 
comunes relacionadas con la agregación de casos de una 
enfermedad fueron resueltas: estos tienden a ocurrir cerca 
de otros casos, lo cual sugiere un agente infeccioso, y los 
municipios con mayores números de casos en el transcurso 
del tiempo fueron los mismos, lo cual sugiere factores de 
riesgo ambiental (pues no se presentaron agrupaciones de 
casos en regiones inusuales).
En cuanto a los modelos de regresión, fueron probados uno 
sin estructura de correlación y otro con estructura (gaussiana, 
esférica, exponencial y lineal). Los modelos sin estructura 
espacial presentaron todas las variables signi cativas y valores 
muy altos para el AIC. La prueba de autocorrelación a los 
residuales de estos modelos fue signi cativa, mostrando 
la necesidad de incorporar efectos espaciales en ellos. En 
cuanto a los modelos con efectos espaciales (estructura de 
correlación gaussiana), ninguna variable fue signi cativa; 
los valores para la desviación estándar de los residuales del 
desvío fueron muy altos y los valores para el AIC y BIC no 
se obtuvieron por la forma de estimación de los parámetros 
(cuasiverosimilitud penalizada). El criterio de comparación 
entre los modelos fue el de la desviación estándar de los 
residuales del desvío, presentando los menores valores los 
modelos de regresión sin estructura espacial. 
El hecho de que las covariables resultaran ser no signi ca-
tivas en los modelos con efectos espaciales, indica que el 
efecto que tienen estas sobre el fenómeno no es importante 
cuando la estructura de correlación presente en el fenómeno 
es muy fuerte, por lo cual se sugiere probar con otro tipo 
de variables. En cuanto a los altos valores para la desviación 
estándar de los residuales, se sugiere probar con modelos 
no tan globales, de tal manera que las variables representen 
mejor el fenómeno en estudio.
Por último, en el proceso de desarrollar el presente trabajo 
de grado los inconvenientes vinieron del acceso y la calidad 
de la información adquirida. En cuanto al acceso, los or-
ganismos públicos como es el Instituto Nacional de Salud, 
INS (que es la entidad encargada de manejar la información 
referente a la incidencia de una enfermedad por medio del 
Sistema Nacional de Vigilancia en Salud Pública, SIVIGI-
LA), ponen demasiadas trabas, condiciones y papeleo para 
proporcionar información, aun cuando su uso tiene  nes 
académicos. En cuanto a la calidad, el sistema por el que 
se recoge la información aún no asegura este atributo, por 
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lo que el registro de casos presenta duplicidad o pérdida 
de información.
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