Abstract-A doubletalk detector (DTD) is used with an echo canceler to sense when far-end speech is corrupted by near-end speech. Its role is to freeze the adaptation of the model filter when near-end speech is present in order to avoid divergence of the adaptive algorithm. Several authors have proposed to use the cross-correlation coefficient vector between the input signal vector x and the scalar output for a DTD. We show in this paper that this measure is not appropriate and propose a modified form that meets, in an optimal way, the needs for an efficient DTD. By extension, we also propose a definition of the normalized cross-correlation matrix between two vectors and show a link with the coherence function.
I. INTRODUCTION
A N ECHO canceler [1] removes echo due to echo path (see Fig. 1 ), where represents coupling between a loudspeaker and microphone for the case of an acoustic echo canceler or the hybrid mismatch in the case of a network echo canceler. A doubletalk detector (DTD) [1] is used with an echo canceler to sense when far-end speech is corrupted by near-end speech. The role of this important function is to freeze adaptation of the model filter when near-end speech is present, in order to avoid divergence of the adaptive algorithm. The far-end talker signal is filtered with the impulse response and the resulting signal (the echo) is added to the near-end speech signal to give the corrupted signal (1) where and is the length of the echo path. We define the error signal at time as (2) Manuscript received March 30, 1998; revised March 12, 1999. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Mark Kahrs.
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This error signal is used in the adaptive algorithm to adapt the taps of the filter For simplicity, we have assumed here that the length of the signal vector is the same as the effective length of the echo path In reality, the length of is infinite, thereby resulting in an unmodeled "tail" for any finite value of This effect will be discussed later in Section IV.
When is not present, with any adaptive algorithm, will quickly converge to an estimate of and this is the best way to cancel the echo. When is not present, or very small, adaptation is halted by the nature of the adaptive algorithm. When both and are present, the near-end talker signal could disrupt the adaptation of and cause divergence. So, the goal of an effective doubletalk detection algorithm is to stop the adaptation of as fast as possible when the level of becomes appreciable in relation to the level of and to keep the adaptation going when the level of is negligible.
Ye and Wu [2] proposed to use the cross-correlation coefficient vector between and as a means for doubletalk detection. A similar idea using the cross-correlation coefficient vector between and has proven more robust and reliable [3] , [4] . Accordingly, we will limit this study to the cross-correlation coefficient vector between and which is defined as (3) where denotes mathematical expectation and is the cross-correlation coefficient between and (We discuss estimation of these quantities for a practical detector in Section IV.)
The idea here is to compare (4) to a threshold level The decision rule will be very simple: if then doubletalk is not present; if then doubletalk is present.
Although the norm used in (4) is perhaps the most natural, other scalar metrics, e.g., could alternatively be used to assess the cross-correlation coefficient vectors. However, there is a fundamental problem here which is not linked to the type of metric used. The problem is that these cross-correlation coefficient vectors are not well normalized. Indeed, we can only say S1063-6676/00$10.00 © 2000 IEEE 
in general that
Thus if that does not imply that or any other known value. We do not know the value of in general. The amount of correlation will depend a great deal on the statistics of the signals and of the echo path. As a result, the best value of will vary a lot from one experiment to another. So there is no "natural" threshold level associated with the variable when An "optimum" decision variable ξ for doubletalk detection will behave as follows:
(doubletalk is present), The threshold must be a constant, independent of the data. Moreover, ξ must be insensitive to echo path variations when
In the following we derive a new decision variable that exhibits this behavior. To do this, we present a new way of normalizing the cross-correlation vector between and
II. A NORMALIZED CROSS-CORRELATION VECTOR
We now derive in a simple way a new normalized cross-correlation vector between a vector and a scalar Suppose that In this case (5) where Since we have (6) and (5) can be re-written as
Now, in general for
If we divide (7) by and take the square root, we obtain the new decision variable (9) where (10) is what we will call the normalized cross-correlation vector between and
Substituting (6) and (8) into (9), we show that the decision variable is (11) We easily deduce from (11) that for and for Note also that is not sensitive to changes of the echo path when Moreover, a fast version of this algorithm can be derived by recursively updating using the Kalman gain [5] . 1) Particular Case: is white Gaussian noise. For this kind of signal, the autocorrelation matrix is diagonal: Then (10) becomes (12) Note that, in general, what we are doing in (9) is equivalent to prewhitening the signal which is one of many known generalized cross-correlation techniques [6] . Thus, when is white, no prewhitening is necessary and This suggests a more practical implementation, whereby matrix operations are replaced by an adaptive prewhitening filter [7] .
III. A NORMALIZED CROSS-CORRELATION MATRIX
Everyone is familiar with the cross-correlation coefficient between two scalars and we have given a new normalized cross-correlation vector between a vector and a scalar and we now propose to extend this definition to the cross-correlation between two vectors and We define the normalized cross-correlation matrix between two vectors and as follows: (13) where is a vector of size There are two interesting cases: 1) (normalized cross-correlation vector between and 2) (cross-correlation coefficient between and By extension to (9), we then form the detection statistic tr (14)
We note that for case 1), as before. Again, we can interpret this formulation as a generalized cross-correlation, where now both and are prewhitened, which is also known as the smoothed coherence transform (SCOT) [6] .
We now show that there is a link between the normalized cross-correlation matrix and the coherence. Suppose that
In this case, a Toeplitz matrix is asymptotically equivalent to a circulant matrix if its elements are absolutely summable 
where (20) is the discrete coherence function. Thus, asymptotically we have (21) where is the transfer function of and (22) is the near-end talker to far-end talker spectral ratio at frequency Except for an unrestricted frequency range, this form is identical to the coherence-based doubletalk detector proposed by Gänsler [9] . (Because all frequencies are not equally important, it is generally advantageous to limit the frequency range in (21) or, more generally, apply weighting over frequency.) This idea seems to be very appropriate since when the two signals and are completely coherent and then and when and
IV. PRACTICAL CONSIDERATIONS AND SIMULATIONS
Up until now, we have formulated the double-talk decision variables in terms of the various auto-correlation and cross-correlation signal statistics, taking those as a given. However, in practice, we have to estimate these quantities in real time from the only available signals that we have, namely and Estimation of auto-correlation and cross-correlation signal statistics necessarily involves averaging over a suitable time interval, and that then becomes a key problem because of the inevitable tradeoff between response time and accuracy. Response time is crucial for double-talk detection, so we would like to minimize it. On the other hand, if we try to make the response time too fast, insufficient smoothing of the statistical estimates will lead to unreliable performance.
The usual procedure to derive estimates of statistical quantities like and is to form a running average of the signal products over a window that moves with time. The length of the window, i.e., the number of samples that form the running average, then determines the response time of the estimate, which is intended to be not too long. Thus, for example, we have (23) which averages over samples. It is possible that one could sidestep the estimation of certain quantities involved in the decision variables by substituting estimates that have been derived for other purposes. For example, from (6) we know that Therefore, in (9), we could substitute for where is copied from the echo canceler adaptive filter. This will perturb the ideal performance of the normalized cross-correlation DTD even when the filter is converged, due to the unmodeled "tail" of [4] . However, the computational advantage of avoiding matrix inversion (or the calculation of the Kalman gain for the fast version) makes the substitution attractive for a practical implementation.
We now briefly introduce some simulation results for our proposed method using detection statistic defined by (9), and compare these with the conventional cross-correlation method using defined by (4) . The doubletalk detector performance is characterized in terms of the probability of miss as a function of near-end to far-end speech ratio (NFR, under a probability of false alarm constraint [4] . The miss probability is the portion of the doubletalk interval during which the Fig. 2 . Probability of miss (P ) as a function of the near-end speech to far-end speech ratio (NFR) for doubletalk detectors using new normalized cross-correlation ( ) and conventional cross-correlation ( ); probability of false alarm, P = 0:1: double talk detector fails to detect the presence of the near-end speech. Therefore, a smaller value of indicates better performance of the doubletalk detector. The complete DTD evaluation technique is summarized as follows (see [4] for further details): We used recorded digital speech sampled at 8 kHz for and and a measured -sample (256 ms) room impulse response for For we have substituted in (9) and have used (23) to estimate over a window of samples. For we also estimated over a window of samples. The characteristics of these two methods under the constraint are shown in Fig. 2 . It is clear that the new normalized cross-correlation method proposed here shows significantly better performance over the full range of NFR.
V. CONCLUSION
We have proposed a new normalized cross-correlation vector for doubletalk detection and have shown that the conventional cross-correlation coefficient vector is just an approximation of this. Simulations demonstrate the superiority of this new technique. We have also generalized this concept to a normalized cross-correlation matrix and have shown a relationship to the coherence technique proposed by Gänsler. While Gänsler's method may result in further improvement, it comes at a much higher price of computational complexity. We have instead concentrated on computationally-simpler methods. For the simplified form of the normalized cross-correlation DTD, it is assumed that the AEC has already converged so that well approximates However, some degradation would be expected in a dynamic situation where doubletalk occurs while the AEC is adapting. Further work is necessary to assess this problem and propose remedies. 
