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1. INTRODUCTION 
Fixed-point problems for a family of multivalued maps defined in product spaces have applications 
to problems on sets with convex sections, the existence of Nash equilibria in game theory, and 
minimax inequalities. 
The existence of fixed points for a family of multivalued maps defined in product spaces has 
been studied by several authors. Lan and Webb [l] first obtained fixed-point theorems for a 
family of multivalued maps defined on product spaces and provided their applications. Each map 
involved satisfies a noncompactness condition and has an open lower section, that is, the inverse 
image of every point is open. Lan and Webb’s idea was employed by Ansari and Yao [2] to treat 
the existence of fixed points for a family of multivalued maps defined in product spaces. These 
maps involved are of different types from those in [l]. Recently, Lan and Wu [3] generalize Lan 
and Webb’s results to the class of maps which possess the local intersection properties. The local 
intersection properties are more general than the properties of open lower sections and have been 
widely employed in the fixed-point theorems of Browder type [4, Theorem 7.2, p. 331, continuous 
selection theorems [5, Theorem 11, and fixed-point theorems for a family of maps defined on 
product spaces [a]. S ome other results also use the local intersection properties, for example, 
see [6-g]. 
In this paper, we study fixed-point problems for two maps defined on product spaces. The 
two maps are required to have the local intersection properties, but only one of them satisfies a 
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noncompactness condition. Previous results in [l] and [3] re q uired all of the maps involved to 
satisfy noncompactness conditions. 
We apply our results to problems on sets with convex sections and to inequalities for two 
functions. We also apply these fixed-point theorems to obtain new intersection results for a 
multivalued map. These intersection results are well suited to treat variational inequalities for a 
function and minimax inequalities of Sion-type. Our results generalize many well-known results. 
In Section 2, we mention several results obtained in [3]. In Section 3, we give some properties 
of transfer-lower (or upper)-continuity of functions defined on the product of two spaces. In 
Section 4, we prove our new fixed-point theorems and an intersection theorem. In Section 5, we 
apply these fixed-point theorems to treat problems on sets with convex sections and on inequalities 
for two functions. In the last section, we apply our intersection theorems to variational inequalities 
for a function and minimax inequalities of Sion-type in a noncompact setting. 
2. PRELIMINARIES 
In this section, we always assume that X is a nonempty set and Y a topological space. We 
denote by 2y the family of all subsets of Y, and by B and B” the closure and interior of a 
subset B of Y, respectively. Let G : X --t 2y be a map. We define G”, G, Go = X -+ 2y by 
G”(z) = {y E Y : y $ G(z)}, G(Z) = G(z), and Go(z) = (G(Z))‘, respectively. We also define 
maps G-‘,G* : Y + 2x by G-l(y) = {Z E X : y E G(s)} and G*(y) = {Z E X : y $ G(z)}, 
respectively. 
The following result was given in [lo] (also see Lemma 2.1 in [3]). 
LEMMA 2.1. Let S, T : X + Y be two maps. Then, the following properties hold. 
(hl) For each z E X, S(Z) c T(z) if and only if T*(y) c S*(y) for each y E Y. 
(hz) y +! T(z) if and only if z E T*(y). 
(hs) For each z E X, (T*)*(x) = T(x). 
(h4) For each z E X, T(x) # 0 if and only if n,ey T*(y) = 0. 
(hs) For each y E Y, (T”)*(y) = T-l(y). 
(hs) For each y E Y, (T-‘)“(y) = T*(y). 
Recall that a map F : Y + 2 x is said to have the local intersection property if there exists an 
open neighborhood N(y) of y such that flzENCyj F(y) # 0 whenever F(y) # 0 (see [3] and [5]). 
It is known that if F : Y + 2x has an ope n lower section, that is, F-‘(x) is open in Y for each 
z E X, then F has the local intersection property. The converse is not true (see Example 1 in [3]). 
Recall that a map T : X + 2y is said to be transfer-closed if for each z E X and y E T”(z), 
there exists ~1 E X such that y $ T(z~) (see [ll]). 
We need the following results obtained in [3]. 
LEMMA 2.2. The following assertions hold. 
(1) Let T : X -+ 2 ’ be a map. Then, T is transfer-closed if and only if T* : Y --f 2x has the 
local intersection property 
(2) Let F : Y --+ 2x be a map. Then, F has the local intersection property if and only if F* 
is transfer-closed. 
LEMMA 2.3. Let F,G : Y + 2 x be maps. Assume that the following conditions hold. 
(a) F(y) c G(y) for each y E Y. 
(b) F(y) # 0 for each y E Y. 
(c) F has the local intersection property 
Then, G has the local intersection property. 
LEMMA 2.4. Let F : Y -+ 2x be a map. Then, the following assertions are equivalent. 
(i) F has the local intersection property and F(y) # 0 for each y E Y. 
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(ii) (F*)*(y) # 8 for each y E Y. 
LEMMA 2.5. Assume that F : Y + 2x has the local intersection property. Then, the map 
(p*)* : Y + 2x has an open lower section. 
3. TRANSFER-CONTINUITY OF FUNCTIONS 
DEFINED ON PRODUCT SPACES 
In this section, we shall give some properties of transfer lower- (or upper)-continuity of functions 
defined on X x Y. 
Let 2 be a topological space. Recall that a function g : 2 + (-oo,oo] is said to be lower 
semicontinuous on 2 if the set (2 E 2 : g(z) > X} is open in 2 for each X E Iw. g : Z + [-co, CO) 
is said to be upper-semicontinuous on Z if the set {z E Z : g(z) < X} is open on Z for each 
X E Iw. It is obvious that g is lower-semicontinuous if and only if -g is upper-semicontinuous. 
DEFINITION 3.1. Let X be a set, Y a topological space, and X E Iw. A function f : X x Y --) p9 
is said to be X-transfer-lower-semicontinuous on Y if there exist an open neighborhood N(y) of y 
and ~1 E X such that 
f(Xl>Z) > A. for each z E N(y), 
whenever f(z, y) > X. 
f is said to be transfer-lower-semicontinuous on Y if f is X-transfer-lower-semicontinuous on Y 
for each X E Iw 
TVe define maps F : Y + 2 x and T : X + 2’ by 
FA(Y) = {x E x : f(TY) > A> and TX(Z) = {Y E Y : I I A>. (3.1) 
The following result gives the relations among f, F, and T. Its proof follows from Lemma 2.2 
and is omitted. 
PROPOSITION 3.1. Let f : X x Y + Iw be a function. Then, the following are equivalent. 
(i) f is X-transfer-Jower-sericontinuous on Y. 
(ii) The map Fx defined in (3.1) has the local intersection property. 
(iii) The map TX defined in (3.1) is transfer-closed. 
If f is X-transfer-lower-semicontinuous, it is not clear whether f is /?-transfer-lower-semicontin- 
uous for /3 < X. The following result provides a sufficient condition for f to be P-transfer-lower- 
semicontinuous. 
PROPOSITION 3.2. Let f : X x Y + Iw be a function. Assume that the following conditions 
hold. 
(Cl) f is X-transfer-lower-semicontinuous on Y. 
(Cz) For each y E Y, there exists 20 E X such that f(zo, y) > X. 
Then, f is P-transfer-lower-semicontinuous on Y for each ,# < X. 
PROOF. Let @ < X. We define two maps Fx, Fo : Y --i 2x by 
Fx(y) = {Lx E x : f(Z, y) > A} and F/T(Y) = ix E X : f(~v) > PI. 
Then, Fx(y) c Fe(y) for each y E Y since p < X. By (Cl) and Proposition 3.1 (i) and (ii), 
Fx has the local intersection property. By (C,), Fx(y) # 8 for each y E Y. It follows from 
Lemma 2.3 that Fp has the local intersection property. By Proposition 3.1 (i) and (ii), f is 
P-transfer-lower-semicontinuous on Y. I 
Closely associated with X-transfer-lower-semicontinuity is the notion of X-transfer-upper-semi- 
continuity. 
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DEFINITION 3.2. Let X be a topological space, Y a set, and X E R. A function f : X x Y --+ lR is 
said to be X-transfer-upper-semicontinuous on X if there exist an open neighborhood N(x) of x 
and yr E Y such that 
f(%Yl) < A for each u E N(x), 
whenever f(x, y) < X. 
f is said to be transfer-upper-semicontinuous on X if f is X-transfer-upper-semicontinuous 
on X for each X E R. 
The following result gives the relation between the two semicontinuity maps. Its proof is 
straightforward and omitted. 
LEMMA 3.1. A function f : X x Y + lR is X-transfer-upper-semicontinuous on X if and only if 
the function g : Y x X -+ lR defined by g(y, x) = -f(x, y) is (-x)-t ransfer-lower-semicontinuous 
on X. 
We define maps GA : X + 2y and S, : Y -+ 2x by 
GA(X) = {Y E Y : f(x, Y) < A) and Sx(y) = {x E x : f(X,Y) 1 A}. (3.2) 
The following result gives the relations among f, G, and S. Its proof follows from Proposi- 
tion 3.1 and Lemma 3.1 and is omitted. 
PROPOSITION 3.3. Let f : X x Y --f JR be a function. Then, the following are equivalent. 
(i) f is X-transfer-upper-semicontinuous on X. 
(ii) The map Sx defined in (3.2) is transfer-closed. 
(iii) The map GA defined in (3.2) has the local intersection property. 
By Proposition 3.2 and Lemma 3.1, we obtain the following. 
PROPOSITION 3.4. Let f : X x Y + lR be a function. Assume that the following conditions 
hold. 
(i) f is X-transfer-upper-semicontinuous on X. 
(ii) For each x E X, there exists yc E Y such that f (x, yo) < A. 
Then, f is /?-transfer-upper-semicontinuous on X for each ,S > X 
Now, we give properties of transfer-lower (upper)-semicontinuous functions. 
PROPOSITION 3.5. The following assertions hold. 
(1) If f : X x Y --f R is transfer-lower-semicontinuous on Y, then, the function h : Y + 
(-co, oo] defined by h(y) = supzEx f (x, y) is lower-semicontinuous on Y. 
(2) If f : x x Y --+ lR is transfer-upper-semicontinuous on X, then, the function g : X + 
[-co, KI) defined by g(y) = inf,ey f (x, y) is upper-semicontinuous on X. 
PROOF. It is clear that (2) follows from (1) and Lemma 3.1. We only prove (1). Let X E lR 
and ya E {y E Y : h(y) > X}. Th en, there exists xc E X such that f(xo, yo) > A. Since f is 
transfer-lower-semicontinuous on Y, there exist x1 E X and an open neighborhood N(yo) of ye 
such that f(xl,z) > X for z E N(yo). This implies h(z) > X for each z E N(ye) and the set 
{Y E y : WY) > A) is open in Y. Hence, h is lower-semicontinuous on Y and (1) holds. I 
By Proposition 3.5, we obtain the following new result which will be used in Section 6. 
THEOREM 3.1. 
(1) If Y is compact and f : X x Y + lR is transfer-lower-semicontinuous on Y, then 
i&y suPzEx f (5, y) = m&y SUP,~X f (x:, ~1. 
(2) If X is compact and f : X x Y ---f R is transfer-upper-semicontinuous on X, then 
supzE~ inky 57(x, Y) = m=,Ex i&y dx, y). 
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4. FIXED-POINT THEOREM FOR TWO MAPS 
From now on, we always assume that X and Y are two nonempty convex subsets of Hausdorff 
topological vector spaces El and Ez, respectively. 
We start with the following result on the existence of continuous selections of a multivalued 
map. 
LEMMA 4.1. Let X1 be a nonempty compact convex subset of El. Assume that F : X1 + 2’. 
satisfies the following conditions. 
(a) F(s) # 0 and is convex for each 5 E X1. 
(b) F-‘(y) is open in X1 for each y E Y. 
Then, there exist (~1,. ! Y,,~} c Y and a continuous map g : X1 + Yl such that g(z) E F(Z) 
for each z E X1, where Yl = co{yl, , y,}. 
PROOF. By (a) and (hb) of Lemma 2.1, we have X1 = U,,,, F-‘(y). It follows from conl- 
pactness of X1 and (b) that there exists (~1,. . ,yn2} c Y such that X1 = UyL, F-‘(y,). Let 
(5’1,. , fTn} be a nonnegative continuous partition of unity subordinate to the open covering 
{F-‘(~1):. ,F-‘(y,,)} of X1. Then, 
f3(2) = 0. for ic E X1 \ FMl(yj), and efj(~)=l: forzEX1 
Let Y1 = co{yl,. . , y,}. Define a map g : X1 --t Yl by g(z) = Cyll fj(Z)yj. Then, L/ is 
continuous and g(x) E F(z) for each .?: E X1. I 
REMARK 4.1. The argument in the proof of Lemma 4.1 belongs to Browder (see the proof of 
Theorem 1 in [la]). W e remark that the range of the continuous section g is contained in a 
compact convex subset Yl. We shall use the compactness of Y1 in Theorem 4.1. There are several 
generalizations of Lemma 4.1, see, for example, [5,8,13], where the ranges of the continuous 
selections may not be contained in compact convex subsets. 
THEOREM 4.1. Assume that T : Y + 2*, and S : X + 2y satisfy the following conditions. 
(1) For each y E Y, T(y) # fl and is convex. 
(2) For each z E X, T-‘(z) is open in Y. 
(3) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset D of Y such that for each y E Y \ D, 
Xo n T(Y) # 0. 
(4) For each z E X, S(Z) # 8 and is convex. 
(5) For each y E Y, S-‘(y) is open in X. 
Then, there exists (~0, yo) E X x Y such that ~0 E T(yo) and yo E S(z0). 
PROOF. We first prove the following assertion. 
(H) There exists a nonempty compact convex subset X1 of X such that 
Y = u T-‘(z) 
ZEXI 
In fact, by (1) and (ha) of Lemma 2.1, we have 
u F(x) = Y. 
XEX 
(4.1) 
(4.2) 
We consider three cases. 
(i) If X is compact, let X1 = X. Then, (4.2) becomes (4.1). 
(ii) If Y is compact, by (4.2) and (a), there exists (~1,. . , r~,} C X such that Y = U{‘, 
T-l(x,). Hence, (4.1) holds with X1 = CO{Z~, , z~}. 
(iii) If X and Y are not compact, we have Y \ UIEXo T-‘(Z) C D by (3). 
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Since D c Y is compact, it follows from (4.2) that there exist (~1,. . . , zCn} c X such that 
D c Ur=“=, T-l(zi). This implies Y \ UIEXo T-~(Z) c lJ6, T-‘(si) and Y = UzEXo T-~(Z) U 
(U:z”=, T-1(4). H ence, (4.1) holds with X1 = co{Xo U (21,. . . ,IC~}}. 
By (4.1) and (hd) of Lemma 2.1, we obtain T(y) n X1 # 8 for each y E Y. We define a map 
F : X1 --+ 2y by F(z) = S z . Note that F-‘(y) = S-l(y) n X1 for each y E Y. It is easy ( ) 
to verify that F satisfies all the conditions of Lemma 4.1. Therefore, there exist a nonempty 
compact convex subset Yl of Y and a continuous map g : X1 -+ Yl such that 
s(x) E F(x) = S(x), for each x E X1. (4.3) 
We define Tl : Y1 + 2xl by Tl(y) = T(y) n X1. Then, Tl satisfies the following conditions. 
(a) Tl (y) # 0 and is convex for each y E Yl . 
(b) Tcl(z) is open in Yl for each z E X1 since Tlwl(z) = T-‘(s) n Yl and T-‘(z) is open 
in Y. 
By Lemma 4.1, there exists a continuous map h : Yl + X1 such that 
h(x) E TI(x) c T(x), for each x E Yl. (4.4) 
Since X1 is a compact convex subset of X and the composite map h(g) : X1 -+ X1 is continuous, 
it follows from Tychonoff’s fixed-point theorem [14] that there exists 20 E X1 such that 20 = 
h(g(zo)). Let yo = g(z0). By (4.4) and (4.3), we have ~0 E T(yo) and yo E S(q). I 
Theorem 4.1 generalizes Theorem 2.1 with 1 = {1,2} in [l], where S satisfies an extra com- 
pactness condition and T satisfies condition (3) of Theorem 4.1 even when X is compact. 
The following result is a slight generalization of Theorem 4.1 and generalizes Theorem 2.2 with 
I = {1,2} in [l]. 
THEOREM 4.2. Assume that A : Y ---) 2x and B : X + 2y satisfy the following conditions. 
(i) For each y E Y, A(y) # 0. 
(ii) For each z E X, A-l(z) is open in Y. 
(iii) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset D of Y such that for each y E Y \ D, 
X0 n CO A(y) # 0. 
(iv) For each IC E X, B(z) # 8. 
(v) For each y E Y, B-‘(y) is open in X. 
Then, there exists (~0, yo) E X x Y such that x0 E co A(yo) and yo E co B(xo). 
PROOF. Define a map T : Y -+ 2x by T(y) = co A(y) and a map S : X --t 2y by S(Z) = COB(~). 
Then, it is easy to verify that T and S satisfy (l), (3), and (4) of Theorem 4.1. By Lemma 5.1 
in [13], (ii) and (v) imply that T and S satisfy (2) and (5) of Theorem 4.1. The result follows 
from Theorem 4.1. I 
The following result generalizes Theorem 4.2 to maps which have the local intersections prop- 
erties. 
THEOREM 4.3. Let yl,$l : Y + 2x and 72,& : X -+ 2y be maps. Assume that the following 
conditions hold. 
(HI) For each Y E Y, YI(Y) c 41(y). 
(Hz) For each Y E Y, X(Y) # 0. 
(Hz) y1 has the local intersection property. 
(Hd) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset D of Y such that for each y E Y \ D, 
X0 n CO (4;)* (Y) f 0. 
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(Hs) For each IC E X, TX(~) c $2(x). 
(Hs) For each z E X, yz(z) # 0. 
(H7) y2 has the local intersection property. 
Then, tlrere exists (~0, yc) E X x Y such that ICO E co$i(ys) and ye E co+z(zc). 
PROOF. We define a map A : Y --) 2 x by A(y) = (q;)*(y) and a map B : X + 2y by B(z) = 
((cl;)*W BY (HI)-(J&j> (J&-(H7), and Lemma 2.3, 41 and I+& have the local intersection 
properties. Moreover, &(y) # 0 for each y E Y and $2(z) # 0 for each 5 E X. It follows 
from Lemma 2.4 that A(y) = (@)*(y) # 0 f . 01 each y E Y and B(z) = (4;)*(z) f 0 for each 
z E X. Hence, (i) and (iv) of Theorem 4.2 hold. Since $1 and $2 have the local intersection 
properties, it follows from Lemma 2.5 that 4,‘( .) z is o p en in Y for each IC E X and ~$2~ (y) 
is open in X for each y E Y. Hence, (ii) and (v) of Th eorern 4.2 hold. It is clear that (Hb) 
implies (iii) of Theorem 4.2. It follows from Theorem 4.2 that there exists (~0, yc) E X x Y such 
that 2:s E coA(yo) = co(&)*(yc) and ‘JO E coB(z0) = co(&)*(ro). Since (@)*(,yc) C $r(yo) 
and (&)*(:co) c $z(.~o)? we have ~0 E co~/~i(yc) and y. E co,&z(zc). I 
Theorem 4.3 generalizes Theorem 3.1 in [3] with I = {1,2}, w h ere 42 satisfies an extra condition 
and ~$1 satisfies (Hd) of Theorem 4.3 even when X is compact. 
By Theorem 4.3, we obtain the following new intersection theorem which will be applied to 
obtain new variational inequalities for functions defined on products in Section 6. 
THEOREM 4.4. Let S> S,? T:Tl : X + 2 y be four maps. Assume that the following conditions 
hold. 
(PI) For each z E X, Tl(z) c T(z) c Sl(z) c S(z). 
(Pz) S is transfer-closed. 
(P3) For each y E Y, Sr (y) is convex. 
(P4) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset Dy of Y such that for each y E Y \ Dy, 
x0 n co (31) * (Y) # 0 
(Ps) For each z E X, TI(z) # 0. 
(Ps) Tl has the local intersection property. 
(PT) For each IC E Xl T(z) is convex. 
Then, IT,,, S(z) # 0. 
PROOF. Assume that the result is not true. Then, nZEX S(Z) = 0. By (hd) of Lemma 2.1, we 
have S*(y) # 0 f or each y E Y. Let yi = S*, $1 = S;, ?;z = Tl, and $2 = T. Then, -/I, yz, $1, 
and $2 satisfy all the conditions of Theorem 4.3. It follows from Theorem 4.3 that there exists 
(~,y)~XxYsuchgz~coS;(y) and y E COT(Z). It follows from (Ps) and (P7) that z E S;(y) 
and y E T(z). Hence, we obtain y $ Si(z) and y E T(z). Since T(z) c 51(z) for each 5 t X, we 
have y $! T(z) and y E T(z), a contradiction. Hence, nzEX S(Z) # 0. I 
5. PROBLEMS ON SETS WITH CONVEX SECTIONS 
In this section, we apply Theorem 4.3 to problems on sets with convex sections. 
THEOREM 5.1. Let Al, AZ, Bl, and B2 be four subsets of X x Y. Assume that the following 
conditions hold. 
(i) A1 c B1. 
(ii) For eacJ1 y E Y, {Z E X : (2,~) E A,} # 0. 
(iii) For eacJ1 (z, y) E Al, there exists an open neighbourhood N(y) of y and 51 E X such that 
(~1 x N(Y) c AI. 
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(iv) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set XO of X and a nonempty compact subset D of Y such that for each y E Y \ D, 
(4 A2 c B2. 
(vi) For each z E X, {y E Y : (z, y) E AZ} # 0. 
(vii) For each (z, y) E AZ, there exist an open neighborhood N(z) of IC and y1 E Y such that 
N(x) x {YI) c A2. 
Then, there exists (~0, yo) E X x Y such that ~0 E CO{Z E X : (z, yo) E Bl} and yo E co{y E Y : 
(XO,Y) E B2). M oreover, if Cl, C2 are subsets of X x Y and satisfy co B1 c Cl and co B2 c C2, 
then Cl fl C2 # 0. 
PROOF. We define yl,& : Y + 2 x by 
n(y) = {x E X : (xiv) E AI) and 41(y) = {x E X : (x,Y) E &I, 
72(x) = {Y E Y : (x,Y) E A2) and 42(x) = {Y E Y : (TY) E B2). 
Then, 71, 72, 41, and 42 satisfy all the conditions of Theorem 4.3. The first result follows from 
Theorem 4.3 and the second follows from the first,. I 
REMARK 5.1. The first result of Theorem 5.1 generalizes Theorem 3.2 with I = { 1,2} in [3], 
where B2 is required to satisfy an extra condition, and Theorem 2.3 in [l]. The second result 
of Theorem 5.1 generalizes Theorem 3.3 with I = {1,2} in [3], Theorem 3.2 in [l], Theorems 15 
and 16 in [15], and Theorem 2 in [16]. 
Let 2 be a convex subset of a topological space and X E Iw. Recall that a function g : 2 --+ Iw is 
said to be X-quasiconcave if the set {z E 2 : g(z) > X} is convex, g is said to be X-quasiconvex if 
-g is X-quasiconcave. g : Z -+ Iw is said to be quasiconcave if g is X-quasiconvex for each X E II& 
g is said to be quasiconvex if -g is quasiconcave. 
We give an analytical formulation of Theorem 5.1. 
THEOREM 5.2. Let fl,f2,g1,g2,hI,h2 : X x Y + Iw be functions and let tl, t2 E Iw. Assume 
that the following conditions hold. 
(4 fi(x, Y) 5 gi(x, y) 5 hi(x,y) f or each i E I = {1,2} and each (z,y) E X x Y. 
(b) There exists X1 > tl such that for each y E Y, there exists z E X such that fl(z, y) > X1. 
(c) fl is Xl-transfer-lower-semicontinuous on Y. 
(d) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset D of Y such that for each y E Y \ D, 
x0 n co {x E x : y $2 {z E Y : 91(x, z) L Al}} # 0. 
(e) There exists X2 2 t2 such that for each x E X, there exists y E Y such that fi(x, y) > X2. 
(f) f2 is X2-transfer-lower-semicontinuous on X. 
(g) For each y E Y, hl(.,y) is qua&concave on X. 
(h) For each x E X, h2(2, .) is quasiconcave on Y. 
Then, there exists (x0, yo) E X x Y such that 
h(zo, Yo) > t1 and hz(zo, Yo) > t2. 
PROOF. We define yl,& : Y ---t 2x by 
X(Y) = {x E x : fl(X, Y) > t1) and h(Y) = {x E x : a&Y) > t117 
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Yz(X) = {Y E y : fZ(T>Y) > t2) and 42(x) = {Y E y : g2(2,y) > t2>. 
Since X1 > tl, it follows from Conditions (b), (c), and Propositions 3.2 and 3.1 that y1 has 
the local intersection property. Similarly, y2 has the local intersection property. Since Xl 2 tl. 
(d) implies (Hd) of Theorem 4.3. It is easy to verify that (HI), (Hz), (Hs), and (HB) of Theorem 4.3 
hold. It follows from Theorem 4.3 that there exists (~0, yo) E X x Y such that Q E co @l(y~) and 
yo E CO&(Q). Sinceg,(rco,yo) 5 hi(zo,yo) andh,isquasiconcaveforeachi = 1,2, It,(:ro.y~) > t, 
for i = 1,2. I 
REMARK 5.2. Theorem 5.2 generalizes Theorem 3.4 with 1 = {1,2} in [3]. Even wheu f, = 
g1 = h;, Theorem 5.2 generalizes Theorem 2.5 in [l] and Theorem 3 in [17]. 
6. MINIMAX INEQUALITIES 
In this section, we apply Theorem 4.4 to obtain some new variational inequalities and generalize 
Sion’s minimax inequalities to a noncompact setting. 
THEOREM 6.1. Let f,fl,g.gl : X x Y + R be four functions and let X E R. Assume that the 
following conditions hold. 
(V,) f(z, Y) I fl(z,v) 5 g(z, y) I gl(x,y) for each (T,Y) E X x Y. 
(Vs) f is X-transfer-lower-semicontinuous on Y. 
(Vs) For each y E Y, fl (., y) is X-quasiconcave on X. 
(VI) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset Dy of Y such that for each y E Y \ Dy, 
x0 n co { 5 E x : y q-! (2 E Y : fl (z, 2) 5 A}} # 0. 
(Vs) There exists X1 < X such that for each z E X, there exists y E Y such that gl(z, y) < XI. 
( VG) g1 is Xl-transfer-upper-semicontinuous on X. 
(V-7) For each 3: E X, g(x, .) is X-quasiconvex on Y. 
Then, there exists yo E Y such that f(z, yo) 5 X for all z E X. 
PROOF. We define maps S! S1.T,Tl : X + 2y by S(Z) = {y E Y : f(z, y) I A}, Sl(Z) = {y E 
y : fl(? Y) 5 A>, T(z) = {Y E y : L?(?Y) < A>, and TV = {y E Y : gl(z, y) < X}. By 
(VC), (v6), and P P 't' ro osl ions 3.3 and 3.4, Tl satisfies (P ) 5 and (PC) of Theorem 4.4. It is easy to 
verify that S, S1, T, Tl satisfy all the other conditions of Theorem 4.4. The result follows from 
Theorem 4.4. I 
In Theorem 6.1, if f = fl = g = 91, we obtain the following. 
COROLLARY 6.1. Let f : X x Y + lR be a function and let X E JR. Assume that the following 
conditions hold. 
(i) f is X-transfer-lower-semicontinuous on Y. 
(ii) For each y E Y, f(., y) is X-quasiconcave on X. 
(iii) If X and Y are not compact, assume that there exist a nonempty compact convex sub- 
set X0 of X and a nonempty compact subset Dy of Y such that for each y E Y \ Dy, 
xonco{rtx:y~{ztY :f(qz) iX}}#0. 
(iv) There exists X1 5 X such that for each 5 E X, there exists y E Y such that f(~. y) < Xl. 
(v) f is Xl-transfer-upper-semicontinuous on X. 
(vi) For each .?: E X, f(z, .) s X-quasiconvex on Y. 
Then, there exists yo E Y such that f(z,yo) < X for all z E X. 
NOTATION. Let Xf = supZEx inf,,y f(~, y). 
By Theorem 6.1, we obtain the following new inequalities for functions defined on X x Y. 
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THEOREM 6.2. Let f, fl, g,gl : X x Y -+ ll% be four functions. Assume that the following 
conditions hold. 
(Q) 
(vd 
(4 
('u3) 
(7)4) 
f&y) I fl(x, Y) 5 s(x,y) 5 sl(x, y), for each (x,Y) E X x Y. 
f is transfer-lower-semicontinuous on Y. 
For each y E Y, f r (., y) is qussiconcave on X. 
If X and Y are not compact, assume that there exist Xi E (X,, , co), a nonempty compact 
convex subset X0 of X, and a nonempty compact subset Dy of Y such that for each 
YGY\DY, 
xdko{xtx:y $2 {ZEY :f1(x,z) <A,}} #0. 
cv6) gi is X-transfer-upper-semicontinuous on X for each X E (Xg,, Xl]. 
(217) For each 5 E X, g(x, .) is X-quasiconvex on Y for each X E (A,, , Xl]. 
Then, we have the following inequalities: 
PROOF. Let X E (Xsl, Xi]. F or each z E X, there exists y E Y such that gr(z, y) < X. Hence, 
(V,) of Theorem 6.1 holds. Since X 5 Xi, (~4) implies (V4). It is obvious that (vj) implies (Vj) 
for each j E {1,2,3,6,7}. It follows from Theorem 6.1 that there exists ya E Y such that 
f(z, ye) 5 X, for all 5 E X. This implies infyEy supZEx f(z, y) < X for each X E (&, Xl). 
Hence, inf,Eysu~,,~f(z,~) 5 A,,. Hence, the first inequality holds. It is clear that the second 
inequality holds. I 
As a special case of Theorem 6.2, we obtain a new minimax inequality. 
COROLLARY 6.2. Assume that f : X x Y -+ R satisfies the following conditions. 
(a) Xf E I-~,~). 
(b) f is transfer-lower-semicontinuous on Y. 
(c) For each y E Y, f (., y) is quasiconcave on X. 
(d) If X and Y are not compact, assume that there exist Xi E (Xf, oo), a nonempty compact 
convex subset X0 of X, and nonempty compact subset Dy of Y such that for each y E 
Y\DY, 
xg%2o{x E x:y $2 (2 E Y: f(GZ) I u} f@. 
(e) f is X-transfer-upper-semicontinuous on X, for each X E (X,, Xi]. 
(f) For each z E X, f( z IS uasiconvex on Y, for each X E (X,, Xi]. , ) q 
Then, inf,,ysu~,,x f(z,y) = SUP~~X@,EY f(z,y). 
By Corollary 6.2 and Theorem 3.1, we obtain the following. 
COROLLARY 6.3. Let X and Y be two nonempty compact convex subsets of E and F. Assume 
that f : X x Y -+ Iw satisfies (a)-(c), (e), and (f) of Corollary 6.2. Then, min,,y supZEx 
f(X,Y) = max,cx i&y f (x7 y). 
Corollary 6.3 generalizes Sion’s minimax inequality (see Theorem 3.4 in [18]), Theorem 5 in [17], 
and Theorem 16 in [12]) by re axing the lower semicontinuity and upper semicontinuity of f on Y 1 
and X. 
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