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Abstract
The use of statistics from standard SCADA signals as inputs to monitor fatigue loads in wind turbines is a promising alternative 
to its continuous measurement with extra sensors and is the topic of this contribution. One of the fundamental challenges is the 
selection of input variables, a problem reflected by the various set of predictors used in previous investigations; a situation that 
hinders the generalization of the methodology. This work attempts to establish a single optimum set. First, it evaluates the impact 
of using different methods to select input variables on the accuracy of their predictions and then performs statistical tests on their 
residuals to establish a selection criterion between sets. It discusses the findings and relates the similarities and differences to the 
high cross-correlation found in the set of candidates. Finally, it drafts recommendations for the development of a robust system.
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1. Introduction
The mechanical design loads of a wind turbine, calculated to dimensioning its structural components and to 
define its controller strategy, are commonly not monitored during its operation. They are usually calculated 
following international standards [1] and could be considered a design assumption. The validation of design loads is 
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normally limited to prototypes [2] due to the complexity and costs associated to operate and maintain an extra 
number of sensors over its life-time, which typically spans 20 years for current commercial wind turbines.
Fig. 1. Simplified fatigue load monitoring system.
A load monitoring system should fill the existing gap between the estimated load envelopes during the design 
phase of the turbine and the costly continuous load measurements, by providing a fatigue load indicator during the 
operation of the turbine. Therefore, one can expect that optimizations requiring information regarding the structural 
integrity of the turbine may benefit from such a system, i.e. control strategies, operation and maintenance, upgrade 
of components, condition monitoring, etc.
Previous investigations, see [3] to [13], have demonstrated the potential of using some statistics from standard 
SCADA signals as input variables to a load monitoring system, which uses artificial neural networks (ANN) as 
transfer function. A simplified diagram is shown in Fig. 1 with the intention to focus the discussion on the first 
block, the selection of input variables. Output of the block named transfer function are typically damage equivalent 
loads (DEL), which are used in wind turbine standards [1], [2] to describe fatigue loads (also detailed in [3], [4] and 
[9]) and are estimated based on a rain-flow counting algorithm [14].
Fig. 2. Number of times that a predictor has been used in load monitoring systems for wind turbines ([3] to [13]).
While previous researches agree on ANN as a suitable transfer function, where most of them use a feedforward 
(FNN) ([3] to [11] and [13]) and few of them a recurrent one (RNN) ([12] and [13]), there is less agreement on the 
statistics of SCADA signals that should be used as predictors, as can be seen in Fig. 2, which lists the number of 
times a predictor has been used in twelve systems investigated ([3] to [13]). It is clear that the mean of generator 
speed, electrical power and pitch angle are common to almost all sets; however, the importance of other variables is
not clear. Since not all reports indicated the methods used to select predictors in detail, the author’s judgment is used 
to present an overview of the challenge. In general, all reports found good regression values for wind turbines in 
normal operation and free stream conditions; a situation that may lead to the misbelief that a system based on ANN 
will work no matter what inputs are provided. This work evaluates the impact of five methods to select input 
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variables for one fatigue load indicator. Due to limits of space, priority is given to list necessary parameters to
reproduce each method, a brief explanation is given and further literature is indicated where necessary.
Nomenclature
ANN artificial neural network
DEL damage equivalent load
FNN feedforward neural network
RNN recurrent neural network
SCADA supervisory control and data acquisition
2. Methods
2.1. Artificial neural networks
The transfer function of the load monitoring system, shown in Fig.1, is based on artificial neural networks 
(ANN), which are mathematical nonlinear functions of their inputs (see [15]) and are commonly used in 
classification or regression problems, like monitoring fatigue loads in wind turbines (see [3] to [13]). As described 
in [25] and summarized in equation (1), each neuron weights (Ȧij) and offsets (bi) its inputs (Xi) to pass the result 
(Yj), transformed with a sigmoid function, to the next neuron in the network.
¦  iiijij bXY Z (1)
The design of the network is done by presenting a set of correlated input variables and target values to the initial
network in order to obtain its optimum coefficients LMȦij and bi); this process (training) is repeated over several 
cycles (epochs) to reduce the error (residuals) between predicted and target values; training is stopped when one of 
the defined goals is reached, minimizing prediction error over a reasonable amount of time. 
The feedforward network (FNN), which is claimed to return an exact representation of a continuous function 
[16], is one of the most used types and is employed in this work as it has been the preferred one in previous 
investigations ([3] to [13]). The architecture of the FNN used has been optimized using all potential input variables
listed in Table 2; it includes a single hidden layer with 38 neurons and uses sigmoid activation function.
To minimize prediction error, the Levenberg-Marquardt back-propagation optimization is used to train the 
network. To avoid overfitting the data available is divided in three sub-sets as in [19], 70% of which is for training, 
20% is for validation and 10% is hold to test the performance of the network after training, which is stopped if the 
performance gradient of the training set falls below 1.0*e-6, performance gradient of the validation set remains 
constant during 4 epochs, or a maximum number of 200 epochs is reached.
2.2. The input variable selection problem
The problem of selecting input variables for data-driven models is the core of this study, its importance is evident
by the variety of inputs used in previous investigations ([3] to [13]), shown in Fig. 2, and it is amply discussed in 
various publications ([20] to [26]). In the following, definitions presented in [20] are used to differentiate variables; 
thus, statistics obtained from SCADA signals are referred as potential input variables, from which new features 
could be generated (variables created out of potential input variables) or predictors can be selected (variables that 
are used as inputs for the transfer function). The relation between potential input variables, features and predictors is 
shown in Fig. 3. Finally, only predictors are used as input variables for the load monitoring system shown in Fig. 1.
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Fig. 3. Relation between potential input variables (simply variables), features and predictors.
A total of 117 potential input variables (13 statistics of 9 SCADA signals) have been identified for load 
monitoring systems of wind turbines, as shown in Fig. 2. The numbers in the graph are found adding the quantity of 
times each has been used as predictor in previous investigations and it is a qualitative indicator of its relevance.
Whereas it is clear that mean of generator speed, electrical power and pitch angle can be considered predictors, the 
selection of reminding ones can be discussed. Since each investigation represents a different research stage, the 
authors had dissimilar goals and used diverse methods, they are summarized here.
The first analysis of input variables for a load monitoring system is found in [4], where it is demonstrated with 
the help of aeroelastic simulations that a set of 84 potential input variables, which correspond to 12 (10-min) 
statistics of 7 SCADA signals, could be used as predictors to estimate fatigue loads in a wind turbine. After the 
validation of the method, described also in [3], the number of predictors is reduced with an embedded pruning 
algorithm [21] that successively removes the weakest connection in the network until the root mean square error of 
prediction increases 5% with respect to the original one. After the first optimization the system is left with an 
average of 18 predictors. Later on, in [5] to [8], the same approach is followed. In this case, the set of potential input 
variables corresponds to a smaller subset, using only 10 potential input variables for blade flapwise bending moment 
in onshore tests and 6 potential input variables for tower fore-aft bending in an offshore test. The selection of 
predictors is carried based on a heuristic trial and error approach.
More details are provided in [9], where in an offshore application 40 potential input variables are investigated (5 
statistics from 8 SCADA signals); in this case, the selection of predictors follows a wrapper algorithm [21], where 
the evaluation of each potential input variable is based on its individual impact on the prediction accuracy. In [10],
the investigation focuses on evaluating two set of potential input variables to represent sea conditions. Finally, in 
[11], a set of 28 predictors for tower bending and 25 for blade bending are selected out of a set of 64 potential input
variables with a filter algorithm [21], which ranks the candidates based on their Spearman coefficient.
No feature has been created (see Fig. 3) in previous investigations to identify optimum predictors.
2.3. Set of predictors for analysis
In this contribution the analysis focuses on filters and leaves the pruning method out of scope, since the last 
focuses on the evaluation of the transfer function itself. In order to find the most parsimonious system [15] a filter 
could be performed before the transfer function is trained, after which a pruning algorithm could be used as 
verification. A list of the methods used is given in Table 1. Four sets of predictors are created with distinct filters 
apart from the first one, the baseline, which uses all variables; the last set is formed by features.
The second set is based on the correlation of each candidate with the target value and ranks them with its 
Spearman coefficient, using as threshold a correlation of 0.5 to select predictors. The third set uses the previous one
as initial model to perform a stepwise regression, which tests the significance of each potential input variable to be 
accepted or rejected in the model.
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Table 1. List of set of predictors and brief description of methods used.
Set Nr. Set of predictors Description 
1 Complete All potential input variables, listed in Table 2 
2 Ranking Simplification based on set nr. 1 & ranking of Spearman coefficients (Corr. > 0.5)
3 Stepwise Regression Optimization based on set nr. 2, stepwise regression & t-test (Significance > 5%)
4 Ranking & Cross-Corr. Reduction based on set nr. 2 & cross-correlation of single variables (Cross. Corr. < 0.95)
5 Ranking & Cluster Reduction based on set nr. 2 & clustering (1- Corr. > 0.55)
6 Principal Components Relevant non-correlated features based on set nr.1 (Explanation > 85%) 
Based on the third set, highly cross-correlated candidates (i.e. with a coefficient higher than 0.95) are discarded to 
form the fourth set of predictors; to create the fifth set, the same is performed but the selection uses hierarchical 
cluster of variables, where correlated cluster with values higher than 0.55 are eliminated.
Additionally to the selection of a subset of potential input variables, a reduction of dimensions is investigated by 
searching new features based on the candidates. A set of principal components [22], mutually orthogonal 
(uncorrelated), is created by transforming the original set of variables in to a new coordinate system that better 
explains the variance of the target values [21]. More details about each method is included in section 4.
3. Data
The data used for this study is described in [13] and corresponds to measurements carried out in turbine 01 from 
offshore wind farm EnBW Baltic 1, which is formed by 21 Siemens 2.3-93 wind turbines. The wind farm is located 
in the German Baltic See, at 13 Km north of the Darß peninsula. Wind turbine 01 is located in the upper-western 
side of the layout of wind farm EnBW Baltic 1, as shown in a red circle Fig. 4 (a), next to the electrical sub-station.
Fig. 4. (a) Wind turbine 01 in offshore wind farm EnBW Baltic 1; (b) Operating conditions in measured data set.
To better evaluate the results found in previous investigations, shown in Fig. 2, data from westerly wind (free 
stream) is selected. Thus, 13450 values of 10-min statistics of SCADA signals and mechanical loads with a sample 
frequency of 50 Hz are available; recording dates are from March 2013 to Oct 2013. Only data from normal power 
production is used, as shown by the normalized mean power versus mean wind speed, shown in Fig. 4 (b).
For the discussion in this work, damage equivalent loads (DEL) of blade out of plane bending moment is 
estimated for each set of 10-min statistics of SCADA signals, also described in [14], and used as target values. The 
maximum set of 56 potential input variables is shown in Table 2.
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Table 2. List of all potential input variables.
Field Quantity Values
SCADA signals 7 electrical power, generator speed, wind speed, pitch angle, nacelle 
fore-aft acceleration, nacelle side-side acceleration, yaw direction 
Statistics 8 maximum, minimum, mean, range, variance, standard deviation, 
skewness, kurtosis
4. Results
To evaluate the impact of the different methodologies and set of predictors six sets are created: a baseline set, 
which uses all input variables listed in Table 2, four obtained with different filters and the last one based on an 
orthogonal transformation. To create the first set of predictors, the FNN described in section 2.1 is trained using all 
56 potential input variables. This network is optimized and its generalization is verified to assure the variance of its 
error does not affect the results. Fig. 5 (a) shows the regression plot of the blade out of plane bending moment and 
the errors (residuals) for the data set described in section 3. The prediction during test returned a regression value of 
0.9 and showed a normal distribution of errors with a mean root square of 0.11% and a standard deviation of 4.88% 
with respect to the target values. Results are similar to those found in [3] to [13] and serve as baseline.
Fig. 5. (a) Regression for blade out of plane bending moment using a feedforward network trained with all potential input variables; (b) Error per 
value in the data set for the same network.
The second set of predictors is based on individual correlation and uses a ranking of Spearman coefficients, 
which are calculated for each potential input variable with respect to the blade out of plane bending moment. In Fig. 
6, a partial ranking of the most correlated variables is shown in descendent order. In this case, an arbitrary threshold 
value of 0.5 is used and the first 23 candidates are selected as predictors; the analysis of the predictions, shown in 
Table 3, does not differ from the result found in the baseline, shown in Fig. 5. Additionally, an evaluation of the 
residuals by means of a t-test, included also in Table 3, does not reject the null hypothesis that assumes both come 
from a normal distribution with the same mean error.
The third set of predictors uses as initial model the outcome of the previous one and focuses on the evaluation of 
potential sets as a whole. A stepwise regression algorithm (backwards and forward) evaluates each potential input 
variable with respect to the initial model; the decision to accept or reject each variable is based on its impact on the 
regression of the entire set, its t-statistics and its probability of significance.
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Fig. 6. Partial ranking of potential input variables based on their Spearman coefficient, shown in descendent order.
The resulting set includes more variables and returns 28 predictors. Its results (regression, mean and standard 
deviation of error) do not significantly differ to previous cases, with exception of a maximum error of 92%. A plot 
of errors (not included) similar to Fig. 5 (b) shows it is a single out of two outliers, apart from which the response 
resemble that of previous sets with maximum around 40%. However, when the residuals of baseline and stepwise 
regression cases are evaluated with a t-test, the null hypothesis, which assumes that the errors come from a normal 
distribution with same mean error, is rejected.
Fig. 7. Symbolic representation of cross-correlation between predictors, shown using set ranking.
The evaluation of cross-correlation coefficients between potential input variables show that they are highly 
correlated and some of them can be considered redundant, a fact that is explained by the selection of several 
statistics as candidates. This correlation explains the variability of predictors used in previous investigations, shown 
in Fig. 2, and the unexpected acceptance of variables that were previously discarded in set ranking. In Fig. 7, a 
symbolic representation of the cross-correlation between predictors in set ranking is included.
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The fourth set of predictors is based on the previous one, eliminating those redundant candidates with higher 
cross-correlation factor than 0.95, the darker areas of Fig. 7. In the case of variance and standard deviation, only the 
last one is kept in all cases. To decide which candidates are kept in other cases, priority is given to those with a 
higher Spearman coefficient as ranked in Fig. 6. With this simplification, the set is further reduced to only 9 
predictors, all of them being highly correlated to the target value and low cross-correlated with the rest. The 
evaluation of the network trained with this set, included in Table 3, returns reasonable results: a small reduction of 
the regression with similar values of mean, standard deviation and maximum error. The statistical evaluation of the 
residuals also rejects the null hypothesis.
Fig. 8. Dendrogram of predictors from set ranking (variances are excluded).
The fifth set of predictors is also based on the third one, but unlike the fourth one, it analyses the correlation of 
clusters instead of single variables. In Fig. 8, a dendrogram is used to represent the hierarchical connection of 
candidates in clusters, where variables shown correspond to set Ranking after variances are removed; values in the 
horizontal axis indicate the (1-Corr) distance, where ‘Corr’ is the correlation between clusters, thus highly correlated 
clusters are connected at smaller values. An arbitrary minimum distance of (1-Corr) > 0.55 is used to select 
predictors and define those redundant in the system. Using this method, the fifth set includes 17 predictors, which 
are highly correlated to the target value and low correlated to the rest. The evaluation of the predictions show good 
results, being the null hypothesis for the residuals accepted in this case.
Fig. 9. (a) Scree plot of the 10 principal components; (b) Pareto of variance explained by the 10 principal components.
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Finally, the sixth set of predictors is formed by features created with a principal component analysis, described in 
[15], [17]. The original coordinates (candidates) are transformed into a new one (principal components), where the 
new ones are mutually orthogonal (i.e. uncorrelated) and expected to maximize the explanation of variance in the 
target value. These new features are ranked by the magnitude of the eigenvalues of the transformation matrix and 
are an indicator of the variance they can explain. A scree plot shows the eigenvalues of the first 10 principal 
components in Fig. 9 (a), while a Pareto in Fig. 9 (b) indicates the individual and cumulative explanation of variance 
by the first 10 principal components.
Table 3. Evaluation of neural networks with various set of predictors.
Set 
Nr.    
[-]
Set of 
predictors      
[-]
Number of 
predictors 
[-]
Percent. 
of total 
[%]
Regression 
R^2         
[-]
Number 
of epochs 
[-]
Mean 
error 
[%]
Std. 
dev. 
[%] 
Max  
error 
[%]
h (t-
test) 
[-]
p (t-
test)    
[-]
1 Complete 56 100.0 0.900 19 0.11 4.88 30.19 0 1.0E0
2 Ranking 23 41.1 0.893 18 0.02 5.06 49.70 0 2.2E-1
3 Stepwise 
Regression
28 50.0 0.898 18 0.22 4.94 92.14 1 2.2E-6
4 Ranking & 
Cross-Corr.
09 16.1 0.885 13 0.09 5.24 57.34 1 4.8E-3
5 Ranking & 
Clustering
17 30.4 0.891 13 0.07 5.10 32.15 0 6.5E-1
6 Principal 
Components
07 12.5 0.902 15 0.02 7.29 46.01 0 5.8E-1
There is no firm method to define how many principal components should be included as predictors; however, in 
this work a compromise between large variation in successive eigenvalues (shown in Fig. 9 (a)) and a low increase 
in explanation of variance (shown in Fig. 9 (b)) is found using 7 principal components, which explain 85% of the 
target value variance. Results, shown in Table 3, are comparable with the results of the previous sets, being the null 
hypothesis accepted in this case. A table with all predictors used in each set studied is included in Appendix A.
5. Conclusions
Four filters and one dimensional reduction algorithm were defined to select an optimal subset of predictors to 
monitor the damage equivalent load for blade out of plane bending moment. Data from a wind turbine in normal 
operation and free stream conditions were used to evaluate the prediction using a feedforward neural network. The
results reproduced the high variability of predictors used in previous publications and pointed at the high cross-
correlation between potential input variables as main reason. Statistical test of residuals of predictions rejected the 
null hypothesis in those cases where cross-correlation was expected to affect the selection process. 
The most parsimonious system, i.e. with the smallest number of predictors, was achieved with the transformation 
of the candidates into mutually uncorrelated predictors (nr. 6), with the creation of features, but at the cost of losing 
expertise knowledge about the relation between predictors and target values. The method that optimizes the set of 
predictor by discarding those highly cross-correlated potential variables (nr. 4) resulted as a fair compromise 
between number of predictors and available expertise knowledge.
To further develop the load monitoring system for its use in more complex scenarios (wake flow, transients, 
operation and faults, etc.) is recommended to evaluate the set of potential input variables with more robust 
coefficients, in special those from information theory (entropy, mutual information, etc.), which can provide more 
information about the relation between candidates and should allow the modeler to better optimize the selection of 
predictors.
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Appendix A. Set of predictors
Table 4 below describes the predictors selected in each set mentioned in Table 2.
Table 4. Evaluation of neural networks with various set of predictors.
Set 
Nr.  
Set of predictors      Nr. of 
predictors 
Name of predictors
1 Complete 56 See combination of signals and statistics in Table 2.
2 Ranking 23 Wind speed (mean, min, max, range, std, var), power (mean, min, max), 
generator rotation (mean, min, max), nacelle side-side. acc.(max, range, 
std, var), nacelle fore-aft. acc.(max, range, std, var), pitch angle (mean, 
min, max)
3 Stepwise Regression 28 Wind speed (mean, skew, kur), power (mean, min, range, std, skew, 
kur), generator rotation (min, std, kur), nacelle side-side. acc.(mean, std, 
skew, kur), nacelle fore-aft. acc.(mean, range, std, skew), pitch angle 
(mean, range, std, kur, skew), yaw direction (max, std ,kur)
4 Ranking & Cross-
Corr.
09 Wind speed (mean, std), power (mean), generator rotation (mean), 
nacelle side-side. acc.(std), nacelle fore-aft. acc.(std), pitch angle (mean, 
min, max)
5 Ranking & Clustering 17 Wind speed (mean, min, max, range, std), power (mean, max), generator 
rotation (mean, min), nacelle side-side. acc.(range, std), nacelle fore-aft. 
acc.(max, range, std), pitch angle (mean, min, max)
6 Principal Components 07 First seven principal components
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