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SOME APPLICATIONS OF THE ADM FORMALISM∗
J. E. NELSON
Dipartimento di Fisica Teorica, Universita` degli Studi di Torino
and Istituto Nazionale di Fisica Nucleare, Sezione di Torino
via Pietro Giuria 1, 10125 Torino, Italy
E-mail: nelson@to.infn.it
The ADM Formalism is discussed in the context of 2 + 1–dimensional gravity,
uniting two areas of relativity theory in which Stanley Deser has been particularly
active. For spacetimes with topology IR×T 2 the partially reduced and fully reduced
ADM formalism are related and quantized, and the role of ”large diffeomorphisms”
(the modular group) in the quantum theory is illustrated.
1. Introduction
Over forty years ago Arnowitt, Deser and Misner (ADM) studied the 3+1–
decomposition of general relativity, its initial value problem, the dynamical
structure of the field equations and calculated the Hamiltonian 1. This
extraordinary piece of work has become a fundamental ingredient of modern
relativity theory. It is now regularly taught as an integral part of relativity
courses, and usually occupies at least a chapter in relativity textbooks. The
problem had actually been considered previously by Dirac 2 who applied
his theory of constrained systems 3 to the gravitational field. But Dirac’s
treatment was incomplete and in a particular gauge.
In this Section I briefly summarise the ADM results,and in Section 2
discuss the main differences between the 3 and 4 dimensional theories. In
Section 3 the second–order, partially reduced, ADM formalism, for space-
times of topology IR × T 2 is reviewed, and I show how in principle the
system can be quantized. In Section 4 the first–order fully reduced holon-
omy approach is presented. In Section 5 the two approaches are related,
both classically and quantum mechanically, using the action of the modular
group, or “large diffeomorphisms - those that remain after ADM reduction.
∗Work supported by the Istituto Nazionale di Fisica Nucleare (INFN) of Italy and the
Italian Ministero dell’Universita` e della Ricerca Scientifica e Tecnologica (MIUR).
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The 3 + 1–decomposition of the Einstein–Hilbert action calculated by
ADM is
IEin =
∫
d4x
√
−(4)g (4)R =
∫
dt
∫
Σ
d3x
(
πij g˙ij −N iHi −NH
)
, (1)
where spacetime is of the form IR × Σ, and time runs along IR. In (1) the
metric has been decomposed as
ds2 = N2dt2 − gij(dxi +N idt)(dxj +N jdt) i, j = 1, 2, 3 (2)
and πij =
√
g (Kij − gijK), where Kij is the extrinsic curvature of the
surface Σ labeled by t = const.a In (2) the lapse N i and shift N functions
are related to the non-dynamical components of gij and their variation in
(1) leads to the supermomentum and super-Hamiltonian constraints on gij
and πkl.
Hi = −2∇jπj i = 0, H = 1√
g
gijgkl(π
ikπjl − 1
2
πijπkl)−√gR = 0 (3)
where ∇j is the covariant derivative for the connection compatible with
gij , and indices are now raised and lowered with gij . The H,Hi in (3)
are non-polynomial in gij and π
kl and involve (gij)
−1. They are directly
proportional to the components Goµ of the Einstein tensor defined by
Gµν =
δIEin
δgµν
= Rµν − 1
2
Rgµν (4)
so finding a solution to (3) would correspond to finding a general solution
of Einstein’s equations (the other components of (4) are zero by the Bianchi
identities Gµν |ν = 0).
The constraints (3) generate, through the Poisson brackets obtained
from (1)
{gij(x), πkl(y)} = 1
2
(δki δ
l
j + δ
k
j δ
l
i)δ
3(x− y) (5)
three-dimensional diffeomorphisms in Σ, and the time development of the
variables gij(x), π
kl(y).
One can ask what effect the constraints (3) would have when applied
on wave functions ψ(g). If the brackets (5) are represented by letting the
momenta πij act by differentiation
πij(x) ∼ δ
δgij(x)
(6)
aThis is standard ADM notation: gij and R refer to the induced metric and scalar
curvature of a time slice, while the spacetime metric and curvature are denoted (4)gµν
and (4)R.
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and the metric components gij(x) by multiplication, the supermomentum
constraint Hiψ(g) = 0 is easy to interpret, since∫
Σ
d3x
(
N iHi
)
Ψ(g) = δΨ(g) =
δΨ(g)
δgij(x)
(∇iNj +∇jNi) (7)
and implies that one should identify wave functions of metrics gij and g˜ij
when they differ as
g˜ij = gij +∇iNj +∇jNi. (8)
But (8) is a Lie derivative, or coordinate transformation, in the spatial
surface Σ, so the supermomentum constraint reflects the freedom to choose
the 3 spatial coordinates on Σ. The space of metrics (8) with g˜ij identified
with gij was named superspace in 1963 by Wheeler
4.
The super-Hamiltonian constraint Hψ(g) = 0 (also known as the
Wheeler DeWitt equation 5) is much harder to interpret, and alone does
not generate the dynamics, or time reparametrization invariance, of wave
functions ψ(g). Instead one needs to use the full Hamiltonian, namely the
combination ∫
Σ
d3x
(
N iHi +NH
)
. (9)
The gravitational field in 4 spacetime dimensions has correctly (for a mass-
less field) 2 independent degrees of freedom per spacetime point. This is
most easily seen by noting that the induced metric of a time slice gij has 6
independent components, and there are the 4 constraints (3).
2. 2 + 1–Dimensional ADM Decomposition
In 2 + 1 spacetime dimensions the description of Section (1) is essentially
identical, apart from a factor of 12 in the super-Hamiltonian (3). The count-
ing of degrees of freedom is, however, quite different. There are in fact zero
degrees of freedom, and this can be seen in several ways. The simplest is
perhaps to note that now the induced matric gij , i, j = 1, 2 has only 3 inde-
pendent components, but there are 3 constraints H = 0,Hi = 0 analogous
to (3). Alternatively, since the Weyl tensor vanishes in 3 dimensions (but
not in 4, see 6), it follows that the full Riemann curvature tensor Rαβµν can
be decomposed uniquely in terms of only the Ricci tensor Rµν the scalar
curvature R and the metric tensor gµν itself.
Rλµνk = gλνRµk − gµνRλk − gλkRµν + gµkRλν
+
1
2
R(gµνgλk − gλνgµk) (10)
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In fact in d dimensions Rαβµν has
d2(d2−1)
12 independent degrees of freedom
and Rµν has
d(d+1)
2 . These coincide when d = 3. In terms of the Einstein
tensor Gαβ (equation (4)) the decomposition (10) is
Rλµνk = ǫλµβ ǫνkα G
αβ (11)
so that when Einstein’s vacuum equations Gαβ = 0 are satisfied, the full
curvature tensor (all components) are zero, i.e. Rλµνk = 0 and spacetime
is flat. Thus vacuum solutions of Einstein’s equations correspond to flat
spacetimes, and there are no local degrees of freedom.
It is possible, however, to solve the field equations and introduce some
dynamics, in several ways. The first - developed extensively by Deser et
al 7 and others, is to add sources, or matter, thus creating local degrees of
freedom. When Einstein’s equations read
Gαβ = Tαβ (12)
where Tαβ is the stress-energy tensor of the sources, the curvature (11) is
no longer zero, but is proportional, from (12), to Tαβ.
The second creates propagating massive gravitational modes by adding
a topological term to the action, always possible in an odd number of di-
mensions 6. For gravity in 3 dimensions, this is the Chern-Simons form∫
(ωab ∧ dωab + 2
3
ωac ∧ ωdc ∧ ωda) (13)
where the components of the spin connection ωabµ are to be considered as
functionals of the triads eaµ by solving the torsion equation.
Ra = dea − ωab ∧ eb = 0
with e
a
µe
b
νηab = gµν . Variation of (13) with respect to the metric tensor gµν
gives the Cotton tensor
Cµν = g−
1
2 ǫµλβDλ
(
Rνβ −
1
4
δνβR
)
which is symmetric, traceless, conserved, and vanishes if the theory is con-
formally invariant. Therefore, adding the Chern-Simons term (13) to the
three-dimensional scalar curvature action (1) with a constant factor 1µ leads
to the field equations
Gµν +
1
µ
Cµν = 0
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which can be transformed into(
+ µ2
)
Rµν = terms in
(
Rµν
)2
(14)
In the linearized limit the R.H.S. of (14) vanishes and it is shown in 6 that
the solutions of (14) correspond to massive, spin ±2, particles.
A way to introduce global rather than local degrees of freedom in flat
spacetime is to consider non trivial topologies. Recall that curvature is
defined by commutators of covariant derivatives, or, by parallel transport
around non-collapsible curves i.e. curves which are not homotopic to the
identity. The change effected by parallel transport around closed curves of
this type is often called holonomy - and is used to characterise flat space-
times. A simple example is when the spatial surfaces are tori, i.e. Σ = T 2
- then the meridian and parallel are clearly non-collapsible. This will be
discussed explicitly in Sections (3) and (4).
3. Second–Order, Partially Reduced ADM Formalism
Here I summarise work by Moncrief 8 and Hosoya and Nakao 9, adding a
cosmological constant Λ. It is known that any two-metric gij on Σg, where
Σg is a Riemann surface of genus g, is conformal (up to a diffeomorphism)
to a finite-dimensional family of constant curvature metrics g¯ij(mα),
gij = e
2λg¯ij(mα), (15)
labelled by a set of moduli mα, α = 1.....6g − 6 (see Abikoff 10), and
R(g¯) =
1 g = 0
0 g = 1
−1 g > 1
(16)
A similar decomposition of the momenta πij gives
πij = e−2λ
√
g¯
(
pij +
1
2
g¯ijπ/
√
g¯ +∇iY j +∇jY i − g¯ij∇kY k
)
(17)
where ∇i is the covariant derivative for g¯ij , indices are now raised and
lowered with g¯ij , and p
ij - the momentum conjugate to g¯ij - is transverse
traceless with respect to ∇i, i.e., ∇i pij = 0.
This decomposition uses York time 11, the mean (extrinsic) curvature
K = π/
√
g = T , shown to be a good global coordinate choice in 8.
The supermomentum constraints now imply that Y i = 0, while the
super-Hamiltonian constraint,
H = −1
2
√
g¯e2λ(T 2 − 4Λ) +√g¯e−2λpijpij + 2
√
g¯
[
∆¯λ− 1
2
R¯
]
= 0, (18)
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reduces to a differential equation for the conformal factor λ as a function
of g¯ij , p
ij and T . For g > 1 a solution of (18) always exists and the three-
dimensional Einstein–Hilbert action is
IEin =
∫
dT
(
pα
dmα
dT
−H(m, p, T )
)
(19)
where pα are the momenta conjugate to the moduli mα defined by
pα =
∫
Σ
d2x πij
∂
∂mα
g¯ij . (20)
and H(m, p, T ) is an effective, or reduced, ADM Hamiltonian
H(m, p, T ) =
∫
Σ
√
g d2x =
∫
Σ
e2λ(m,p,T )
√
g¯ d2x (21)
which represents the surface area at time T , with λ(m, p, T ) determined by
(18). The reduced ADM Hamiltonian (21) generates the T = K or time
development of mα, p
β through the Poisson brackets
{
mα, p
β
}
= δβα. (22)
For g = 1 the modulus is the complex numberm = m1+im2 (withm2 > 0),
with momenta p = p1 + ip2 satisfying the Poisson brackets
{m, p¯} = {m¯, p} = 2, {m, p} = {m¯, p¯} = 0 (23)
and
dσ2 = m−12 |dx+mdy|2 , (24)
is the spatial metric for a given m where x and y each have period 1. The
surface curvature (16) is zero and (18) is explicitly solved. The reduced
ADM Hamiltonian (21) becomes
H(m, p, T ) =
(
T 2 − 4Λ)−1/2 [m22pp¯]1/2 . (25)
One can recognise in (25) the square of the momentum with respect to the
Poincare´ (constant negative curvature) metric on the torus moduli space
m2
−2dmdm¯. (26)
Hamilton’s equations for the motion of m, p on the hyperbolic upper half
plane (Teichmu¨ller space) using the reduced Hamiltonian (25) can be solved
exactly 12,13 and correspond to motion on a semicircle, a geodesic with
respect to the metric (26).
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This reduced phase space can, in principle, be quantized by replacing
the Poisson brackets (22) with commutators,
[
mˆα, pˆ
β
]
= i~δβα (27)
representing the momenta as derivatives,
pˆα =
~
i
∂
∂mα
, (28)
and imposing the Schro¨dinger equation
i~
∂ψ(m,T )
∂T
= Hˆψ(m,T ), (29)
where the Hamiltonian Hˆ is obtained from (25) by some suitable operator
ordering. With the ordering of (25), the Hamiltonian is
Hˆ =
~√
T 2 − 4Λ ∆
1/2
0 , (30)
where ∆0 is the scalar Laplacian for the constant negative curvature moduli
space with metric (26). Other orderings exist, but all consist of replacing
∆0 in (30) by ∆n, the weight n Maass Laplacian (see e.g. Carlip
14).
This approach also depends on the arbitrary, albeit good, choice of
K = π/
√
g = T as a time variable. It is not at all clear that a different
choice would lead to the same quantum theory.
4. First–Order Fully Reduced, ADM Formalism
The first-order, connection approach to (2+1)-dimensional gravity, in which
the triad one-form ea = eaµdx
µ and the spin connection ωab = ωabµdx
µ are
treated as independent variables was inspired by Witten 15 (see also 16) and
developed by Nelson, Regge and Zertuche 17,18,19,20. The three dimensional
Einstein-Hilbert action is
IEin =
∫
(dωab − ωad ∧ ωdb + Λ
3
ea ∧ eb) ∧ ec ǫabc, a, b, c = 0, 1, 2. (31)
For Λ < 0 this action can be written (up to a total derivative) asb
ICS = −α
4
∫
(d ΩAB − 2
3
ΩAE ∧ΩEB) ∧ ΩCDǫABCD, (32)
bFor Λ ≥ 0 see e.g. the discussion in 21
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where A,B,C.. = 0, 1, 2, 3, ǫabc3 = −ǫabc, the tangent space metric is ηAB =
(−1, 1, 1,−1) and the (anti-)de Sitter SO(2, 2) spin connection ΩAB is
ΩAB =
(
ωab − eaα
− ebα 0
)
. (33)
with Λ = −α−2. The canonical 2 + 1-decomposition of (32) is
IEin =
∫
d3x(Ωi
ABΩ˙CDj ǫABCD − Ω0ABRABij)ǫij . (34)
In (34) the curvature two-form RAB = d ΩAB − ΩAC ∧ ΩCB has compo-
nents Rab +Λea ∧ eb (proportional to the constraints (3)) and Ra3 = 1αRa
(proportional to a rotation constraint Jab on the triads), where
Rab = dωab − ωac ∧ ωcb, Ra = dea − ωab ∧ eb (35)
are the (2+1)-dimensional curvature and torsion. The field equations (con-
straints) derived from the action (34) are simply RAB = 0, and imply that
the SO(2, 2) connection ΩAB is flat, or, equivalently, from (35) that the
torsion vanishes everywhere and that the curvature Rab is constant. They
generate, through the Poisson brackets
{ΩiAB(x),ΩjCD(y)} = 1
2α
ǫijǫ
ABCDδ2(x− y). (36)
infinitesimal gauge and coordinate transformations δΩAB = DuAB on the
connections ΩAB.
Since the connection ΩAB is flat, it can be written locally in terms of an
SO(2, 2)-valued zero-form ψAB as dGAB = ΩAC GC
B. This sets to zero all
the constraints RAB = 0 and is therefore a fully reduced ADM formalism
in which the Hamiltonian is identically zero. However, some global degrees
of freedom remain, as can be seen by now taking into account the non–
trivial topology of the Riemann surface. For each path σ on Σ define the
holonomy (Wilson loop)
GABσ = expP
∫
σ
ΩAB (37)
where P denotes path–ordered, andGσ depends on the base (starting) point
and the homotopy class {σ} of σ, and satisfies Gσρ = GσGρ. Integrating
the brackets (36) along paths ρ, σ with non–zero intersection gives
{Gρ, Gσ} 6= 0 (38)
and this is the starting point for holonomy quantization.
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It is actually more convenient to use the spinor groups SL(2, IR) ⊗
SL(2, IR) for SO(2, 2) (see 18 for details). For each path σ we have
GABσ γB = S
−1(σ)γAS(σ) (39)
where γA are the Dirac matrices and S = S+⊗S−, S± ǫ SL(2, IR). Explic-
itly, if the paths ρ, σ have a single intersection then 18
{S±(ρ)βα, S±(σ)τγ} = ±s(−S±(ρ)βαS±(σ)τγ + 2S±(ρ3σ1)ταS±(σ3ρ1)βγ )
{S+(ρ)βα, S−(σ)τγ} = 0 α, β, . . . = 1, 2. (40)
where s is the intersection number (now set to 1) and σ1, ρ1 (resp. σ3, ρ3)
are the segments of paths before (resp. after) the intersection. The gauge
invariance can be implemented by taking traces since, if δ is an open path
R±(σ) = trS±(σ) = trS±(δ−1σδ) = R±(δ−1σδ) (41)
where now δ−1σδ is closed. For g = 1 it is enough to have just six traces
R±i , i = 1, 2, 3, corresponding to the three paths γ1, γ2, γ3 = γ1 · γ2. From
(40) they satisfy the non–linear cyclical Poisson bracket algebra 18
{R±i , R±j } = ∓
√−Λ
4
(ǫij
kR±k −R±i R±j ), ǫ123 = 1 (42)
and the cubic Casimir
1− (R±1 )2 − (R±2 )2 − (R±3 )2 + 2R±1 R±2 R±3 = 0. (43)
The traces (holonomies) of (42) can be represented classically as
R±1 = cosh r
±
1 , R
±
2 = cosh r
±
2 , R
±
3 = cosh(r
±
1 + r
±
2 ), (44)
where r±1,2 are real, global, time-independent (but undetermined) parame-
ters which, from (42) satisfy the Poisson bracketsc
{r±1 , r±2 } = ∓
√−Λ
4
, {r+1,2, r−1,2} = 0. (45)
The above fully reduced system can be easily quantized either by replacing
the Poisson brackets (45) by the commutators
[
rˆ±1 , rˆ
±
2
]
= ∓ i~
√−Λ
4
,
[
rˆ+1,2, rˆ
−
1,2
]
= 0. (46)
cThe parameters r±
1,2 used here have been scaled by a factor of
1
2
with respect to previous
articles
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or by directly quantizing the algebra (42). This gives for the (+) algebrad
q
1
2 Rˆ+1 Rˆ
+
2 − q−
1
2 Rˆ+2 Rˆ
+
1 = (q
1
2 − q− 12 )Rˆ+3 (47)
where q = exp 2iθ and tan θ = −~
√−Λ
8 . The algebra (47) is related
20 to
the Lie algebra of the quantum group SU(2)q, and can be represented (up
to rescalings of O(~)) by e.g. Rˆi =
1
2 (Ai + A
−1
i ), i = 1, 2, 3 where the Ai
satisfy
A1A2 = qA2A1, A1A2A3 = q
1
2 (48)
The first of (48) is called either a q–commutator, or a quantum plane re-
lation, or it is said that A1, A2 form a Weyl pair. Relations (48) can be
satisfied by the assignments A1 = e
rˆ1 , A2 = e
rˆ2 , A3 = e
−(rˆ1+rˆ2) with rˆ1, rˆ2
satisfying (46).
5. Classical and Quantum Equivalence
5.1. Classical equivalence
The classical solution of Section (3) can be related to the parameters r±1,2
of Section (4) as follows 21.
The ADM reduced actions (19) and (34) are related by
I =
∫
dt
∫
d2xπij g˙ij =
∫
d3x Ωi
abΩ˙CDj ǫABCD
=
∫
1
2
(p¯dm+ pdm¯)−HdT − d(p1m1 + p2m2)
=
∫
α(r−1 dr
−
2 − r+1 dr+2 ) (49)
and show that with the time coordinate t determined by T = − 2α cot 2tα
the parameters r±1,2 are related to the complex modulus m and momentum
p through a (time-dependent) canonical transformation. Explicitly, with
ra(t) = r
−
a e
it
α + r+a e
− it
α , a = 1, 2. and the r±a satisfying (45), then
m = r2
−1(t)r1(t), and p = −i
√
T 2 − 4Λ
4Λ
r¯2
2(t) (50)
will satisfy the Poisson brackets (23).
The Hamiltonian (25) is now
H =
1√
T 2 − 4Λ(r
−
1 r
+
2 − r+1 r−2 ) (51)
dThe (−) algebra is the same as (47) but uses q−1 rather than q
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and generates the development of the modulus and momentum (50) as
functions of the parameters ra
± and time T through
dp
dT
= {p,H}, dm
dT
= {m,H} (52)
5.2. Large Diffeomorphisms
The reduction to the modulus m and momenta p means there are no
more “small diffeomorphisms”- coordinate transformations (the constraints
which generate them are all identically zero). But there remain“large dif-
feomorphisms” due to the topology. These are transformations that are not
connected to the identity, cannot be built up from infinitesimal transforma-
tions and are generated by “Dehn twists”, i.e. by the operation of cutting
open a handle, twisting one end by 2π, and regluing the cut edges. For
g > 1 the set of equivalence classes of such large diffeomorphisms (mod-
ulo diffeomorphisms that can be deformed to the identity) is known as the
mapping class group. For g = 1 it is also called the modular group, and
the Dehn twists of the two independent circumferences γ1 and γ2 (which
have intersection number +1) act by
S : γ1 → γ−12 , γ2 → γ1
T : γ1 → γ1 · γ2, γ2 → γ2, (53)
These transformations induce the modular transformations
S : m→ −m−1 p→ m¯2p
T : m→ m+ 1 p→ p. (54)
which preserve the Poincare´ metric (26), the Hamiltonian (25) and the Pois-
son brackets (23). The figure illustrates this group action on the modulus
configuration space, with the invariant semicircle representing the geodesic
motion of the modulus m.
S
T
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Classically, one could ask that observables be invariant under all space-
time diffeomorphisms, including those in the modular group. Since equation
(54) shows that the modular group is well behaved on configuration space,
invariant functions of m exist (see 14). So the reduced ADM approach
of Section 3 looks like a standard “Schro¨dinger picture” quantum theory,
with time-dependent states ψ(m,T ) whose evolution is determined by the
Hamiltonian operator (30).
On the traces of holonomies the transformations (53) induce the follow-
ing
S : R±1 → R±2 , R±2 → R±1 , R±3 → 2R±1 R±2 −R±3
T : R±1 → R±3 , R±2 → R±2 , R±3 → 2R±3 R±2 −R±1 . (55)
which preserve the algebra (42). The corresponding transformations on the
holonomy parameters preserve their Poisson brackets (45)
S : r±1 → r±2 , r±2 → −r±1
T : r±1 → r±1 + r±2 , r±2 → r±2 . (56)
In this approach the modular group action (56) on the parameters is not
well behaved since it mixes r1 and r2, and quantization normally requires a
polarization. So the quantum theory of Section 4 resembles a “Heisenberg
picture” quantum theory, with time-independent states ψ(r), and, for some
ordering, time–dependent operators (50).
5.3. The Quantum Modular Group
Here I present work in collaboration with Carlip 22. It is useful to
note that the modular transformations can also be implemented quantum-
mechanically, by conjugation with the unitary operators 19,22
Tˆ = Tˆ+Tˆ− = exp
{
i
2~
(pˆ+ pˆ†)
}
Sˆ = Sˆ+Sˆ− = exp
{
iπ
8~
[
2(pˆ† + pˆ) + mˆ†(mˆ†pˆ+ pˆmˆ†) + (mˆpˆ† + pˆ†mˆ)mˆ
]}
The S transformation for p differs from its classical version (54)
S : pˆ→ mˆ
†
2
(mˆ†pˆ+ pˆmˆ†), (57)
by terms of order ~. In terms of the holonomy parameters these are
Tˆ± = exp
{
± iα
2~
(rˆ±2 )
2
}
, Sˆ± = exp
{
± iπα
4~
[
(rˆ±1 )
2 + (rˆ±2 )
2
]}
, (58)
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Using the above construction the two representations, classically equivalent
as shown in Section 5.1 can be related as follows. Start by diagonalizing
the commuting moduli operators mˆ and mˆ†, considered as functions of time
and initial data r±1,2 through (50)). Now if the r2(t) are “coordinates” u(t)
and r1(t) their “momenta” then mˆ and pˆ act as
mˆ ∼ u−1 ∂
∂u
pˆ ∼ u¯2 (59)
The normalized eigenstates of mˆ with eigenvalues m (and m¯ for mˆ†) are
K(m, m¯, t|u, u¯) = αm2
2π~
u¯ exp
{
− α
4~
mu2 +
α
4~
m¯u¯2
}
. (60)
So candidates for “Schro¨dinger picture” wave functions are the superposi-
tions
ψ˜(m, m¯, t) =
∫
du1du2K
∗(m, m¯, t|u, u¯)ψ(u, u¯) (61)
of the “Heisenberg picture” wave functions ψ(u, u¯). Inverting (61) gives
ψ(u, u¯) =
∫
F
d2m
m22
K(m, m¯, t|u, u¯)ψ˜(m, m¯, t). (62)
where F is a fundamental region for the modular group. Now apply the T
transformation (54) to (62)
Tˆψ(u, u¯) = Tˆ
∫
F
d2m
m22
K(m, m¯, t|u, u¯)ψ˜(m, m¯, t)
=
∫
F
d2m
m22
K(m+ 1, m¯+ 1, t|u, u¯)ψ˜(m+ 1, m¯+ 1, t)
=
∫
T−1F
d2m
m22
K(m, m¯, t|u, u¯)ψ˜(m, m¯, t), (63)
where T−1F is the new fundamental region obtained from F by a T−1
transformation, and in (63) ψ˜(m, m¯, t) and the integration measure are
modular invariant. A similar argument holds for the S transformation,
and shows that there are no invariant “Heisenberg picture” wave functions
ψ(u, u¯), since the integration regions in (62) and (63) are disjoint except on
a set of measure zero. Further, ψ(u, u¯) and Tˆψ(u, u¯) are orthogonal since
〈
ψ|Tˆψ
〉
=
∫
T−1F
d2m
m22
∫
F
d2m′
m′22
m′2
2δ2(m−m′)ψ˜(m, m¯, t)ψ˜∗(m′, m¯′, t) = 0,
(64)
and similarly for S.
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Equation (64) shows that the modular group splits the Hilbert space of
square-integrable functions of (u1, u2) into an infinite set of orthonormal
fundamental subspaces consisting of wave functions of the form (62) for
a fixed fundamental region F . It is shown in 22 that they are physically
equivalent, because matrix elements of invariant operators can be computed
in any of these subspaces, and each one is equivalent to the ADM Hilbert
space.
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