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Abstract
It is shown that transitive 1-factorizations of arc-transitive graphs exist if and only if certain factorizations
of their automorphism groups exist. This relation provides a method for constructing and characterizing
transitive 1-factorizations for certain classes of arc-transitive graphs. Then a characterization is given of
2-arc-transitive graphs which have transitive 1-factorizations. In this characterization, some 2-arc transitive
graphs and their transitive 1-factorizations are constructed.
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1. Introduction
By a graph Σ we mean a simple undirected graph with vertex set VΣ and edge set EΣ .
For a regular graph Σ of valency k, suppose that the edge set EΣ may be decomposed
into k edge-disjoint perfect matchings: E1,E2, . . . ,Ek . Then each set Ei corresponds to a reg-
ular subgraph Γi = (VΣ,Ei) of valency 1. The Γi form a 1-factorization of Σ , denoted by
F = {Γ1,Γ2, . . . ,Γk}. If further there is a group G  AutΣ such that G induces a transitive
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1-factorization if we make explicit reference to G.
An ordered pair of adjacent vertices of a graph is said to be an arc. A graph Σ is said to
be G-arc-transitive if G  AutΣ is transitive on the set of arcs of Σ . In this paper, we study
G-arc-transitive graphs Σ which have a G-transitive 1-factorization F .
In the literature, vertex-transitive complete graphs which admit a 1-factorization have been
investigated for a long time, see [2–4,10,12,17] for references. In these articles, the transitivity is
only required on the set of vertices. In this paper, the transitivity is required on the set of arcs (so
on the set of vertices) and also on the set of the 1-factors. This stronger transitivity enables us to
employ group theoretical tools more efficiently.
We observe that a complete graph Σ = Kn is G-arc-transitive if and only if G is 2-transitive on
vertices of Σ . Transitive 1-factorizations of arc-transitive complete graphs are classified in [6].
Arc-transitive non-complete graphs of course exist, and this paper addresses the problem of de-
termining, among such graphs, those admitting a G-transitive 1-factorization.
For a vertex α of a graph Σ , let Σ(α) be the set of vertices which are adjacent in Σ to α. For
a subgroup G AutΣ , denote by Gα the subgroup of elements of G which fix α, and denote by
G
Σ(α)
α the induced permutation group by Gα on Σ(α). The first result of this paper shows that a
connected G-arc-transitive graph Σ has a G-transitive 1-factorization if and only if the group G
has a specified factorization.
Theorem 1.1. A connected G-arc-transitive graph Σ has a G-transitive 1-factorization F if and
only if G has a factorization G = GαH such that Gα ∩ H = Gαβ , where α,β are two adjacent
vertices. Furthermore, in such a case, Gα ∼= GΣ(α)α , H = GΓ for some 1-factor Γ ∈ F , and
H  AutΓ is transitive on VΓ = VΣ .
This theorem enables us to construct certain classes of arc-transitive graphs which have tran-
sitive 1-factorizations using factorization results for finite groups. We note that it is very difficult
to determine whether a 1-factorization exists in a regular graph; for example, determining the
existence of 1-factorizations in cubic graphs is known to be an NP-complete problem. Theo-
rem 1.1 shows the different situation for the existence problem of 1-factorizations in certain
G-arc-transitive graphs underlying that the existence can be tested within G. A natural problem
arises here:
Problem A. Characterize connected graphs Σ which are G-arc-transitive and have a G-transitive
1-factorization, where G AutΣ .
A complete solution to this problem is known only for arc-transitive complete graphs, see
[5,6]. The second result of this paper gives a description of a subclass of arc-transitive graphs
which have a G-transitive 1-factorization. To state the description, we need more definitions.
For a group K and a subset S ⊂ K with S = S−1 := {s−1 | s ∈ S}, the Cayley graph
Σ = Cay(K,S) is defined as the graph which has vertex set K such that two vertices x, y are
adjacent if and only if yx−1 ∈ S. It follows that the automorphism group AutΣ of the Cayley
graph Σ contains a regular subgroup Kˆ ∼= K such that for each element gˆ ∈ Kˆ , gˆ :x → xg
for all x ∈ K . Further, it is easily shown that each automorphism of K which fixes S set-
wise induces an automorphism of the graph Σ . Thus Aut(K,S) := {σ ∈ Aut(K) | Sσ = S}
induces a subgroup of AutΣ , and normalizes the regular subgroup Kˆ . So AutΣ has a subgroup
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sitive on S and S contains an involution, then all elements of S are involutions, and hence the
Cayley graph Cay(K,S) is a G-arc-transitive graph and has a G-transitive 1-factorization F ,
where G = K  Aut(K,S) and F = {Γ1,Γ2, . . . ,Γk} for Γi = Cay(K, {s}) with s ∈ S. This pro-
vides us a method for constructing transitive 1-factorizations of certain graphs. For a Cayley
graph Γ of K and Kˆ  G  AutΓ , if Kˆ is normal in G, then Γ is called a G-normal Cayley
graph; if Kˆ is not normal in G and contains a normal subgroup of G of index 2, then Γ is called
a G-bi-normal Cayley graph.
Let Σ be a G-arc transitive graph where G AutΣ . Let N be a normal subgroup of G which
has at least 3 orbits on VΣ . Then for any subgraph Γ of Σ , the normal quotient ΓN of Γ induced
by N is defined as the graph such that its vertex set is the set of N -orbits on VΣ and two orbits
B,C are adjacent in ΓN if and only if some u ∈ B is adjacent to some v ∈ C in Γ . It follows that
ΣN is an arc-transitive graph since G/N acts transitively on the arcs of ΣN . In the case where
the valency of ΓN equals the valency of Γ , then Γ is called a normal cover of ΓN . If further Σ
has a G-transitive 1-factorization F = {Γ1, . . . ,Γk}, then we define
FN =
{
(Γ1)N , . . . , (Γk)N
}
to be the normal quotient factorization of F . It is easily shown that if Σ is a normal cover of
ΣN then a 1-factorization F of Σ is G-transitive if and only if FN is (G/N)-transitive, see
Lemmas 2.1 and 2.2. This gives a method for constructing transitive 1-factorizations of certain
graphs from smaller examples.
Recall that a 2-arc of a graph Σ is a triple (α,β, γ ) of distinct vertices such that α,γ are
adjacent to β . A graph Σ is said to be (G,2)-arc-transitive if G AutΣ is transitive on 2-arcs
of Σ . In particular, a graph is simply called 2-arc transitive if there exists G AutΓ such that
Γ is (G,2)-arc transitive. It is easily shown that if Σ is (G,2)-arc transitive and N G has at
least three orbits on VΣ , then ΣN is (G/N,2)-arc transitive, see [18]. The second result of this
paper is as follows.
Theorem 1.2. Let Σ be a (G,2)-arc-transitive graph of valency k on n vertices, where
G AutΣ . Assume that Σ has a G-transitive 1-factorization F , and let (α,β) be an arc of Σ .
Then one of the following holds:
(1) Σ is a G-normal or G-bi-normal 2-arc transitive Cayley graph.
(2) Σ is a normal cover of a graph in the next case.
(3) G is almost simple, and satisfies one of the following:
(i) G, Gα , k and n are as in Table 1.
(ii) G = Apd or Spd , and Gα = Zdp  Gαβ  AGL(d,p) is 2-transitive and the index
|NS
pd−1(Gαβ) : NGL(d,p)(Gαβ)| is even.
(iii) G = Ak or Sk , and (soc(Gα), k) = (PSL(d, q), qd−1q−1 ), (Ree(q), q3) or (PSU(3, q), q3).
Table 1
G Gα k n
PSp(6,2) Ree(3) 28 960
S11 M11 11 7!
S15 A7 15 15!/7!
S23 M23 23 19!/(243)
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(a) The nice properties of normal and bi-normal Cayley graphs (see [13,14,20]) provide an ef-
ficient method for studying the case in Theorem 1.2(1). A G-normal 2-arc transitive Cayley
graph is a normal cover of a graph arising from a quasiprimitive group of affine type or
twisted wreath product type, the former have 2-power number of vertices and are classi-
fied by Ivanov and Praeger in [11], and the latter are characterized by Baddeley [1]. A
G-bi-normal 2-arc transitive Cayley graph is a normal cover of a graph arising from a
quasiprimitive group of affine type or twisted wreath product type, see [11,19] for partial
characterizations for these graphs. The factorizations appeared in Theorem 1.2(1) are also
called homogeneous factorizations, see [15].
(b) The graphs stated in Theorem 1.2(3)(i) are completely known. There are examples satisfy-
ing Theorem 1.2(3)(ii), see Example 3.3, and however, the existence of graphs satisfying
Theorem 1.2(3)(iii) is unsettled.
The terminology and notation used in this paper are standard, see, for example, [8]. In partic-
ular, for two groups G,H , by G.H we mean an extension of G by H , split or non-split; so if the
extension is split then G.H means G  H . An extension G.Zn is sometimes written as G.n. For
a subgroup H of a group G, the largest normal subgroup of G contained in H is called the core
of H in G, and denoted by coreG(H). If coreG(H) = 1, then H is called core-free in G. The
socle of a group G is the product of all minimal normal subgroups of G, denoted by soc(G).
2. 1-Factorizations of arc-transitive graphs
In this section, we first give a characterization for normal quotients of transitive 1-
factorizations, and then prove Theorem 1.1.
2.1. Normal quotients and normal covers of transitive 1-factorizations
The first lemma tells us that certain normal quotients of a transitive 1-factorization still yield
transitive factorizations.
Lemma 2.1. Let Σ be a G-arc-transitive graph of valency k which has a G-transitive 1-
factorization F , where G  AutΣ . Let N G be such that N fixes F pointwise. Then FN is
a (G/N)-transitive 1-factorization of ΣN if and only if Σ is a normal cover of ΣN .
Proof. Write F = {Γ1,Γ2, . . . ,Γk}. Then G/N induces a transitive action on the set FN of
subgraphs (Γ1)N , (Γ2)N , . . . , (Γk)N . If FN is a 1-factorization of ΣN , then ΣN has valency k
and hence Σ is a normal cover of ΣN . Conversely, if Σ is a normal cover of ΣN then ΣN has
valency k and FN is a 1-factorization of Σ . 
The next lemma tells us that the converse of Lemma 2.1 is true in some sense.
Lemma 2.2. Let Σ be a connected G-arc-transitive graph, and let ΣN be a normal quotient
of Σ , where N G. Assume that Σ is a normal cover of ΣN and assume that ΣN has a (G/N)-
transitive 1-factorization. Then Σ has a G-transitive 1-factorization.
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Let Γi be the largest subgraph of Σ such that (Γi)N = Γ ′i . It follows that F = {Γ1,Γ2, . . . ,Γk}
is a G-transitive 1-factorization of Σ . 
Lemma 2.3. Let Σ be a connected G-arc-transitive graph which has a G-transitive 1-
factorization F , where G AutΣ . Then for a vertex α of Σ , we have that Gα ∼= GΣ(α)α .
Proof. If x ∈ Gα fixes each member of Σ(α), then, since each 1-factor in F has an edge
through α, we have that x fixes each 1-factor in F . An iteration of the argument shows that
x fixes each vertex at distance 2 from α and so on. Since Σ is connected, we conclude that x
fixes each vertex of Σ , so x = 1. 
2.2. Construction
We first give a general method for constructing examples.
Construction 2.4. Let Σ be a connected G-arc transitive graph with vertex set V . Assume further
that G = GαH such that Gα ∩H = Gαβ , where α,β are two adjacent vertices. Let
A = {(α,β)h ∣∣ h ∈ H}, Γ = (V ,A),
F = {Γ g ∣∣ g ∈ Gα
}
.
That is, the first factor Γ is the orbit of the arc (α,β) under the subgroup H , and then the
factorization is the orbit of the factor Γ under the subgroup Gα .
The following lemma shows that Construction 2.4 produces G-arc transitive 1-factorizations.
Lemma 2.5. The set of subgraphs F produced in Construction 2.4 is a G-arc transitive 1-
factorization.
Proof. By the assumption made in Construction 2.4, for the G-arc transitive graph Σ , we have
a group factorization G = GαH for some subgroup H < G, such that Gα ∩ H = Gαβ , where
α,β are two adjacent vertices. Since Gα ∩H = Gαβ , we have that Γ (α) = {β}, and further since
G = GαH , the subgroup H is transitive on the vertex set V . Thus Γ is a 1-factor of Σ . Since Σ is
G-arc-transitive, Gα is transitive on Σ(α), and so Gα is transitive on {Γ1(α),Γ2(α), . . . ,Γk(α)}.
Therefore, F is a 1-factorization of the graph Σ , and G acts transitively on F . 
Finally, we are ready to prove Theorem 1.1.
Proof of Theorem 1.1. Let Σ be a connected G-arc-transitive graph of valency k.
Suppose that Σ has a G-transitive 1-factorization F , say F = {Γ1,Γ2, . . . ,Γk}. Then for
a vertex α ∈ VΣ , we have Γ1(α) ∪ · · · ∪ Γk(α) = Σ(α). Since Σ is G-arc-transitive, Gα is
transitive on Σ(α). Thus Gα is transitive on {Γ1(α), . . . ,Γk(α)}, and so Gα induces a transitive
action on F , that is, Gα is a subgroup of G acting transitively on F . Therefore, for a 1-factor
Γ ∈F , we have G = GαGΓ . It then follows that GΓ is transitive on VΓ = VΣ .
Denote by β the vertex which is adjacent to α in Γ . Then β ∈ Γ (α) ⊂ Σ(α). Now Gαβ fixes
the arc (α,β), and since G acts on F , we have that Gαβ fixes the 1-factor Γ so that Gαβ GΓ .
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both the vertex α and the 1-factor Γ , and so g fixes Γ (α) = {β}. Hence g fixes both α and β ,
and so g ∈ Gαβ and Gα ∩GΓ Gαβ . Thus Gα ∩GΓ = Gαβ , as required.
Conversely, assume that G = GαH such that Gα ∩H = Gαβ where α,β are a pair of adjacent
vertices. By Lemma 2.5, Construction 2.4 produces a G-arc transitive 1-factorization of Σ . 
3. Examples
We first construct several examples to illustrate Theorem 1.1. For a group G and a core free
subgroup H < G, G has a faithful transitive permutation representation on [G : H ] := {Hx |
x ∈ G}. A coset graph Σ = Cos(G,H,HgH) where g ∈ G is defined as the digraph with vertex
set [G : H ] such that Hx is adjacent to Hy if and only if yx−1 ∈ HgH . If 〈H,g〉 = G then Σ is
connected; if g2 ∈ H , then the adjacency relation is symmetric and the graph Σ may be viewed
as an undirected graph, which is actually G-arc-transitive.
The first example is a transitive 1-factorization of the icosahedron graph.
Example 3.1. Let Σ be the icosahedron graph, which has 12 vertices and valency 5. Then AutΣ
has a subgroup G such that Σ is G-arc-transitive and G ∼= A5. Thus Σ may be represented as a
coset graph
Σ = Cos(G,H,HgH),
where H ∼= Z5, and g is an involution such that 〈H,g〉 = G. Let L be a subgroup of G such that
L ∼= A4. Then G = LH , and H ∩L = 1. In particular, L acts regularly on VΣ and Σ is a Cayley
graph of L. Denote by α and β the vertices of Σ corresponding to H and Hg, respectively. Then
Gα ∩Gβ = 1 = H ∩L. Thus by Theorem 1.1, Σ has a G-transitive 1-factorization.
The next example shows that not every arc-transitive graph has a transitive 1-factorization.
Example 3.2. Let Σ be the Petersen graph. Then Σ is cubic, AutΣ = S5, and it has two transitive
subgroups G such that Σ is G-arc-transitive, that is, G ∼= A5 or S5. Suppose that Σ has a G-arc
transitive 1-factorization. By Theorem 1.1, Gα ∼= GΣ(α)α , and so Gα ∼= S3 and G ∼= A5. However,
A5 has no factorization with one factor isomorphic to S3, which is a contradiction to Theorem 1.1.
So the Petersen graph has no arc transitive 1-factorization.
Now we construct an infinite family of 2-arc-transitive graphs which have transitive 1-
factorizations.
Example 3.3. Let G = Spe with p prime. Then G has two subgroups
H = Zep  Zpe−1 and L = Spe−1.
Further, there exists an element g ∈ G is such that g2 ∈ H , 〈H,g〉 = G, and H ∩ Hg = Zpe−1.
Let Σ = Cos(G,H,HgH). Then Σ is a connected (G,2)-arc-transitive graph of valency pe. Let
α,β be vertices corresponding to H and Hg. Then H ∩L = Zpe−1 = Gαβ . It follows that Σ is a
Cayley graph of the group Spe−2. Let Γ = (α,β)L, and let F = Γ H . Then F is a 1-factorization
of Σ and G is 2-transitive on F .
The group Sp(6,2) has a 2-transitive permutation representation of degree 28, and has a 2-
transitive subgroup PL(2,8), of index 960. This gives us an interesting example.
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H ∼= PSL(2,8).3 and L ∼= PSU(4,2).2
such that
G = HL and H ∩L ∼= Z9  Z6.
Further, 34 divides |NG(H ∩L)|, and it follows that NG(H ∩L) L ∼= PSU(4,2).2. Then from
the information of the Atlas [7], we conclude that the normalizer NG(H ∩ L)  31+2+  2S4
or 33  (S4 × 2). Thus there exists an element g ∈ NG(H ∩ L) such that g2 ∈ H ∩ L < H ,
〈H,g〉 = G. So the coset graph Σ = Cos(G,H,HgH) is a connected (G,2)-arc-transitive graph
of valency 28.
Let α,β be the two vertices of Σ corresponding to H,Hg, respectively. Then α,β are ad-
jacent, H = Gα , and Gα ∩ L = Ga ∩ Gβ . By Lemma 2.5, the graph Σ has a G-arc transitive
1-factorization F .
The Mathieu group M11 is 2-transitive of degree 11, naturally embedded into S11 gives rise to
a 1-factorization of a 2-arc transitive graph of valency 11.
Example 3.5. Let G = S11 and H = M11, naturally acting on Ω of degree 11. For ω ∈ Ω , we
have Gω = S10 and Hω = M10 such that NGω(Hω) = NS10(M10) = PL(2,9). Thus |NGω(Hω) :
Hω| = 2, and there exists g ∈ NGω(Hω)\Hω such that g2 ∈ Hω. Since Hω is a maximal subgroup
of Gω, we have H ∩ Hg = Hω. Further, as H is maximal in G, we have 〈H,g〉 = G. Let Σ =
Cos(G,H,HgH). Then Σ is connected, and as |H : H ∩ Hg| = 11, Σ is of valency 11, and H
acts on [H : Hω] 2-transitively. Hence Σ is a (G,2)-arc transitive graph of valency 11.
Finally, since Gω ∩ H = Hω is the stabilizer of the arc (H,Hg). By Lemma 2.5, Construc-
tion 2.4 can produce a G-transitive 1-factorization of Σ .
The alternating group A7 has a 2-transitive permutation representation of degree 15, naturally
embedded into S15. This provides us a 2-arc transitive graph of valency 15 admitting S15 that
has a 1-factorization.
Example 3.6. Let G = S15 and H = A7. Then Gω = S14 and Hω = PSL(3,2) such that
NGω(Hω) = NS14(PSL(3,2)) = PSL(3,2).2. Thus |NGω(Hω) : Hω| = 2, and there exists g ∈
NGω(Hω) \ Hω such that g2 ∈ Hω. In particular, PSL(3,2).2,A7 < 〈H,g〉. It follows that
〈H,g〉 = G. Let Σ = Cos(G,H,HgH). Then Σ is connected. Further, H ∩ Hg = Hω has
index 15, and H acting on [H : Hω] is 2-transitive. Hence Σ is a (G,2)-arc transitive graph of
valency 15.
Finally, since Gω ∩H = Hω = H ∩Hg is the stabilizer of the arc (H,Hg). By Theorem 1.1,
Σ has a G-transitive 1-factorization.
Finally, the Mathieu group M23 is 2-transitive of degree 23, naturally embedded into S23 gives
rise to a 1-factorization of a 2-arc transitive graph of valency 23.
Example 3.7. Let G = S23 and H = M23. Then Gω = S22 and Hω = M22 such that NGω(Hω) =
NS22(M22) = M22.2. Thus |NGω(Hω) : Hω| = 2, and there exists g ∈ NGω(Hω) \ Hω such that
g2 ∈ Hω . Since H is a maximal subgroup of soc(G) and M22.2  A22, we have 〈H,g〉 = G.
Let Σ = Cos(G,H,HgH). Then Σ is connected. Further, H ∩ Hg = Hω has index 23, and H
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since Gω ∩ H = Hω = H ∩ Hg is the stabilizer of the arc (H,Hg). By Theorem 1.1, Σ has a
G-transitive 1-factorization.
4. Proof of Theorem 1.2
In this section, we prove Theorem 1.2. Let Σ be a connected (G,2)-arc-transitive graph of
valency k. Let F be a G-transitive 1-factorization of Σ . Then Gα acts 2-transitively on Σ(α),
where α ∈ VΣ , and thus Gα acts 2-transitively on the set of edges through α. It follows that Gα
acts 2-transitively on F , and consequently so does G. We observe the following relation, which
is important for proving Theorem 1.2:
GΣ(α)α
∼= GF(α)α ∼= GFα <GF  Sym(F).
Lemma 4.1. Let K be the kernel of G acting on F . If K = 1, then parts (1)–(2) of Theorem 1.2
hold.
Proof. By the definition, for a vertex α of Σ , Kα fixes each member of Σ(α). Thus, proceeding
as in the proof of Lemma 2.3, it follows that Kα = 1, that is, K is semi-regular on VΣ .
Suppose that K is transitive on VΣ . Then K is a normal subgroup of G which is regular
on VΣ . We may write Σ as a Cayley graph of K , that is, Σ = Cay(K,S) for some subset S
of K \ {1}. It is easily shown that the subset S consists of involutions. Further, G = K Gα , and
GΓ = K  Gαβ , where Γ is the 1-factor containing the arc (α,β).
Suppose next that K has exactly two orbits in VΣ , say Δ1 and Δ2. Then Σ is a bipartite
graph with parts Δ1 and Δ2. Let Γ be a factor in F , and let β ∈ VΣ be such that (α,β) ∈ Γ .
Since Kα = 1 and K fixes the bipartition Δ1 and Δ2, we have that K ∩ G{α,β} = 1. Hence
GΓ = K  G{α,β}.
Suppose now that K has at least 3 orbits on VΣ . Then ΣK is a (G/K,2)-arc transitive
graph of valency k, Σ is a normal cover of ΣK . By Lemma 2.1, FK := {(Γ1)K, (Γ2)K, . . . ,
(Γk)K } is a (G/K)-transitive 1-factorization of ΣK . This proves parts (1)–(2). 
Thus, to complete the proof of Theorem 1.2, we from now on assume that K = 1, that is,
G acts faithfully on F . Then Gα and G are 2-transitive permutation groups on F such that
Gα is a core-free subgroup of G; in particular, soc(Gα) = soc(G). The list of finite 2-transitive
permutation groups can be found in [8, Section 7.7].
We first give a technical lemma for constructing 2-transitive subconstituent of G with G = An
or Sn.
Lemma 4.2. Let G ∼= Ak or Sk , naturally acting on Ω of degree k, and let H <G be a 2-
transitive permutation group on Ω . Assume that Hω = H ∩ Gω = H ∩ Hg , where ω ∈ Ω and
g ∈ G. Then
NG
(
H ∩Hg) = NGω
(
H ∩Hg).
Proof. Since H is 2-transitive on Ω , the stabilizer Hω is transitive on Ω \ {ω}, and so Hω fixes
exactly one point of Ω . Suppose that x ∈ G normalizes Hω. Then Hω = x−1Hωx = Hωx . Since
ω is the unique point in Ω which is fixed by Hω, we conclude that ωx = ω, and so x ∈ Gω. Thus
NG(Hω) = NGω(Hω). 
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The exceptional inclusions of 2-transitive permutation groups
Gα G |F | |G : Gα |
PSL(2,11) M11 12 12
PSL(2,11) M12 12 122
M11 M12 12 12
A7 A8 15 8
PSL(2,23) M24 24 40,320
PSL(2,8).3 PSp(6,2) 28 960
PSU(3,3).2 PSp(6,2) 28 120
In the following, we analyse the pairs {Gα,G} of 2-transitive permutation groups.
Lemma 4.3. Assume that Gα is affine of degree pd . Then G = Apd or Spd , Gα = Zdp  Gαβ ,
and Gαβ is a transitive subgroup of Spd−1 such that the index |NSpd−1(Gαβ) : NGL(d,p)(Gαβ)| is
even, as in Theorem 1.2(3)(ii).
Proof. Suppose that the unique minimal normal subgroup of Gα is N = Zdp , where p is a prime
and d  1. Then N is regular on Γ (α), and so Gα = N  Gαβ  AGL(d,p). Further, k =
|F | = pd , and G is a 2-transitive permutation group on F (of degree pd ) containing Gα . Since
Gα is core-free in G, it follows that G is an almost simple group. Then the socle soc(G) is a
non-abelian simple group which has a subgroup of index pd . Inspecting the classification result
of Guralnick in [9], we conclude that soc(G) = Apd . Thus GΓ = Apd−1 or Spd−1, and Gαβ =
Gα ∩ GΓ is a transitive subgroup of Spd−1. Let g ∈ G \ Gα be such that 〈Gα,g〉 = G and
g2 ∈ Gα . If g ∈ GL(d,p), then 〈Gα,g〉  AGL(d,p), not possible. Now g normalizes Gαβ ,
that is, g ∈ NS
pd−1(Gαβ), and it follows that NGL(d,p)(Gαβ) has even index in NSpd−1(Gαβ), as
claimed in Theorem 1.2(3)(ii). 
In the following, we assume that Gα is almost simple. If G is affine, then it follows that
Gα ∼= PSL(2,7), G = Z32  GL(3,2), and |F | = 8. Now Σ has |G : Gα| = 8 vertices. Thus it is
not possible for Σ to have a 1-factorization of cardinality |F | = 8.
Suppose that G is almost simple. Then the inclusion relation of 2-transitive permutation
groups is given in Cameron [5], which tells us that either
(a) Alt(F)GF  Sym(F), or
(b) (Gα,G, |F |) is one of the triples listed in Table 2.
We first deal with the exceptional inclusions, appeared in case (b).
Lemma 4.4. Assume that one of the inclusions listed in Table 2 occurs. Then (G,Gα,GF , |F |,
|G : Gα|) = (Sp(6,2),PSL(2,8).3,PSU(4,2).2,28,960).
Proof. We note that |F | = |Σ(α)| |VΣ |−1 = |G : Gα|−1, we conclude that it is not possible
for (G,Gα) = (M11,PSL(2,11)), (M12,M11), and (A8,A7).
Suppose that G = M12 and Gα = PSL(2,11). Then Gαβ = Z11  Z5, and GΓ = M11. There
exists no 2-element g ∈ NG(Gαβ) such that g2 ∈ Gαβ and 〈Gα,g〉 = G, which is a contradiction.
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k G H Gω |G : H |
11 S11 M11 S10 7!
15 S15 A7 S14 15!/7!
23 S23 M23 S22 19!/(243)
Suppose that G = M24 and Gα = PSL(2,23). Then Gαβ = Z23  Z11, and GΓ = M23 such
that Gαβ = Gα ∩ GΓ . However, there exists no element g ∈ NG(Gαβ) such that 〈Gα,g〉 = G
and g2 ∈ Gαβ , which is a contradiction.
Suppose that G = PSp(6,2) and Gαβ = Gα ∼= PSU(3,3). Then Gα∩L = 31+2+ 8. Following
the Atlas [7] and its notation, we have, NG(Gαβ) < PSU(3,3)  2, 31+2+  2A4 or 33  S4.
It must be that case where NG(31+2+  8) < PSU(3,3)  2. Thus NG(Gαβ) < Gα , which is a
contradiction.
Therefore, G = PSp(6,2) and Gα ∼= PSL(2,8).3. There is a graph arising from this case, as
given in Example 3.4. 
In the rest of this section, we consider the above case (a), so soc(G) is an alternating group.
Lemma 4.5. Let G ∼= Ak or Sk , naturally acting on Ω of degree k, and let H < G be a 2-
transitive permutation group on Ω . Assume that H is almost simple and G acting on [G : H ]
has a self-paired 2-transitive subconstituent of length k. Then either
(1) (soc(Gα), k) = (PSL(d, q), qd−1q−1 ), (Ree(q), q3) or (PSU(3, q), q3), or(2) one of the items of Table 3 occurs.
Proof. By Examples 3.5–3.7, the three groups M11, A7 and M23, listed in Table 3, indeed give
rise to examples. We thus only need to prove that, for the other case, any element g ∈ NG(Hω) =
NGω(Hω) is such that 〈H,g〉NG(H).
Case 1 (Sporadic almost simple 2-transitive permutation groups). We consider the ‘sporadic’
2-transitive permutation groups H on Ω listed in Table 4, where k = |Ω| and ω ∈ Ω .
This group H is naturally embedded into G = Ak . It follows from the information of the Atlas
[7] that Hω is a maximal subgroup of Gω = Ak−1. Hence by Lemma 4.5, we have NG(Hω) =
NGω(Hω) = Hω. So any element g ∈ NG(Hω) is such that 〈H,g〉 = H <G, as required.
Case 2 (Symplectic groups). Assume that (soc(H), k) = (PSp(2d,2),22d−1 ±2d−1). Then Hω =
P±(2d,2), which is a primitive permutation group on Ω \ {ω} of degree 22d−1 ± 2d−1 − 1.
We have Hω  NG(Hω)  S22d−1±2d−1−1. By [16], we have Hω = NG(Hω), so any element
g ∈ NG(Hω) = Hω is such that 〈H,g〉 = H <G, as required.
Case 3 (Rank one Lie groups). Assume that (soc(H), k) = (PSL(2, q), q + 1), where q = pe
with p prime. Then G = Sq+1, PSL(2, q)H NG(H) = PL(2, q). Thus Gω = Sq , and Hω =
P  R, where P ∼= Zep , and Z q−1
(q−1,2)
 R  Zq−1.Ze . By Lemma 4.2, NG(Hω) = NGω(Hω) 
NGω(P ) = AGL(e,p). Thus NG(Hω) = NGω(P  R) = NAGL(e,p)(P  R) = Zep.Zq−1.Ze <
PL(2, q) = NG(H). So any element g ∈ NG(Hω) is such that 〈H,g〉NG(H) <G.
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H k Hω
PSL(2,11) 11 A5
M11 12 PSL(2,11)
M12 12 M11
M22 22 M21
M24 24 M23
PL(2,8) 28 Z9  Z6
HS 176 PSU(3,5).2
Co3 276 McL.2
Assume that (soc(H), k) = (Sz(q), q2 + 1), where q = 2e. We have G = Sq2+1, and
Sz(q)H  NG(H) = Sz(q).Ze . Thus Gω = Sym(Ω \ {ω}) = Sq2 , and Hω = P  R, where
P = 2e+e and Zq−1  R  Zq−1.Ze . By Lemma 4.2, NG(Hω) = NGω(Hω) = NSq2 (P  R).
Now CS
q2
(P  R)  CS
q2
(P ). Since P is a regular subgroup of Sq2 , we have that CGω(P ) is
equal to the central product P ◦ P˜ with P˜ ∼= P and P ∩ P˜ = Z(P ) = Ze2. Further, for each ele-
ment x ∈ P˜ \ (P ∩ P˜ ), the square x2 ∈ Z(P ) = P ∩ P˜ . Let L be the normal cyclic subgroup
of R of order q − 1. It is known that L acts regularly on Z(P ) \ {1}; in particular, L cen-
tralizes no element of Z(P ). It follows that L centralizes no element of P ◦ P˜ . Therefore,
CGω(P  R) = 1, and NGω(P  R)/(P  R) is isomorphic to a subgroup of Out(P  R), the
outer automorphism group of P  R. Suppose that there exists x ∈ NGω(P  R). Since Z(P ) is
a characteristic subgroup of P  R, x normalizes Z(P ), that is, NGω(Hω)NGω(Z(P )). Let B
be the set of Z(P )-orbits in Ω \ {ω}. Then |B| = q , and both Hω/Z(P ) and NGω(Hω)/Z(P )
are transitive permutation groups on B, and Hω/Z(P ) is normal in NGω(Hω)/Z(P ). Now
AGL(1,2e) = Ze2  Z2e−1 = Hω/Z(P )  NGω(Hω)/Z(P )  S2e . Hence NGω(Hω)/Z(P ) =
Z
e
2  Z2e−1.Ze. So NGω(Hω) = Ze+e2  Z2e−1.Ze . Therefore, any element g ∈ NGω(Hω) is such
that 〈Gα,g〉 Aut(Sz(q)). 
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